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Editorial Preface

Living in cities is becoming increasingly attractive for many people around the world.
According to the United Nations, more than 3.8 billion or 53.6 % of the world’s
population were living in urban agglomerations in 2014. Especially from an ecological
point of view, cities are a central issue for the future. Cities consume enormous
amounts of energy, raw materials, and space, additionally producing tons of waste and
hazardous materials, while many places suffer from congestion, traffic jams, crime, etc.

Today’s cities are using systems and infrastructure that are partly based on outdated
technologies, making them unsustainable, inflexible, inefficient, and difficult to change.
In addition, the increasing pace of urbanization and transformation of the cities chal-
lenges traditional approaches for urban system forecasting, policy, and decision-
making even further. In order to solve these challenges, we have to understand cities as
hyper-complex interdependent systems that, with their interconnected layers and sub-
systems, cannot be efficiently understood separately from one another, but form a
complex interdependent system of infrastructural, economic, and social components
that require a holistic system model.

On the other hand, modern challenges in complex urban system studies come
together with new unprecedented opportunities, such as digital sensing. The techno-
logical revolution resulted in the broad penetration of digital technologies in the
everyday life of people and cities, creating big data records of human behavior. Also,
recent advances in network science allow for deeper interactions between people,
companies, and urban infrastructure from the new complex network perspective.

There is already a modern trend in urban planning to use the data that are available
to improve quality of life, reduce costs, and objectify planning decisions. This is
especially true for many cities — like Chicago or New York — which have begun to
roll out urban sensor data for managing the city. Data, analytics, and technology are
therefore the keys to making these data not only accessible, but to gain meaningful
insights into urban systems to understand the city, allow evidence-based decisions, and
create sustainable solutions and innovations improving the quality of urban life.

However, the high complexity of modern urban systems creates a challenge for the
data and analytic methods used to study them, calling for newer approaches that are
more unified, robust, and efficient.

The goal of this proposed special issue is to delineate important research milestones
and challenges of big data-driven studies of the complex urban systems, discussing
applicable data sources, methodology, and their current limitations.

This special issue contains 12 papers that contribute in-depth research of the subject.
The results of these papers were presented at the symposium Big Data and Technology
for Complex Urban Systems held during the 49th Hawaii International Conference in
System Sciences on January 5, 2016.

The first contribution is “Brazilians Divided: Political Protests as Told by Twitter”
by Souza Carvalho et al. This paper presents two learning algorithms to classify tweets



in Twitter for an exploratory analysis so as to acquire insights of the inner divisions and
their dynamics in the pro- and anti-government protests in the Brazilian presidential
election campaign in 2014. The results show that there are slightly different behaviors
from both sides, in which the pro-government users criticized the opposing arguments
prior to the event, whereas the group against the government generated attacks during
different times, as a response to supporters of the government.

Next, the second contribution “Sake Selection Support Application for Countryside
Tourism” by Iijamai et al. discusses a study to investigate a way of attracting foreign
tourists to participate in “Sake Brewery Tours” for the Tokyo Olympic Paralympic
Games in 2020. This paper demonstrates a related application to engage foreign tourists
who are not originally interested in sake.

The following contribution by Kalisch et al. is “A Holistic Approach to Understand
Urban Complexity” and gives an introduction to the interdependent complexity of
urban systems, addressing necessity for research in this field. Based on an
industry-funded qualitative research project, the paper outlines a holistic approach to
understanding urban complexity. The goal of this project was to understand the city in
a holistic way, applying the approach of system engineering to the field of urban
development, as well as to identify the key factors needed to redesign existing and
newly emerging cities in a more sustainable way. The authors describe the approach
and share a summary of a case study analysis of New York City.

The contribution entitled “Real-Time Data Collection and Processing of Utility
Customer’s Power Usage for Improved Demand Response Control,” by Shawyun
Sariri et al., investigates potential demand response solutions that provide cost-effective
alternatives to high priced spinning reserves and energy storage. The context of the
study focuses on the implementation of a pilot program, which aids in the under-
standing of large data collection in dense urban environments. Understanding the
power consumption behavior of a consumer is key in implementing efficient demand
response programs. Factors affecting large data collection such as infrastructure, data
storage, and security are also explored.

The paper “Development of a Measurement Scale for User Satisfaction with E-Tax
Systems in Australia” by A. Alghamdi and M. Rahim explores satisfaction of
e-government systems in general and e-tax systems in particular. The paper develops a
satisfaction construct of such e-tax systems and evaluates the approach in two steps.
The conceptual model construct is being evaluated by an expert panel, and there is also
a pilot evaluation of the survey instrument developed based on that model. The authors
present the first overview of factors that are important for user satisfaction with e-tax
systems.

The next two papers focus on the creation of open government data (OGD) re-
sources. The first OGD contribution, entitled “Data-Driven Governments: Creating
Value Through Open Government Data” by Judie Attard et al., explores existing
processes of value creation on government data. The paper identifies the dimensions
that impact, or are impacted by, value creation and distinguishes between the different
value-creating roles and participating stakeholders. The authors propose the use of
linked data as an approach to enhance the value creation process and provide a value
creation assessment framework to analyze the resulting impact. They also implement
the assessment framework to evaluate two government data portals.
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The second OGD contribution, entitled “Collaborative Construction of an Open
Official Gazette” by Gisele S. Craveiro et al., aims at describing the strategies adopted
for preparing the implementation of an open official gazette at the municipal level. The
proposed approach is a combination of bibliographical review, documentary research,
and direct observation. The paper also describes the strategies and activities put into
effect by a public body and an academic group in preparing the implementation of the
open official gazette and analyzes the outcomes of these strategies and activities by
examining the tool implemented, the traffic, and the reported uses of the open Gazette.

The next contribution, entitled “A Solution to Visualize Open Urban Data for
Illegally Parked Bicycles” by Shusaku Egami et al., presents a crowd-powered open
data solution for the illegal parking of bicycles in urban areas. This study proposes an
ecosystem that generates open urban data in link data format by socially collecting the
data, complementing the missing data, and then visualizing the data to facilitate and
raise social awareness about the problem.

The contribution, entitled “An Intelligent Hot-Desking Model Based on Occupancy
Sensor Data and Its Potential for Social Impact” by Konstantinos Maraslis et al.,
proposes a model that utilizes occupancy sensor data in a commercial hot-desking
environments. The authors show that sensor data can be used to facilitate office
resource management with results that outweigh the costs of occupancy detection. The
paper shows that the desk utilization can be optimized based on quality occupancy data
and also demonstrates the effectiveness of the model by comparing it with a theoret-
ically ideal, but impractical real-life model.

The following contribution, “Characterization of Behavioral Patterns Exploiting
Description of Geographical Areas” by Zolzaya Dashdorj et al., investigates relation-
ships existing between human behavior measured through mobile phone data records
on one hand, and location context, measured through the presence of points of interest
of different categories, on the other. Advanced machine-learning techniques are used to
predict a timeline type of communication activity in a given location based on the
knowledge of its context, and it is demonstrated that the classification based on
point-of-interest data has additional predictive power compared with the official data,
such as the land use classification.

The contribution “Analysis of Customers’ Spatial Distribution Through Transaction
Datasets” by Yuji Yoshimura et al. studies people’s consumption behavior and
specifically customer mobility between retail stores, using a large-scale anonymized
dataset of bank card transactions in Spain. Various spatial patterns of customer
behavior are discovered, including spatial distributions of customer activity with
respect to the distance from the considered store.

The last contribution, “Case Studies for Data-Driven Emergency Management/
Planning in Complex Urban Systems” by Kun Xie et al., considers five related case
studies within the New York/New Jersey metropolitan area in order to present a
comprehensive overview on how to use big urban data (including traffic operations,
incidents, geographical and socio economic characteristics, and evacuee behavior) to
obtain innovative solutions for emergency management and planning, in the context of
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complex urban systems. Useful insights are obtained from the data for essential tasks of
emergency management and planning such as evacuation demand estimation, deter-
mination of evacuation zones, evacuation planning, and resilience assessment.

July 2016 Amin Anjomshoaa
Patrick C.K. Hung
Dominik Kalisch

Stanislav Sobolevsky
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Brazilians Divided: Political Protests
as Told by Twitter

Cássia de Souza Carvalho1, Fabŕıcio Olivetti de França1,3(B),
Denise Hideko Goya1,3, and Claudio Luis de Camargo Penteado2,3

1 Center of Mathematics, Computing and Cognition (CMCC),
Federal University of ABC (UFABC), Santo André, SP, Brazil

cassia.carvalho@aluno.ufabc.edu.br,
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2 Center of Engineering, Modeling and Applied Social Sciences (CECS),
Federal University of ABC (UFABC), São Bernardo do Campo, Brazil

claudio.penteado@ufabc.edu.br
3 Nuvem Research Strategic Unit, Santo André, Brazil

Abstract. After a fierce presidential election campaign in 2014, the re-
elected president Dilma Rousseff became a target of protests in 2015 ask-
ing for her impeachment. This sentiment of dissatisfaction was fomented
by the tight results between the two favorite runners-up and the accusa-
tions of corruption in the media. Two main protests in March were orga-
nized and largely reported with the use of Social Networks like Twitter:
one pro-government and other against it, separated by two days. In this
work, we apply two supervised learning algorithms to automatically clas-
sify tweets during the protests and to perform an exploratory analysis to
acquire insights of their inner divisions and their dynamics. Furthermore,
we can identify a slightly different behavior from both parts: while the
pro-government users criticized the opposing arguments prior the event,
the group against the government generated attacked during different
times, as a response to supporters of government.

1 Introduction

In democratic elections, whenever the results are tight, the competing sides tend
to express a negative sentiment towards each other, inciting a polarization among
people. When this sentiment is accompanied by doubts about the legitimacy of
voting system, it may influence a wave of protests and calls for a change of rules.

This situation occurred in the Brazilian presidential election of 2014, in which
the two main candidates, Dilma Rousseff, representing the Workers’ Party, and
Party, and Aécio Neves, representing the Brazilian Social Democracy Party,
obtained a result of 51.64 % and 48.36 % of votes respectively. These results,
together with the spread of news about internal corruption in one of the largest
semi-public multinational corporation, influenced the people from the opposing
side to organize a series of protests.

c© Springer-Verlag GmbH Germany 2016
A. Hameurlain et al. (Eds.): TLDKS XXVII, LNCS 9860, pp. 1–18, 2016.
DOI: 10.1007/978-3-662-53416-8 1



2 C. de Souza Carvalho et al.

These protests occurred inside their homes, on the streets [21] and throughout
the two main social networks: Facebook1 and Twitter2. These Social Networks
played an important role for the organization and discussions of such protests.

With the widespread use of the Social Networks, it is possible to extract
different information about these events. For the government and opposition
sides, it is important to know who are the main actors of these events, the overall
sentiments, the demands and the different parts that gathered for a common goal.

In this paper, we apply two classification algorithms [2] to determine the
overall sentiment of the protesters on the events that occurred during the period
of 13th and 15th of March 2015. The first event (13th of March) was organized
by pro-government groups, while the second (15th of March) was organized by
groups against government. We explore what information we can infer from
the classes by plotting the temporal relations. Despite the usual literature on
Sentiment Mining [9], we will label the sentiments pro or against the government.

The paper is organized as follows: In Sect. 2 we contextualize these two polit-
ical protests to better understand the overall sentiment of both sides. In Sect. 3
we explain the two classification algorithms used in this work: Naive Bayes [12]
and Support Vector Machine [17], as well briefly summarize some works found
in the literature of twitter sentiment analysis, particularly focusing on political
context. In Sect. 4 we explain the methodology and apply these two algorithms
in our collected dataset and to analyze the information that can be extracted
from the results. Finally, in Sect. 5 we conclude this paper with some insights
for future work.

2 Brazilian Political Protests

After a polarized campaign between the two candidates, the president Dilma
Rousseff was re-elected as President of Brazil by a small margin of votes,
3,459,963 (roughly 3.28 % of the electors). The presidential campaign of 2014
was marked by intense debates between the candidates since the first round,
motivating supporters and militants to produce favorable information for their
candidates in the Internet Social Networks.

Disagreeing with the loss of the candidate Aécio Neves, their supporters
and groups opposed to the Workers’ Party manifested their unhappiness on the
Internet, maintaining an intense online political mobilization. As a result from
this articulation, groups against the government organized via digital media
(Facebook, Twitter, WhatsApp3) a protest that was known as Panelaço (pan
beating). During the initial statement of president Dilma Rousseff in national
broadcast on 8th of March 2015, the protesters beat pans and swore the president
and her party.

On 15th of March 2015 took place the first and largest manifestation
against Dilma Rousseff, in several different cities, asking for her impeachment.
1 https://www.facebook.com.
2 https://www.twitter.com.
3 https://web.whatsapp.com/.

https://www.facebook.com
https://www.twitter.com
https://web.whatsapp.com/


Brazilians Divided: Political Protests as Told by Twitter 3

These manifestations united on Brazilian streets millions of people, dissatisfied
with the current management of the country, inflation of prices and corruption
reports, chiefly in Petrobras.

On the other hand, supporters of the government decided for a counterattack.
A mobilization was organized by union and social movements on 13th of March
2015. Besides occupying the streets, the political debate also occurred on the
Internet.

The government supporters accused the traditional mass media of dimin-
ishing the importance of pro-government protests on news, while giving a wide
coverage on protests of opposition, notably Rede Globo TV Channel, the most
popular and influential media group in Brazil.

Virtual militants and connected citizen have continued the political debate in
cyberspace. After the mobilization studied in this paper, there were two others
great protests against the Workers’ Party, on 12th of April 2015 and 17th of
May 2015 (this last one with a smaller adhesion).

3 Supervised Learning

In Machine Learning, Supervised Learning [18] refers to the set of algorithms
and methods that learns a function y = f(x) where x is the object of study and
y is a predicted value. This is performed by feeding the algorithm with a set X
of object examples, associated with the expected output given by a set Y . The
algorithm creates a mapping from the observed data, being capable of inferring
any new object, already observed or not.

There are many algorithms created for this task, with different characteristics
and capable of handling different types of variables. In this work, we will use two
well-known techniques: Naive Bayes [12], a technique known for its good trade-off
of performance and simplicity; and Support Vector Machine [17], a state-of-the-
art algorithm for many classification problems and datasets, but with the need
of more specific adjustments.

In the following sub-sections we will briefly explain these techniques.

3.1 Naive Bayes

Naive Bayes is a non-parametric probabilistic algorithm, often used for classifi-
cation of categorical data [3] and text mining [6]. This algorithm assumes that
the variables describing the objects of study are independent from each other
regarding their classification, thus making use of the Bayes Theorem. With this
strong assumption, we can use the Bayes Theorem described as:

p(c|X) =
p(c)p(X|c)

p(X)
, (1)

where X is the feature set describing the object and c is the class to which it
belongs.
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From a training data, it is easy to estimate p(c) as the proportion of objects
classified as c. The estimation of p(X|c) and p(X) makes use of the independence
assumption as:

p(X) = p(x1) · p(x2) · · · p(xn), (2)

and

p(X|c) = p(x1|c) · p(x2|c) · · · p(xn|c). (3)

After estimating all of these probabilities, a new object can be classified by
finding the class c which gives the maximum probability given the features of
the object.

3.2 Support Vector Machine

The Support Vector Machine (SVM) is a technique that extends the linear regres-
sion model to alleviate two problems: (i) the assumption that the data is linearly
separable and; (ii) the over-fitting of the training data.

For the first problem, the first and simpler assumption during the classifi-
cation task is that the objects are linearly separable, i.e., the objects of differ-
ent classes can be separated with a simple line equation. But in practice, this
assumption rarely holds, so a new set of features should be crafted or learned as
a non-linear combination of the original features set. With this transformation,
it is expected that the new features set resides on a linearly separable space, but
this adds the cost of transforming to every new object to be classified. In SVM,
the idea of a Kernel function was introduced to alleviate this problem [5,15].

A Kernel function k(x, y) takes as input two objects described by their orig-
inal features set and calculates the distance between them in a different space
chosen by the function being used. This calculation is performed without explic-
itly transforming the feature space, thus having an efficient computational cost.
The main Kernel functions used on the literature are Linear Kernel, Polynomial
Kernel and RBF Kernel, the last two non-linear.

The second problem, regarding the over-fitting, is alleviated by changing the
objective-function of the separation line. In Linear Regression, the objective is
to find the separation line which gives the minimum error regarding the training
data. In SVM, the objective-function is the maximization of the margin envelop-
ing the separation line. In other words, the algorithm seeks a separation line that
has a maximum distance from the closest points of each class.

By maximizing this margin, not only the classification error for the training
data is minimized, but also it keeps some space for generalization of unseen data.

3.3 Related Work

It is well know the usage of SVM and Naive Bayes as text classifiers, and recently
applied to Twitter corpora and other micro-blogging platforms [1,8,14]. In par-
ticular, we briefly summarize some studies that utilized tweets as a source of
public opinion manifestations.
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In the context of political sentiment mining on Social Networks, Spaiser
et al. [16] applied statistical and machine learning techniques to almost 700, 000
tweets, being able to observe how they had contributed to weaken Russian
protest movements.

Livne et al. [10] collected tweets from US House and Senate candidates,
applied text mining using a bag-of-words model, conducted graph analysis to
estimate co-alliances and divergence among candidates and generated a predic-
tive model for a certain candidate win or lose the election.

Lotan et al. [11] analyzed the Tunisian and Egyptian Revolutions as told
by Twitter, identifying the main actors of the online manifestations and flow of
information.

Turkmen et al. [19] collected and labeled tweets during recent Turkey protests
and used SVM and Random Forest classifier to predict political tendencies in
the messages.

4 Experiments

In this section, we give a complete description of data acquisition, methodology
and analysis of a real-life event on the Twitter Social Network.

4.1 Methodology

During the period of 12th to 16th of March 2015, we collected the tweets with
hashtags related to both protests (see Table 1) by using the Twitter API4 with
the streaming interface that continuously collects tweets in real time. After the
data collection, we ended up with 274,645 tweets from 101,452 different users.

We added the tweets published on 13th of March of 2015 in one dataset
(PROGOV) and those published on 15th of March of 2015 in another dataset
(CONGOV). From these two datasets we extracted the bag-of-words model,
transforming the features by using tf-idf (frequency inverse document fre-
quency) [4].

For the classification task, we randomly picked 100 tweets from each dataset,
50 for each sentiment 5, and fitted this data using both classification algorithms.
After that, another 100 tweets were chosen at random and classified using these
models. If the classification accuracy (percentage of correct classification) were
below 70%, these 100 tweets were added to the training data, and the process
repeated until the accuracy levels reached 70% or more on the random data. This
threshold is a compromise of the reported accuracy of the literature [1,8,14] that
range between as low as 60% and as high as 85%.

After that, we classified the entire dataset and performed some exploratory
analysis to extract information about the protests dynamics. A summary of the
datasets characteristics is depicted in Table 2.
4 https://dev.twitter.com/.
5 We are aware that this dataset is possibly unbalanced, but to know the exact balance

would imply a large quantity of manual classification.

https://dev.twitter.com/
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Table 1. Hashtags used during the data collecting stage.

Hashtag Meaning

#13Marco Date of the protest supporting the government

#AcordaBrasil Wake-up Brazil

#DilmaNaoMeRepresenta Dilma (elected president) does not represent me

#DilmaVaiada Dilma booed

#ForaDilma Go away Dilma

#ForaPT Go away PT (Workers’ Party)

#ImpeachmentDilma Impeachment of president Dilma

#PetrobrasEhBrasil13 Petrobras (Brazilian oil company) belongs to Brazil
(supporters of the gov.)

#PronunciamentoDaDilma Speech of president Dilma

#SouPetrobras I am Petrobras (supporters)

#TodosContraOGolpe All against the coup d’état

#VamosVaiarDilmaNaTV Let us shout down Dilma on TV

#VemPraRua15DeMarco Let us go to the streets on March, 15th

#br45ilnocorrupt No corruption in Brazil (with a pun with the code 45
of the opposition party)

#globogolpista Coup-backer Globo (Globo is one of the largest TV
Station in Brazil)

#protestos protests

Table 2. Summary of studied datasets.

Dataset # of tweets Unique words

PROGOV 84, 821 36, 070

CONGOV 189, 824 60, 684

In the next subsections we will present just the main results in order to
preserve clarity and brevity of this paper. The full set of results with the cor-
responding IPython Notebooks will be made available at https://github.com/
folivetti/POLITICS.

4.2 Classification Results

After sampling 100 tweets from the datasets and manually labeling them as
PRO or CON, as in pro-government and against it respectively, we trained the
Naive Bayes and SVM algorithms with these sampled tweets, and applied the
classification process for the entire data set. After this first step, we sampled
another batch of 100 tweets from the classified results of each algorithms.

https://github.com/folivetti/POLITICS
https://github.com/folivetti/POLITICS
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In order to use a diversified set, without a bias towards one class, we have used
the Reservoir Sampling technique [20] that samples items with equal probability
from a large set. The algorithm is briefly described in Algorithm 1.

Algorithm 1. Reservoir Sampling.
input : Data stream D, number of samples k.
output: Sampled data S

S ← ∅

for sample ∈ D do
if sample.index <= k then

S.append(sample)

else if r U(0, k) < k then
S[r] ← sample

The algorithm starts by inserting the first k samples into the sampled data
set. After that point, every subsequent data can replace a given sample, chosen
randomly by an uniform distribution (r U(0, k)), with probability 1/k.

After the sampling process, we manually verified the classes of data to esti-
mate the accuracy of both classifiers.

As we can see from the Truth Tables in Tables 3 and 4, both classifiers had
similar results, with an accuracy around 90 %. Although this may not be statis-
tically significant for the whole dataset, the intention of this work is to perform
a practical analysis of the protests data with the minimal human effort.

Table 3. Truth table for the classification results of Naive Bayes.

Table 4. Truth table for the classification results of SVM.



8 C. de Souza Carvalho et al.

4.3 Distribution of Classes

It is expected that classes are biased by the theme of the day, i.e., PRO tweets
mainly occur in the PROGOV dataset, and CON tweets in the CONGOV
dataset. However, our question is how imbalanced the datasets actually are,
and if there is a difference on the distributions for each day.

To answer such questions, Figs. 1 and 2 show the distributions for each day
and for each classifier. As we can see, regarding the classifiers, they agree on
the distribution of topics on both datasets, having a very similar distribution of
classes. Also, those Figures confirm that the distribution is biased towards the
central theme of each protest, on March 13th the majority are supporting the
government while on March 15th, the majority is against it.

We observe that on March 13th the opposing group was less active than on
March 15th. This indicates that the people against the government concentrated
their efforts on the protest of March 15th and did not pay attention to this
pro-government manifestation. On the other hand, the group supporting the
government was considerably active on both days of protests, trying to contest
the claims of the other group.

Furthermore, the Figures show that the absolute number of tweets supporting
the government is about constant throughout the days, with a number of around
80, 000 tweets, while the number of people against the government steps up from
around 20, 000 to about 150, 000, almost 7 times more. This indicates a more
consistent pattern of activists supporting the government.

Fig. 1. Distribution of classes for March 13th.
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Fig. 2. Distribution of classes for March 15th.

4.4 Distribution of Words

After verifying the distribution of each class, it is also interesting to extract what
people of each group are saying. For this matter we have extracted the Top 3
words used on the tweets for each class and on each type of protest.

The Figs. 3 and 4 show the results of these distributions. It is important to
notice that both algorithms rendered the same set of words, so the results are
grouped together on the bar plot depicted with the confidence intervals. The
meaning of these words are explained on Table 5.

As we can see on March 13th, the majority of the tweets focused on the
accusations against Globo TV Channel harming the democracy. In Brazilian
history, Globo is often associated with the support of the military coup of 1964
[7] and the election of the only Brazilian president to suffer an impeachment
[13]. The second and third more frequent words are associated with calling the
people on the streets and stating they will not participate on the next protest
against the government. The people against the govern limited themselves on
calling people for the protests and asking the president to step out on her own.

On March 15th, the people supporting the government kept a similar behav-
ior from the previous day, but additionally, they started a campaign claiming
for democracy, stating that the people should accept the results from the past
election as this is a democracy. The group against the govern intensified the use
of the hashtag asking the president Dilma to step out together with the use of a
similar hashtag related to her political party. The term vemprarua is perceived
to have been used by both sides since this word is a more general term for calling
people to the streets, without specifying the reason.



10 C. de Souza Carvalho et al.

Fig. 3. Words distribution for March 13th.

Fig. 4. Words distribution for March 15th.

4.5 Most Active Users

Another practical result of interest from these datasets is the identification of
the most active users for each class. The identification of such actors may reveal
the organizations and real motivation behind both manifestations. Even if they
are not the leaders of such events, they represent a step towards finding such
connections.

Initially, we analyzed the distribution of activity of all users in each day
of protests. In Figs. 5 and 6 it is shown that the majority of users posted few
tweets about the protests, while there were very few users responsible for about
800 tweets on March 13th and more than 1400 tweets on March 15th. This is
similar to a power law distribution, indicating that few users are more active
and possibly more influential than others. The next step was to identify those
very active users and their role in the protests.
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Table 5. Explanation of each hashtag.

Hashtag Explanation

dia13diadeluta Used to call the people for March 13th event

domingoeunaovouporque Stating that they will not participate on March 15th

familiamarinhohsbc Related to the accusations against Globo TV Station
(accused of supporting the movement against the
government) and HSBC bank

foradilma Asking for Dilma Rousseff to step out of presidency

forapt Asking for the Workers’ Party to step out

globogolpista Claiming Globo TV Station is trying a coup

menosodiomaisdemocracia Asking for less hate and more democracy

vemprarua Calling people to the streets, used for both events

vemprarua15demarco Calling people to the streets on March 15th

Fig. 5. Distribution of tweets from all users on March 13th, logarithmic scale for y
axis.

In Figs. 7 and 8 we depict the distribution of the six most active users with
confidence intervals. Regarding March 13th, the most active users for each group
were Larissa Alves (/laripr), a twitter account of a person who actively tweets
about the accomplishments of the current government, the suspicious and accu-
sations of the opposing parties, and Br45il No Corrupt (/br45ilnocorrupt), an
account with a pun on the number 45 corresponding to the opposing political
party, replacing the letters ‘A’ and ‘S’ from Brasil. This account was specially
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Fig. 6. Distribution of tweets from all users on March 15th, logarithmic scale for y
axis.

created for accusing the Workers’ Party of being corrupt and feed the discussions
around the protests. This account was created by the non-profit organization of
the same name that, while do not explicitly enlist a direct connection with the
opposing party, it manifested support to them.

The account #Dia13DiadeLuta (/AdaByronKing) is an account related to
a group of political activists against rumours, #ForaDilma (/jonhpaul11) was
a common user that changed his name during the event to support the group
against the government. There is no known connection with political parties
but it is assumed that they have such support. The account Revista Eletrônica
(/e editora) refers to a self-claimed independent journalist media while JoaoG
(/JGZZZO) seems to be a fake account created as a retweeting robot, also known
as bot. These bots are computer programs created to share the messages of
specific users, often used to fake the real impact of an opinion. The user is
considered suspect of being a bot whenever they have more than 10 thousand
tweets, consisting mostly of retweets, if they have many retweets in different
languages, or have no tweet at all (i.e., retweet a message and delete some time
later).

On March 15th, some of the tweets of the account Br45sil No Corrupt are
probably incorrectly classified by one of the algorithms, generating a lower confi-
dence. This misclassification occurred by a sequence of tweets without the com-
mon words used against the government. One example is the tweet literally
translated to Tomorrow we will be 1 million on the streets that, without the
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Fig. 7. Distribution of tweets from the six most active users on March 13th.

Fig. 8. Distribution of tweets from the six most active users on March 15th.

date of the tweet and the user that created the content, the correct classification
cannot be inferred.

The user Rafael Soares (/KatycatBrasill), after manual inspection, seems
to be an account created as a fan account for singer Katy Perry as a disguise
for being another retweeting bot. This account has a long history of retweeting
contents of different opinions in different languages. The user Raissa Bittencourt
(/raissabittenco3) was a fake account and it is not active anymore, created prob-
ably with the purpose of retweeting opinions against the government. The user
eduardo (/eduardonino) is a political activist supporting the government but
aligned with more leftist parties. Finally, the user oConsciente (/oconsciente) is
a political activist supporting the Workers’ Party.
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Fig. 9. Hourly distribution of classes on March 13th.

These results could find some interesting actors (i.e., Br45il No Corrupt and
oConsciente) that are indicative of the organizations behind each group. But,
also, it revealed the use of bots by both sides in order to inflate the importance
of their claims.

4.6 Hourly Activity

Next we verify the hourly activity throughout both days of protests, first grouped
by class and then by the top users. In Figs. 9 and 10 we can see the activities
for each group on each day. We note that the protests took place during the
afternoon of the corresponding days, thus the main activity was comprised from
noon to midnight on both days. As it should be expected, the group supporting
the government was more active than the group against it on March 13th, while
on March 15th occurred the opposite.

However, the behaviors are different, as seen in these Figures. The first is
regarding the behavior of the CON group during March 13th, as they kept a low
profile in the morning but started raising their activity after 10 a.m., reaching
its peak at around 11 p.m. of the Friday night. This pattern seems reasonable as
a kind of attack against the supporters group, when their manifestation started.
Since this is the day preceding the weekend, the working time might have pre-
vented most of the users of tweeting before 6 p.m.

During the events of March 15th, we observe an intensified activity of the
supporters group early in the morning. They seem to have organized themselves
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Fig. 10. Hourly distribution of classes on March 15th.

Fig. 11. Hourly user activity on March 13th.
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Fig. 12. Hourly user activity on March 15th.

to try attacking the protesters prior the event. Right after the start of the event,
the supporters were also very active, trying to compensate for the rising of people
tweeting against the government and, after that, followed the same trend of the
protesters.

In Figs. 11 and 12, we depict the hourly activity of some of the top users from
a previous analysis throughout each day. On March 13th, the users followed a
similar behavior of the tweets by class, being more active during the afternoon.
The users eduardo and Br45il No Corrupt were responsible for the most activ-
ities, having similar peaks at 5 p.m., at 7 p.m. and a final one at 9 p.m.. The
events of 5 p.m. were about the presence of artists on the protest against the
government, with a decay of such announcements on 7 p.m. and raising again at
9 p.m.

During March 15th, the activity of users did not match exactly the class
hourly behavior, having several peaks throughout the day. The main peaks
occurred on 6 a.m. by eduardo calling the people for a tweeting event against the
protest. After that, at 2 p.m. the user Rafael soares chained a tweeting activity
to raise the hashtags against the government on the trending topics. These users
followed the same behavior later at 5 p.m. and, by 8 p.m., the user eduardo raised
again a protest against the media trying to coup the government.

5 Conclusion

In this paper we show how we applied two algorithms for supervised learning,
Naive Bayes and Support Vector Machine, in order to analyze the events of
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two opposing protests on the streets of Brazil, as told by Twitter users, as a
consequence of the disputed presidential elections in 2014. These algorithms were
trained using a very small sample of the data set in order to quickly estimate
the numbers of both events.

The events were first separated in two datasets, being March 13th regard-
ing the protest supporting the government and March 15th the protests from
the group against the government. Both datasets were classified by the two
algorithms on its entirety, and the distribution of the analyzed quantities were
grouped together when convenient.

Ideally, to improve accuracy, a large set of labeled data should be available
during the training process, so that the learning algorithms could face distinct
examples that should pertain to the same class. But, in practice, we cannot
always afford to manually separate a sufficient amount of data for this task,
and not even verify the accuracy results. These experiments show that, even if
you cannot guarantee high accuracy, some interesting information can still be
extracted for using on a broader study.

The results showed that the activists supporting the government, although
being a minor number, were more active throughout the weekend comprising
both protests. They actively tried to reduce the importance of the protests
against the government by accusing the organizations that supposedly were
behind the event. On the other hand, the groups leading the protest against
the government concentrated their efforts during the peak of the events, as an
attempt of minimizing the importance of the other group and spread their goals.

Another interesting information found in these datasets was the use of
retweeting robots from both groups to inflate the numbers of tweeters sup-
porting each event. This not only may affect the perceivable intensity of the
movements, but can also help to attract new people for both sides through the
Twitter trending topics.

From this point, we have paths to follow for future research. On the Computer
Science side, we will try to automatize the process of manual labeling for the
training process or minimizing such efforts. We intend to do that by means of
semi-supervised learning and the use of Topic Modeling. On the Data Science
side, we will apply this procedure into a much larger data set containing all the
events that happened during the presidential elections, and that motivated the
current events.
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Abstract. For the upcoming Tokyo Olympic Paralympic Games in
2020, the number of foreign tourists coming to Japan is expected to rise.
However, there has been a problem with tourists becoming less likely to
visit places outside of the urban areas. In order to solve this issue, a com-
mitment has been made by the government to use “Sake Brewery Tour”
to draw tourists to less populated areas. The purpose of this study is to
find a way to encourage foreign interest to sake and sake brewers, and
participant in “Sake Brewery Tours”. We developed an application for
the foreign tourists who are not much interested in sake. The approach of
the study involved the presentation of sake selection in connection with
wines, which have surprising similarities to the sakes, and encourage the
tourists access sake brewer sites. 20 test users used the application, and
the average screen residence time was 55 (sec) including the sake brewer
sites, which was longer than the application for comparison, which shows
the sake information alone. Therefore, we confirmed that the users come
to have an interest in sake and sake brewers by showing the surprising
connections with wine.

1 Introduction

The Tokyo Olympic Paralympic Games are to be held in 2020 [1]. This will cause
foreign tourists to gather in Japan’s urban areas, and in turn, create a problem
in that it will be difficult to prompt tourists to visit places outside of the urban
areas. In recent years, there has been a problem that very few tourists have
chosen to venture the outside of the urban areas. Therefore, various approaches
have been taken as an attempt to activate the country areas. For example, one
approach has been to conduct “Sake Brewery Tours” [2]. This is carried out in
a similar way to wine tours in France and California, and utilizes sake brewer
as the main tourist attractions, and thus invites foreign tourists to the coun-
try areas. In this study, we developed an application to encourage the foreign
tourists to be interested in participating in sake brewing tourism. Thus, we have
taken an approach of presenting the surprising connections between wine and
sake to the user. The reason for choosing wine to make our connection is that
wine has the same way of brewing as sake, and the foreign tourists are com-
monly known to enjoy wine. For example, in the case of “Seisyu Kitanohomare
c© Springer-Verlag GmbH Germany 2016
A. Hameurlain et al. (Eds.): TLDKS XXVII, LNCS 9860, pp. 19–30, 2016.
DOI: 10.1007/978-3-662-53416-8 2
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Junmaigen-syu Samurai”(a sake name), the sake leads to “Kitanohomare
Syuzou”(brewer) → “Otaru”(Location) → “Princess Mononoke”(Movie in the
location) → “Hayao Miyazaki”(Director) → “Antoine de Saint-Exupery”(Writer
who gave great influence on the director) → “CH.MALESCOT ST.EXUPERY”
(Wine in winery that the writer’s grandfather bought). We intended that the
application invites the foreign tourists to the brewer and “Otaru” by showing
connections such as the above.

The remainder of this paper is structured as follows. In Sects. 2 and 3, we
present the proposed application and outline the background Linked Data to
calculate the connections. Then, evaluations are reported in Sect. 4, before a
discussion regarding related works in Sect. 5. In Sect. 6, we conclude this paper,
and discuss the future works.

2 Proposed Application

We suggest use of our sake selection support application for people who are
familiar with wine, but not much interested in sake. This application is able to
use names of a sake list on a restaurant menu, to find a wine with surprising
similarities to the particular variety of sake. Figure 1 shows a workflow of this
application. The application is useful in the case that a user visits a Japanese
restaurant, but is not familiar with the sake selection presented to him. There
is already an application, that can provide the sake information such as brewers
and flavors by reading labels on sake bottles [3]. However, there is no application,
which provide sake’s unique stock of knowledge related to wine. Figure 1(a) is of
a screen that is displayed after taking a picture of a sake menu. A list of wines
associated with the sake is displayed. However, due to the restriction of the
screen size, the specific connections between the sake and the wine are displayed
in the “?” mark at first. When the user recognizes a wine she/he is familiar with
in the list, she/he taps the wine name. Then, the connection between the wine
and the sake is indicated as shown in Fig. 1(b). If the user is interested in the
sake, she/he can also tap the sake name. Then, Fig. 1(c) is displayed with the
name of the sake and a picture of sake. Also, information such as the alcohol
content of the sake and the URI of the brewer’s website is listed at the bottom
of the screen. If the user has become interested in obtaining more information
at this point, she/he may access the brewer’s website by tapping the URI.

2.1 System Architecture

Figure 2 indicates the system architecture to realize this application. The user
starts the application, then takes a picture of the menu containing sake names.
Then, the image that the user has taken is sent to a server. The server program
analyzes the image, and sake names are extracted. Strings from the image are
extracted using the Tesseract-OCR1. Tesseract-OCR is an OCR library. Also,

1 https://github.com/tesseract-ocr.

https://github.com/tesseract-ocr
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Fig. 1. Application workflow

a SPARQL Protocol and RDF Query Language(SPARQL) query is performed
on a Resource Description Framework(RDF) DB called Sesame2, in order to
get all the names of sake varieties. RDF is in the form of a <subject, property,
object>, and a SPARQL is a query language for RDF. More details are described
in Sect. 3. Then, by using the edit distance between the obtained sake name and
strings of each line extracted from the image, a sake name with the smallest
edit distance is retrieved. Finally, wines associated with the sake and connection
information are acquired by performing a SPARQL search with the sake name.
After obtaining all the associated wines by following the background Linked
Data described in the next section, the connection information is sent to the
client. The information includes the wine names associated with the sake and the
connection information between the sake and the wines. The client side displays
the information to the user. When the user taps a sake name, a SPARQL search is
performed again in order to get the information about the sake, e.g. descriptions
and brewer sites, from the client. Then, the obtained information is presented
to the user.

2 http://rdf4j.org.

http://rdf4j.org
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Fig. 2. System architecture

2.2 Example of Search

For example, “Seisyu Kitanohomare Junmaigensyu Samurai” is a variety of sake.
Figure 1(a) shows that there is a connection between the sake and the wine
called “CH.MALESCOTST.EXUPERY”. The sake is made in a brewer named
“Kitanohomare Syuzou” found in Otaru City, Hokkaido in Japan. Otaru is
known as a stage of a cartoon film called “Princess Mononoke”, which is directed
by “Hayao Miyazaki”, whose favorite writer is “Antoine de Saint-Exupery”.
Also, there is a winery owned by his great-grandfather, and “CH.MALESCOT
ST.EXUPERY” is one of wines produced by the winery. This is a wine that has
been associated with the sake. By noticing such surprising connections between
the sake and the wine, the users become interested in the sake, and hopefully
the sake brewer, and its area outside of the urban district.

3 Background Linked Data

Linked Data is a graph data, which is used to publish and share data on the
Web proposed by Tim Berners-Lee3. In this study, the background information
related to wine, sake, and their brewers, etc. has been converted into Linked
Data. We collected a large amount of data described about sake and wine in
several websites, and converted them in the RDF format.

3 http://www.w3.org/DesignIssues/LinkedData.html.

http://www.w3.org/DesignIssues/LinkedData.html
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3.1 Conversion of Sake and Wine Data to Linked Data

As described above, we created a set of data related to sake and wine in Linked
Data format. We collected the data from EC sites such as the Sake Brewer’s
official sites in Rakuten4 and sites of sake tasting information. The converted
data set consist of 186,000 triples <subject, predicate, object>, which corre-
sponds to records in DB. For retrieving the wine data, we performed a mor-
phological analysis on sentences in the wine comments, and also extracted the
data from Wikipedia headwords. We used Mecab5 as the morphological analysis
engine. The extracted data are described with the DBpedia6 resources. DBpedia
is Linked Data, which contains Wikipedia infobox information. Then, proper-
ties are described in our own sake schema defined in our website7. Linking to
the resources of the DBpedia made it easy to link the external data. We also
used the data about the sister cities of the Council of Local Authorities for
International Relations8. The data of the sister cities are used in order to make
it easy to search the connection of brewers. In the previous example, a place
was a stage of a cartoon file, and also a location of the sake brewer. However,
less data would be used to make the connections in other places. Therefore, we
used the Linked Data of the sister cities to facilitate the search. In addition,
we used Linked Open Data called Location Site of Japanimation(LSJ)9. LSJ
includes information about locations that have become stages of cartoon filmes.
Figure 3 shows a sake called “DASSAI 23” in the RDF format. The resource
is indicated as <Sake:dassai23>, and a property is a <rdf:label>, and an
object is described as a literal “DASSAI 23”. Although the sake brewer that
made this sake is “Asahi Brewery” in Yamaguchi Prefecture, it is difficult to dis-
tinguish the same brewery in Oita Prefecture. Therefore, the URI is described as
a representative URI, <Sake bre:Asahi Yamaguchi>. Information such as the
polishing ratio of rice and amino acid level of the sake is also converted to the
RDF format. Table 1 shows some of the properties that we have defined, where
“Sake pro:” is a prefix of <http://www.ohsuga.is.uec.ac.jp/sake/property/>.

3.2 Search Method

In this application, a server-side program is used to search wines related to the
same based on the semantic relationship. A SPARQL query leads to the location
of the sake brewer. Various contents are then associated with municipalities. For
example, the content to be used in the search includes locally famous persons,
stages of films, sister cities, and so on. The program searches for a wine through
these contents.

4 http://www.rakuten.co.jp.
5 http://mecab.googlecode.com/svn/trunk/mecab/doc/index.html.
6 http://wiki.dbpedia.org.
7 http://www.ohsuga.is.uec.ac.jp/sake/property/wiki.
8 http://www.clair.or.jp/j/exchange/shimai/data150831.xlsx.
9 http://cheese-factory.info.

http://www.ohsuga.is.uec.ac.jp/sake/property/
http://www.rakuten.co.jp
http://mecab.googlecode.com/svn/trunk/mecab/doc/index.html
http://wiki.dbpedia.org
http://www.ohsuga.is.uec.ac.jp/sake/property/wiki
http://www.clair.or.jp/j/exchange/shimai/data150831.xlsx
http://cheese-factory.info
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Fig. 3. Example of RDF

Table 1. List of properties

Defined property Description

Sake pro:brewer sake brewery

Sake pro:type Type

Sake pro:volume Volume

Sake pro:alcoholPercentage Alcohol percentage

Sake pro:rice Rice used in the brewing

Sake pro:food Food that matches well

Sake pro:temperature Temperature suitable to drink

Sake pro:smellTaste Smell and taste

Sake pro:price Price

Sake pro:site Sake brewery website

Sake pro:address Address

Sake pro:place1 Address1

Sake pro:place2 Address2

Sake pro:wiki Word of Wikipedia which has the relation
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For another example, in the case of “Kagatobi Junmaidaiginjou”(a sake
name), the sake leads to “Fukumitsuya”(Brewer) → “Kanazawa City”(Location)
→ “COIL A CIRCLE OF CHILDREN”(Cartoon based on the location) → “Wear-
able Computers”(Key items in the cartoon) → “The Expendables 3”(Movie that
uses the same items) → “Arnold Alois Schwarzenegger”(Actor in the movie) →
“California” (State that the actor has been inducted into the office of governor) →
“RIESLING SONOMA COUNTY”(Wine of the state). Figure 4 shows the above
relation. The server program executes several SPARQL queries. Then, if it obtains
wines in the resulted connections, it sends the data of the wine and any related
contents to the client side of the application.

4 Evaluation

The purpose of the evaluation is to measure effectiveness of this application
by analyzing the user behavior. In addition, we accessed whether the user is
interested in sake and wine, or not.

Fig. 4. Example of search method
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Fig. 5. Screen of comparison application

4.1 Experiment on Effectiveness

In order to confirm the effectiveness of providing sake and wine connections, we
utilized Google Analytics v410. Google Analytics is a free tool that can analyze
users’ behavior in the application. The evaluation items are the average residence
time of each screen in terms of screen view and view rate. We also created an
application that displays only the information of sake for comparison, which
corresponds to the conventional application described in Sect. 2. If a user takes
a picture of a sake menu, a list of sake names is read and displayed as shown in
Fig. 5. Then, if the user taps a sake name, only the information of the sake is
displayed as shown in Fig. 1(c). As with the proposed application, the brewer site
is also displayed as shown in Fig. 1(d) when the user taps the URI. We compared

10 https://developers.google.com/analytics/devguides/collection/android/v4/.

https://developers.google.com/analytics/devguides/collection/android/v4/
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Table 2. Results of evaluation

Degree of
interest of
sake

Degree of
interest of
wine

Avg.time on
screen(seconds)

Screen views %View

1 1 0:00 0 0.00%

1 2 0:13 6 100.00%

Compared 2 1 0:24 3 100.00%

application 2 2 0:22 6 57.15%

2 3 0:06 7 50.00%

3 2 0:22 5 60.00%

1 1 0:00 0 0.00%

1 2 0:55 3 100.00%

Proposed 2 1 0:09 2 100.00%

application 2 2 0:39 7 62.50%

2 3 0:19 5 100.00%

3 2 1:06 4 75.00%

these two applications by their subject use. The evaluation items included the
screen residence time, the number of screen views and the view rate in the
screen of Fig. 1(d), which is the last screen. The user information is the degree
(1: hate, 2: neither, 3: love) of preference for wine and sake. We invited 20 users
to participate in the evaluation. However, the number of sake varieties used for
the sake menu in the experiment was five for now.

4.2 Performance Comparison

Table 2 shows the result of the evaluation. In terms of the average screen resi-
dence time, the screen staying time of the proposed application was longer than
the applications to compare. For people who answered that they are not much
interested in sake, the average screen residence time in the application to com-
pare was 13 (sec), but the proposed application achieved an average of 55 (sec).
Although there was no change in the number of screen views, the proposed
application has higher scores than the application to compare in terms of the
view rate. The average view rate of the proposed application was 73.00 %. On the
other hand, the average view rate of the application for comparison was 61.20 %.
If the screen residence time and the view rate will increase, the possibility that
the users see the sake brewer sites will also increase. Thus, we can confirm the
effectiveness of the proposed application.
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5 Related Work

Sakenomy11 is an existing application, providing a service related to drink-
ing sake. Sakenomy is a sake information retrieval application that uses the
recorded information of sake. Information that is recorded in the application is
about 800 bottles of sake that are exhibited in a sake competition called “SAKE
COMPETITION”12. If the user takes a picture of the label of sake, they can
view information about the taste of the sake. In addition, the user can record
information about sake tasting results, and it is possible to compare the results
of the professional tasting with their own tasting. Ministry of Economy, Trade
and Industry in Japan also developed an application similar to the above in the
Cool Japan Initiative [3].

This application offers recommendations for sake selection. However, the
user’s preference data for sake are used for the recommendation and thus the
application is not suitable for users, who are not familiar with sake.

A study of Nasugawa includes natural language processing of murmurs in
Twitter [4]. This study analyzed 373 tweets including 131 shops located in Tokyo,
and as a result, information about 10 taverns was obtained. Although it was
difficult to identify tweets for analysis due to excessive noise, evaluation of the
tavern identified was high. This showed the effectiveness of the micro-blog as a
knowledge source.

As the recommendation of the relevant studies using the Linked Data, there
is research of Khrouf [5]. Meta-information such as the location of the event
information site is converted to a set of Linked Data. The event information rec-
ommendation system is constructed by a content-based approach. The method
uses the similarity of the data structure and calculation of the sentence degree
of similarity, by applying the topic model method to sentence events. Elahi et al.
studied recommendation of pictures using the data converted into RDF from the
user information on Facebook and Flickr [6]. Passant et al. proposed a method
called “Linked Data Semantic Distance” to calculate a semantic distance between
Linked Data, and performs a music recommendation [7]. Moreover, Mian et al.
proposed the technique of recommending music to be associated the location
information of the user [8]. Mirizzi et al. proposed a method for recommend-
ing movies by using the vector space model as a source of information for the
DBpedia [9]. However, the method for recommendation from the semantic struc-
ture has not yet been applied to the liquor to the best of our knowledge.

6 Conclusion

In order to lead foreign tourists to sightseeing in the sake brewers in the coun-
tryside as the Tokyo Olympic Paralympic Games held in 2020, we developed
an application that prompts the tourists to have an interest in sake by show-
ing the surprising connections between sake and wine. Then, we evaluated the
11 http://www.sakenomy.jp.
12 http://sakecompetition.com.

http://www.sakenomy.jp
http://sakecompetition.com
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application in terms of the view rate, the screen residence time and the number
of screen views to measure the degree of relevance and interest for the users.
Although the main contribution of this paper is a novel application proposal for
supporting countryside tourism, the experiment of 20 test users showed that the
application has the possibility that exposing the connections between wine and
sake may cause the interest in sake and sake brewers in the user.

However, in this work, we developed a non-personalized application in order
to avoid troublesome operations that is necessary for input the user profile (meta-
data). Also, the extraction of the user’s tasting profile will take longer time to
analyze. However, since a mechanism to customize the target wines based on
tourists’ metadata or specific answered questions by the user could substantially
enhance the performance of the application, we intend to include the user’s pro-
file in the future version. We plan to analyze the view rate, the screen residence
time and the number of screen views to estimate the user’s profile including
the preferable relations between the user and the sake/wine. In addition, we
will incorporate more information about sake and wine, and increase SPARQL
queries to find more surprising connections.
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Abstract. In 2012, the Fraunhofer Society, under the leadership of the
Fraunhofer Institute for Industrial Engineering, started an ambitious
innovation network project called Morgenstadt: CityInsights. For this
system research initiative, 12 Fraunhofer institutes worked together to
analyze innovative solutions in six different cities around the globe for a
sustainable city. The goal of this project was to understand the city in
a holistic way, applying the approach of system engineering to the field
of urban development, as well as to identify the key factors to redesign
existing and newly emerging cities in a more sustainable way. In this
paper we will describe a systematic and holistic approach in city analy-
sis and illustrate initial sector-related results of the on-site research in
New York City in 2013. We will further analyze project and process struc-
tures of the studied projects and describe what other cities can learn from
New York City. We complete the paper with an outlook on the second
project phase that started earlier this year.

1 Introduction

According to the United Nations (United Nations 2012), 60 % of the world’s
population will live in urban areas by 2030. While many cities around the world
are growing and expanding, at the same time a large number of cities in the
northern hemisphere are facing reverse trends, e.g., caused by the demographic
change. As a result of these trends and the comprehensive globalization, cities
are competing within a global market for companies and well-educated inhabi-
tants. As an additional challenge, the climate change revealed his powerful forces
during the last decades as seen in hurricanes Katrina and Sandy in 2005 and
2012, respectively, or typhoon Haiyan in 2013. In this context, cities are fac-
ing an extremely difficult assignment: an innovative sustainable development of
the city, including ecologic, economic and social dimensions. This task includes
two central requirements, making the city livable on the one hand and resilient
against external factors such as natural disasters or other crises on the other.
This paper outlines innovative approaches in New York City in order to achieve
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the goal of a sustainable city of tomorrow. The paper is based on an interdisci-
plinary long-term research project called “Morgenstadt: City Insights” (M:CI),
which analyzed innovative and sustainable solutions and projects of the city sec-
tors mobility, water infrastructure, production and logistics, governance, build-
ings, energy, security and ICT in six leading cities around the world in order
to identify common characteristics and structures of success stories. Therefore,
the paper first presents the research methodology of the M:CI project, followed
by an overview of the examined sectors, projects and cities. Subsequently, the
key findings regarding the examined sectors in New York City will be presented
and the role of each sector for an innovative and sustainable city development
will be outlined. Finally, the paper discusses the transferability of the identified
approaches and tries to illustrate possible strategies to implement such innova-
tive and sustainable solutions.

2 Morgenstadt: City Insights Project

The following section of the paper provides a brief introduction into the M:CI
project. First the underlying idea for the project is outlined, followed by the
developed and applied research methodology.

2.1 Idea

The urban knowledge economy is facing a tremendous transformation that will
affect the society technologically, organizationally and systemically. Individual
technological sectors, such as energy or mobility, will be affected. But since
these sectors are highly cross linked, especially in cities and urban regions, the
change in one sector will affect all others as well as the urban system itself.
To understand the interdependent links between the urban sectors, the Fraun-
hofer Society launched the innovation network M:CI. For this system research
initiative, 12 Fraunhofer institutes work together to investigate innovative solu-
tions for a sustainable city. To achieve this goal a holistic research approach was
developed in order to analyze the city system in its interdependent structure
(Kalisch et al. 2013a). The main goal of the first period (2012–2013) of the
M:CI project was to identify the status quo and establish a starting point for
the research and development of innovations for urban systems. Based on the
findings of the first period and the systemic understanding of urban areas, the
second period (2014–2015) will focus on discovering and implementing systemic
approaches that successfully respond to the increasing problems of the selected
technology fields in leading cities. By detecting and analyzing innovative but
already field-tested approaches, their feasibility for other complex environments
and demands for an urban future will be evaluated. To verify this, expertise will
be pooled to develop smart and individually customized strategies together with
our network partners from industries and cities, aiming at the future require-
ments for further concepts’ efficient implementation.
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Fig. 1. Overview of the research process from sectors to areas of application
(Kalisch et al. 2013a)

2.2 Methodology

The M:CI project follows a trans-disciplinary research approach; its first phase
has been divided into seven phases (Fig. 1). At first more than 270 global good
practices in more than 250 cities around the world that were applicable to bring
the city forward towards a liveable, resilient, zero-waste and CO2 free city were
studied. The examples were ranked by researchers from the corresponding field
by innovative technologies, business models, forms of organization used, and
the transferability to other cities. Based upon this assessment 80 solutions were
defined as best practices. All 80 best practices were evaluated in a systemic way
which included assessment of core sustainability indicators on social, economic
and environmental impact and a cross-sectoral analysis of systemic interfaces
with other sectors. The amount of identified best practices per city served as
reference for the city ranking. Further, a meta-analysis of cities that appeared
in different indices lists was conducted. Based on this list a meta-ranking of
the cities was compiled that reflects their overall performance. The final ranking
was realized by integrating the best practice-ranking (70 %) and the global meta-
ranking (30 %) into one list of inspiring and leading global cities in the field of
urban sustainability. The first 24 cities of the final ranking were taken as base
items for defining the top 12 list. This was done by referring to the preferences
of project partners, to a fair regional distribution and to a good distribution
of sector-specific best practices. Based on the top 12 list, the project partners
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chose six cities (Berlin, Copenhagen, Freiburg im Breisgau, New York, Singapore
and Tokyo) that were studied on-site (phase 1 and 2 in Fig. 1). Prior to the two
week research visit, the mayor’s offices were contacted and asked to support
the fieldwork with a letter of recommendation and support. Additionally several
other locally-based institutions such as universities, German associations, etc.
were also contacted in advance to request support in lining up interviews with
the persons that were responsible for the studied best practice examples.

The M:CI project team defined 15–65 indicators with the associated data for
each sector in the given city and saved this information in a relational database
that was developed for this project (Kalisch and Wetzel 2013). The same was
done with information and data that were collected from each studied practice
example in the city. Prepared with the results of this desktop research, a group
of Fraunhofer researchers stayed in each of the six cities for two weeks and
mainly conducted narrative interviews with relevant actors within each practice
example. The interviews, typically 1.5 h in duration, were conducted on the
basis of a part standardized questionnaire which was adapted to each interview.
The interviews were recorded, when permitted, and later analyzed. The practice
examples were, whenever possible, viewed and visited, in order to gain a personal
impression.

Each night the involved researchers came together to share the insights they
gained during the day. This step was not only done for a group dynamic rea-
son, but to gain trans-disciplinary insights from the other researchers. By shar-
ing and discussing the experiences, the researchers were challenged to view the
studied example within their own sector from another perspective and also to
rethink the projects of other sectors from one’s own perspective (see Roe 2012;
Mille Bojer et al. 2008). Additionally, all actors that were involved in the city’s
key projects were invited to an evening event during which the project, as well
as the researcher’s first impressions of the city, were presented. The city’s sus-
tainability initiatives were discussed during a panel discussion and a subsequent
reception. The feedback of the participants was incorporated in the analysis
and accounted in the following interviews. During the so-called “Morgenstadt:
City Labs” several hypotheses relating the examined practice examples were
developed following a defined methodology and discussed with the M:CI project
partners. The discussions served to help the researchers recognize inherent pat-
terns in the implementation of projects and solution approaches (phase 3 and 4
in Fig. 1). Based on the qualitative interviews and available quantitative data,
impact factors for certain processes were identified. The analysis of impact fac-
tors uncovers why a certain progress happens in a particular way in a specific
urban system. Accordingly, they describe general forces that push or hinder the
process of sustainable development on many different levels. The identification
of impact factors is complex and requires a trans-disciplinary reflection by the
researchers. The researchers therefore reflected every day on the identified drivers
and framework conditions. One important tool for this was collaborative mind-
maps to structure the identified factors. Further, a mixed methods approach was
applied, utilizing social network analysis and cluster analysis (phase 5 and 6 in
Fig. 1).
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Fig. 2. Morgenstadt model for sustainable urban development (Fraunhofer IAO et al.,
2013a, p. 211)

Starting from a three-level-approach (indicators, impact factors and action
fields) of urban systems analysis, the M:CI research network developed a first
generic model for sustainable urban development (see Fig. 2). After the on-site
research visits, all prior defined indicators had been evaluated. The assessment
showed that most variables are only available in some cities and therefore not
useful for general city comparisons. A revision of the M:CI indicators provided
a set of less than 100 urban indicators that define the state of sustainability
of a city. These indicators are listed in the final project report (Fraunhofer
Institute for Industrial Engineering IAO 2013). The 83 defined key action
fields for sustainable development represent the core of the Morgenstadt model
(Wendt et al., 2014). These action fields describe the sustainable actions and
responses of the cities. They can be related to indicators and allow the M:CI
researchers to assess whether a response of a city is in line with existing pressures
or state conditions and therefore helps optimize outputs for enhanced sustainabil-
ity. The key action fields were further assessed by the participating researchers.
They rated the impact of each key action field on each other based on their field
of expertise. This so called cross-impact matrix of key action fields was subse-
quently evaluated by the sum of active and passive ratings. By plotting the sums
of each key action field, three groups of action fields could be separated that have
a significant relevance for sustainable development of a city (see Fig. 3).

– The “drivers” were key action fields that bring ideas and initiatives forward.
– The “enabler” enables the city to perform certain actions.
– The “levers” amplify given actions.
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Fig. 3. Cross-impact analysis of key action fields (Wendt et al., 2014, p. 536)

The cross impact of each key action field to each other is also dynamically
visualized and accessible for project members through the project website.

3 Sector Results

It has proven to be quite difficult to compare cities in terms of their sustainability
and their projects designed to increase sustainability, as no uniform assessment
criteria exist and because the framework conditions of each city are unique. This
brings rise to the following: Is it even possible to learn from the experiences of
individual cities?

The M:CI project argues that while every city with sustainability-oriented
projects and approaches reacts to specific challenges, uses locally-available
resources and implements its projects under local framework conditions, the
main challenges addressed are, nevertheless, comparable to the challenges faced
by many cities worldwide. The projects are planned and implemented according
to similar patterns. As such, the objective of the M:CI project is to understand
the activities within the individual cities, to identify the specific framework con-
ditions present, and to recognize the patterns within these activities.

Thus, the M:CI research visits were conducted with the following objectives
in mind:
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– To analyze the selected practice examples in relation to their motivation, con-
ception, planning, successful implementation and measurements of success;

– To identify the key drivers and framework conditions which have affected the
projects and solution approaches either positively or negatively;

– To analyze the network of actors, their roles within the studied projects and
their solution approaches;

– To discuss the transferability of projects and solution approaches to different
cities.

For the Fraunhofer M:CI project six researchers visited New York City
between April 8 and April 23, 2013 to conduct 50 interviews (Kalisch et al.,
2013b) with experts, political leaders and scientists from the different sectors.
The following results are a summary of the City Report for New York City
(Kalisch et al., 2013b).

3.1 ICT

The cooperation between NYC’s mayor and police chief has been a significant
structural effect factor. The implementation of CompStat and the resulting rev-
olutionized police work in NYC was possible thanks to former NYC mayor
Rudolph W. Giuliani and former chief of police Bratton who jointly developed a
strategy to improve safety in the city back in 1994. The mayor of a city has the
ability to set comprehensive priorities and involve other relevant public authori-
ties in the process; because of that, inter-dependencies with other sectors can be
examined and modified if needed. Local differences in a city, and the correspond-
ing adjustments required to adapt to individual circumstances and conditions
in the various districts, pose another important factor for success. For example,
in NYC local representatives are involved in the strategy formulation process
for the city’s police. An important part of the development of strategies and
the implementation of locally adapted approaches in NYC are the CompStat
meetings in which police chiefs meet with their key employees once a week to
exchange knowledge on successful factors, identify existing barriers and discuss
how to resolve these barriers in order to improve the city’s overall anti-crime
strategy. It must be ensured that such a strategy is continuously evolving and
adapting in order to ensure that crucial exchange and learning is an ongoing
process. Data analysis is central to the fight against crime in NYC. A continu-
ous review of strategies and the results of procedures contribute to the ongoing
evaluation of data. Information gathered on the location, time, and specifics of a
crime, combined with details gathered on the offender(s), is evaluated to optimize
the fight against crime. Timely evaluation is essential and effective evaluation
can, for example, lead to more focused policing of certain identified areas and
enhance adaptation to local conditions. Another important factor is to gain the
support and involvement of the population in order to obtain information about
crime in different neighborhoods. This has been achieved through community
policing initiatives, which can also help to improve the relationship between the
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public and the police. NYC’s outcome-oriented approach has been a central fac-
tor contributing to the city’s continued and dramatic reduction in crime rates.
The focus here has not been on predicting individual crimes but on uncovering
general patterns. This approach was successfully implemented to reduce auto
theft in NYC.

3.2 Security1

Overall, NYC is promoting three key strategic security missions: catastrophe
and disaster management, big data, and infrastructure protection. In the wake
of Hurricane Sandy, NYC has undergone vital measures to better prepare for
and respond to natural disasters and the short and long-term consequences
thereof. Based on the successful implementation of PlaNYC, A stronger and
More Resilient New York, a nearly US $20 billion resiliency plan, was imple-
mented. This plan is a comprehensive endeavor to unite and concentrate the
city’s core capabilities in the field of sustainability with the aim of incorporating
infrastructure and activities related to the built environment, such as coastal
protection, insurance, utility supply, healthcare, water and transportation with
specific community rebuilding efforts and resilience planning. The plan fore-
sees the participation of not only official and professional bodies, but also New
Yorkers themselves and therefore works to keep residents thoroughly informed
on the various initiatives and projects announced in the plan. Hurricane Sandy
hit NYC and the surrounding urban areas with such unexpected intensity that
experts agree that the city and its neighbors have begun to reconsider the city’s
close proximity to the ocean and the threats that may occur due to its specific
location. Thus, the NYC Office of Emergency Management (OEM) is revising
all flood and security-related maps to better prepare for both natural disasters
and man-made catastrophes. Big data systems are at the forefront of NYC’s
security strategy. The city’s surveillance system, known as the Domain Aware-
ness System (DAS), which was launched by the NYPD, provides an example
of the city’s interconnected big data systems. The DAS combines CCTV cam-
era footage, reports from over 3,000 radiation sensors, license plate detectors
and public data streams for the identification of threats on the streets. NYC
has made it a priority to support crime prevention as well as crisis management
operations using existing as well as new sensor and data systems which are based
on the sharing of extremely large amounts of data. Such interoperable informa-
tion gathering systems have become crucial to the work of all security-related
authorities. Systems such as NYPD’s DAS are designed to be transferable to
other metropolitan areas which are equally densely populated and have a simi-
lar urban infrastructure. However, the cultural context in which such systems are
placed is crucial for their implementation since they may interfere with civil and
privacy rights causing controversies and a lack of acceptance among citizens.
As a third fundamental security mission, NYC is on the forefront of critical
infrastructure and building protection. The city is still deeply stricken by the

1 This paragraph is co-authored by Hanna Leisz.
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very recent consequences of Hurricane Sandy and the events of September 11
have left the city deeply scarred. The reconstruction of the World Trade Cen-
ter as a key business district is strongly grounded in developing technological
and emergency response-related security measures. In particular, site access con-
trol systems, above all the Vehicle Security Center, show that preparation for a
possible terrorist attack is a core motivator of the overall security planning and
implementation measures taken for both individual building complexes as well as
surrounding interconnected infrastructure complexes in the corresponding city
districts.

3.3 Water2

Since 1842 New York City has received water from outside the city’s boundaries.
Nowadays, more than 9 million inhabitants and visitors of the city are relying
almost completely on water sources up to 250 km away from the city. Conse-
quentially Mayor Bloomberg asked, as he came into office, “What could literally
close down this city?” A failure of the supply system, transporting water into
the city would have done that (Flegenheimer 2013). While the water supply
infrastructure was aging, several droughts in the 1980s made the limitation of
the water resources obvious. At the same time the population was and still is
steadily growing. Due to these conditions, the city successfully started several
strategic plans and initiated measures to achieve water conservation, to modern-
ize the existing supply infrastructure, and to guarantee that the water resources
will be sufficient for serving the population even in future times. While the city
set up rules for water conservation, in one prominent district, the Battery Park
City (BPC), even higher standards were developed by the local authorities, that
have to be achieved for new buildings, leading to most innovative solutions in
terms of water reuse and efficiency, decentralized waste water treatment, and
energy efficiency within buildings. The practice examples of BPC are impressive
showcases, presenting the water reuse and efficiency potential in combination
with a high level of living quality in modern buildings within densely populated
areas of a city. Increased awareness of the city’s attractiveness brought the value
of the many surface water bodies of the city more and more into focus in recent
years. At the same time, more frequent flooding of an ever broader range of
communities occurred, leading amongst others to regular combined sewer over-
flows (CSO) into the city’s waterways. To prevent flooding and to avoid the
pollution of the water bodies by CSOs, several strategic issues, such as the
Sustainable Stormwater Management Plan, were incorporated within the city’s
strategic master plan, PlaNYC. The different issues NYC is confronted with in
the water sector occur all over the world more and more often. The solutions
of the city, the strategic processes targeting many small and larger measures,
and its consequent implementation with a documentation of its progress, can
help cities everywhere to cope with their individual issues. However, the efforts

2 This paragraph is co-authored by Felix Tettenborn.
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New York City has undertaken depend to a large extent on the active engage-
ment of the authorities, on the awareness of the population and last but not
least on the technological progress, which still has not come to an end.

3.4 Buildings3

One of the strongest factors in NYC’s recent development is the governmental
support of building innovation, energy efficiency and sustainable city planning. A
clear guideline for all decision makers and offices is manifested in PlaNYC. This
helps provide transparency and facilitates faster processing and decision-making.
The energy efficiency regulations have a strong influence on building develop-
ment, both for new buildings under construction and old buildings required
to undergo retro-commissioning. As part of the Greener Greater Buildings Plan
(GGBP) local laws were implemented to insure energy audits of larger buildings.
Such laws create new understanding and demonstrate that economic incentives
for improvements and innovation pay off in the long term. It is important to
remember that while sustainability is the goal, sustainable development is only
achievable if it is proven financially viable. Therefore, investments into green
building practices and retro-commissioning must be able to prove themselves
economically beneficial in order to succeed and become widely adopted. Another
way of creating better understanding of critical environmental issues is through
education on sustainability. CUNY, a ‘green university’, provides an excellent
case in point. The university is collaborating with the local government on a
project that will, in time, help shape public opinion and make developers and
residents aware of the need for sustainable buildings, thereby turning sustain-
ability features into something people will value and want in a building. CUNY’s
green campuses set a positive example of green development and exemplify val-
ues of sustainability in a public space thus creating curiosity and admiration.
The education and programs provided by the university produces future experts
in sustainable technologies and trades. Additionally, program graduates have
practical experience from contributing to their universities’ green development
initiatives. A green university is the ideal place to conduct research on developing
new methods and concepts for sustainable buildings and cities. Another strong
concept to create economic benefit from sustainable buildings is the public-
private-partnership (PPP). By entrusting the project with valuable goals and
clear guidelines to a private partner, to implement and treat it as a normal
source of income, the government can reduce its financial investment. On the
other hand, the private partner is provided with a profitable project that would
not have been available to them without the incentives provided by the govern-
ment. In this way, innovative projects can be realized much faster and with more
security for both parties involved.

3 This paragraph is co-authored by Elvira Ockel.
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3.5 Mobility4

NYC ranks first in the nation in terms of passenger miles flown, transit passenger
miles traveled and truck freight volume. In the year 2006, transit alone accounted
for 1.8 billion passenger trips carrying 8 million passengers per day (almost 70 %
in subways). New Yorkers are heavily dependent on public transportation and
have a much lower car ownership rate (23 %) than any other major city in the
country (78 % average). Moreover, NYC is the only city in the United States
where more than half of the households do not own a car. Were the city to follow
general car ownership patterns, the city would have an additional 4.5 million
cars on its streets. The transport sector emitted 11.4 million tons of CO2 in
2010 (69 % from passenger cars) and is the second largest CO2 emitting sector
after electricity generation. Due to low private car use, about 48 billion miles
(approx. 77 billion km) of travel are avoided yearly, saving the city 23 million
tons of transport-related CO2 emissions.

3.6 Governance5

In 2007 the master plan for New York City, the ‘PlaNYC 2030’ has been released
and attracted attention as a global example of sustainable community and eco-
nomic development. Three main challenges functioned as key drivers for the
development of a comprehensive, strategic plan for NYC’s development: the
expansion of population, the city’s aging infrastructure and the impacts of cli-
mate change on NYC. Moreover, the 9/11 events have raised awareness that
a city must not only provide public services, but also create a safe space in
which the future-oriented economic, social and environmental needs of a diverse
and prosperous city can be met. Furthermore, projections for climate change
impacts on the Big Apple highlighted the need for NYC to take action by
preparing for inevitably negative impacts while striving to minimize its own
impact on global warming. Thus, the concepts of sustainability and resilience
became central guidelines for the future development of NYC. PlaNYC is an
ambitious agenda aimed at creating a ‘greener, greater New York’ even as the
city’s population continues to grow towards a projected nine million residents by
2030. The ten fields of action which are part of the city’s sustainability strategy
include: Parks and Public Space, Energy, Brownfield, Air Quality, Waterways,
Solid Waste, Climate Change, Water Supply. Additionally, PlaNYC presents
seven topics, which are cross-sectoral: Public Health, Food, Natural Systems,
Green Building, Waterfront, Economic Opportunity, and Public Engagement.
The conception of PlaNYC and the implementation of its numerous initiatives
is the result of a joint effort on part of the city, state and federal governments, cit-
izens, neighborhood groups, non-profit organizations, community boards, private
companies, as well as research institutions and universities. While McKinsey and
Company assisted in writing the plan, the Mayor’s Office of Long-Term Plan-
ning and Sustainability (OLTPS) released the plan. Support from the mayor and
4 This paragraph is co-authored by Martha Loleit.
5 This paragraph is co-authored by Katrin Eisenbeiss.
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top administration officials has been fundamental for the successful and efficient
implementation of PlaNYC.

4 Analysis of Projects and Processes

The description of structures within a city must always be understood as a still-
life, capturing a specific moment in time. The transformation of a city towards
a sustainable state requires the transformation of these structures, which is why
the analysis of projects and processes - taking into account their time-related
dimensions - are of central importance in this research project. The key question
is: What is required in order to shape these transformational processes suc-
cessfully in each individual project? In order to identify the causes underlying
the successful implementation of projects, it is helpful to divide the processes
into project phases, as shown in Fig. 4. Each project phase depicts a different
structure of actors involved. A project tends to be successful only when the
implementation of all phases is successful. If, for example, a project’s goals are
not clearly enough defined, or, if at the end of the project the resources available
are not sufficient or the responsibilities have not been laid out clearly enough,
optimal project implementation will not be achievable. The approach of dividing
the process into project phases can be applied to individual projects, long-term
accompanying processes (such as, for example, the Sustainability Council) as
well as the entire transformational process towards a more and more sustainable
future as a whole.

Fig. 4. Typical project phases in a transformation process (Fraunhofer IAO et al.,
2013b, p. 105)
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4.1 Key Success Factors

Successful implementation of a project depends on solid planning. However,
external drivers exert pressure on projects, which influences successful imple-
mentation. Some of these factors and their effects are known at the beginning
of the project. These will exert influence throughout the duration of the project
and are already taken into consideration during the planning phase. Other fac-
tors only become significant during the course of the project, and may require
adaptation of the project. Both types of factors - and the boundary between
the two is fluid - can prove to be either beneficial or damaging to the project.
This research has the goal of identifying the most important drivers within a
city, in order to understand the reasons behind the courses the projects take
and to gain insight into the transferability of the practice examples analyzed.
This is valuable information, since it can be assumed that transferability is a
given, provided the most important factors (in this case success factors) within
the city studied are also present in the city the project is being transferred to. In
NYC’s practice examples, 36 factors were identified with varying effects on the
successful implementation of the practice examples. The factors were assigned
to one of twelve categories, which led to an average of 3.61 factors per category.

4.2 Reciprocity of Factors

Figure 5 visualizes the reciprocity of the factors. The placement of the factors
was selected using the Kamadakawai-algorithm, which chooses the position based
on the centrality index of the corresponding node. We can see that even though
Mayor Bloomberg has a higher number of nominations, the three factors, ‘public
available data’, ‘open mind’ and ‘evidence-based policing’, have a more central

Fig. 5. Representation of the reciprocity of the factors. Positive interactions are coded
in green, negative interactions in red. (Color figure online)
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position in the NYC urban system, at least in the investigated projects. Of these
factors ‘open mind’ is in a prominent position. This becomes obvious when we
take a look at the out degrees (Fraunhofer-Institute for Industrial Engineering
IAO 2013). The open-minded population of NYC is a central factor in the success
of the city’s project implementation and is one of the main cultural foundations
of this city. Residents’ open-mindedness has allowed the city to forge new paths
without meeting resistance. A good example of this is the availability of venture
capital for start-ups. Where in Germany a start-up needs to prove a concept by
referring to the successful implementation of other projects and processes, start-
ups in the United States and especially in NYC have easier access to venture
capital because, even if there is no proof of concept, the start-up can acquire
capital if it can convince the stakeholders that their idea is innovative. This
fundamental cultural characteristic opens the door to trying out new concepts
that are unthinkable in German cities. However, this advantage comes with a
price. On the one hand, actors in NYC can test innovations which elsewhere
would be smothered in the early discussion stage. On the other hand, they run
the risk that the project develops in a way that could negatively impact the
population. An example is the data-driven society. The open data initiative has
huge advantages in the blending of different entities or in a better understand-
ing of social systems. The drawback, however, is that such systems can easily
jeopardize citizens’ security and privacy.

4.3 Impact Factors

The most influential impact categories are the urban resources and political
actors. The most influential political actor is, as already mentioned above,
Mayor Bloomberg, who stepped down as Mayor in 2013 after 12 years in office.
It is not possible to estimate what future impact his successor, Bill de Blasio,
will have on NYC. Aside from the mayor there are also other political actors
who are important for the described projects. For instance, in the case of the
Open Data Initiative, Gale Arnot Brewer is of particular importance.

5 Learning from New York City

One of the central elements in NYC is the usage of data and IT. However,
the usage of data and IT is not an end in itself. The process started with
the citizens’ request for an overview of the city’s data in order to make the
government accountable and to increase transparency. The citizens wanted to
know what their tax money was being used for. United States residents, par-
ticularly New Yorkers, realized that economic market principles could also be
used in governmental and political processes. Therefore, under the leadership of
Mayor Bloomberg, the NYC administration implemented an assessment system
that sets verifiable goals and measures their status with defined indicators, which
were enshrined in PlaNYC, before applying policies as well as during the imple-
mentation process. Only if a policy is successful will the government continue the



A Holistic Approach to Understand Urban Complexity 45

program without making adaptations. If a policy is not successful, the initiatives
are either adjusted or stopped.

In NYC this evidence-based governance is highly IT and data driven. For this
reason, Mayor Bloomberg created the ‘Office of Policy and Strategic Planning’,
a group of civic-minded number crunchers, lead by Michael Flowers, who work
directly with the mayors office. Flowers, while not connected to New York’s
political system, was an external person with a good idea - using predictive
informational techniques - that he presented to John Feinblatt, the Mayors chief
policy adviser. Flowers, however, is not the only external person who has been
brought on board by the city’s administration. The Bloomberg administration
was known for seeking out expert knowledge when necessary to become more
objective and evidence-based. As a result, the solution for a lot of things are
not only based on ideology but more and more on the question of ‘does it work?
Does it have a measurable benefit?’.

Applying this approach to the studied practice examples gives a diverse
answer to questions about the projects’ benefits and adaptability. If we look
at a project that has a comparatively low density, such as ‘Via Verde’, we need
to conclude, according to Edward Glaser (Glaeser 2012), that from the per-
spective of sustainability this is not beneficial, however, it is from a community
perspective. Based on this information, we now can decide which we consider
more important. In other words, a decision must still be made, however, the
decision is now based on a more objective analysis. To provide another exam-
ple, we can also conclude that the ‘Electric Vehicle Pilot’ project works in NYC
because of the city’s population density. We know that such a project can be
adapted by cities with a similar density but should question whether it would
also be successful in a low-density area. The IT and data approach, and the
resulting increase in transparency, is not only useful for holding the government
accountable but also for monitoring and assessing individual decisions and gives
consumers a basis for their decisions so that they can make informed choices.
The Solar Map initiative, for example, enables citizens to calculate the return
on investment of the installation of a solar panel in any given location. Likewise,
the LEED certificate provides information on building construction and retro-
commissioning and provides estimates in regard to estimated costs. Overall, data
and ICT plays a central role in NYC. We can say that NYC is the most ICT-
based city of all cities studied in this project. It is important to note that the IT
systems used enable the information usage and increase the accessibility to such
information (i.e., publish data, analyze data, etc.). They are not sustainable by
themselves, but can be used as a tool for sustainability. ICT is also used to auto-
mate a lot of processes like water treatment, quality measurement and security
surveillance. The positive effects of this approach come at a cost. To get a benefit
out of the data, one needs to be able to analyze it and understand the implica-
tions of the results found. This requires a high level of education, and computer
science and statistics are becoming increasingly fundamental abilities, similar to
reading and writing. Those who are unable to understand these cultural tech-
niques are more likely to be over-proportionally disadvantaged. Knowing this,
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NYC tries to enhance the public school system and improve its universities
as well as found new ones. Such initiatives are economically beneficial as they
attract knowledge-based companies. Likewise, existing universities adjust their
programs accordingly and offer more data-driven degrees and degree programs
while also focusing more on sustainability aspects, like CUNY is doing. Overall,
we can summarize the process as the transformation from an economic system
to a knowledge-based system. We can see that Berlin is on a very similar path. It
is approximately at the position that NYC was in about ten years ago. If Berlin
continues down this path, similar approaches and results may be seen in Berlin
in the future as were observed in NYC. In addition to being related to ICT, the
success of NYC is also rooted in its cultural setting. The United States in general,
and NYC in particular, has a very strong grass roots movement, which originates
in strong community (not necessary neighborhood) relationships. This leads to
a ‘team player’ mentality that is dominant in almost all studied projects. The
citizens are also very open-minded and willing to try out new approaches and
methods. The benefits of evidence-based policy (e.g., a tremendous reduction
of crime within the city limits) strengthen this effect additionally because the
policies can be seen to have a direct benefit. In addition to its cultural charac-
teristics, it is interesting to see that New York City - under Bloomberg - had a
very central style of planning. This was physically expressed in the arrangement
of the mayor’s office: his desk was in the middle of an open office surrounded by
his employees. He was responsible for the data driven approach, the PlaNYC,
OLTPS and other similar initiatives. Central support increases a project’s weight
and reputation. However, the city government, for the most part, functions as
a framework that sets project boundaries while the actual implementation is
often realized in a Public-Private-Partnership. The sustainability efforts must
also be understood under this maxim. The government sets the goal for the city
to become more sustainable, but the approaches need to have a positive measur-
able outcome for the city. Based on the culturally-founded subsidiarity principle,
Mayor Bloomberg, like the intellectual urbanists Benjamin Barber (Barber 2013)
or Edward Glaeser (Glaeser 2012), sees the city as being responsible the problems
and able to provide the solutions for the challenges in sustainability.

6 Prospect

The recently started second phase of the Morgenstadt project will be a transfor-
mation of the project into an ongoing alliance of industry, cities, and research
partners that will join forces for the purpose of accelerating innovation through-
out the various research sectors and for creating showcases for transformative
urban projects. The focus in this phase of the project will be the development of
detailed, innovative cross-sectoral urban sustainability projects and their imple-
mentation within context-specific complex city systems. The primary mission of
the City Insights Network will be to identify, conceive, initiate and implement
pilot and demonstration projects for sustainable urban solutions in cities around
the world. Projects will be developed in variable consortia made up of industry,
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city, and research partners. The City Insights Network is designed to address the
challenges that were mentioned above with a new collaborative approach. The
aim of the second phase of the Morgenstadt project is therefore to initiate and
accelerate the long-term transitions of selected cities towards sustainable urban
systems and to thereby create international reference projects on the level of
entire cities. Morgenstadt aims to become the first global alliance for planning
and implementing large-scale sustainable urban solutions in a range of cities
around the world.
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Abstract. A large growth in energy demand has increased renewable energy
penetration into existing power grid infrastructures, as well as spurring increased
research into demand response programs. But before implementing an efficient
demand response program, it is first necessary to understand the power usage
behaviors of a consumer. This paper presents a real-time data acquisition system
for the collection and storage of power data that will allow the study of demand
response in an urban area. Demand response programs are an ideal alternative to
costly energy storage and spinning reserves. Detailed power consumption data is
necessary to study proper demand response programs and implement efficient
control decisions. A pilot system has been implemented on the island of Oahu in
Hawai’i to prove the feasibility of a data collection system in a dense urban envi‐
ronment. The pilot program has implemented a smart metering device that is
collecting power data at a high resolution and transmitting it to a server for load
forecasting analysis. The architecture of the system will be discussed as well as
preliminary results and scalability of the pilot system as it relates to the imple‐
mentation of the system into a large urban center.

Keywords: Demand response · Load forecasting · Power profile signature ·
Urban center

1 Introduction

A 2013 report by the American Society of Civil Engineers (ASCE) gave the American
electrical grid a “D+” rating, on an A to F scale [1]. Operation failures were mentioned
as a main source of outages across the country because of congestion in transmission
lines. Utility companies are relying on a current grid infrastructure that still has compo‐
nents from the 19th century. Expanding US energy capacity after 2020 will be a main
concern for the utilities, and one way to alleviate some of the pressure of capacity
expansion will be to increase consumer side power generation using renewable
resources, but the addition of more generation comes with logistical issues, especially
when transmitting power generated from stochastic sources. Rather than invest large
amounts of money replacing the current grid infrastructure, the ASCE suggests research
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in smart grids and real-time forecasting as alternatives. Smart grids will be necessary in
areas containing dense populations such as large urban centers.

With a majority of the world population living in urban areas by 2030 [2], cities
themselves will need to become large power generators. This is because in times of peak
power draw, factors such as lengthy transmission lines and lack of fuel supply can have
crippling effects on a large urban populations, as was the case in 2014 during the US
Polar Vortex [3, 4]. Cities have been turning to distributed generation (DG) as a way to
become more self-sufficient in regards to power generation [5]. This is because many
DG units now allow for more reliability, increased efficiency and cost effectiveness as
well as an opportunity to use renewable generation sources [6]. Hybrid renewable
systems being used as distributed generation (DG) provide a way for utility companies
to move peak loads and deliver reliable power transmission [7].

Utilizing DG can allow a more reliable and cost-effective solution to consumers, and
in cases where renewable generation sources are installed, a more maintainable and
ecofriendly alternative to fossil fuels [6]. However, with more DG generation becoming
interconnected into the current grid infrastructure, and DG sources potentially feeding
power back into the current grid system, utilities will need to be able to better monitor
different points within the grid to ensure grid stability. As renewable energy generation
becomes more abundant and affordable, distributed generation use will only increase
and become more interconnected with current grid infrastructure, necessitating a further
need to collect large amounts of data to analyze and predict grid states in real-time. To
do this, smart meter devices will be needed to collect large amounts of grid data to be
analyzed. Thus contributing to the development and maintenance of demand response
programs.

Utility companies today are needing to evolve from their historic position of
producing energy, to managing energy production not only from the supply side, but
from the consumer side as well. The topic of this paper revolves around the implemen‐
tation of a pilot system that allows a power producer to collect large data and analyze it
in order to create cost effective energy management strategies for urban centers.

1.1 A Smarter Grid

The transition to a “smarter” grid will grant utilities the ability to become more proactive
in how they manage power supply in the transmission infrastructure. In the past, utility
companies have needed to increase spinning reserves, and invest in generators with
faster start up times to counter intermittent generation created by renewable energy
sources [8–10]. Demand response is an option to alleviate the issues that come with
renewable energy penetration, and are an alternative to costly large scale energy storage
[10]. Even though there has been research into the feasibility of renewables into the
current grid infrastructure, utilities and policymakers find themselves still requiring
ways to understand the benefits and drawbacks of demand response programs [11, 12].

The North American Electric Reliability Corporation categorized demand response
as a “subset” of Demand-Side Management (DSM), which looks to create efficient
energy programs focused on the consumer end (node) of power consumption [13]. Many
current grid infrastructures have a utility generating energy at a plant, and sending it
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through a network to the consumer [14]. In a demand response program, the consumer
has a direct connection to the utility, whether it be through Direct Control Load Manage‐
ment (DCLM), or and Interruptible Demand. DCLM involves the utility having the
ability to remotely turn on/off, or cycle devices within a home, or business, thereby
reducing demand on the consumer side. Interruptible demand is an agreement between
the consumer and the utility where the utility can request that a consumer curtail their
energy use during peak hours, or have the ability to remotely trip devices within the
consumers property as long as notice is given beforehand. In exchange, a consumer will
receive discounts and/or credits towards their energy bills.

Because demand response is relatively new solution to controlling peak loads, large
data collection with high sampling rates will be necessary to provide as much detailed
data as possible. The necessity for large amounts of data comes from the fact that there
is still a lack of experience with long term demand response programs [15].

Demand response for a large urban area is hard to model as it is complex and
multilayered, so data is needed to properly simulate demand response in a densely
populated area [15]. To better understand the factors that affect demand response
programs, data relating to consumer behaviors, as well as external factors such as
weather, price sensitivity, and the changing of seasons must be obtained, and
researched. An outline of the demand response logic as it pertains to the pilot system
is displayed in Fig. 1.

Fig. 1. The system demand structure for a data collection system is presented. A cloud based
platform will store and analyze data collected from a home, or business, in real-time, allowing for
quick control decisions in demand response programs.

Devices that measure power consumption have been used in research, however, most
studies do not offer high frequency data with the resolution to detect small transient
changes. Current research on the pilot system collects and analyzes data at higher reso‐
lutions. A 1 Hz resolution, or better, will provide a good sampling rate for large data
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collection and the ability to see transient patterns in power usage, such as the warming
of a stove, or the brightness of a television. Results from the pilot system have shown
that different devices such as a stove top, or a water heater, create a specific power profile
signature when their power draw is monitored. This signature can be thought of as a
“power fingerprint.” Having the ability to determine device usage from power data
allows cost efficiency in power monitoring because rather than installing a power moni‐
toring meter on each device within a building, software can instead analyze and deter‐
mine which devices on a property are in use based on the power signatures found within
an aggregate power data set for an entire home, or business.

Power producers will be able to monitor a home, or business, and understand which
devices can be cycled during peak loads to relieve grid pressure, especially in high
energy consumption areas like urban centers where large percentages of a population
tend to live. In order to accomplish this, a device is needed to record a consumer’s power
usage. A pilot program has been created at the University of Hawai’i that currently
involves monitoring aggregate power usage from 20 homes on the island of Oahu using
a smart power meter (SPM). The components, challenges and scalability of the pilot
system will be discussed, as well as future work pertaining to demand response
programs, which will be discussed in the following sections.

1.2 Related Research

The study and feasibility of demand response as it relates to power grids is ongoing, and
the pilot program looks to contribute to that research in the areas of large data collection,
storage and analysis [12, 13].

Demand response programs allow for increased peak load reduction as well as the
ability to balance supply and demand of energy in power grids [12]. Stability and load
shifting are two factors that are important in maintaining grid stability, which can be
accomplished through demand response programs. Cost efficiency is another benefit of
demand response because there is no need to maintain spinning reserves and large power
storage infrastructure [8].

Similar research is being done on smart meters to collect and analyze data. A group
from the University of Bath investigated the use of smart metering devices in combi‐
nation with voltage control techniques. Their research focused on analyzing the
consumer side of demand response as a way to create cost efficiency for a consumer as
well as a tool to restore grid system faults and maintain transmission stability. The Lon
Local Operating System (LonWorks) and ZigBee Wireless Network Standard were two
suggestions for creating a system of communication between smart meters and control‐
lers to handle real-time data [31].

A research group in Europe proposed the use of local area networks (LAN) and
wireless local area networks (WLAN) in combination with KNX communication stand‐
ards as an option to set up communication between smart metering devices. The use of
ZigBee and KNX components were deemed feasible to monitor load consumption of
devices in order to create a timetable of shiftable loads. The load shifts refer to the
rescheduling of device usage from peak hours to times that do not provide large strains
on the grid. Real-time analysis and visualization would allow consumers to make the
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proper choices in energy consumption that are related to cost efficiency. An algorithm
based on tariffs was the basis for the load timetables [32].

Researchers in Canada proposed a smart metering system based on load disaggre‐
gation where a power signal is analyzed into the various device components that
produce it. Their research focused on the factors that affect load disaggregation such
as noisy signals, simultaneous loading, computational costs and privacy issues. They
noticed that devices produced different power signals when cycled, for example,
constant vs. periodic loads. To train algorithms in detecting a device, the research
group suggested algorithm training based on probabilities and the clustering of indi‐
vidual devices. The research group deemed the definition of deferrable actions as
necessary in their proposed system. Deferrable actions are those relating to devices
whose utilization is not a priority and cycling can instead be scheduled at an alterna‐
tive time, which would allow for load shedding. These devices include washer/dryers,
ovens and dishwashers [33].

A UK-based power utility, National Grid, looked into the affect the power usage of
certain devices had on the grid. They found that millions of kettles are cycled around
5 pm, knowledge such as this allows a utility to know when to cycle specific loads within
home. National Grid uses the aforementioned knowledge to maintain grid frequency.
Aggregating these cycling patterns with the loads of other houses in a neighborhood, or
region, allow for the ability to maintain grid stability throughout sections of a power
grid [30].

2 SPM Pilot System

Because of the island’s geography and dense population, Oahu provides an ideal location
to understand renewable energy penetration into an existing power grid, and how it
relates to demand response programs. Several factors allow for Oahu to be the location
to implement the pilot system, these factors include high solar radiation on the island,
access to a dense urban populations, and Oahu being an isolated power grid. In 2015,
the Hawaii state legislature voted to have 100 % energy generation from renewable
sources by 2045 [16, 17]. Hawaii’s commitment to alternative energy sources allows
for a continued study of an urban area with high renewable energy generation, and the
effects of this generation on demand response. Because most buildings have circuit
breaker boxes, a common interface is already in place to install the SPMs. The device
collects data at one-second intervals and sends it through a local WiFi network to a
remote cloud server using a SSH tunnel. Data storage, analysis, forecasting and control
can all occur within the cloud. The server will have the ability to send control signals
based on analysis of the power data to the consumer, where an installed client can cycle
devices in accordance with demand response programs to reduce peak loads. Figure 2
illustrates the overall pilot system.
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Fig. 2. The setup of the proposed system implements a SPM to monitor and transmit data from
a circuit box. Data is then transmitted to a server for analysis. The current server can be scaled to
cloud storage, so that more nodes can participate in the pilot program and provide more data for
load forecasting analysis.

2.1 Data Acquisition

The data acquisition is performed by a power metering device at the local consumer
level. The device can fit within a circuit breaker box, is non-invasive, and allows for
easy installation, setup and maintenance while delivering accurate power measurement,
data preprocessing and server communication. The SPM is powered through the circuit
breaker box. Two current transducers, one connected to each service drop wire within
the circuit breaker box, measure current signals, which are transformed into analog
voltage signals, and sent to a MCP3208 12 bit analog digital converter (ADC), which
collects data at 80kSps. Images of an installed device are shown in Fig. 3.
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Fig. 3. A SPM meter is installed in the circuit breaker box of a home taking part in the pilot
project.

An Amlogic Quad Core processor computes the power consumption for each phase.
Power is calculated assuming a constant voltage. The median power pertaining to one
second of collected data is obtained for each phase, and sent to the cloud server for
storage and analyzing. Figure 4 describes data collection and transmission on the
consumer level.

Fig. 4. Utilizing preexisting WiFi connections within a home allow for a cost effective solution
for data transmission. Circuit breaker boxes are usually located in a remote area of a building, so
it is necessary to utilize a wireless connection to allow for a robust system to monitor and transmit
data from a node. A secure SSH connection allows for safe and reliable transmission of data to a
server in real-time.
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2.2 Communication

After the power data is collected and preprocessed by the SPM, the data is then trans‐
mitted to a remote server using a secure SSH tunnel via a local WiFi network. The
advantage of this communication setup is that the SSH tunnel provides an added layer
of security for what is confidential information. While the utilization of a preexisting
local WiFi connection takes advantage of an already existing network, thus eliminating
the added cost of building a new communication infrastructure. Data is stored directly
into a MongoDB database hosted on a cloud server. Because data is being sent from
multiple locations, each data set needs to be identified by the node it originated from,
this is accomplished when the SPM assigns a node identifier to each outgoing data set.
When there is a disturbance in the WiFi connection, or a communication delay, the SPM
will buffer until a connection is reestablished to minimize data-loss. Despite the 1 Hz
transmission rate of the SPM, bandwidth and storage requirements are kept minimal.
Each database query consists of just three integers, which total 24 bytes of data per
second on a 64 bit system. Households are currently transmitting approximately 2 MB/d.
The island of Oahu has a population of approximately 950,000, assuming 200,000
households, 400 GB of power data would be sent to the servers each day at a rate of
4.63 MB/s.

2.3 Data Storage/Analysis

The MongoDB database on the cloud server, is a document based open-source database.
It is utilized as a multiuse agent that acts as a central node where large amounts of power
data is collected, streamed and queried for data analysis of real-time system states and
forecasting.

Document based databases yield high scalability and data storage flexibility,
which is quintessential for power analysis of large complex urban centers. Streams
of real-time and recent data, as well as data queries for historical data must be
performed as efficiently as possible to create predictions that will analyze data in
real-time, thus allowing for fast and efficient conclusions and decisions. These
conclusions will be utilized in future work to create control decisions to be sent back
to the consumer where devices within a property can be controlled using a client.
Thus granting the ability to create forecasts that enable efficient demand response
programs to be implemented, which will reduce peak loads and ensure reliable power
transmission within the grid infrastructure.

2.4 Control

Future work revolves around enabling the cloud server to analyze real-time and
historic data in order to determine, and send control decisions for demand response
programs. Smart control decisions enable the ability to better ensure grid stability and
power transmission reliability. These commands include, but are not limited to,
ON/OFF commands, as well as time constraint commands. The control clients
executing the commands will have the ability to send feedback data to the cloud.
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The server itself can be utilized by the consumer as an interface to monitor power
consumption, or override control decisions.

3 Data Analysis

Data collection is currently in progress using a total of 20 nodes and has been ongoing
since August 2015. Participants volunteered (not compensated) to participate in the
study and the household sizes range from two to six members. The backgrounds of the
various participants are varied, however, specific details are kept confidential for privacy
reasons. There was no criteria for selecting participants, the only requirement was that
they had an accessible circuit breaker box within their home.

Each phase in the circuit breaker box is measured, and the power for each phase is
plotted. Figure 5 gives an example of data from a node for one day. Phase one and two
are plotted in red and black, respectively.

Fig. 5. Devices produce specific power signatures when in use. It can be observed when certain
devices are cycled. The cycling of loads within a node displays the behavior and patterns of a
consumer that can be used to predict and schedule power generation. (Color figure online)

It can be seen that there are unique device signatures throughout the day, which
correspond to a combination of specific devices within the node. In the displayed
example, from midnight to 7 am, the only signal that stands out is the refrigerator cycling,
which is due to the fact no other major loads are present at the respective time interval.
During the day air conditioning is the dominant load, which correlates to the heat in
Oahu at midday. Evening loads are dominated by consumer electronics such as TV.
Detailed power profiles over extended time periods grant an observer the ability to
understand the energy needs of a consumer and predict when to schedule loads. Such is
the case in Fig. 6 where a week of data has been plotted.
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Fig. 6. One week of total power consumption is plotted for one family home. Consumer pattern
behavior is evident from the increases in power consumption. (Color figure online)

The node displays a clear pattern of power consumption throughout a week. Domi‐
nant loads throughout the day are shown in blue and green, correlating to air conditioning
and dinner-related activities, respectively. The family exhibits a fixed pattern of power
consumption throughout the week that can be used for load prediction. Air conditioning
loads dominate the day while cooking-related activities dominate evening loads. The
two main load patterns stemming for air conditioning and cooking are repeated daily
throughout the week. Nighttime loads are reduced to a bare minimum because of inac‐
tivity at night.

Aiding in the study of demand response it the fact that each device produces a specific
power signature, or fingerprint, when spectral analysis is performed on the plotted power
signal obtained by the SPM, as shown in Fig. 7.

Fig. 7. The first row displays the power measured and transmitted by the SPM to the cloud server
for a water heater, stove and television. Spectral analysis of the power signals correlating to each
device are shown in the second row. A time based signal is converted to a frequency spectra that
allows the ability to locate unique frequency signatures related to the time series signal.

Self-learning algorithms, such as ANNs, can be taught to detect power fingerprints
in large data sets such as those shown in Figs. 5 and 6. Knowing which devices are in
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use, and when, will allow for scripts installed on a server to calculate optimal load
schedules to cycle devices, such as water heaters and HVAC units within a node. Being
able to distinguish when, and how often, a consumer uses a device will enable a power
provider the ability to shed peak loads while not creating an interruption to a consumer’s
power usage. The capability to cycle a load can be automated, so that a client within a
home can obtain decision signals from a cloud based server and implement the signals
in real-time.

The results show that it is possible to determine which devices are consuming power
at a given time. It is also clear that large quantities of data from a node permit the
observation of consumer patterns as they relate to power usage. Combining the historical
and real-time power data from multiple nodes within a section of the grid, allows a power
producer to understand the needs of the consumer while providing efficient load manage‐
ment. However, it should be noted that the observed data can be sensitive as it displays
patterns and behaviors of consumers, which must remain confidential to protect privacy.

4 Scalability

A large and flexible database is necessary for bulk amounts of data being collected from
an urban center. MongoDB is a “NoSQL” cloud database where large data collection
will be stored and analyzed when the pilot system is scaled.

A “NoSQL”, or “non SQL” database is an alternative to the relational databases that
use the Structured Query Language (SQL). There are alternative “NoSQL” databases
such as Apache Cassandra and Couchbase, but recent studies have shown MongoDB to
be more efficient in terms of reduced latencies when it came to read and update workloads
[18, 34–36]. MongoDB contains a document database architecture, which provides the
flexibility needed for scalability as the pilot system grows to include more nodes.

The use of a single server would lead to scalability issues as more data is collected
and processed, MongoDB overcomes these issues with the potential to add more servers
to accommodate large data as well as the utilization of automatic sharding, meaning that
data is spread throughout multiple servers. Automatic sharding permits data to be
accessed easier, and managed faster [19]. MongoDB utilizes a flexible data model, which
allows the opportunity for easier development and scalability. This is because MongoDB
does not use a rigid database schema, which determines how data is logically grouped.
Rather, documents within MongoDB are assigned a primary key (id), which allows for
a flexible schema where data can be easily queried. This is advantageous because factors
that are not originally in prediction algorithms, but are later proven to be vital (as more
data is collected) in load forecasting, can easily be added to the existing database (using
key value pairs) and be used in prediction algorithms [20]. The “NoSQL” database
MongoDB also takes advantage of bucket streaming URI (Uniform Resource Identifier),
which is based on chunked transfer encoding. The streaming transfers permit data to be
sent directly to the cloud server whenever data is available for transfer. This is because
data is not buffered and saved to an isolated file, thus allowing for faster data transmission
to the cloud servers [21].

58 S. Sariri et al.



There are drawbacks to using MongoDB, one being that the database performs poorly
when it comes to aggregate functions, such as medians, modes, and sums. However,
current research has not deemed this to be a problem when implementing algorithms
into the cloud server. MongoDB also struggles with non-key values, but this too has not
been deemed an issue in current research related to the pilot system. Because MongoDB
is a “NoSQL” database, its implementation will require more effort than a SQL database
due to the fact the schema in a “NoSQL” database is not as rigid. And because “NoSQL”
databases have only recently gained in the popularity they have today, there is less
support and literature as compared to a SQL database, which in many industries is
considered a standard [20].

4.1 Data Security

Analyzing data will grant the ability to understand the behavior of a consumer, and as
the pilot system is scaled up to include thousands of users within an urban environment,
it will be necessary to protect sensitive information. The information is sensitive because
it can reveal what a person, or persons, are doing at a specific time in the day. Many
activities can be monitored, such as a person cooking, taking a shower, or working on
the computer. It can also be determined when a person is home based on their air condi‐
tioning and heating usage. The monitoring of data can even analyze the power spectrum
of a television, allowing for the TV power signal to be compared to the TV signatures
of known channels, and from there determine what TV programs a person is watching.
Unauthorized disclosure of this potentially sensitive information could allow an unau‐
thorized agent to study the habits and routines of an end-user, thus creating potential
threats to the privacy of the consumer.

Currently, the pilot system utilizes a single server, however, when scaling up the
system to include consumers from a dense urban population, a cloud server will be used.
Once the computational and storage limits of the single server are reached, the pilot
system will be scaled to cloud computational storage. The use of cloud services has been
increasing due to a number of factors, some of these factors include; the potential for
scalability, geographic reach, cost savings and higher availability [22]. With the growth
of cloud service and usage comes the need to address potential for security risks.

4.2 Addressing Threats

On the local WiFi network level, it will be important for the owner of the network to
make sure their WiFi network has a strong network password as well as the most current
firmware available for their router. In some cases, a user may disable the Wi-Fi Protected
Setup (WPS) that is vulnerable to brute force attacks on the WPS PIN. It will also be
important to apply “secure by design” principles when creating levels of security within
a local WiFi network. One example will be determining who will have “root,” or
“admin,” privileges in regards to the network, and whether these privileges will apply
to the entire network, or in an “isolated environment” where only certain functions are
available [23].
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4.3 Unauthorized Internal Users and External Hackers

Two threats to the cloud server include unauthorized internal users, as well as external
hackers. An unauthorized user, whether intentionally, or accidently, can access and
manipulate data within the server. To prevent this, proper security protocols must be
implemented that insure only authorized persons can access sensitive data within the
servers. These protocols may include, but are not limited to, physically protecting
servers, encryption tools, and anomalous behavior pattern detection [24].

External hackers may use techniques to prevent the proper function of a cloud server,
or to obtain sensitive information. A common practice is the abuse of resources tech‐
nique, which includes sending thousands of requests per second to disrupt and inhibit
network computational resources. This technique is also known as a denial of service
attack (DoS). The motivation for these types of attack are not to obtain data, but rather
to overwhelm networks, and consumer computational resources. DoS attacks can be
prevented by blocking an IP address where an attack (large number of requests within
a certain amount of time) is found to originate, as well as implementing a security tool
that can recognize when an attack takes place [25]. In addition to general hacking tech‐
niques, where someone will look to exploit perceived weaknesses in a system, external
hackers will also employ password sniffing and man in the middle attacks (MITM).
Password sniffing involves monitoring messages in a network with the goal of obtaining
a password [26]. MITM attacks will involve a hacker impersonating two parties in hopes
of obtaining confidential information, this technique can be applied to a server and user,
which can lead to a compromised network [27]. Both password sniffing and MITM
attacks can be prevented using strong passwords, ensuring a direct and authenticated
connection to the server in use, as well as strong encryption techniques.

4.4 Vulnerabilities in Cloud Security

There are many vulnerabilities that are associated with cloud server use, a few will be
mentioned to provide a foundation for future security protocols.

Data Interception. Data interception is a key concern due to the fact a large number
of consumers will be sending sensitive data to a cloud server in the range of seconds.
To remedy this, a secure shell (SSH) will implemented in the transfer of data from the
consumer to the cloud. A SSH provides data encryption and the ability to implement a
proxy for added security [28].

Data Leakage. There is potential for data within MongoDB to be leaked to unauthor‐
ized users, however, the developers of MongoDB look to actively recognize and address
any issues relating to data leakage, which are usually related to versions of MongoDB
that are outdated and unpatched. Other ways to prevent data leakage is using proper
encryption methods, and recognizing when and where data is sent, so that it can be
properly monitored. Physical protection of servers and personnel screening provide
added security benefits [28].
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Insecure or Ineffective Deletion of Data. When deleting data from a cloud server,
there is always potential that data deletion may be incomplete, or insufficient. To coun‐
teract any potential issues from data deletion, it will be necessary to follow proper dele‐
tion protocols related to the cloud server platform, and in worst case scenarios, insure
that a disk containing sensitive data is destroyed. Once again, proper encryption of data
will decrease the risk related to ineffective data deletion [28].

Loss of Encryption Keys. The loss of encryption keys may be due to the accidental
publication of a secret key, such as a secure socket layer (SSL), or a network password,
which would create a vulnerability for potential threats. Several methods to mitigate
encryption key loss are listed below [28]:

1. Storing encryption keys and the data in separate locations
2. Implementing audit trails to track who accesses data, and when the data is accessed
3. Backing up encryption keys onto a secured device
4. Encrypting the encryption keys themselves
5. Periodic changing of encryption keys [29]

Malicious Probes. In the case of a malicious probe, an unauthorized user may look to
introduce a virus into the system. This can be prevented by creating database logs that
record who and when someone attempts to access the database, so that any unauthorized
user attempts may be blocked. Continually updating security patches will also insure
that cloud security architecture is up to date. If a malicious probe does enter the system,
historical data can be protected though periodical backup into a secured location [28].

5 Conclusion and Future Work

In order to provide the proper demand response program to a power grid, it is first
necessary to collect large amounts of data in order to understand consumer behaviors
and patterns. A pilot system was created with a smart metering device that can collect
and transmit data at high frequencies (1 Hz or less) through a SSH tunnel to a server. A
robust collection of data allows for the patterns and behaviors of a dense urban popu‐
lation to be analyzed. The small scale pilot system has proven the feasibility of data
collection related to large-scale demand response. However, challenges will be present
when scaling the pilot system to include more nodes. Topics to be addressed will include
protecting sensitive consumer information, server infrastructure, security, and the
management of big data.

Current research related to the pilot program is in the early stages of understanding
consumer behavior. Human behavior is complex and is a study within itself, however
we look to just understand device usage as it relates to demand response. Initial results
are encouraging as patterns related to node power consumption can be detected. But
because of the complex nature of human behavior, more data will need to be taken to
see how external factors such as weather, holidays, and season affect consumer power
consumption. However, the pilot system provides an initial foundation into the study of
factors affecting consumer power usage. As more nodes are added to the current system
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and data collection continues a better understanding of consumer behavior as it relates
to demand response programs will be achieved.
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Abstract. Governments worldwide have introduced various types of e-tax
systems, as an important e-government agenda, to provide citizens and residents
with a channel to lodge their tax claims at their convenience. An understanding
of what constitutes taxpayer satisfaction with using e-tax systems is thus
important for government agencies to further improve the quality of services
delivered through these systems. However, to date limited research has been
devoted to evaluate user satisfaction with e-tax systems. In this paper, we thus
report on the development of a satisfaction construct which is rigorously eval-
uated using a three stage process. We find the emergence of several dimensions
which require further investigation.

Keywords: E-tax system � E-government � Satisfaction � Measurement scale �
Australia

1 Introduction

The proliferation of the Internet and Web 2.0-based technologies has encouraged
government agencies worldwide to offer electronic government (e-government) ini-
tiatives [7]. These initiatives enable government agencies to disseminate important
information and encourage the public to receive government services at their conve-
nient time and location [18]. E-government initiatives can be of different types.
However, Government-to-Citizen (G2C) initiatives have received considerable atten-
tion in the literature [26]. One interesting example of G2C initiative is e-tax systems
[8]. According to Fu et al. [20], e-tax systems refer to the automation of all business
processes and transactions relevant to taxation for improving the efficiency of lodging
and collecting taxes.

Information Systems (IS) and e-government literature streams report studies on
e-tax systems for developed and developing countries alike. Examples include those
undertaken in such countries as Australia [4], Greece [18], India [22, 34], Japan [6],
Malaysia [2, 16, 35], Nigeria [33], Philippines [8], and Taiwan [7]. The primary focus
of these studies is however on the adoption and acceptance of e-tax systems, and
relatively less attention has been given to post-implementation aspects. As a good
proportion of citizens, particularly in the developed nations, are known to use e-tax
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systems for a considerable time, we thus argue that research attention needs to be
shifted to the post-implementation issues of these systems. Given the fact that the use
of e-tax systems is not mandated in most countries, user satisfaction with these systems
in particular needs to be evaluated because the continuous use of IT systems is known
to be largely influenced by the level of user satisfaction with those systems [13].

Some studies have been reported on user satisfaction with e-government in general
[1, 32]. A few studies [21, 25] also exist that concern with e-tax user satisfaction.
Despite the existence of these studies, it is important to undertake further studies in this
area because perceptions of citizens towards e-government services differ among
countries [22]. Such differences in perceptions are attributed to the variations in leg-
islative issues, public access to government information, and public access to gov-
ernment services [43]. Moreover, technological awareness and readiness of a country
and its citizens vary widely across countries. We further note the existence of a dis-
agreement in the e-tax literature about the dimensions included to measure e-tax user
satisfaction. This is because e-tax satisfaction has been evaluated from two different
perspectives: tax officers and tax payers. Hence, several scholars have called for more
research on e-tax systems [33]. In response, we have thus undertaken an exploratory
study with an aim to develop a measurement scale for the Australian e-tax users’
(citizens) satisfaction by identifying its key dimensions. We acknowledge that in
Australia a few studies have examined e-tax systems implementation success (e.g. [4,
5]) but they do not look at success from the taxpayer (user) satisfaction perspective.
The aim of our research is addressed by developing a conceptual model which is then
empirically evaluated using a rigorous three-stage process. We find the scale to be
made of four integrated dimensions (information trustworthiness, e-tax usability, time
related benefits, and accessibility) unlike others reported in the broader satisfaction
literature. The implications of this finding are discussed and further explorations are
recommended. Our paper makes a modest contribution to theory and practice. The
integrated nature of most dimensions included in our e-tax satisfaction construct
indicates the need for further exploration for the conceptual clarity of the dimensions of
e-tax satisfaction. We believe the satisfaction construct would still encourage gov-
ernment agencies responsible for developing e-tax systems in Australia to further
improve their online services by specifically focusing on the dimensions included in the
construct.

2 E-tax System: An Introduction

2.1 Characteristics of E-tax Systems

Electronic taxation systems (e-tax) or online tax systems represent one type of elec-
tronic applications provided by government agencies. These systems are classified as
revenue-collection applications and considered to be one of the most critical innova-
tions offered by governments [11]. Therefore, in those countries in which paying taxes
is mandatory, tax agencies have expressed interest in moving from manual,
paper-based tax filing process to the use of IT applications [11]. The viewpoint
regarding e-tax systems varies among researchers. For example, Fu et al. [20] introduce
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a broad definition of the electronic filing of personal income taxes as the automation of
all business processes and transactions relevant to taxation to improve the efficiency of
lodging and collecting taxes. In another study, Hu et al. [24] define an e-tax system as
an online service that helps in improving service quality by reducing costs for taxpayers
as well as enhancing the efficiency of the tax agency. According to Shao et al. [39],
e-tax systems include such services as the provision of tax filing software, process of
taxpayers’ e-filing, and tax related online consulting. These systems are designed to
unify tax preparation, tax filing, and tax payment by providing enhanced tax service for
businesses and government alike [24]. It appears that Fu et al. [20] has defined e-tax
systems from the perspective of efficiency improvement. On the other hand, Hu et al.
[24] define e-tax systems from the service quality perspective. Neither of these
viewpoints acknowledges the distinction between online tax Web sites and e-tax
software. In this paper, the term “e-tax systems” is used to refer to both tax Web sites
and e-tax software.

2.2 Benefits of E-tax Systems

A number of benefits can be experienced by the users and tax authorities as a result of
acceptance and use of e-tax systems by taxpayers. Yusuf [50] claims increased tax-
payers’ compliance level and revenue generation of a country through wider adoption
and use of e-tax systems. In addition, e-tax systems have the possibility to ease the
process of tax filing for individuals, providing them with time saving and cost effi-
ciency benefits [38]. These benefits can be achieved when e-tax systems are introduced
to meet the expectation of individuals using these systems.

2.3 E-tax Systems in Australia

Australian Taxation office (ATO) E-tax is a government owned software developed to
help lodging tax return. The software can be installed from ATO website. It is a stand
alone application that can be installed and run in a desktop or a laptop computer.
According to e-tax accountants’ website (etax.com.au), individuals’ using ATO E-tax
are on their own with insufficient help and assistance to lodge their tax return. ATO
E-tax might involve more than a hundred pages, which makes it a complex and difficult
technology to use.

3 Related Background Literature

Literature on e-tax systems although limited but is gradually evolving. A review of the
e-tax literature indicates the presence of three key themes that received much of the
attention from the scholars. These include: e-tax adoption factor, usage of e-tax, and
post-adoption issues of e-tax systems. For example, scholars like Connolly and Bannister
[11] and Schaupp et al. [37] have looked at the adoption of e-tax systems. Likewise, Chu
andWu [9] have examined the factors contributing to usage of e-tax systems. Lai [28] and
Lai and Choong [29] looked at the challenges faced by the taxpayers for using e-tax
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systems. Post-implementation impacts like benefits and satisfaction have also received
some attention [36]. As this paper is concerned with satisfaction, a brief but critical
analysis of satisfaction literature related to e-tax, e-government, and IS in general is
provided in order to understand how various scholars have conceptualized ‘satisfaction’
construct in the IS and e-government literatures.

The notion of satisfaction is not new; however its application to e-government
context represents a relatively new phenomenon. In general, satisfaction within
e-government context is conceptualized by scholars in two broad ways. One group of
scholars view satisfaction as an independent variable that has an effect on other human
behaviors (e.g. sustained usage, word of mouth recommendation). Three key charac-
teristics of e-government studies adopting this view include: (a) satisfaction is evalu-
ated without focusing on a specific e-government application and/or service (e.g. e-tax
and e-voting), (b) the primary focus is not on the assessment of various dimensions
comprising satisfaction (e.g. [10, 47]), and (c) satisfaction is regarded as an indepen-
dent factor that relates to either adoption or success of e-government initiatives (de-
pendent factor) (e.g. [19]). According to these studies, only 3 to 4 indicators are used to
operationalize the concept of “satisfaction”. The works of Colesce and Dobrica [10]
and Wang and Liao [47] represent examples of this stream of literature. The primary
focus of Colesce and Dobrica [10] is to evaluate the adoption of electronic government
services, while that of Wang and Liao [47] is to assess the success of e-government
systems. By drawing on IS adoption theories and 481 responses received from
Romanian respondents, Colesce and Dobrica [10] evaluate citizens’ adoption of
e-government services. While investigating adoption, they identify several factors (e.g.
information quality and accuracy) that can be used to evaluate user satisfaction with
online government services. Colesce and Dobrica [10] find correlations between the
constructs identified to evaluate users’ adoption of e-government, whereas perceived
ease of use, perceived usefulness, and perceived quality were found to affect user
satisfaction. In another study, [47] identify different dimensions of user satisfaction.
The dimensions are basically drawn from the IS success model proposed by DeLone
and McLean [13]. According to Wang and Liao [47], user satisfaction can be measured
indirectly through information quality, service quality, and system quality.

In contrast, another group of e-government scholars considers satisfaction as a
dependent variable. According to them, factors from different theoretical backgrounds
are used to develop satisfaction construct. Typical works representing this view of sat-
isfaction include those of Abhichandani et al. [1], Verdegem and Hauttekeete [44] and
Verdegem and Verleye [45]. Abhichandani et al. [1] have proposed the EGOVSAT
framework to measure user satisfaction with online transportation systems as an example
of e-government services. The framework includes five factors (utility, reliability, effi-
ciency, customization, and flexibility) to affect user satisfaction. In their work, Verdegem
and Hauttekeete [44] focus on quality of access and quality of service indicators to
formulate a conceptual model for measuring user satisfaction with e-government services
in general. Based on their quantitative analysis, the following indicators are considered
significant measures of user satisfaction with electronic government services in general:
reduced administrative burden, reliability, security, usability, content readability, ease of
use, content quality, cost effective, privacy/personal information protection, trans-
parency, courtesy, responsiveness, accessibility, flexibility, and personal contact. Yet in
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another study, Verdegem and Verleye [45] have developed a model to explain how
satisfaction with e-government services in general is influenced by the actual use of
e-government services. Their results indicate that nine indicators are considered to be
significant in measuring the level of user satisfaction with regard to e-government ser-
vices. Those indicators are: cost, awareness, security/privacy, content, usability, tech-
nical aspects, customer friendliness, availability, and infrastructure.

The viewpoint of the second group of e-government scholars is in line with scholars
from other relevant disciplines. For example, in taxation information systems satis-
faction research, the focus is on identifying a set of factors to measure satisfaction with
e-tax systems. These factors are generally identified from system and service quality
perspectives (e.g. [7, 21]). In Business-to-Consumer (B2C) e-business satisfaction
literature, quality (e.g. [27, 30]) and security and convenience perspectives (e.g. [41,
51]) are used to frame the factors affecting satisfaction with e-business applications.
Self-Service Technology (SST) satisfaction literature is popularly represented by the
work of Meuter et al. [31] who used critical incident technique whereas customers told
the experiences they have had with technology-based self-services. Based on those
incidents, a set of self-service technology characteristics (in other words, factors) were
identified that contributes towards making users satisfied. The literature on End-User
Computing satisfaction is fundamentally influenced by the pioneering work of Doll and
Torkzadeh [15]. They develop End-User Computing Satisfaction model to evaluate
user satisfaction with IT applications within organizational contexts. Their model is
based on non-Internet IS/IT applications; but still has received considerable recognition
from the IS/IT scholars.

IS Success Model takes the lead in developing the constructs for satisfaction with
IT applications and services. The model is developed by DeLone and Mclean [13]. The
model includes “satisfaction” along with “use” as factors affecting IS success in
organization. Both satisfaction and use can be measured indirectly through information
quality, systems quality and service quality. The model has its influence on IT satis-
faction research in which quality dimensions are widely used as a guide to develop
satisfaction models. For example, Chen [7] and Gotoh [21] acknowledge that satis-
faction is influenced by factors related to quality (e.g. system, services, information,
preparation, process, and result).

4 Research Model

From a review of literature on satisfaction (from such areas as e-government, B2C
e-commerce, SST and EUC), a total of 85 dimensions were identified that could
potentially constitute taxpayer satisfaction with e-tax systems. It would be difficult to
operationalize and empirically evaluate a model based on the inclusion of so many
dimensions. As such, a two-phase filtering process was followed to shortlist these
dimensions relevant for e-tax context. Phase 1 identifies the dimensions that have
overlapping meanings. A total of 46 dimensions were identified after removing all
redundant dimensions. Phase 2 identifies those dimensions that are supported in the
literature from both the theoretical and empirical perspectives. By applying these cri-
teria, the number of dimensions was further reduced from 46 to 15 (Fig. 1).
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Fig. 1. Research model
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Appearance: According to Kim and Stoel [27], appearance emphasizes how well a
system guides its users and how easy it is to follow. They examine the effect of
systems’ appearance and design on users’ perception of quality and satisfaction, and
report that appearance is one of the most critical factors that influence user satisfaction
with online systems. For e-tax context, we thus believe that appearance would influ-
ence taxpayer satisfaction with e-tax systems.

Ease of use: It refers to the ability of users to operate electronic systems with minimal
difficulties [7]. Ease of use is an important dimension in measuring user satisfaction in
the context of End-User Computing [15], e-government services [32] and e-tax systems
[7, 19, 25].

Interactivity: It refers to “the extent to which the communicator and the audience
respond to, or are willing to facilitate, each other communication needs” [23]. The
definition can be conceptualized in terms of electronic services as the ability of elec-
tronic systems to intelligently respond to user needs. Interactivity has been found to be
a significant factor to measure user satisfaction with online and electronic services.
Interactivity is one of the significant dimensions that constitute Web customer satis-
faction [30]. In the electronic services literature, interactivity is considered to be a
significant dimension that can be used to measure taxpayer satisfaction with e-tax
systems as well [7].

Accessibility: It is defined as the ability to access the system at all times [30]. Web site
accessibility is an important dimension of measuring user satisfaction with online
services [49]. In terms of e-government satisfaction, Verdegem and Hauttekeete [44]
use accessibility to measure citizens’ satisfaction with e-government services.
In addition, accessibility was found to be related to taxpayer satisfaction with e-tax
systems [7].

Content Quality: For the context of e-tax satisfaction, it is defined as the adequacy and
clarity of information provided by a system so that it meets users’ needs [32]. The
content quality of information is considered to be an important indicator in measuring
citizen satisfaction with e-government services [44]. For the context of e-tax satis-
faction, content quality is a significant construct of taxpayer satisfaction with e-tax
systems [7].

Usefulness: It refers to the degree to which a user can believe that a system will
enhance performance [12]. In terms of the recipients’ perspective, usefulness refers to
the degree to which a person believes that using an e-tax Web site will enhance his or
her efficiency and provide benefits. Devaraj et al. [14] examine the relationship
between usefulness and satisfaction and find that it is a key determinant of user sat-
isfaction with e-commerce.

Accuracy: It is defined in terms of information as being free from errors [17]. Accu-
racy is one of the most significant factors that affect End-Users Computing Satisfaction
[15]. In terms of measuring satisfaction with e-tax systems, accuracy is a vital
dimension to measure taxpayer satisfaction [7].
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Timeliness: This indicates that a system can provide up-to-date information for a
required task [42]. Timeliness has been widely used in satisfaction literature. In
e-commerce literature, timeliness is found to positively affect user satisfaction [14]. In
terms of e-tax satisfaction, Hwang [25] and Fu et al. [19] find that timeliness is
significantly relevant to citizens’ satisfaction with e-tax systems.

Reliability: It is the ability of a system to provide information and service dependably
[48]. Service and system reliability have been proven to impact user satisfaction in the
context of e-services. Reliability is an important antecedent of online service quality
that affects user satisfaction with online services [49]. In the e-tax satisfaction literature,
Chen [7] finds reliability to be an important factor to measure taxpayer satisfaction with
e-tax systems.

Privacy: It refers to users’ perception that their personal information is protected and is
not disclosed to a third party [44]. Privacy is a very important determinant for citizens
and should be used to measure satisfaction [44, 45].

Security: It is defined as “freedom from risk or doubt during the service process” [51].
In e-services literature, security is found to be more important than the appearance of
Web sites as well as information provided by these Web sites. Various satisfaction
studies have considered security to be one significant factor affecting user satisfaction
[41, 44].

Transaction Capability: It refers to the extent to which a system can support its
business functions [27]. Transaction capability can significantly affect online user
satisfaction. This argument is supported by Kim and Stoel’s [27] findings, as they find
that transaction capability is a significant factor that affects user satisfaction with
e-retailing.

Convenience: It refers to simplifying business processes by the adoption of informa-
tion technology [41]. For the e-retailing context, online convenience is known to
influence user satisfaction with online retailing services [30].

Responsiveness: It refers the quality of services offered by employees who are willing
to help electronic system users [7].

Empathy: It refers to the ability of employees to pay attention to electronic system
customers’ needs [7]. Responsiveness and empathy are significant constructs for sat-
isfaction with e-services [14].

5 Research Approach

A qualitative approach involving two techniques was used to refine the model: expert
panel evaluation of the conceptual model and a pilot evaluation of the survey instru-
ment developed based on that model. This was followed by an exploratory survey.
These are now briefly described below.

Domain panel evaluation: A group of domain experts involving four academics
(whose areas of research include e-government) and three senior tax agents working in
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professional tax agencies evaluated the model. A brief profile of these experts is shown
in Table 1. The academics were chosen by reviewing their profiles appearing in the
university websites. The tax agents were selected from the yellow pages. An email was
sent inviting them to participate in our research project as a domain expert. The email
contained an explanatory statement and a consent form. Upon receiving their consents
(via email replies), a document outlining 15 satisfaction dimensions included in the
model was sent to these experts. A short interview was later organized with each
domain expert after one week of sending the evaluation document. During each
interview, the domain expert was requested to: a) evaluate the importance of each
dimension on a scale of 1 to 5, in which 1 means “extremely unimportant” and 5 means
“extremely important”, and b) identify any new dimensions not mentioned in our
document.

Pilot evaluation of the survey instrument: To improve the clarity of the survey
instrument drawn from the dimensions shortlisted through the expert panel evaluation
process, feedback from several experienced e-tax users was obtained. Various sessional
tutors from a large Melbourne-based university were contacted via email. They were
invited to participate in our research project. Among those who agreed to participate,
four tutors were chosen because they met the following criteria: (a) they have at least 3
years’ experience of using the e-tax system, (b) they have used the e-tax system within
the past five years, and (c) they are interested in the findings of our research project. An
email was sent to these tutors including a document for evaluating the survey instru-
ment and its items. The document consists of three sections. In Section A, they were
advised to evaluate each item based on its relevance to the dimension it is associated
with on a scale of 1 to 5, where 1 means “strongly irrelevant”, 2 means “somewhat
irrelevant”, 3 means “neutral”, 4 means “somewhat relevant”, and 5 means “strongly
relevant”. In section B, they were required to provide any suggestions regarding any
changes to these items (e.g. revision, deletion, addition). In section C, the survey
instrument was attached for general comments about the layout and the design of the
questionnaire.

Table 1. A brief profile of the participating domain experts

Domain
expert

Type of domain
expert

Gender Experience Highest
qualification

A Academic Male 10 years (Teaching) PhD
B Academic Male 20 years (Teaching) PhD
C Academic Male 10 years (Teaching) PhD
D Academic Female 3–5 years (Working in tax

agencies)
PhD

E Industry Male 3–5 years (Working in tax
agencies)

Bachelor

F Industry Male 3–5 years (Working in tax
agencies)

Bachelor

F Industry Male 3–5 years (Working in tax
agencies)

Bachelor
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Administration of Survey: Participants involved at this stage of our research project
include staff and students from a large Australian university. They were chosen ran-
domly and survey questionnaires were distributed at such public places as campus
centers, recreation facilities, and cafes where staff and students generally spend their
free times on campuses. Participants were personally contacted to fill out the survey
questionnaire. The purpose of our research was explained to the participants and the
questionnaire was given to them. A total of 300 survey questionnaires were distributed
among staff and students. However, only 162 responses were received. Of these, 100
(representing a response rate of 33 %) participants have acknowledged using the e-tax
system. The survey data analysis was performed using SPSS. Those 62 non-e-tax users
indicated the following four reasons for not using the e-tax system: (a) lack of time,
(b) lack of confidence, and (c) availability of easily tax agents to prepare tax lodgment,
among others.

6 Initial Analysis

Qualitative Evaluation of Domain Experts Feedback: The responses given by the
experts for each dimension are summarized in Table 2. Based on the feedback col-
lected from the domain experts, the following observations were made and actions
were undertaken.

Table 2. Evaluation of dimensions by the domain experts

No Dimensions Domain experts Overall
Average

Retention status

Academic experts Industry
experts

A B C D Avg E F G Avg

D1 Appearance 5 5 4 X 4.6 5 3 4 4 4.3 Yes
D2 Ease of use 5 5 5 X 5 4 4 5 4.3 4.6 Yes
D3 Interactivity 5 5 5 X 5 5 3 5 4.3 4.6 Yes
D4 Accessibility 5 3 5 X 4.3 5 2 5 4 4.1 Yes
D5 Content quality 5 5 5 X 5 5 3 5 4.3 4.6 Yes
D6 Usefulness 4 5 5 X 4.6 4 2 5 3.6 4.1 Yes
D7 Accuracy 5 5 5 X 5 5 4 5 4.6 4.8 Yes
D8 Timeliness 5 1 5 X 3.6 5 3 5 4.3 4 Yes
D9 Reliability 5 4 5 X 4.6 4 4 5 4.3 4.5 Yes
D10 Privacy 5 5 5 X 5 5 5 5 5 5 Yes
D11 Security 5 5 5 X 5 5 4 5 4.6 4.8 Yes
D12 Transaction capability 5 5 5 X 5 5 3 5 4.3 4.6 Yes
D13 Perceived convenience 4 4 5 X 4.3 4 2 5 3.6 4 Yes
D14 Responsiveness 4 5 5 X 4.6 3 4 5 4 4.3 Yes
D15 Empathy 4 2 5 X 3.6 3 4 5 4 3.8 No
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First, all but one domain experts evaluated the dimensions. This expert, however,
provided many useful insights about the relevance and redundancy of the dimensions
included in our model. Despite this, there is a broad agreement among the experts
regarding the importance of the dimensions. We however decided to remove ‘empathy
(D15)’ as a dimension because it received an overall average score 3.8 out of 5.

Second, two domain experts distinguished between the Australian Taxation office
(ATO) Web site and e-tax software downloaded from that Web site and argued that
responsiveness (D14) is more relevant for measuring satisfaction with online queries
and interactions between citizens and ATO staff. In contrast, as the e-tax software
downloaded from the Web site does not allow online communication through “live
chatting” with ATO employees, responsiveness (D14) is of little relevance in mea-
suring taxpayer satisfaction with the e-tax system. Thus, we decided to exclude ‘re-
sponsiveness (D14)’ from our model.

Third, two domain experts considered content quality (D5), transaction capability
(D12), and usefulness (D6) to have overlapping in their meanings and advised for
combining them into a single dimension (usefulness). In addition, two other domain
experts found security (D11) and privacy (D10) dimensions to be interrelated and
recommended combining them into another single dimension (security and privacy).
Based on these recommendations, we decided to merge content quality, transaction
capability, and usefulness into one dimension (usefulness), while security (D11) and
privacy (D10) dimensions are to be combined in one dimension (security and privacy).

Fourth, a number of issues regarding various e-tax aspects were suggested by the
domain experts for consideration of possible inclusion in the research model. These
include: Online help/support, Ease of download, List of items and transactions that are
taxable or tax-deductable, Is the e-tax user friendly for the first time user, Is there any
problem in lodging first tax return using e-tax?, Does it create any problem before
lodgment?, Does it preserve data accurately?, and How efficient is the identification
process? These suggestions were compared against the definitions of the existing
dimensions already identified in this research. We find that each aspect can be
addressed by the existing dimensions. Hence, no new dimensions are included in the
model.

After making amendments, the revised taxpayer satisfaction construct now includes
10 dimensions: appearance, ease of use, interactivity, accessibility, usefulness, accu-
racy, timeliness, reliability, security & privacy, perceived convenience.

Pilot Evaluation: An initial survey questionnaire consisting of 38 items was then
developed from those ten dimensions shortlisted by the domain experts. The items were
chosen from various scholarly sources and adapted for e-tax context. An operational-
ization of these dimensions is shown in Appendix A. As discussed earlier, a group of
four experienced e-tax users evaluated the initial questionnaire. Based on their feed-
back, we note a broad agreement among these users about the relevance of these items.
However, one item measuring ease of use dimension was removed as it received a
median score of 3.5 out of 5 (See Appendix B).
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The participating experienced e-tax users also provided insightful suggestions
regarding removing items, rephrasing items, and improving the overall clarity of the
survey questionnaire. Drawing on their suggestions, eleven items were identified for
removal. Of these, five items were removed because they had exactly similar meanings
to other items, two items were removed because they were considered to be vague and
did not have specific meanings, and four items were removed because they did not
actually measure the intended dimensions. Additional suggestions were offered to
improve the clarity of the items. According to them, these items require rephrasing to
improve clarity. Thus, further revisions were made and an improved version of the
survey instrument was developed. The number of the items included in this refined
instrument was reduced from 38 to 28 items which still measured those ten dimensions.

7 Findings and Discussion

The demographic characteristics of the survey participants who have used the e-tax
system are summarized in Table 3. The following observations can be deduced: (a) a
majority of e-tax users are male (70 %), (b) except users over 40 years, each age group is
well-represented, (c) dominance of the participants with income in the range of A$35,001
– A$80,000 is observed, and very few participants (2 %) have income exceeding AU
$180,000. This makes sense, as the context in which the survey was conducted represents
a tertiary educational institution where the number of people from very high income
group is very limited, and (d) a majority of the participants (62 %) have a postgraduate
degree. This also makes sense for the tertiary educational institution.

Table 3. Demographic characteristics of survey participants

Variables No. (%)

Gender
Male 70 70
Female 30 30
Age
18-23 16 16
24-29 27 27
30-39 51 51
Over 40 6 6
Income
0–6000 19 19
6001–35,000 25 25
35,001–80,000 36 36
80 000–180 000 18 18
> 180,000 2 2
Education
Secondary college 11 11
Undergraduate 26 26
Postgraduate 61 61
Others 2 2
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An exploratory iterative factor analysis was performed on data collected from 100
e-tax users. Factor analysis is a well-known statistical method which is generally used
to investigate to what extent a group of variables (items) are associated with their
underlying factors.A total of 15 items loaded on four distinct single constructs
(Table 2), indicating that only four dimensions constitute taxpayer satisfaction with
e-tax systems. This factor solution was obtained after applying a multiple iterative
process of factor analysis and item deletion. Items were deleted when either of the
following conditions was met: (a) an item had a factor loading of less than 0.40, and
(b) an item loaded on more than a single dimension. The retained four factors together
account for 66.63 % of the variation in satisfaction. The Eigenvalues and the per-
centage variance explained by these factors are also shown in Table 2. This factor
solution is also statistically significant. The Kaiser-Meyer-Olkin Measure of Sampling
Adequacy and Bartlett’s Test of Sphericity were examined to evaluate the reliability of
responses received from participants. The Kaiser-Meyer-Olkin Measure of Sampling
Adequacy was found to be 0.821, and Bartlett’s Test of Sphericity was 0.000, which
was significant at p < 0.001 (Table 4).

Drawing on the factor analysis, we now observe that only four dimensions
appeared to be relevant for the e-tax system satisfaction context. We now review the
meanings of these four dimensions. In our conceptual model (Fig. 1), ‘accuracy’ and

Table 4. Results of factor analysis

Item Dimensions Corrected Item-total
CorrelationD1 D2 D3 D4

A1 .773 .489
A2 .828 .498
EU1 .771 .589
EU2 .821 .578
AC1 .769 .605
AC2 .785 .634
AC3 .774 .645
I2 .803 .482
I3 .816 .672
U4 .675 .609
T2 .610 .429
SP2 .783 .545
SP3 .604 .532
PC1 .728 .566
PC2 .642 .397
Eigenvalue 5.94 1.77 1.23 1.04
Variance by individual
dimension

39.6 11.87 8.20 6.93

Cumulative variance 39.6 51.50 59.70 66.63
Cronbach Alpha .856 .872 .7 .71
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‘security and privacy’ were considered as two separate dimensions. However, the factor
analysis demonstrated that these two dimensions could be grouped together into a
single dimension (D1: Information trustworthiness). Likewise, ease of use and inter-
activity were found to be grouped into a single dimension and is called as ‘E-tax
Usability” (D2). Another dimension (D3) grouped some of the items belonging to three
such dimensions as usefulness, timeliness, and perceived convenience. This new
dimension is now renamed as “Time Related Benefits” (D3). The last dimension (D4)
represents a single dimension (i.e. accessibility) identified in our model. The reliability
of each of these new dimensions is calculated (last row of Table 2) and is found to be
satisfactory [23].

In our research model, ‘accuracy’ and ‘security and privacy’ were considered two
separate dimensions. However, the factor analysis demonstrated that these two
dimensions are to be grouped together into a single dimension (D1). In the e-tax
literature, accuracy is considered as one antecedent of information quality [7]. Accu-
racy constitutes an important construct concerning data for measuring End-User
Computing Satisfaction [15]. Thus, ‘security and privacy’ and ‘accuracy’ are clearly
about the information received and sent via e-tax systems. In other words, together they
measure how trustworthy is information. It is important that such systems as e-tax must
provide sufficient security and privacy to users’ information (e.g. income sources) and
maintain accuracy of income related information required to submit an application. The
two factors together have thus be renamed as “Information trustworthiness”.

Ease of use and interactivity were found to be grouped into one dimension (D2).
A possible justification for that is that ease of use and interactivity items are related to
usability. Usability is defined as the individuals’ ability to interact with a website with
no required training due to the ease of use [3]. Although usability is generally con-
ceptualized as a multi-dimensional concept, It is reported that some studies about IS
consider usability as one single dimension [46]. Ease of use and interactivity could thus
be renamed as “E-tax usability”.

Another dimension (D3) is renamed as “Time Related Benefits” because it includes
some of the items belonging to 3 dimensions: usefulness, timeliness, and perceived
convenience. Upon close inspection, we find that these items have one common
characteristic – which is receiving a benefit involving time. For example, one item is
about flexibility of usage from time perspective, another item is about completion of a
task on time, and yet another item is about auto closure of the application after certain
time.

These findings bear the following observations. First, the integrated nature of
dimensions discussed above for the e-tax systems context indicate the construct of user
satisfaction is more complex than previously identified by the researchers. Second,
e-tax systems involve dealing with income and expenses related data for which users
expect the government to provide a secured platform that is capable of handling sen-
sitive data. Satisfaction will suffer when users perceive an inability of the tax authorities
to deliver such a secured platform. Third, no matter how secured an e-tax platform is
delivered by the tax authorities, user satisfaction will decline when such a system is
perceived to be unusable and unable to deliver benefits that relate to time (e.g. flexi-
bility, on time completion of task, and auto closure after a certain time).
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8 Conclusion

In this paper, we have reported the development of a scale for measuring taxpayer
satisfaction with e-tax systems for the Australian context. Drawing on a three-stage
process, our measurement scale is developed which eventually contains four dimen-
sions. Three of these dimensions (e.g. Information trustworthiness, E-tax usability, and
time related benefits) are however found to be integrated in nature which according to
other scholars, exist as an independent dimension. This finding was not expected but
they still raise an interesting question. Do these three dimensions really reflect a higher
level aspects of satisfaction as we have discovered in this paper or are they artificially
created due to the small sample used in this study (n = 100)? Further studies are thus
required to answer this question. Nevertheless, our study is still useful to theory and
practice.

For theory, developing a reliable instrument for measuring user satisfaction with
e-tax systems represents a contribution to the IT/e-business literature. In particular,
e-government researchers can adopt this instrument as a template to measure user
satisfaction with other innovative online government service delivery systems for cit-
izens. To practice, the government officials, responsible for promoting customer rela-
tions between government agencies and citizens, are advised to concentrate to those
dimensions that can help design an improved version of e-tax systems. This could help
in creating more satisfied taxpayers.

Finally, we caution about some of the limitations of our work reported in this paper.
The survey response rate was relatively low (33 %) which constrains the generaliz-
ability of the research findings. One reason for the low responses rate is that many
students were found to be non-users of e-tax systems. Hence, future research should
involve a large sample involving staff and students from all campuses and faculties. In
particular, it would be interesting to examine whether a large sample has any impact on
the relationship between users’ demographic characteristics and their level of satis-
faction. Another limitation is that this study was conducted for a tertiary educational
institution context. Future studies should involve participants from a wide range of
professions including doctors, accountants, IT specialists, businessmen, and employees
from a wide variety of organizations. It would be interesting to find out how the
relevance of satisfaction dimensions can change over time. Hence, longitudinal studies
should be conducted to identify the importance of dimensions comprising satisfaction
with e-tax systems. In this study, some of the dimensions were merged into a single
integrated one (e.g. information trustworthiness). We however acknowledge that the
rationale used in proposing such an integrated dimension is not without questions.
Hence, the indicators used to operationalize these dimensions need further theoretical
scrutiny and a large survey needs to be undertaken to empirically confirm the existence
of such integrated dimensions.
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A Appendix A List of Items Used to Operationalize the Dimensions

Dimensions Items Literature
source

Accessibility The e-tax system is always accessible [49]
The e-tax system quickly loads all the contents [30]
I can get all relevant information from the e-tax system in
time

[7]

All the content of the e-tax system are accessible Developed
Ease of use It is easy for me to learn how to use the e-tax system [7]

It is easy for me to navigate through the e-tax system [7]
The e-tax system is user-friendly [15]
Using the e-tax system is easy for me [14]

Accuracy The e-tax system is an accurate source of information for
me

[7]

The information content is consistent with my previous
experience

[7]

The content of the e-tax system helps me to understand the
system

Developed

The e-tax system provides information that I can trust Developed
The e-tax system is accurate [15]

Interactivity I believe that my interaction with the e-tax system does not
require much attention

[7]

The e-tax system has natural and predictable screen
changes

[7]

My interaction with the e-tax system is clear and
understandable

[7]

Reliability The e-tax system meets all my needs Developed
Any problems resulting from using the e-tax system can be
quickly solved

[7]

The e-tax system is credible [30]
The e-tax system is trustworthy [30]

Usefulness Information on the e-tax system is informative [30]
I find the e-tax system to be quite useful [14]
The e-tax system provides precise information I need [15]
The content of the e-tax system is readable Developed
The content of the e-tax system is understandable Developed
The contents of the e-tax system provide sufficient
information

[15]

Timeliness The e-tax system provides me with up-to-date information. [15]
The e-tax system accomplishes tasks very quickly [14]
When my account is logged off due to time-out, it does not
bother me

Developed

(Continued)
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(Continued)

Dimensions Items Literature
source

Security and
privacy

I feel that my personal information is safe [44]
I feel that lodging my tax application using the e-tax
system is secure

Developed

ATO guarantees that my personal information will not be
shared or disclosed

Developed

Transactions using the e-tax system are safe [44]
Perceived
convenience

I spend less time on lodging my taxes online than doing
my taxes manually

[41]

I can use the e-tax system whenever and wherever I am [41]
Appearance The e-tax system provides an easy-to-follow interface [41]

The e-tax system displays a visually pleasing design [27]
The e-tax system is visually appealing [27]

B Appendix Item Evaluation by Experienced E-tax Users

Item code Expert users Median Retained item?
A B C D

A1 5 5 5 5 5 Yes
A2 4 4 3 5 4 Yes
A3 4 4 5 3 4 Yes
A4 5 4 5 5 5 Yes
EU1 5 2 5 5 5 Yes
EU2 5 5 5 5 5 Yes
EU3 4 5 5 5 5 Yes
EU4 4 3 5 1 3.5 No
AC1 5 3 5 4 4.5 Yes
AC2 4 4 5 3 4 Yes
AC3 3 4 5 4 4 Yes
AC4 5 5 5 5 5 Yes
AC5 5 3 5 5 5 Yes
I1 5 3 5 3 4 Yes
I2 4 4 5 1 4 Yes
I3 5 5 5 1 5 Yes
RE1 4 3 5 5 4.5 Yes
RE2 4 3 5 5 4.5 Yes
RE3 4 5 5 5 5 Yes
RE4 5 5 5 5 5 Yes

(Continued)
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(Continued)

Item code Expert users Median Retained item?
A B C D

U1 5 5 5 4 5 Yes
U2 5 5 5 5 5 Yes
U3 3 5 5 5 5 Yes
U4 5 3 5 3 4 Yes
U5 4 5 5 3 4.5 Yes
U6 5 5 5 3 5 Yes
T1 5 5 5 5 5 Yes
T2 5 3 5 5 5 Yes
T3 5 5 5 5 5 Yes
SP1 5 5 5 5 5 Yes
SP2 5 5 5 5 5 Yes
SP3 5 5 5 5 5 Yes
SP4 5 5 3 4 4.5 Yes
PC1 5 5 5 5 5 Yes
PC2 5 5 5 5 5 Yes
AP1 4 5 5 5 5 Yes
AP2 5 3 5 1 4 Yes
AP3 5 3 5 5 5 Yes
W1 5 5 5 1 5 Yes
W2 5 5 5 5 5 Yes
CI1 5 5 5 3 5 Yes
CI2 5 5 5 5 5 Yes
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Abstract. Governments are one of the largest producers and collectors
of data in many different domains and one major aim of open government
data initiatives is the release of social and commercial value. Hence, we
here explore existing processes of value creation on government data. We
identify the dimensions that impact, or are impacted by value creation,
and distinguish between the different value creating roles and participat-
ing stakeholders. We propose the use of Linked Data as an approach to
enhance the value creation process, and provide a Value Creation Assess-
ment Framework to analyse the resulting impact. We also implement the
assessment framework to evaluate two government data portals.

Keywords: Government data · Value creation · Smart city · Data value
network · Assessment framework

1 Introduction

Especially in recent years, open government initiatives have gone way beyond
the simple publishing of data. In fact, the end aims of open data movements such
as the Public Sector Information (PSI) Directive1, U.S. President’s Obama open
data initiative2, the Open Government Partnership3, and the G8 Open Data
Charter4 focus on achieving transparency, participatory governance, and releas-
ing social and commercial value. In order to have a well-functioning, democratic
society, citizens and other stakeholders need to be able to monitor government
initiatives and their legitimacy. Transparency means that stakeholders not only
can access the data, but they also should be enabled to use, re-use and distrib-
ute it. The success to achieve transparency results in a considerable increase in
citizen social control. Furthermore, through the publishing of government data,
citizens are given the opportunity to actively participate in governance processes,
such as decision-taking and policy-making, rather than sporadically voting in an

1 http://ec.europa.eu/digital-agenda/en/european-legislation-reuse-public-sector-
information.

2 http://www.whitehouse.gov/open/documents/open-government-directive.
3 http://www.opengovpartnership.org/.
4 https://www.gov.uk/government/publications/open-data-charter.
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election every number of years. Hence, through open government data initia-
tives such as portals, stakeholders can also be more informed and be able to
make better decisions [32]. This opportunity can have a major impact within so
many dimensions, including, but definitely not limited to; urban management,
marketing, service improvement, and citizens’ quality of life.

All data, whether addresses of schools, geospatial data, environmental data,
weather data, transport and planning data, or budget data, has social and com-
mercial value, and can be used for a number of purposes that could be different
than the ones originally envisaged. Governments are one of the largest produc-
ers and collectors of data in many different domains [15]. Considering its volume
(huge amount of data produced), velocity (frequent gathering of data, especially
sensor data), variety (different domains), and veracity (uncertainty of data), gov-
ernment data can be considered to be Big Data. By publishing such data the
government encourages stakeholders to innovate upon it, and create new ser-
vices. The main challenge in releasing social and commercial value is that open
data has no value in itself, yet it becomes valuable when it is used [16], and there
are many factors within an open government initiative that influence its success.

In this paper we attempt to answer the following research question: What are
existing processes of value creation on open government data? With this research
question we aim to address the niche in existing literature with regards to the
creation of value on open government data. In this paper we hence identify the
various processes in a government data value chain, as well as dimensions that, in
some way or another, have an impact on value creation upon government data.
We also distinguish between the different value creating roles of participating
stakeholders within the government data value chain, and identify the resulting
impacts of value creation and of exploiting data as a product. While we focus
on government data, it is important to note that most of what we discuss is also
valid for generic open data initiatives.

2 Methodology

In order to analyse existing approaches undertaken for creating value based on
open government data, we review existing literature on open government data
initiatives. We implement a systematic approach, where we define a number of
search terms and perform a search on a number of digital libraries. Thereafter,
we select which literature to include in our study by applying inclusion and
exclusion criteria.

The search terms we defined are a combination of the following keywords:
government, data, portal, open, publishing, consuming, and public. The latter
were selected with the aim of obtaining results relevant to the research question
defined in Sect. 1, or more specifically; any initiative that exploits government
data on order to create value. We here stick to the definition of Government Data
to entail any data that is government-related. It may or may not be produced
or published by a governmental entity, and it may or may not be made openly
available (it can have varying degrees of openness).
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In order to cover the largest spectrum of relevant publications possible, we
identified and used the most extensively used electronic libraries, namely: ACM
Digital Library, Science Direct, Springer Link, IEEE Xplore Digital Library, and
ISI Web of Knowledge. To achieve relevant results that are sufficiently com-
prehensive and precise, we apply these search terms on both the title and the
abstract search fields.

After the systematic search was completed, we led a manual study selection
based on exclusion and inclusion criteria. Basically, we only considered literature
to be relevant if it regarded the actual exploitation of government data. This
resulted in 74 publications that form our set of primary studies5.

With the research question in mind, we analysed the 74 publications with
the aim of identifying current practices of creating value using government data.
We hence provide our observations, comments, guidelines, and conclusions in
the rest of this paper. Of course, apart from the above-mentioned literature,
we also conduct further lookup and exploratory searches [22] to identify related
literature on which to base the contributions within this paper.

3 Background Literature

Data is increasingly becoming a commodity in our information society. It is
steadily becoming the basis for many products and services, such as open data,
Linked Data, or Big Data applications. Using open data, specifically open gov-
ernment data, has the potential of not only resulting in economic benefits, but
also has good social and governmental impacts. Releasing government data will
impact transparency and accountability factors, while the release of specific
datasets can encourage stakeholders to create innovative services and boost eco-
nomic growth. The release of information will also aid stakeholders in making
informed decisions based on relevant data.

In order to reflect such a data-centric society, the concept of value chains [29]
was coined to identify how value is created in order to achieve a product. The
value chain model describes value-adding activities that connect an industry’s
supply side, such as raw materials and production processes, to its demand side,
such as sales and marketing. The value chain model has been used to analyse and
assess the linked activities carried out within traditional industries in order to
identify where, within these activities, value is created. This was done with the
aim to identify what activities are the source of competitive advantage within
these industries.

As successful as the value chain concept was to achieve this aim, during these
last years products and services are becoming increasingly digital, and exist in a
more non-tangible dimension [27]. In addition, the traditional value chain model
does not consider when information is used as a source of value in itself [30]. Thus,
the original concept of value chain is becoming an inappropriate method with
which to identify value sources in today’s industries that produce non-tangible

5 All primary studies can be accessed here: http://mnd.ly/1LFgFQJ.
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products [27]. Newer definitions of the concept, such as in [9,19,20,24,27], cater
for the digital dimensions; taking into account factors and activities which set
this dimension apart from the more physical one.

Lee and Yang [20] define a value chain for knowledge, including the knowl-
edge infrastructure, the process of knowledge management, and the interaction
between the required components. Knowledge, a step further than information,
is data organised in meaningful patterns. The process of reading, understanding,
interpreting, and applying information to a specific purpose, transforms informa-
tion into knowledge. This means that for an entity that is unable to understand
knowledge, the knowledge is in fact still only information. This is the data literacy
problem, where any effort invested in knowledge generation is lost if the target
consumer is unable to actually understand the provided knowledge [37]. Simi-
lar to Porter, Lee and Yang classify the activities within the knowledge value
chain in five categories, namely knowledge acquisition, knowledge innovation,
knowledge protection, knowledge integration, and knowledge dissemination.

In [9], Crié and Micheaux provide us with a more generic value chain than
Lee and Yang, including raw data in their definition. Within their paper, the
authors aim to highlight any issues within the value chain, to provide an overview
of the current progress, and also to encourage entities to view the benefits of
participating within the data value chain. They focus on four aspects of the
Data Value Chain, namely:

– Obtaining the right data – Capturing the right data is the first step to forming
an information chain that aims to provide the best customer service and result
in profits;

– Data quality management – Ensuring the data is of good quality increases the
potential towards maximising returns from the data for both the entity and
its customers;

– Deriving information and knowledge from raw data – The act of extracting
information from data, and interpreting knowledge from information;

– Using information and knowledge to satisfy customers and generate profits –
The use of good data increases the chance of making better decisions.

Peppard and Rylander [27] also discuss a value chain that is more suited
where the product in question is digitised, and thus non-tangible. The authors
introduce the concept of Network Value, where value is created by a combination
of actors within the network. In contrast to the earlier definition of a value chain,
network value does not necessarily follow a linear model, and accounts for the
various interconnected actors that work together to co-produce value. While
these actors or entities should be able to function independently, they operate
together in a framework of common principles. This means that an action by a
single entity can influence other entities within the network, or otherwise require
further actions from them in order to achieve the final product. Morgan et al. [26]
provide a similar discussion on the co-production of value through open-source
software.

In line with more recent popular themes, Miller and Mork [24] and
Latif et al. [19] focus on big data and Linked Data respectively. Similar to
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Crié and Micheaux [9], Miller and Mork discuss the data value chain concerning
all required actions in aggregating heterogeneous data in an organised manner
and creating value (information/knowledge) that can influence decision-making.
The authors divide their data value chain in three main categories, namely data
discovery, integration, and exploitation. In contrast, Latif et al. propose the
Linked Data Value Chain. Motivated by the still limited commercial adoption
of the Semantic Web, the authors aim to drive the Semantic Web and the use
of Linked Data closer to commercial entities. The authors discuss the entities
participating in the Linked Data value chain, their assigned Linked Data roles,
as well as the types of data processed within the chain. An interesting aspect
that distinguishes the proposed Linked Data value chain from the ones previ-
ously mentioned is that actors within the chain are not necessarily bound to one
specific role. Rather the assignment of roles to entities is more flexible where, in
extreme cases, an entity can even occupy all roles at once.

Whichever model it follows, the data value chain is at the centre of a knowl-
edge economy [1], where data products provide digital developments to more
traditional sectors, such as transport, health, manufacturing, and retail. Being
one of the largest producers and collectors of data in so many domains, govern-
ments play a vital role in data value chains. Essentially, the strategy beneath
a data value chain is to extract the maximum value from data by building on
the intelligent use of data sources [1]. The authors of [28] add that value-adding
is one of the most important properties for information, where the objective
of adding value to information is to develop information products and provide
information service with social and economic value.

Based on the discussed literature, we provide our definition of a Data Value
Network, as shown in Fig. 1. This network differs from the classic definition of
a data value chain in that the activities within the network do not follow a
sequential structure; rather, activities can be executed in tandem, and other
activities can be skipped or repeated. Furthermore, each activity can be further
broken down into more specialised value creation techniques (the thin arrows in

Fig. 1. The Data Value Network
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the Fig. 1). While not exhaustive, the listed techniques are the most common
and generic processes that can be executed on a data product. The Data Value
Network also caters for multiple actors, where one or more actors can participate
to co-produce value within an activity. We hence define the Data Value Network
to be:

A set of independent activities having the aim of adding value to data in
order to exploit it as a product

where different actors can participate by executing one or more activities, and
each activity can consist of a number of value creation techniques.

Data activities in a Data Value Network all have the purpose of adding value
to data, which may or may not result in a new data product. We can consider
‘adding value’ to be equivalent to ‘making the data more usable, or making
it more fit for use in a specific use case’. So, for example, while data in PDF
format is easily human-readable, it’s conversion to RDF would make it more
usable where the use case requires data to be machine readable. The opposite
can also stand true. We here provide a brief description of the activities that
add value to data. The value creation techniques will be described in detail in
Sect. 4.

– Data Discovery: Data discovery is the process of obtaining data. Sources of
data can be as varied as sensor data, the Internet, private companies, govern-
mental entities, and social media, amongst others.

– Data Curation: This is a very generic activity that can encompass a large
number of different value creation techniques, all of which modify the data
in some way or another. This activity can recur numerous times, until the
required data product is obtained.

– Data Interpretation: This activity involves presenting the data in a different
manner, in order for it to be more understandable.

– Data Distribution: Data distribution is the activity involving making the
data available as a product. This means that other entities can search for and
discover this data.

– Data Exploitation: This activity can be considered as the final goal of the
Data Value Network, though it does not signify the Data Value Network is
finished. It involves consuming the data as a product.

Within an urban environment such as a city, the Data Value Network can
have major impacts on the citizens, especially where a data product is used in
a decision-making process. This aspect is considered to be part of a smart city.
The decision-making process is a very broad term used to encompass the practice
of familiarising oneself with the relevant information before taking a particular
decision. This concept was discussed as early as the 1970s, where Montgomery
[25] describes the use of information systems to aid in the planning and decision-
making processes within a marketing environment.

While there are various definitions of a smart city throughout literature,
we consider a city to be smart where investments in human and social capital
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and traditional (transport) and modern (ICT) communication infrastructure fuel
sustainable economic growth and a high quality of life, with a wise management
of natural resources, through participatory governance [7]. There is increasing
effort worldwide to transform cities into smart cities, particularly through the
release of government data to the public, as well as through the exploitation
of this data. Examples include Rio de Janeiro in Brazil6, Dublin in Ireland7,
and London in the United Kingdom8. Whilst earlier attempts at “smartifying”
a city mostly concerned the automation of some routine functions, more recent
attempts are focusing on improving the management and sustainability of a
city through monitoring and analysing the relevant data, with the intention of
improving the quality of life if its citizens [3]. Smart cities can hence impact
various dimensions in a citizen’s life, for example:

– Transportation: The analysis of traffic data can aid citizens to check the best
time to use certain roads, public transport can be better managed through
better prediction of arrival times, whilst the government can attempt to lessen
traffic by providing alternative transportation options. For example, a live view
of the car boarding areas for the ferry between the islands of Gozo and Malta
is streamed9 in order to enable citizens to check if there is currently a long
queue and plan their travels accordingly. Moreover, traffic supervisors can be
dispatched to control and manage the boarding process.

– Energy Consumption: The use of smart meters and other sensors can help in
reducing energy consumption through monitoring use in real-time. For exam-
ple, an initiative throughout the European Union is currently ongoing with the
aim of controlling energy consumption and providing for a more sustainable
environment10.

– Weather Emergencies: Weather information can be used to predict if a
weather-related emergency is incumbent, such as flooding, landslides, earth-
quakes, etc. This prediction can be used to issue warnings or evacuation orders
in time. The city of Rio de Janeiro is a good example of this use case, as an
operations centre11 was established with the aim to prevent weather-related
disasters (amongst other aims).

– Health: Patient data can be used to generally monitor a patient during an
ongoing treatment or to issue reminders when check ups or vaccinations are
due. The Immunize India initiative12 is an example of the latter.

4 Value Creation Techniques

Table 1 shows the various Value Creation Techniques within the Data Value
Network. While not comprehensive, we included the most popular and
6 http://www.centrodeoperacoes.rio.gov.br/.
7 http://www.dublinked.ie/.
8 http://citydashboard.org/london/.
9 http://www.visitgozo.com/en/content/live-ferry-queue-streaming-beta-1538/.

10 http://my-smart-energy.eu/.
11 http://centrodeoperacoes.rio/.
12 http://www.immunizeindia.org/.

http://www.centrodeoperacoes.rio.gov.br/
http://www.dublinked.ie/
http://citydashboard.org/london/
http://www.visitgozo.com/en/content/live-ferry-queue-streaming-beta-1538/
http://my-smart-energy.eu/
http://centrodeoperacoes.rio/
http://www.immunizeindia.org/
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Table 1. Value Creation Techniques categorised according to the Data Value Network

Government data life cycle processes Value creation techniques

Data Discovery Generation

Procuring

Gathering

Selection

Data Curation Organisation

Integration

Merging

Linking

Quality aspects

Data Interpretation Serialisation

Analysis

Information/Knowledge extraction

Data Distribution Storing

Publishing

Sharing

Data Exploitation Question answering

Decision-making

Visualisation

Service creation

frequently-used techniques from various stakeholders participating in the Data
Value Network. The aim of all these techniques is to create or improve upon a
data product, resulting in data that is (more) ideal to be used in the required
application and increasing its value and re-use potential.

Data is produced in the day-to-day administration of a governing entity. The
simple generation of this data is the first step towards its (re) use as a data
product. As opposed to data generation, data procurement involves obtaining
data generated by a different entity through performing some sort of negotiation.
Data gathering, on the other hand, refers to the aggregation of data from
different entities or locations. Finally, data selection requires the stakeholder in
question to choose a subset of available data and extract it, potentially for the
use in a different use-case then what the data was originally generated for. In
order for the best value potential, all generated, procured, gathered, or selected
data, need to be complete. This means a record has all the information required
for an accurate representation of the described data.

The value creation techniques falling under the Data Curation activity have
the purpose of making the data more usable. Data organisation requires the
structuring of data in such a way that the data is more understandable, or
that the data follows some pattern; for example government budget data can be
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organised by year. Data integration has the purpose of enriching an existing
dataset with new data, possibly with the intention to use the data in an unprece-
dented use. For example, the integration of weather data to accident informa-
tion can be done by an insurance company to check the legitimacy of a claim.
Another example is adding user feedback to product data in order to identify
product faults. Data merging is somewhat similar, where different datasets are
merged in order to obtain further information. For example, the merging of pop-
ulation data with geographical data can be used to obtain population density.
On the other hand, the linking of different datasets is done in order to pro-
vide context, for example linking geographic data to textual descriptions about
the locations in question. Finally, data quality involves the assessment and (if
necessary) improvement and cleaning or repairing of data, such as removing
duplicate data, ensuring the data is consistent, complete, timely, and trustwor-
thy, and adding provenance data. This technique gives the data a higher level of
quality and encourages its re-use. Similarly, metadata also enhances a datasets
re-use potential. By enriching a dataset’s metadata, a dataset is made more
easily discoverable by potential users [31].

The Data Interpretation activity involves some sort of reasoning where the
data in question is made more understandable. In the simplest way, data seriali-
sation involves the conversion of data into semantically richer or lower formats,
such as PDF to RDF, or CSV to RDB. This conversion enables stakeholders
with different backgrounds to still be able to exploit the data in question to
its highest potential. Moreover, the use of non-proprietary, machine-readable
formats will increase the value creation potential of the data in question. The
implementation of analysis techniques, such as data mining, pattern identifica-
tion, and trend analysis, enables stakeholders to identify any existing patterns,
which can eventually aid actors in the Data Value Network in actions such as
decision-making. Information/knowledge extraction has a similar purpose,
where raw data is interpreted manually (non-machine), and along with the avail-
able context information and the knowledge from the stakeholders in question
can be used to arrive to particular conclusions.

Techniques such as storing, publishing, and sharing, all have the purpose
of adding the potential of the data to be distributed to different entities and
re-used. The storing of data enables actors to re-use the data in question with-
out requiring a local copy. By publishing the data in an open manner, and
making it shareable, it is also made available to many more external stake-
holders. This publishing process creates value simply by making data available
for re-use. The data distribution activity is a vital node within the Data Value
Network, as data that is not made available publicly is very limited in its re-use
potential. Therefore, data that is provided in a timely manner (data is provided
in a reasonable amount of time after creation/generation), without discrimi-
nation on its consumers (not requiring any registration), and made accessible
for all, has the best value creation potential. Moreover, the addition of meta-
data enables the data to be more discoverable, thus enhancing this potential.
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Popular methods of publishing data include SPARQL13 endpoints and Applica-
tion Program Interfaces (APIs). Licensing is also vital here, as it has the purpose
of declaring if and how data can be used. In the case of government data it is
preferable that licences are of an open nature.

The Data Exploitation activity encompasses any value creation technique
that involves consuming the data to solve a particular problem. Visualisation
can be considered as an example of passive exploitation, where an actor consumes
the data as information or knowledge. Visualisations involve a visual represen-
tation of data that, similar to data interlinking and data analysis, can provide
us with a new insight. Visualisations can also be used to provide ‘stories’, since
they are more easily interpreted than raw data. An example of a more active
consumption of the data can be the use of data to influence decision-making,
for example, a government might consider citizens’ feedback before taking a
decision. Question answering and service creation are other examples of
active consumption of data. In the former data is collected and analysed in
order to solve a specific question, whilst service creation is the provision of a
service through the use of existing data, for example a mobile public transport
timetable application.

4.1 Stakeholders: Beneficiaries, Contributors, and Their Roles

Government data, or public sector information, is a resource holding great poten-
tial for a large number of stakeholders. Governmental agencies, citizens, non-
profit organisations, and businesses, are but a few of the potential stakeholders
who, through the exploitation of open government data, can reap substantial
benefits. Since the efforts of the latter stakeholders remain largely uncoordi-
nated, their motivations, levels of expertise, and priorities differ. In this section
we proceed to identify and explore the various stakeholders who, either through
value creation or other means of consumption, use open government data.

The most obvious role of governments in open government data initiatives
is the role of a data provider. Yet, public entities are also the direct beneficiaries
of their own published data. Through transparency as a motivation, the pub-
lishing of data can increase accountability, and moreover inhibits corruption. In
turn this increases citizens’ trust in their government. The analysis of govern-
ment data, such as budget data, has the potential of increasing efficiency and
influencing decision-making. Innovations based upon such data can also be used
to provide more personalised public services, thus increasing the quality of the
interactions between governments and their citizens.

Through publishing government data, citizens are given the possibility of
participating in governance processes. Apart from being able to make more
informed decisions, citizens are sometimes given the opportunity to take part in
participatory governance. For example, in a participatory budget effort citizens
are given a say as to how, or for what, budget should be prioritised. Citizens
can also participate in open government initiatives by being data prosumers.

13 http://www.w3.org/TR/rdf-sparql-query/.

http://www.w3.org/TR/rdf-sparql-query/
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By this we mean citizens who both produce and consume data. For example,
the Fix My Street14 application provides a platform where anyone can submit
an existing problem in a street, in order to indicate the problem areas to the
government. In this crowdsourced co-production of value, we have geographical
data consumption, and street issues data production. Open government data
certainly has the potential of increasing citizens’ quality of life.

Non-profit organisations, such as non-governmental organisations
(NGOs) or Civil Society initiatives, can have a huge difference in their goals.
Examples of such organisations include the Sunlight Foundation15 and the Open
Knowledge Foundation16, present in various countries. Organisations such as the
latter usually share the goals of demonstrating the benefits of opening govern-
mental data both to the general public and to the governments themselves. They
also play a vital role as intermediaries who can identify key datasets that have
the potential of being very valuable if published as open data.

Table 2. The activities in which each actor participates within the Data Value Network

Data
Discovery

Data
Cura-
tion

Data
Interpretation

Data
Distribution

Data
Exploitation

Data Producer �
Data Enhancer � �
Data Publisher � �
Service Creator � � �
Facilitator � � �
Data Consumer � �

Private companies, small to medium enterprises (SMEs), entrepreneurs, and
other businesses, have the potential of not only making an economic profit
through using government data, but can also create more jobs, and (depending
on the nature of the service) also provide innovative services that increase the
beneficiaries’ quality of life and indirectly impact job creation in this field. While
the sole access to data does not provide competitive advantage, private entities
can innovate upon the available data to provide value-added services.

Whatever the stakeholder’s nature (citizen, governmental entity, NGO, etc.),
we identify six roles in which they can participate to create value, and in Table 2
we show how each role participates within the Data Value Network.

– Data Producer: A data producer is the entity that creates, obtains, or gen-
erates the data. The role of a data producer can be considered as one of the

14 https://www.fixmystreet.com/.
15 http://sunlightfoundation.com/.
16 https://okfn.org/.

https://www.fixmystreet.com/
http://sunlightfoundation.com/
https://okfn.org/
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most important roles within the Data Value Network, as any activity or action
in the network depends on the available data. If the data producer does not
obtain relevant data for the use case at hand, then the Data Value Network
will not reach its target to obtain the intended value out of this data.

– Data Enhancer: This role involves creating value through the actual manip-
ulation of the data in a way that it is more usable for the target aim. A data
enhancer can influence the outcome of the Data Value Network by adapting
the data so that its highest value potential can be exploited.

– Data Publisher: This role involves the discovery and distribution of the
data product. This distribution process enables other stakeholders to discover
potentially useful data products.

– Service Creator: A service creator entity has the task of using open govern-
ment data to provide a service. This can take the shape of a website, a mobile
application, information access points, etc.

– Facilitator: This role involves entities that, in some way or another, aid the
other stakeholders in using, re-using, or exploiting, open government data.
This can be done through the provision of software, services, or other tech-
nologies. For example, the creator of a government data portal is facilitating
the use and re-use of government data from other stakeholders by organising
heterogeneous government data in a single location.

– Data Consumer: The data consumer role can be considered the final role in
the Data Value Network, however, this is not always the case. For example,
when a consumer gives feedback, the feedback can in turn be used as a data
product by the product manufacturer. In the case of crowdsourcing, the data
consumer also has the role of a curator, blurring the lines between both roles.
Actors in the role of a data consumer can exploit the data product in many
ways, as defined in the Data Exploitation activity.

4.2 Barriers, Enablers, and Impacts of Value Creation

Within the Data Value Network, value creation is both dependent on a number
of dimensions, and also results in impact on other dimensions. Based on efforts
in the primary studies (See Sect. 2), and other literature such as [8,16,39,41],
we identify the dimensions with the strongest impact. Figure 2 maps their rela-
tionship, where a number of dimensions act as enablers or barriers towards
value creation. In turn, the value creation process impacts a number of other
dimensions. The stakeholders, while they give input for value creation, are also
impacted through the results of their efforts.

4.2.1 Value Creation Enablers/Barriers:
The latter dimensions have a great impact on value creation in that they control
to what extent value is created.

The Technical Dimension mostly regards aspects concerning the data
itself. The format of the data is an essential aspect. Two of the eight Open
Government Data Principles17, in fact, regard the format in which data is made
17 http://opengovdata.org/.

http://opengovdata.org/
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Fig. 2. Dimensions impacting, and impacted by, Value Creation

available to the public. They state that such data should be available in a
machine-processable format which is non-proprietary. Such data would enable
easier and un-restricted use of the data for value creation. Furthermore, if a for-
mat such as Resource Description Framework (RDF) is used, data ambiguity is
reduced due to the format’s expressivity, making the data more understandable.
Additionally, the use of common schema aids to reduce interoperability issues
caused by the large heterogeneity of the existing data. In order to encourage
its use, data must also be easily discoverable. This is possible through the use
of good quality metadata. The implementation of agreed-upon standards would
aid reduce some, if not most, of the issues within this dimension.

The Policy/Legal Dimension regards issues with existing laws or policies
that, through their ambiguity or due to being out-of-date, prevent data from
being used to create value. On the other hand, well thought out policies encour-
age and enforce the creation of value, for example the publishing of data as
Linked Data. Fortunately, there are growing efforts towards amending such laws
and policies, but there is still a long way to go. Copyright and licensing of data
can inhibit its unrestricted use. The incompatibility of licences, due to the data
being created by various entities, further aggravates the issue. Privacy and data
protection is another important aspect. Data providers need to strike a balance
between making data freely available, whilst respecting the right to privacy.

The Economic/Financial Dimension is about aspects related to mone-
tary issues and mainly concern the data provider and the data publisher roles.
Being a relatively new concept, there might not be any budget allocation specif-
ically for open government data efforts. In order to foster value creation, gov-
ernmental entities cannot solely rely on existing data created in their day-to-day
functionalities. Commitment is required, and hence also finances, for identifying
and opening datasets with a high value creation potential.

The Organisational Dimension is concerned with the strategic aspects of
the involved stakeholders. This dimension is especially relevant for governmental
institutions. Considering there probably isn’t an institution specifically in charge



Data Driven Governments: Creating Value Through Open Government Data 97

of open government data initiatives, data can get lost in the various hierarchical
levels of a government. Adequate workflows need to be put in place for all the
processes within a government data life cycle.

Finally, the Social/Cultural Dimension regards the feeling of the public
towards open government data. While efforts are well under way to increasing
awareness about the potential of open government data, not all stakeholders are
ready to jump on the bandwagon. Workers within governmental entities might
not understand the value of the data they are gathering/creating. This results
in lack of motivation towards providing this data to the public. Stakeholders can
also have misconceptions about the opening of public data. While open data can
be considered as unfair competition for private entities (who invested to create
their own data), public entities might consider the commercial appropriation of
public open data unfair. The public also needs to be further informed on the
advantages of public participation in creating value.

4.2.2 Impacts of Value Creation:
As already discussed in the previous sections, value creation has a number of
different dimensions of impact, which in turn affect the stakeholders. The term
public value is used to define “what adds value to the public sphere” [4], where
the public sphere is used to broadly indicate all of the following dimensions:

Technical Value is simply generated through the implementation of stan-
dards and the creation of services. As more value is created upon government
data, the available data will be of better quality, and value creating services will
increase.

Economic Value is defined as the worth of a good or service as determined
by the market [17]. Value creation upon data enables the data itself to be con-
sidered as a product. Therefore, opening government data encourages its re-use
in value creation, in turn stimulating competitiveness in the participating stake-
holders and also encourages economic growth. For example, Mastodon C (a big
data company) used open data to identify unnecessary spending in prescription
medicine18. This will result in potentially huge savings from the National Health
Service in the UK.

Social/Cultural Value is created first and foremost through the engagement
of the public in open government data initiatives. The opening of data allows
stakeholders to scrutinise the data and provide feedback on it. If the governmen-
tal entities exploit this feedback, it can result in improvement of citizen services.
This sort of participation also increases citizen social control. Social value is also
generated through creating innovative services based on open government data.
For example, the Walkonomics Application19 uses open data to enable users to
identify potential dangers in a street, such as fear of crime or road safety.

Political Value is created through the stimulation of democratic dialogue.
Through participatory governance, citizens can gain a better insight as to
18 http://theodi.org/news/prescription-savings-worth-millions-identified-odi-incuba

ted-company.
19 http://www.walkonomics.com/.
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how the governing process works. Stakeholders can possibly also participate in
improving the policy-making process. Besides, the efforts of governmental enti-
ties to be more transparent and accountable increases citizens’ trust in their
government.

Through value creation, stakeholders are hence affected through all of the
above dimensions. In line with the most relevant motivations behind open gov-
ernment data initiatives20, namely transparency, releasing social and commercial
value, and participatory governance, we identify four main levels of impact that
are affected by the above dimensions and can be tangibly felt by the involved
stakeholders.

1. Access to Information - Once data is re-used, the most directly tangible
impact is access to information. The innovation and creation of services upon
government data provides all stakeholders with more and more data and infor-
mation that they can create value upon. In turn, the increase in availability
of data products no only creates more jobs, but also affects the stakeholders’
quality of life. This level of impact is directly affected through the Technical
and Economic dimensions.

2. Transparency - By enabling stakeholders to create value upon government
data, there can be a considerable increase in transparency. This is directly
impacted by the Social/Cultural and Political Dimensions. Citizens are not
only able to scrutinise data, but also create value upon it by providing relevant
feedback. This sharing of responsibilities will allow them to interact with the
government more actively, providing them with an opportunity to further
exercise their duty and right of participation.

3. Accountability - Similarly to transparency, the creation of value on govern-
ment data allows stakeholders to assess the legitimacy and effectiveness of
the government’s conduct. This helps citizens to establish a trusting rela-
tionship with the government. Affected by the Social/Cultural and Political
dimensions, accountability enables citizens to be aware of how they are being
governed, and have the relevant justifications.

4. Democratic Governance - Value creation on open government data not only
promotes transparency and accountability, but also democracy. By partici-
pating in an open government initiative, stakeholders can provide feedback.
The latter not only informs the governmental entity of the public opinion,
but can also be used to improve service delivery. Affected by the Economic
and Political dimensions, democratic governance essentially provides citizens
with more social control.

5 Linked Data

In recent open government data initiatives, Linked Data practices are being fol-
lowed by an increasing number of data publishers/providers such as data.gov.uk
and data.gov. Yet, the use of Linked Data in open government initiatives is still
20 http://opengovernmentdata.org/.

https://data.gov.uk/
https://www.data.gov/
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quite low [35]. This might be due to a number of reasons, as the use of Linked
Data is a process involving a high number of steps, design decisions and tech-
nologies [40]. We here investigate the advantages and benefits of using Linked
Data practices in an open government data initiative.

The term Linked Data is used to refer to a set of best practices for publishing
and connecting structured data on the Web [5]. Therefore, Linked Data is pub-
lished on the Web in a machine-readable format, where its meaning is explicitly
defined. It is also linked to and from external datasets. This has the potential
of creating the Web of Data (also known as Semantic Web); a huge distributed
dataset that aims to replace decentralized and isolated data sources [13]. The
benefits of applying Linked Data principles to government data as covered in
literature include [10,18]:

– Simpler data access through a unified data model;
– Rich representation of data enabling the documentation of data semantics;
– Re-use of existing vocabularies;
– Use of URIs allow fine-grained referencing of any information;
– Related information is linked, allowing its unified access.

While significant efforts in literature cover advantages of using Linked Data
(for example [11,14,35,36]), there is no evident effort targeted towards the ben-
efits of using Linked Data specifically in open government data value creation.
We here therefore proceed to focus on the value creation techniques described
in Sect. 4 and the benefits provided through the use of Linked Data. While still
having similar barriers, enablers, and impacts, as described in Sect. 4.2, the use
of Linked data can result in different levels of impact, since the use of Linked
Data techniques directly reduces some barriers of the technical level.

5.1 Linked Data as a Basis for Value Creation

Linked Data and Semantic Web technologies have the potential of solving many
challenges in open government data, as well as possibly lowering the cost and
complexity of developing government data-based applications.

Starting from the most common starting point of creating value, in gen-
eral, data generation is the least impacted from the use of Linked Data since
essentially the data is still being created. Data procurement is similarly not
impacted to a high level. Yet, the data gathering process can be enhanced
through the use of Linked Data. Consider the example of providing feedback
based on a linked open dataset consisting of budget data. The use of Linked
Data enables feedback providers to have further context on the available data
through the links. This would aid them in making a more informed decision.
Furthermore, the high level of granularity of Linked Data has the potential of
providing a deeper insight on the resource at hand. Also, since the data pub-
lisher is not necessarily the data provider, Linked Data will enable the access
to primary data through the use of provenance information located within the
metadata. In the case of data selection, the use of Linked Data is particularly
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useful in querying for subsets of an existing dataset. Query languages such as
SPARQL enable actors to generate complex queries and get very specific subsets
of data.

The value creation techniques within the Data Curation activity are some
of the highest impacted techniques within the Data Value Network through the
use of Linked Data. Linked Data is based on models (schema) or ontologies that
are best suited to represent the data at hand. In this way, the organisation of
data is very easily achieved through the manipulation of the model at hand. If an
entity is working with Linked Data, we can safely assume the data is represented
in a semantically rich, machine-processable format. Hence, links with or between
other datasets are more easily identified through the implemented models, and
thus, the data linking process is simplified. Thereafter, data integration and
merging follow easily through joining the existing models. Through the use
of the standards required to obtain Linked Data, the fitness for use of data,
and hence its quality, is immediately increased. For example, data ambiguity is
decreased through the use of a semantically rich format, and data consistency can
be ensured through the implemented data model. Moreover, in some instances,
the quality assessment of data (and the ensuing data repairing/cleaning) can be
more easily executed. For example, having a model for a linked dataset enables
a stakeholder to assess the schema completeness for the dataset. Linked Data
also enables (semi) automated cleaning and repairing of datasets through the
use of reasoners. In this way, the violation of logical constraints is easily iden-
tified through the dataset’s underlying model. Through the use of metadata, a
consumer can also check the provenance of the data, and ensure that it is a reli-
able source. Timeliness and versioning information can be obtained in the same
manner.

Having Linked Data means that the available data already conforms to some
standards with regards to formatting, however this does not necessary make it
easier to serialise to other formats. Yet, the use of agreed-upon standards pos-
itively affects the accessibility, discoverability, and re-usability potential of the
data in question. Since Linked Data standards demand the use of a semantic
representation such as RDF, Linked Data is automatically more accessible than
other standards such as CSV or PDF. Data analysis, is also enhanced through
the use of Linked Data. As explained above, Linked Data enables easier integra-
tion and merging of datasets, which in turn affect the implementation of analysis
techniques. Moreover, through the existence of links it is easier to get further
context and information on the data at hand, enhancing pattern identification.
Similarly, the use of Linked Data in information/knowledge extraction also
provides further insight and context to actors through links between the datasets,
and within datasets themselves. This increased information directly affects the
data interpretation process, as the data consumer can interpret the data in a
more informed manner, and generate knowledge from the existing information.

The aim of the value creation techniques within the Data Distribution activ-
ity is to make the data more accessible as a data product. As mentioned above,
the use of Linked Data standards automatically makes the data more accessible
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and discoverable. Hence, stored or published Linked Data has the potential
to be easily accessed and manipulated through a variety of manners, such as
RESTful APIs and public endpoints (queryable through SPARQL). This means
that while Linked Data alternatives might require a consumer to download a
data dump, the use of Linked Data enables the same consumer to access the
specific subset of data he/she needs, and manipulate it easily. Additionally, each
data resource is dereferenceable, i.e. the resource URI can be resolved into a web
document on the Web of Data. The sharing of data is also impacted through
the use of Linked Data technologies, as the links in between different datasets
make them more easily discovered through the crawling of web resources, which
potentially could lead to the addition of the dataset to the more known LOD
cloud21.

Data Exploitation is possibly the activity that has the highest impact from
the use of Linked Data. Similarly to the knowledge/information extraction
process, question answering and decision-making are enhanced through the
existence of links and the provision of further context. Hence a more informed
stakeholder is more capable of making the best decision, or obtaining the best
answer for the problem at hand. The creation of visualisations is also affected
through the existence of links between multiple datasets. Visualising a dataset
against a related dataset has the potential of providing the consumer with a
new and different understanding of the data. Finally, service creation on top
of Linked Data has the advantage of easier data consumption (through the use
of standards), and more interoperability.

The above benefits of using data for value creation are only a few, yet they
collectively encourage and enhance the exploitation of open (government) data.
Of course, this does not mean the implementation of a Linked Data approach
does not have its challenges. Various efforts in literature, such as [36], provide
discussions on the topic.

5.2 Use Case of Linked Open Government Data

publicspending.net is a data portal created with the scope of demonstrating the
power of economic Linked Open Data in analysing the situation with regards
to market, competition conditions, and public policy, on a global scale. The
creators of this portal consume and create value upon public spending data of
seven governments around the world. Results of the analysis led on the data are
then published on the portal as tables, graphs, and statistics. The stakeholders
here participate through all six value-creating roles described in Sect. 4.1 and
execute value creation processes accordingly. Firstly, the public spending data is
produced by the various governments (Data Producers). The data is then subject
to pre-processing and data-preparation. Through the role of a Data Enhancer,
the stakeholders here homogenise and link the data through the Public Spending
Ontology and other widely used vocabularies such as Dublin Core and FOAF.
The resulting data in RDF is then published (Data Publisher) on the portal

21 http://lod-cloud.net/.

http://publicspending.net/
http://lod-cloud.net/
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and is available both as bulk datasets and through a SPARQL endpoint. The
Data Facilitator Role and the Service Creator Role are then fulfilled through the
application built on top of the data. These stakeholders use the internal data,
along with other cross-referenced and external data, to provide a portal acting
as an information point. Finally, the Data Consumer can view and exploit the
provided data in a myriad of ways, including exploring and scrutinising spending
data that giving them a good insight as to what is being spent, where, and by
whom. Such an open government data initiative enhances accountability and
prevents corruption since it aids citizens to be more informed about how their
country is being led, and if it is being led in a suitable manner. This can also
help them decide who to vote for in an upcoming election.

6 Risks of Open Government Data

Whilst there are certainly numerous benefits and advantages of opening govern-
ment data and creating value upon it, there still are a number of challenges that
deter such initiatives from being successful and reaching their full potential, such
as this discussed in Sect. 4.2. Moreover, if an open government data initiative
is not implemented properly, the opening of data might also pose risks to some
of the involved stakeholders. Within itself, this deters stakeholders from partic-
ipating within an open government data initiative. We here proceed to outline
some of the major risks of opening government data and creating value on it.

Conflicting regulations: Open government data initiatives have only become
popular in recent years. Whilst there is certainly an increasing effort towards
establishing policies, many open government data initiatives still belong to exist-
ing legal frameworks concerning freedom of information, re-use of public sector
information, and the exchange of data between public entities. The risk here lies
in the uncertainty of how such initiatives can interact. This issue concerns both
data consumers, who are unsure how the available data can be used, and the
data producers, who end up being sceptical of fully opening up their institutions’
data, even if it is covered by a clear legal framework [33].

Privacy and Data Protection: Data protection and the right to privacy have
some essential conflicts with the aims behind an open government data initiative
and its motivations of transparency and accountability [23,33,41,42]. Published
data can certainly be anonymised, yet the merging or linking of different datasets
can still possibly result in the discovery of data of a personal nature. For example,
if garbage collecting routes are published, along with the personnel timetable, a
data consumer would be able to identify the location of a particular employee.
This issue requires more research in order to come up with guidelines that can
provide a solution to this conflict, however a plausible approach would be to
employ access control mechanisms which regulate data access. However, this
restricts the openness level of such data.

Copyright and Licensing: The issue here lies with the incompatibility of
used licences and copyright inconsistencies. Efforts in open government data
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initiatives strive towards publishing data in an open format, allowing the free
and unrestricted use, re-use, and distribution of data. Since there are no agreed-
upon standards, this results in a myriad of licenses that although all are of an
open nature, they can be incompatible between them as they might contain
restrictions that prevent data with different licences from being merged. Unclear
dataset ownership resulting from data sharing, for example between different
levels of public entities, results in copyright inconsistencies that hinders data
from being published, as the rightful owner of the data is unclear [8,42].

Competition: There are two perspectives to this risk: (i) open data can be con-
sidered as unfair competition for private entities, and (ii) public entities might
consider the commercial appropriation of public open data unfair [33]. In the
first perspective consider business entities who invested in creating their own
data stores. If the same data they created is made public through government
open data initiatives, these companies will obviously deem it to be unfair com-
petition as there is the possibility of new competitors who did not need to invest
anything but could get the freely available open data. Thus, management mech-
anisms need to be applied in order to ensure that private companies do not suffer
financial consequences due to opening up their data. On the other hand, public
entities might be reluctant to publish their data openly due to not wanting data
belonging to the public (and paid by taxes) to be used for commercial gain. A
possible approach for the latter issue is to provide the data for a nominal fee.
Yet, this limits the openness of the data in question.

Liability: Mainly, this risk is limited to data providers. The latter, in the context
of this paper governmental entities, fear being held liable for damage caused
by the use of the provided data due to it being stale, incorrect, or wrongly
interpreted [12,33]. To cater for this fear, many public entities either do not
publish their data or otherwise impose restrictions on its use, resulting in data
which is not truly open. In the worst case, due to fears of data being used
against the publishing entity, such data might not even be collected/generated
any longer [42]. A possible solution for these issues is to enable social interaction
with regards to the data in question. A community of stakeholders within the
data platform where the data is published can aid data consumers to better
interpret and exploit the published data.

Considering the above risks or negative impacts, it is vital to find a trade-off
for open government initiatives. One must keep in mind the numerous benefits
associated with open data, but also cater and prepare for any risks, challenges
and issues.

7 Value Creation Assessment Framework

In order to assess the success of open government data initiatives, there exist a
large number of assessment frameworks that aim to evaluate the effectiveness of
an initiative in achieving its goals and objectives. Yet, rather than assessing the
resulting impacts of such an initiative, real-life assessments, as documented in
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literature (See Sect. 2), mostly involve checking whether open government data
initiatives are obeying existing policies and regulations [34]. Since the latter
are not necessarily up to date with current technologies and approaches, this
assessment is not really representative of the success of an initiative.

Consider the example of a government publishing the data in PDF. While
the entity would be obeying existing laws requiring opening up such data, the
use of PDF makes it pretty inconvenient for re-use and re-distribution. In this
case, one could argue that the open government initiative is not really a success.
For this reason, a number of assessment frameworks analyse open government
data initiatives based on different criteria [6,21]. The latter include nature of
the data, citizen participation, and data openness. In [2] we give a more in
depth overview of existing assessment frameworks in literature. While there is
still the problem that there is no agreed-upon assessment framework to evaluate
open government initiatives, there is also limited literature (such as [38]) that
focuses on the impact of value creation. Considering many resulting benefits of
open government data depend on the creation of value (through the execution
of one or more value creation techniques), we deem it essential to assess open
government data initiatives on their potential for enabling value creation.

In Fig. 3 we provide an overview of commonly evaluated aspects (in blue) of
an open government data initiative extracted from our primary studies. These
mostly concern implementation aspects, such as the format of the data, and
how the initiative respects the requirements set from existing laws and policies.
The bottom part of the figure portrays the missing aspects (in red), i.e. those
that are not considered when evaluating the success of an open government data
initiative. We propose the latter aspects (together with a couple of aspects that
are already being assessed) as part of a Value Creation Assessment Framework.
The aim of this framework is to provide a guideline as to what aspects of an
open government data initiative should be assessed to determine the potential
of an open government data initiative to enable value creation, and thus exploit
open government data to its highest potential. Here we briefly describe the aim
of each aspect.

– Data Format: Formats such as CSV and RDF are much more usable then
PDF. This is because they allow easier re-use of the represented data.

– Data Licence: Other than allowing for reasonable privacy, security, and priv-
ilege restrictions, data has the highest value creation potential if it is not
subject to any limitations on its use due to copyright, patent, trademark or
other regulations. Hence, data with an open licence has the best value creation
potential.

– Data Ambiguity: Data ambiguity is reduced when a representationally rich
format (e.g. RDF) is used.

– Data Accuracy: The extent to which data accurately represents the respective
information.

– Data Completeness: Data is complete when all required information is avail-
able, for the representation of the data in question.
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Fig. 3. Aspects assessed in existing frameworks (blue), aspects for Value Creation
Assessment Framework (Red) (Color figure online)

– Data Discoverability: This aspect depends on the metadata annotating the
data in question, and enables stakeholders to more easily find data that is
relevant to their needs. Data Discoverability is also affected by the search
functions provided by a government portal or catalogue.

– Data Diversity: In the Linking value-creation process, the use of diverse
datasets has the potential of releasing new insights or unforeseen results.

– Background Context: The linking of datasets provides further context to the
data in question, enabling stakeholders to have a deeper understanding.

– Use of Standards: Using agreed-upon standards throughout the life-cycle of
government data encourages data re-use and integration.

– Variety of Access Options: Providing various access options to the available
data, such as APIs and SPARQL endpoints, encourages stakeholders to create
value upon the data as they are able to access the data in their preferred
manner.

– Data Timeliness: Certain data might only be valuable if it is made openly
available shortly after its creation.
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– Innovation: Creating new products (data or otherwise) based on open gov-
ernment data is a direct impact of value-creation. Innovations include services
and applications.

– Generation of New Data: The value-creation techniques in the Data Exploita-
tion Process can result in the generation of new data, such as visualisations,
that provide new interpretations or insight on the existing government data.

– Rate of Re-use: The participation of stakeholders in consuming the data is
essential for value-creation. There is no use in having data made openly avail-
able if it is not exploited. The rate of re-use of open government data is directly
indicative of the value-creation potential in the assessed initiative.

Since one of the major aims of open government initiatives is the release of
social and commercial value, we deem that the proposed aspects are vital to
determine the success of an initiative. Hence, these value creation impact aspects
are used to assess the potential value that can be created through the use of the
data product created as a result of each step within the Data Value Network.

7.1 Value Creation Assessment Framework in Action

In this section we implement the proposed assessment framework on two open
government data initiatives, namely www.govdata.de and www.gov.mt, in order
to portray its relevance and applicability in the context of value creation on open
government data. Keeping in mind that this implementation is acting as a proof
of concept, we restrain our metrics to assess the portal on a high level, as we
consider a through and more accurate implementation to require significant more
research. We therefore base the provided metrics on ground research. In Table 3
we provide a description of the metrics used, and the results of the portals22. We
assign marks according to the assessed aspect, and where relevant we average
the marks out based on the number of available datasets. For example, to assess
the data format of eight datasets, if four datasets are in RDF and linked to other
datasets (4×5 marks) and four datasets are in CSV 4×2 marks), then the result
for the data format aspect is 3.5 marks.

Having a value-creation potential of 13.56 marks out of 20, www.govdata.
de can do with some improvements, especially with regards to the use of RDF
and the linking to other documents. The portal could also benefit from enabling
users to both create new innovations or data through the portal itself, and also
from providing some sort of documentation to both portray any innovations
based on the data in question. In summary, www.govdata.de is on the right
track towards the opening of governmental data, however it definitely requires
more effort towards encouraging stakeholders to create value upon the published
data.

On the other hand, www.gov.mt does not really excel in publishing govern-
ment data. Apart from providing very few datasets, some require logging in
with a government-issued e-id to download, and others are not even available

22 As per 29th of December 2015.

www.govdata.de
www.gov.mt
www.govdata.de
www.govdata.de
www.govdata.de
www.gov.mt
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Table 3. Value-creation assessment framework metrics and results

Value-creation
impact
aspects

Assessment metrics Results govdata.de Results gov.mt

Data format 5 star scheme for LOD: 1–5 marks
according to format

2.71 out of 5 2.39 out of 5

Data licence 0 marks if no licence specified, 1
mark if licence has some
restrictions, 2 marks if open
and enabling re-use

1.85 out of 2 0 out of 2

Data ambiguity 1 mark if using semantically rich
formats (e.g. RDF)

0 out of 1 0 out of 1

Data accuracy Requires use of a gold standarda - -

Data
completeness

Requires use of a gold standarda - -

Data
discoverability

1 mark if metadata is available, 1
mark if portal offers search
functions on the data (2 marks
max)

2 out of 2 0 out of 2

Data diversity 1 mark if there is more than one
dataset on a specific domain

1 out of 1 1 out of 1

Background
context

1 mark if datasets are linked to
other external datsets

0 out of 1 0 out of 1

Variety of access
options

1 mark if more than one access
option is available

1 out of 1 0 out of 1

Data timliness 1 mark if data has a timestamp, 1
mark if recently updated data
is available (2 marks max)

2 out of 2 0 out of 2

Innovation 1 mark if portal provides
innovations based on published
data, 2 marks if different
innovations are provided (e.g.
services, applications) (3
marks max)

3 out of 3 0 out of 3

Generation of
new data

1 mark if portal enables users to
generate new data (e.g.
visualisations)

0 out of 1 0 out of 1

Rate of re-use 1 mark if portal provides links
and information on re-use of
the published data

0 out of 1 0 out of 1

Total 13.56 out of 20 3.39 out of 20
aThis aspect cannot be assessed on a high level as it requires the use of an algorithm that
analyses each dataset in a portal and compares it to a gold standard.

(404 error given). Moreover, no search functions are provided to aid a user search
within the provided datasets, such as a faceted browser. Whilst there is a state-
ment encouraging stakeholders to innovate upon the data, no actual data licence
is provided, leading room towards uncertainty.
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8 Concluding Remarks

The main challenge in public value is that open data has no value in itself, yet
it becomes valuable when it is used. In our information society, value creation
processes have the potential of extracting the maximum value from data by
building on its intelligent use. All stakeholders of value creation can participate
through different roles, yet they have one common goal; that of creating a data
product. Different dimensions impact the creation of such a product, namely
technical, policy/legal, economic/financial, organisational, and cultural. Some of
these dimensions are in turn also impacted by value creation. The use of Linked
Data in creating value enhances the process, and also aids us to gradually proceed
through various degrees of data products: starting with data, to information, and
ultimately to knowledge. In order to truly assess the value creation process of an
open government initiative, we propose an assessment framework that focuses
on the potential impact achievable from a data product generated through a
value creating process, and implement it on a high level on two government data
portals. As future work we intend to further explore more accurate metrics that
can be used to assess the suggested aspects within the framework. Step by step
the vision of having open government data exploited to its full potential can be
acquired.
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9. Crié, D., Micheaux, A.: From customer data to value: what is lacking in the infor-
mation chain? J. Database Mark. Customer Strategy Manag. 13(4), 282–299 (2006)

https://ec.europa.eu/digital-agenda/en/news/elements-data-value-chain-strategy
https://ec.europa.eu/digital-agenda/en/news/elements-data-value-chain-strategy
http://www.sciencedirect.com/science/article/pii/S0740624X1500091X


Data Driven Governments: Creating Value Through Open Government Data 109

10. Cyganiak, R., Maali, F., Peristeras, V.: Self-service linked government data with
dcat and gridworks. In: Proceedings of the 6th International Conference on Seman-
tic Systems - I-SEMANTICS 2010, p. 1. ACM, New York, September 2010

11. DiFranzo, D., Graves, A., Erickson, J.S., Ding, L., Michaelis, J., Lebo, T., Patton,
E., Williams, G.T., Li, X., Zheng, J.G.: The web is my back-end: creating mashups
with linked open government data. In: Wood, D. (ed.) Linking Government Data,
pp. 205–219. Springer, Heidelberg (2011)

12. Eckartz, S.M., Hofman, W.J., Van Veenstra, A.F.: A decision model for data shar-
ing. In: Janssen, M., Scholl, H.J., Wimmer, M.A., Bannister, F. (eds.) EGOV 2014.
LNCS, vol. 8653, pp. 253–264. Springer, Heidelberg (2014)

13. Heath, T.: How will we interact with the web of data. IEEE Internet Comput.
12(5), 88–91 (2008)

14. Heath, T., Bizer, C.: Linked Data: Evolving the Web into a Global Data Space.
Synthesis Lectures on the Semantic Web. Morgan & Claypool Publishers, San
Rafael (2011)

15. Janssen, K.: The influence of the PSI directive on open government data: an
overview of recent developments. Gov. Inf. Q. 28(4), 446–456 (2011)

16. Janssen, M., Charalabidis, Y., Zuiderwijk, A.: Benefits, adoption barriers and
myths of open data and open government. Inf. Syst. Manag. 29(4), 258–268 (2012)

17. Jetzek, T., Avital, M., Bjørn-Andersen, N.: Generating value from open govern-
ment data. In: Baskerville, R., Chau, M. (eds.) Proceedings of the International
Conference on Information Systems, ICIS 2013, Milano, Italy, December 15–18,
2013. Association for Information Systems (2013)

18. Kalampokis, E., Tambouris, E., Tarabanis, K.: A classification scheme for open
government data: towards linking decentralised data. Int. J. Web Eng. Technol.
6(3), 266–285 (2011)

19. Latif, A., Us Saeed, A., Hoefler, P., Stocker, A., Wagner, C.: The linked data value
chain: a lightweight model for business engineers. In: Proceedings of International
Conference on Semantic Systems, pp. 568–576 (2009)

20. Lee, C.C., Yang, J.: Knowledge value chain. J. Manag. Dev. 19(9), 783–794 (2000)
21. Lourenço, R.P.: Open government portals assessment: a transparency for account-

ability perspective. In: Wimmer, M.A., Janssen, M., Scholl, H.J. (eds.) EGOV
2013. LNCS, vol. 8074, pp. 62–74. Springer, Heidelberg (2013)

22. Marchionini, G.: Exploratory search. Commun. ACM 49(4), 41 (2006)
23. Meijer, R., Conradie, P., Choenni, S.: Reconciling contradictions of open data

regarding transparency, privacy, security and trust. J. Theoret. Appl. Elec-
tron. Commer. Res. 9, 32–44 (2014). http://www.scielo.cl/scielo.php?script=sci
arttext&pid=S0718-18762014000300004&nrm=iso

24. Miller, H.G., Mork, P.: From data to decisions: a value chain for big data. IT Prof.
15(1), 57–59 (2013)

25. Montgomery, D.B., Urban, G.L.: Marketing decision-information systems: an
emerging view. J. Mark. Res. 7(2), 226–234 (1970)

26. Morgan, L., Feller, J., Finnegan, P.: Exploring value networks: theorising the cre-
ation and capture of value with open source software. EJIS 22(5), 569–588 (2013)

27. Peppard, J., Rylander, A.: From value chain to value network. Eur. Manag. J.
24(2–3), 128–141 (2006)

28. Wang, P., Hua, H.: A model of government information value-added exploitation
based on cloud computing. In: 2011 International Conference on Business Manage-
ment and Electronic Information, vol. 2, pp. 518–522. IEEE, May 2011

29. Porter, M.E.: Competitive Advantage: Creating and Sustaining Superior Perfor-
mance, vol. 15. The Free Press, New York (1985)

http://www.scielo.cl/scielo.php?script=sci_arttext&pid=S0718-18762014000300004&nrm=iso
http://www.scielo.cl/scielo.php?script=sci_arttext&pid=S0718-18762014000300004&nrm=iso


110 J. Attard et al.

30. Rayport, J.F., Sviokla, J.J.: Exploiting the virtual value chain. Harvard Bus. Rev.
73, 75 (1995)
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the progress of open data adoption: usage, limitations, and lessons learned. Soc.
Sci. Comput. Rev. 33(5), 613–630 (2015)

39. Ubaldi, B.: Open Government Data, May 2013
40. Villazón-Terrazas, B., Vilches, L., Corcho, O., Gómez-Pérez, A.: Methodological
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Abstract. Given the potential use of open data and the obstacles for
implementing Open Government Data (OGD) initiatives, this paper aims
at describing the strategies adopted for preparing the implementation of
an open Official Gazette at the municipal level. It is important to empha-
size the potential value of the Official Gazette as a source of informa-
tion, since it is perhaps the most detailed and comprehensive report the
society can have on government daily activities. However, the data are
mostly unstructured, and this fact, combined with the size of the data-
base, makes any attempt to analyze it a non-trivial matter. Publishing
the Official Gazette as OGD certainly does not address all the prob-
lems related to its use, but hopefully barriers can be overcome to allow
more groups to make use of it. In this paper, three research methods are
combined; a bibliographical review, documentary research, and direct
observation. This paper describes the strategies and activities put into
effect by a public body and an academic group in preparing the imple-
mentation of the open Official Gazette. It also analyses the outcomes of
these strategies and activities by examining the tool implemented, the
traffic and the reported uses of the Open Gazette. The paper concludes
by reflecting on the main challenges that are raised in implementing open
data initiatives at a local level in a developing country, and proposing
an agenda for future research.

Keywords: Open government data · Official gazette · Coproduction

1 Introduction

The technological advances are changing the way the citizens have access to pub-
lic information. Not only the commoditization of computers and other informa-
tion and communication technologies, but also the access to public information
is more and more disseminated in open format, allowing greater reuse driving
innovation in the public sphere. This change is happening on the way we cre-
ate and exchange knowledge and culture, as well as how we participate in civil
life [1].

One of the main sources of public information are the official gazettes, since
it is through them that the official acts are not only made public, but are also
considered in force. That is, they are only applicable from the moment they are
c© Springer-Verlag GmbH Germany 2016
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published, or in cases specified on the acts themselves, in periods counted from
these publication dates. For instance, in Brazil, this practice goes back to 1808
and, since then, the daily publications seek to ensure universal access of citizens
to the public acts, as well as their historical record.

Naturally, this type of publication suffered the impact of the arrival of new
information and communication technologies, and the official gazettes are now
made available both in printed paper and in digital media. Usually, the digital
version is offered in a PDF format, which has inhibited or even prevented the
automatized reuse of the published information. Therefore, there is an excellent
opportunity for publishing this documents in an open format and expand the
current notion of universalization of access existing in public administration.

There also are great challenges to provide the availability and consumption of
such information. The main ones are related to the unstructured or in some cases
semi-structured nature of information, as well as the lack of standardization and
controlled vocabulary on nomenclature used in public acts. Also, consultations
and analyses on the daily volume of several years of publication require strategies
for organizing and making the official gazette available in open format to all
citizens.

This paper presents the process of developing an open ‘official gazette’ in
Brazil. Although there is a growing interest in how to make governments more
transparent, and in particular how to make government data open to a broader
public, there is a lack in the scientific literature describing the effective develop-
ment of such iniciatives. We aim to give contributions to the discussion about
process and the system architecture from a real experience implemented in the
local government. This study describe the process of opening the Official Gazette
in the city of São Paulo, performed via partnership between the municipal pub-
lic administration and a group of researchers. The methodology for constructing
this initiative, named Diário Livre (Free1 Gazette) is described, both in collecting
the demands and expectations for the project and also in its technical imple-
mentation. Its initial impacts will be discussed, stating some benefits noticed
from some of its consumers and the challenges faced during its implementation,
as well as its maintenance. Finally, the paper will be concluded by presenting
the future actions and final considerations.

2 Background

2.1 Official Gazette

Official gazettes are government newspapers for disseminating information, cre-
ated to give publicity to measures taken by the government. They can have
several names and have a wide coverage. In Brazil, the origins of the official
gazettes go back to the time when the Portuguese Court was transferred to
this country. It was in 1808, when the Royal Printing Press was established by

1 “free” as in freedom.
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decree in Rio de Janeiro and was granted exclusive rights to print all the offi-
cial legislation and administrative measures from the government. Currently, the
responsibility for publishing the Official Gazette is of the National Press, a body
that has close ties with the Presidential Office of the Republic. There is a decree
determining the scope of what subjects can be published in the Federal Official
Gazette (DOU) [2].

In the case of the municipality of São Paulo, the Diário Oficial Municipal
(DOM) (Official Gazette of the City) is under the responsibility of the Secretariat
of Planning, a secretariat in the So Paulo City Hall, and published by the Official
Printing House of the State of São Paulo.

In accordance with the requirements of the DOM site [3], the publication
is divided into 7 sections and covers: decisions about processing, authorization
and contracts, exemptions, nominations, appointments, competitions, expenses
statements, responsibility and salary reports, balance sheets and more.

Thus, it should be stressed that the material supplied by DOM is very impor-
tant to ensure transparency and government accountability, since it displays
information about servers, public expenditure and decisions that affect the com-
munity as a whole.

2.2 Open Government Data

In a context where there are increasing talks on government innovation being
made together with the society and not only for the society, the open government
data is the raw material in co-creation processes between government and the
civil society. The open government data (OGD) are described by eight principles
[4]. These principles, together with the 5-star model [5], seek to allow new uses
for the data produced. Therefore, their publication is not usually seen as an end
per se, but as a means for possibly producing a positive impact on society [6].

It must also follow the principles found in Open Definition [7] “open data
are data that can be freely used, reused and redistributed by any person”. This
involves the online publication and sharing of information in open, machine-
readable formats, that can be freely and automatically reused by the society.
The former will ease transparency and democratic control, citizen empowerment,
innovation, improvement in government services and the discovery of new things
from the analysis and mining of data [8].

There are many political benefits from open government data. These include
the following: an increase in transparency, an upgrading of public services, an
ability to combat corruption, an opportunity for innovation and an increase in
government efficiency. This paves the way for greater involvement of the people,
and the creation of new markets which can make use of the available data and
generally improve decision-making, as discussed by [6,9,10]. However, although
this trend has gathered momentum in the last few years and influenced govern-
ments throughout the world (by encouraging the adoption of a large number of
similar initiatives), the real effects are still relatively unknown [10,11]. However,
preliminary studies suggest that the effects may be negative as well as positive,
contrary to the more optimistic expectations [12].
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As discussed earlier, a wide range of factors including technical constraints,
can mean that only special sectors in society can make use of OGD. This asym-
metry of access can thus lead to greater inequality rather than reduce it [12–14].
Given this situation, it is clear that any decision to implement an information
system that can provide open data, may also influence the policy making that
can bring about its appropriation.

As a result, some of the measures recommended for the publication of DGA,
which seek to encourage their use for positive ends, entail a greater involvement
of society in ensuring that those groups that lack technical qualifications, are
assisted and supported in their attempts to make use of the data. With regard to
this, [10] stresses the importance of empowering those that are already carrying
out this method of using DGA, as well as connecting users, developers and public
managers, since it is generally found that managers are unable to visualize the
best ways of employing the data. This interaction between groups is essential
in deciding which data should be open and in what way it should be published.
But, regrettably this kind of interaction is not the rule, and can, for example,
enable many managers to publish data in a way that they believe to be open
but which, in reality, does not allow a series of uses.

The three documents address the question of political feasibility and show its
importance. The related recommendations involve working with the prevailing
culture of the organization by employing prototype projects for the experiment
carried out with open data and to demonstrate its benefits. With regard to the
licences for the data, there is a general consensus that they should be open.
This belief is linked to the fact that the three documents also support the idea
of exploiting these data for commercial purposes – something which can be
constrained by the more restrictive kinds of licences.

Two of the documents seem evidently to support a more participative open-
ing process. This is made clear in several points. First of all, in arguing that
the choice of data should be open, they state that this is the responsibility of
a consultative group that is outside the control of the public administration.
Following this, they suggest forming a catalogue of data which can enable the
community to know what kind of data exist so that they can have a greater
sense of proprietorship with regard to the prioritization of the opening.

Another key factor which is also an advantage with regard to participation,
is the support provided by the use of open formats and free software, which
allows a degree of collaboration in the development of the tools that are used
for a greater interaction with, and appropriation of, the data made available. In
addition, and also linked to participation, the three documents agree that some
kind of partnership should be formed with the intermediaries to assist in the
process as a whole, or in some particular phase.

Finally, with particular regard to the data consumption, the documents also
discuss the idea of fostering this through events (such as hackathons or courses)
or partnerships. It should thus be noted that, on the whole, there are no wide
divergences between these three documents but only some differences of stand-
point and that they can operate in a complementary way.
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2.3 Related Work

The open government data initiatives are generally published as numerical data
and are not strictly documents like those that constitute the Official Gazette.
Although there are some works in the literature that tackle the question of
machine readability applied to the Official Gazette [15–17], there are hardly any
studies of this kind and they fail to address the question in its socio-technical
totality. As a confirmation of the importance of this case study, not many studies
were found about how to publish Public Gazettes as open data. One of the few
studies that was found commented on an initiative concerning open data in the
Philippines. This study stated that the first data to be published by the initiative
consisted in digital versions of the Public Gazette for that country. However, the
quality of its metadata has been criticized [18].

In another article, the authors had to examine the Brazilian Federal Gazette
in order to make semantic annotations on the articles and link them to each
other [17]. One of the results obtained was the ability to establish which acts
had been annulled or superseded by others, although the only domain addressed
was confined to the Treasury. The Brazilian Senate LexML was used as the basis
for identifying the acts in the text of the articles and it seems this has greatly
assisted the procedure. However, it was very hard to identify the signatures on
the acts, since there is no defined vocabulary for handling the names of the
people concerned. The authors did not make it clear what issues had been found
while extracting the text from the PDF files or whether this process may have
had an effect on the results. However, they state that the text in the PDF was
organized in several columns which must have caused a great deal of difficulty
in their extraction.

Finally, the last article found discussed the publication of data (through
SPARQL) regarding the laws of Chile [16]. But, although the architecture chosen
for supplying and documenting data has been outlined in detail, it was not clear
which format was initially used for the database.

The award-winning initiative Federal Register 2.0 [15] is also very interesting,
which seeks to convert printed material into machine-readable XML data. Its
goal is “to make the Federal Register more searchable, more accessible, easier to
digest, and easier to share with people and information systems”. Despite being
mentioned in some works as an example to be followed [19,20], we were not able
to find details on the project and implementation in scientific literature.

3 Methodology

This project was developed through a partnership between the public sector and
the researchers, and used several methodologies to support its development. As
well as the bibliographical review on official gazettes and their availability on the
internet for seeking related experiences, a documental and experimental research
was also performed.
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The methodology employed in this work is inspired by the Action Research
(AR) design. This choice was made because AR predicts and supports the inter-
vention in the process, something which has occurred in this study because of
the partnerships. According to [21], this strengthened approach includes a period
for the establishment of the research environment and then the cyclical iteration
of 5 phases: Diagnostic: formulation of theories about the causes of organiza-
tional problems; Action planning: the definition of the measures to be taken to
tackle the problems based on the theoretical framework and register of projected
aims; Action: implementation of planned actions, either personally or through
third parties; Assessment: if they are successful, an assessment of whether the
changes can really be of value and if there is a failure, if the framework and theo-
ries can be adapted; Specific Learning: structuring of the acquired knowledge,
whether or not it has been a successful experiment.

In the domain of Information Systems, methodologies of this type have been
employed by [21,22], both claiming to have obtained good results. The first study
supports the view that, within the area of this research, the AR methodology
is justified, especially when human organizations interact with information sys-
tems owing to the complexity of this interaction. However, neither of the studies
devotes much space to the political context or the power relations involved in
the implementation of these systems, which are factors that are fully discussed
by [23]. In the opinion of this author, the AR should not just seek to obtain bet-
ter results that are based on practice, but also act in a way that can reveal the
power relations which can bring about subversion. In this way, the methodology
can empower the participation of the process through a real inclusion.

Bearing in mind what has been outlined in the previous paragraph, this
project has sought to employ an AR methodology. In the first meetings between
the academic group and the policymakers, the initial scope of the project was
set out. A team was appointed to carry it out by forming a partnership. In
the course of several meetings, this took care of the planning cycles, action
and reappraisals. Although there were some smaller cycles, in general terms the
project took place as follows: (a) a stage to conduct a survey of the required
conditions, (b) the construction of a prototype and its launching, and finally (c)
a stage for gathering the impressions of the users and players involved.

It should be stressed that, owing to the inherent features of the methodology
employed, these stages were not followed rigidly and there were some interactions
between them. It can be said that these stages and the process as a whole, were
mainly influenced by: discussions held during the periodic meetings of the team;
the internal context of the municipal authority (coordination with secretaries,
disputes between members of the inner group, availability of the data, etc.);
capacities of the team (availability of time, technical knowledge); expectations
of members of the team; contributions made during the first public event.

In addition, as a means of having a better knowledge of the context, the fol-
lowing results were achieved which could act as guidelines for the activities of the
project and to ensure some degree of participation: an in-person questionnaire
at the first event; an online questionnaire at the tools site which was during the
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whole process; a collection of statistics for access to the tool; interviews with the
managers responsible for the database; a second public event for the launching
of the tool and gathering of impressions.

For the survey of the current scenario and demands for the project, over 10
meetings were held with public managers from at least three secretariats related
to the collection, organization and availability of public information gathered in
the official gazette. As well as the continuous alignment of expectations with the
execution of the implementation between public administration and researchers,
the demand for opening and expansion of social participation in the construction
of this software artifact has led to the existence of two events open to the public.

The first event was held on the dissemination of the project for collecting
the demands of the citizenship, and the second public event was performed both
for accountability purposes, as well as for the broad dissemination to reach the
social actors who are interested in and have the means to consume and reuse
the volume of data now available in open format. The information obtained
in these meetings (restricted and open) were gathered through questionnaires,
semi-structured interviews and observation records.

All information collected supported the design of the requirements and later
project and implementation of the tool, subdivided in extraction, transformation
and load modules. The technological development process first lead to standard-
ization procedures of files made available by the public management related to
eleven years of daily publications. After the initial treatment, information was
organized on a base for the possibility of later creating indexes for the individual
articles. On this base, some functionalities were implemented, such as search
tools and different forms of publication. Due to the evolution of the negotiation
process involved in obtaining data from public power, the implementation of the
automatic extraction stage for daily updating of data can only be completely
integrated to the system at the end of its implementation. Aiming to increase
the replicability of the process, ease its adaptation and reduce costs, all software
used in this project are open software.

The resulting tool, named Diário Livre (Free Gazette) was delivered as a proof
of concept to the public management, and was made available from the research
group infrastructure. Its official launching happened in October, 2014, and since
then, the service is provided uninterruptedly, automatically collecting data from
the public power and making them available through a web application.

After its launching in a public event and in the media, the number of accesses
has been monitored, as well as the integration performed through e-mails or
events where it is disseminated. It is important to mention that one of the main
public consumers consists in the civil servants and thus, a message disseminating
the tool and requesting its evaluation was sent to over 200 thousand government
employees in the city of São Paulo.

An important qualification needs to be made about what has been outlined
here. This study was carried out through a partnership with an administrative
public body. This made it possible to conduct an in-depth analysis of the inter-
nal public mechanisms and automatically add a group to those responsible for
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making decisions about the project – the policymakers. On the other hand, this
partnership imposed constraints on attempts to participate with other groups,
either because this was the will of the policymakers involved or on account of
the restrictions that were self-imposed. These factors added to the difficulty of
employing the AR in the form supported by [23]. Another important point that
needs to be underlined is the fact that the authors were only able to employ
the methodology by intervening in the process – something anticipated and sup-
ported by the AR methodology. However, as stated earlier, there was no complete
control of the procedure.

4 Development

In this section, the project development stages are presented in greater detail.
First it describes the scenario found when the project was started, presenting
which data was available to be worked on. It then lists which were the require-
ments surveyed for an availability that would improve the initial scenario. It also
presents and justifies the architecture adopted for the availability of data. And
finally, it describes how the architecture was implemented to meet the require-
ments of the project.

4.1 Scenario Found

The Official Gazette from the City of São Paulo has a curious flow. Its first stage
is open, with information stored on a file in the “.txt” format. However, for its
printed publication, through the Official Printing House, or even for online avail-
ability with legal value, a “PDF” file is generated. Due to its nature, this file
format is closed, that is, it does not allow its information to be easily copied,
handled or researched. The flow from the generation of the governmental infor-
mation until its availability to the public is detailed below.

The Municipal Secretariat of Management (Secretaria Municipal de Gesto
- SMG) is responsible for publishing the Official Gazette at the City Hall of
São Paulo. This secretariat is responsible for hiring the Official Printing House
(Imprensa Oficial - IO), the same company responsible for publishing the State
Official Gazette, to publish the Municipal Official Gazette (Diário Oficial Munic-
ipal - DOM). Figure 1 represents the initial flow for publishing the DOM before
the tool for publishing open data.

In order to a member of staff from any department in the city hall to be able
to publish anything in the municipal Official Gazette following the guidelines
from the IO itself, the text has to be written and saved as TXT. The name of
the saved TXT file must contain a code, known as retranca, which represents
two metadata: the content of the article and which public body has written it.
This file is then sent to Pubnet, the IO system for collecting articles. Images,
named calhau, follow a different process, being saved as PDF and not as TXT
before being sent to publication [24].
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Fig. 1. The initial flow of data.

Once sent to IO, the material is saved and fully available, through FTP
protocol, back at the city hall. This material, constituted by one ZIP file per
day, is important, since it allows later checking if, for instance, the city hall
decides there is an error made by the IO in publishing the Official Gazette. The
material is also sent for editing, where it is formatted to be published. The latter
is made on paper (printed newspapers) and online, making the PDFs available
at the IO website.

The PDFs keep the same visual structure of the printed newspaper, very
different from the structure of the initial TXTs. Such fact hinders the automatic
extraction of text, but eases the comparison between the printed and digital
version.

The form for textual search on the site, which indexes DOMs since 2005,
allows filtering by publishing date, but does not allow filtering by publisher or
published content, metadata available in the initial TXTs.

Even though the full database form the Municipal Official Gazettes is not
currently available for download at the IO website, it is possible to write pro-
grams to automate the extraction of the PDFs, page by page. From them, the
text from the articles can be extracted. However, such process is not precise,
since the PDFs are not structured. Such procedure is performed, for instance,
by companies that provide services of mining data on the extracted base.

4.2 Requirement Analysis

The requirements of the tool were raised through meetings with the managers
involved in the partnership, in events with the community, from literature on
open government data and from the answers to the questionnaires. The main
requirements surveyed are described below, divided into three categories.

The first category consists in the requirements that are provided by the
official site and were important to be kept in the new tool: Daily updates: the
DOM is published every day and the site must be updated with new data with
the same frequency; A fast search: even after being processed, the database
included approximately 10 gigabytes of texts. An efficient tool for textual search
was required in order to obtain the results and display them on the site in few
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seconds; User notifications: allow the users to be notified when there are new
publications containing certain key words. Therefore, the user can be notified
when, for instance, his name or any subject he is interested in are mentioned in
a new article in the Official Gazette.

The second category consists in the requirements that are provided by the
official site and should be improved in the new tool: Search filters: it was
important to allow the data to be filtered through the available metadata, such
as, for instance, publisher and date of publication.

And finally, the third category includes the requirements that are inexistent
in the official website, but should be implemented in the new tool: Text visu-
alization: many users complained about the difficulty of copying texts from the
PDFs published by IO or about the loss of formatting when pasting copied texts.
The site must return the articles as text in a common HTML page; Access via
API: it was important for the site to offer some kind of API to allow easy
access to the data through other applications; Full database availability: this
allowed the use of the database as a whole, either for research or for applica-
tions that demand a greater control of data; Unique URLs for articles: it
was important for each article to be accessible through a unique URL, so that
it could be easily quoted.

4.3 Architecture

The Diário Livre (DL) tool was designed, implemented and launched on the
basis of the requirements that were expressed. From the standpoint of a common
user, it basically consists in a site where it is possible to search for words in
the DOM from 2003 to the present day. Some filtering can be applied for the
publisher, article content and date. The standard output format is a common
page (HTML), although it is also possible to search for and visualize the articles
in other formats.

The architecture adopted for the new system is represented at Fig. 2.

Fig. 2. Diário Livre architecture in layers and information flow.

On the extraction layer, the data are forwarded by the public management
and inserted in the machine where the system is hosted in order to allow the
processing of data. Due to the internal security policy at the city hall and agree-
ment issues between it and IO, the system cannot collect data within the city
hall network. Instead, the city hall staff need to forward the data to the publica-
tion system. And since, in a first moment, this transfer needed to be manually
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performed by the city hall staff themselves, the tool used in this stage needed to
be usable by non-developers.

During transformation, the data are standardized and prepared for index-
ation and publication. The data provided by the city hall are compressed and
include several file formats. They need to be treated and standardized, identify-
ing the encoding of the text file contents and the metadata implicit in the name
of these files, and only then, it is possible to index the data.

On the third stage, loading, the data are indexed to allow searches. Due to
the size and characteristics of the database, it is necessary to have a tool that is
able to index large amounts of text, perform textual searches in a timely manner
and filter by metadata.

On the fourth stage, the data are finally published in several formats. These
formats encompass the conventional web viewing, full download from the base
and access through API, seeking to maximize the number of possible uses. The
URLs used in the conventional web viewing or in the API allow individual access
to the articles, and not by page, as it happens on the official IO system.

4.4 Implementation

Figure 3 represents the current flow of publication including DL. The two upper
rectangles represent the flow between the city hall and IO prior to DL, and it
continues to produce the official publication.

Fig. 3. The flow of data today.
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The data, compressed in ZIPs, are sent by the city hall to the machine where
the system is hosted. The TXT files are extracted, standardized and organized in
CSVs, where each column has one metadata (date, content type and publishing
body) and the whole content of the articles on the last one. These files are then
indexed by the Solr [25] tool, allowing textual search and filtering by any of
the metadata. Apache Solr, as presented in [26], is a NoSQL technology, that
is, non-relational, which is optimized to resolve a specific class of problems for
specific types of data. Solr is scalable and optimized for large volumes of data
(data centralized in text) and returns results classified by relevance. The use of
this tool allowed the execution of searches in a timely manner.

Once indexed, the data are published in several formats (HTML, JSON,
XML, RSS and Atom) via the BlackLight [27] tool, which is used as a web
interface to Solr and as an API for automated access to data.

As well as individual articles, two versions of the database are made avail-
able. One identical as the one forwarded to the city hall, containing all the
files, but without treatment or standardization, and the other containing only
the CSVs already treated. The first database, when decompressed, has approxi-
mately 50 GB, and the second, approximately 15 GB.

5 Results and Discussion

The difficulties in handling the official gazette in PDF has led to the offering
of specialized services from several companies, which performed web scraping
of data to sell solutions to clients. However, as well as being restricted to a
privileged public, such solution is still prone to errors.

This way, both the citizens who wish to research basic information or even
categorize and handle large amounts of data, as well as civil servants who need
to monitor specific administrative acts, (such as, for instance, appointments,
exonerations, waivers of public biddings, etc.) have difficulty in operating the
traditional PDF version of the publication, since it is difficult to locate consid-
erable part of the publications, and its handling is extremely impaired.

In face of the demand for democratization of the access and the need to
automate searches for establishing internal control mechanisms, an experimental
version of the Official Gazette in open format was developed, named Diário Livre.
The prototype was developed and is working since October 2014, being used by
citizens, civil society organizations and civil servants. At the time when this
paper was written, the resulting site was available at: http://devcolab.each.usp.
br/do

To a great extent, Diário Livre solves many of the difficulties that were previ-
ously presented. Since it receives information in open format, it makes such data
available in the same manner. It is then possible to copy, extract and handle
information from the Official Gazette, and now they can be read and processed
by machines. Moreover, Diário Livre makes it possible to perform more qualified
searches. Through it, information can be researched by Entity (secretariat of
finance, hospital authorities, etc.), by Department (offices, directorates, etc.), by

http://devcolab.each.usp.br/do
http://devcolab.each.usp.br/do
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Content type (dispatches, contests, bids, civil servants, etc.), and by Publishing
Date. When accessing the results, it is also possible to classify them by relevance
and data, automating the searches even further. It is also possible to download
the entire database used in Diário Livre with information since 2003.

Considering the period of daily publications from 2003 to 2014, more than
1.4 million files in text format were obtained from the public power, containing a
single article (public act) in each of them. Furthermore, approximately 61 thou-
sand files in PDF and over 14 thousand files in .doc format were also received.
In terms of volume of data, the files in text format totaled 13 GB and the files in
the other non-text formats are a total of 10 GB. By analyzing the non-text files,
it could be noticed that most of them contained images and layout proofs, and
that the relevant content was in the text files, and for this reason, only these
were considered to be part of the database. Nonetheless, the tool provides full
disclosure of all files received from the public power, in all formats, through the
bulk download. The tool also makes the version treated in the database used for
indexation fully available through the bulk download.

The tool automatically collects the information generated on public acts from
the municipal public power in São Paulo (executive, legislative and audit court),
which guarantees the offer of updated information. This means that the aver-
age publication is of approximately 500 new articles per day and 127 thousand
articles per year.

The published data by the Diário Livre were licensed as
Creative Commons 4.0, (which is an open license). They are made available in
machine-readable and non-proprietary formats. Each article is also made avail-
able in the formats stated above, and has its own URI. Thus, it can be said that
according to [5], they deserve to be awarded 4 stars.

Functionalities aiming at the common user already existing in the official
conventional platform, such as filter by data and textual search tool, are also
offered in Diário Livre. Diário Livre also makes it simpler and more convenient
to mark and copy texts, and allows filtering by categories and full access to raw
files, making it easy to search the mass of data from a series of over ten years
of publication, characteristics that are not observed in the conventional version.
One of the functionalities offered, the automatic notification of terms, allows any
person to receive, in a simple and free form, a service that is currently offered
upon the payment of a subscription to the conventional official gazette.

But the characteristics that have no parallel in the official version are related
to the potential reuse promoted by the automated consumption of these data.
With the exporting of data through APIs, it is expected that Diário Livre eases
or makes solutions for data mining viable, as well as new applications of social
and economic interest in the city of São Paulo.

5.1 Dissemination And Repercussions

The system had two main dissemination moments. On the first moment, the
launching, as well as a presence-based event, news was published on the websites
belonging to the city hall and the university linked to the project. Each of these

http://creativecommons.org/licenses/by/4.0
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pieces of news was republished at least once by groups that were not directly
involved in the project. During the same period, a member of the team was
invited for an interview in a private radio broadcasted throughout the state. On
the second moment, a dissemination e-mail was sent to all employees at the city
hall. There was also an announcement about the system in the DOM itself.

A free software called Piwik was employed to monitor access to the site.
Figure 4 shows the number of visitors per day based on the data collected. Two
peaks can be seen that are related to the two moments aforementioned. The first
moment occurred at the end of October and corresponded to the launching of
the system. The second took place in the middle of December, corresponding
to the sending of the dissemination e-mail and the announcement in DOM. The
frequency fluctuation on the graphic is due to fewer visitors accessing the site
on the weekend.
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Fig. 4. Number of visitors per day.

Automatic visits, such as those made by search engines, are not included
in the charts. It is interesting to note that this increase has started to take
place even before the launching of the system. Considering all types of access
(automated or not), on average, the system receives approximately 32 thousand
accesses per day, which shows a certain robustness of the implemented solution.

The data collected show that most visitors accessed the site through searches
in Google. On most occasions, the items sought by these visitors are names of
people, companies or their official identifying numbers. Since these are items
which are hardly ever found outside an official gazette, it meant that DL is
among the few results that are returned from such searches.

Although PDFs are apparently subject to indexation by search engines, the
official site of the publication of the DOM does not seem to be indexed by them.
Bearing in mind that this site does not have a robots.txt (the file that can prohibit
such indexation), it is believed that this did not occur, since there are no direct
links to the PDFs. They can only be visualized by using the search interface on
the site. In DL, the search filters are links that lead to the pages with the results,
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which in turn, lead to the published articles. This difference seems to have been
essential to allow the indexation of the content.

5.2 Users Feedback

Regarding the online questionnaire on the DL website, 105 complete answers
were obtained. From the 7 users who experienced difficulty with DL (about 7 %
of the total), 4 stated that they had not been able to locate some of the features
on the interface, 2 had problems with the security certificate and 1 did not specify
the reason. From these 7, only 2 (2 %) stated that they had not had problems
with the official IO website. In contrast, 39 users (37 %) had difficulties with the
IO website and 33 of these (31 % of the total) did not have any difficulty with
the DL. The problems found in the IO website included: seeking terms within
the PDFs; copying the text from the PDFs; printing only part of the texts; the
fact that the small font makes it difficult to read.

Finally, 65 respondents (62 %) were satisfied with the DL, as opposed to 13
(12 %) who were dissatisfied. These data support the hypothesis that DL is easier
to use than the IO website.

Beside this, it is worth mentioning a few reports that provide some insight
about the impact of Diário Livre on three distinct groups: civil servants, social
movements and hacktivists. The first report illustrates the potential saving of
resources (both financial and human) provided by using the Official Gazette in
an open format. One civil servant from the legal area took approximately 30 min
daily to read and select the subjects in the paper version of the Official Gazette.
Using the DL API through a data-reading script, it was possible to automate
the work and, in a few seconds, a report is produced and forwarded by e-mail to
the interested parties.

Moving beyond the internal use of the City Hall, there are reports of usage
by the organized civil society: a president of the neighborhood association in
São Paulo stated he used Diário Livre to clarify his doubts and help him with
the requests the neighbors in his county send to the association. He mentioned
examples of complaints related to stores, since it is possible to easily seek infor-
mation on operating licenses and their situations in the open version of the
Official Gazette.

It is also important to report that there are examples of initiatives that
are seeking to integrate applications with the data in Diário Livre. A group of
local civil hackers integrated a tool on the platform for their project on bud-
get transparency. This type of initiative shows there is a potential to stimulate
the creative economy of applications from the development and improvement of
Diário Livre.

6 Conclusion

This article described the joint initiative between the public power and academia
to offer the Official Gazette of the city of São Paulo in a digital format that
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followed the principles of open data and thus foster the reuse of information by
a broader range of possibilities.

The project was successful in reaching its primary objective, managing to
make data available in real time and in different open formats, reaching the 4
stars of open data. Although not yet an official portal, the initiative has become
an important proof of concept that has not only demonstrated the technical
viability of making an official gazette available in open format, but also offered
a tangible example of the contribution of open format to a broader public.

The methodology employed for action research involved holding several meet-
ings with the team and (together with the first event and related bibliography)
made it possible to conduct a survey of the required conditions for the data
publishing tool. This was then projected, implemented and launched with the
same partnerships during the second event.

It was confirmed that the process fulfilled several of the recommendations
made in the literature about open government data. This particularly applied to
the tool produced and although it failed to satisfy all the possible uses for the
data, it can be said that it met the essential requirements. Moreover, it was rated
highly by the users and public administrations, as well as obtaining a growing
number of accesses.

With regard to the factors in the initiatives that have motivated and attracted
the key players, one can cite the search for greater transparency and compliance
with related legislation. The challenge that arose largely originated from the fact
that open government data initiatives at a local level are relatively recent and
require a number of technological and cultural adjustments.

From the stand point of participation, an attempt was made to take this into
account at every stage of the process. Despite the constraints imposed, which
perhaps led to a lower level of participation than had originally been desired,
it can be considered that in this respect, the final result was satisfactory. Two
events were held, the first of which assisted in meeting the requirements of the
final tool and the second helped to obtain a general equilibrium in the process.
In addition, the online questionnaire also made a final means of contact possible
and this was used by more than a hundred users.

The system had some repercussions in the media and received recognition
from specialists in innovatory public management in the form of a reward at an
official public event. The publication of the data also allowed some attempts to
be made for their reuse both by the public administration and by people outside.
These outcomes have already shown the potential of the database for obtaining
non-systematized information at any place, although they have also revealed the
challenges facing the question of the reuse of these data.

The implementation of the proof of concept and its consequent repercussion
was a first step, and further works point towards directing the publication as
linked data, with the crossing with other government database, such as, for
instance, the one regarding public contracts and purchases.

Although the data contained in the Official Gazette deal with subjects
of great diversity, which hinders the creation of a common vocabulary or an
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ontology to represent its content, it is possible to create ontologies or data con-
nected to certain aspects dealt in the gazette. The creation of a system based
on “Linked-Data” is being created to ease the recovery of information related
to tenders, and the authors expect to obtain positive results both for public
management and for citizenship in a broader context.

Finally, there is another question regarding the effects that these data can
exert either on the public administration itself or on the diverse groups that
comprise society – hackers, journalists, academics,OSCs, social movements, peo-
ple with little familiarity with technology and others. To achieve this, we intend
to conduct an analysis of the profile of the users with the aim of improving the
presentation and attempting to design an adaptive version of our interface.
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Abstract. The illegal parking of bicycles is becoming an urban problem
in Japan and other countries. We believe the data publication of such
urban problems on the Web as Open Data will contribute to solving
the problems. However, Open Data sets available for the illegally parked
bicycles are coarse and in various formats, and then it is difficult to
develop information services using the data. In this study, we thus build
an ecosystem that generates Open Urban Data in Link Data format by
socially collecting the data, complementing the missing data, and then
visualizing the data to facilitate and raise social awareness of the prob-
lem. In our experiment, 747 pieces of information on the illegally parked
bicycles in Tokyo were collected, and then we estimated the unknown
number of the illegally parked bicycles with 64.3 % accuracy. Then, we
published the data as the Open Data, and also a web application, which
visualizes the distribution of the illegally parked bicycles on a map.

1 Introduction

The illegal parking of bicycles around railway stations is becoming an urban
problem in Japan and other countries. An increase in awareness of health probm-
lems [1] and energy conservation [2] led to a 2.6 fold increase in bicycle ownership
in Japan from 1970 to 2013. In addition to the insufficient availability of bicycle
parking spaces, a lack of public knowledge of bicycle parking laws has meant that
the problem of illegally parked bicycles is becoming more prevalent. The illegally
parked bicycles block vehicle and foot traffic, cause road accidents, encourage
theft, and disfigure streets. Furthermore, the broken windows theory [3] sug-
gests that, by increasing urban disorders, they may lead to an increase in minor
offenses.

Thus, in order to raise public awareness of this urban problem, we considered
it necessary to publish data about the daily situation with respect to the ille-
gally parked bicycles as Open Data. The Open Data is data that can be freely
used, re-used and redistributed by anyone [4]. It is recommended that the Open
Data should be structured according to the Resource Description Framework
(RDF)1, which is the W3C-recommended data model, and that relevant links
1 http://www.w3.org/RDF/.
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should be created between the data elements. This is called Linked Open Data
(LOD) [5]. In recent years, the community that publishes LOD on the Web has
become more active. The publication of urban problem data on the Web as LOD
will allow users to develop information services that can contribute to solving
urban problems. By using LOD about the illegally parked bicycles, for example,
visualization of the illegally parked bicycles, suggestion of locations for optimal
bicycle parking spaces, and removal of the illegally parked bicycles will be pos-
sible. However, Open Data sets available for the illegally parked bicycles are
currently coarse, and it is difficult for services to utilize the data. In addition,
other data concerning issues such as bicycle parking and government statistics,
have been published in a variety of formats. Hence, a unification of data formats
and definition of schema for data storage are important issues that need to be
addressed.

In this study, we collect data about the illegally parked bicycles from Twitter
and the attribute data describing attributes, which affect the number of illegally
parked bicycles. In order to facilitate the reuse of these data sets which have
different formats, we define schemata, unify the data formats, and publish the
data on the Web as LOD. Moreover, we estimate the missing data (the number
of illegally parked bicycles) using Bayesian networks. Our predictions take into
consideration attributes such as time, weather, nearby bicycle parking informa-
tion, and nearby Points of interest (POI). However, because there are cases that
lack these attribute values, the missing attribute values are also complemented
based on the semantics of the LOD. We thus use Bayesian networks to estimate
the number of illegally parked bicycles for datasets, whose attributes have been
complemented. These results are also incorporated to build LOD with a par-
ticular property. In addition, we develop a service that visualizes the illegally
parked bicycles using the constructed LOD. This visualization service raises the
awareness of the issue in local residents, and prompts users to provide more
information about the illegally parked bicycles. Therefore, this study is divided
into the following six phases. Phases (2) to (6) are executed repeatedly as more
input data become available.

1. Designing LOD schema.
2. Collecting observation data and attribute data.
3. Building of LOD based on schema.
4. Complementing missing attribute values using LOD.
5. Using Bayesian networks to estimate the missing number of illegally parked

bicycles at each location.
6. Visualization of illegally parked bicycles using LOD.

Thus, we build LOD while collecting data, and complementing the missing data.
The service that visualizes the illegally parked bicycles will give local residents
incentive to report infractions, as Open Data. In this manner, we aim to solve
the problem of the illegally parked bicycles by building the ecosystem for Open
Urban Data.

The remainder of this paper is organized as follows. In Sect. 2, an overview
of sensor LOD and crowdsourcing is given. In Sect. 3, our techniques for data
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collection and building LOD are described. In Sect. 4, two approaches, which
complement the missing attribute values, and estimate the illegally parked bicy-
cle using Bayesian networks, are described. Also, we evaluate our results and
summarize our findings. In Sect. 5, the visualization of the LOD is described.
Finally, in Sect. 6, we discuss some possible directions for the future research
that have arisen from our work.

2 Related Work

In most cases, LOD sets have been built based on the existing databases. How-
ever, there is little LOD available, which provides sensor data for urban prob-
lems so far. Thus, it is required to have methods for collecting new data to build
Linked Open Urban Data. Data collection methods for building Open Data
include crowdsourcing and gamification. A number of projects have employed
these techniques. OpenStreetMap2 is a project that creates an open map using
crowdsourced data. Anyone can edit the map, and the data are published as
Open Data. FixMyStreet3 is a platform for reporting regional problems such
as road conditions and illegal dumping. Crowdsourcing to collect information
in FixMyStreet has meant that regional problems are able to be solved more
quickly than ever before. Zook et al. [6] reported the case, where the crowd-
sourcing was used to link published satellite images with OpenStreetMap after
the Haitian Earthquake. A map for the relief effort was created, and the data
were published as Open Data. Celino et al. [7] have proposed an approach for
editing and adding Linked Data using a Game with a Purpose (GWAP) and
Human Computation. However, since the data concerning illegally parked bicy-
cles are time-series data, it is difficult to collect data using these approaches.
Therefore, new techniques are required and we propose a method to build Open
Urban Data while complementing the missing data.

Also, there are studies about building of Linked Data for cities. Lopez et al. [8]
proposed a platform, which publishes sensor data as Linked Data. The platform
collects stream data from sensors, and publishes RDF in real-time using IBM
InfoSphere Stream and C-SPARQL [9]. The system is used in Dublinked24, which
is a data portal of Dublin, Ireland, and publishes information of bus routes, delay,
and congestion update every 20 s. However, since embedding sensors is costly,
this approach is not suitable for our study.

Furthermore, Bischof et al. [10] proposed a method for collection complemen-
tation, and republishing of data as Linked Data, as with our study. This method
collects data from DBpedia [11], Urban Audit5, United Nations Statistics Divi-
sion (UNSD)6, and U.S. Census7, and then utilizes the similarity among such

2 https://www.openstreetmap.org/.
3 https://www.fixmystreet.com/.
4 http://www.dublinked.ie/.
5 http://ec.europa.eu/eurostat/web/cities.
6 http://unstats.un.org/unsd/default.htm.
7 http://www.census.gov/.

https://www.openstreetmap.org/
https://www.fixmystreet.com/
http://www.dublinked.ie/
http://ec.europa.eu/eurostat/web/cities
http://unstats.un.org/unsd/default.htm
http://www.census.gov/
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Fig. 1. Overview of this study

large Open Data sets on the Web. However, we could not find the corresponding
data sets and thus apply the same approach to our study.

3 Collection of Observation Data and Building of LOD

Figure 1 provides an overview of this study. The LOD building system collects
data about the illegally parked bicycles, builds LOD with a fixed schema, comple-
ments the missing attribute values, and estimates the missing data (the number
of the illegally parked bicycles). This system builds sequential Open Urban Data
generation, while integrating the government data and the existing LOD. The
web application posts information about the illegally parked bicycles to Twitter
and visualizes the distribution of them on a map.

3.1 Collection of Observation Data

We began by collecting tweets containing location information, pictures, hash-
tags, and the number of the illegally parked bicycles. However, obtaining the cor-
rect locations from Twitter is difficult, since mobile phones often attach incorrect
location information. Mobile phones are equipped with inexpensive GPS chips,
and so it is known that the accuracy will be inaccurate due to weather con-
ditions and GPS interference area [14]. To address this problem, we developed
a web application that enables users to post to Twitter after correcting their
location information, and made an announcement asking public users to post
tweets of illegally parked bicycles using this application. Figure 2 shows a screen
shot of this application. After OAuth authentication, a form and buttons are
shown. When the location button is pressed, a marker is displayed at the user’s
current location on a map. The marker is draggable, allowing users to correct
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Fig. 2. Screenshots of the web application

their location information. When the users add their location information, enter
the number of illegally parked bicycles, take pictures, and submit them, tweets
including this information with a hashtag are posted.

The data were collected from January, 2015 until September, 2015. The LOD
was built by the observation data. In order to estimate the number of the illegally
parked bicycles using Bayesian networks, data for attributes considered as the
causes of the illegal bicycle parking were also required. For this purpose, mete-
orological data were acquired from the website of the Japanese Meteorological
Agency (JMA), and bicycle parking data also were acquired from the websites
of municipalities.

3.2 Schema Design and Building of LOD

Illegally Parked Bicycles LOD Schema Design. When building LOD based
on a well-known ontology, it becomes possible to make deductions based on
that ontology. In addition, reduction in labor is possible when trying to under-
stand the different data structures for each LOD. The observation data for
the illegally parked bicycles resemble sensor data, since it is time-series data,
which include location, date and time information. As a result, our schema for
the illegally parked bicycles LOD was designed with reference to the Semantic
Sensor Network Ontology8. Figure 3 shows part of the illegally parked bicycles
LOD. Sensors and monitoring cameras are not used in this study, and then
people observing illegally parked bicycles are considered to be virtual sensors
and included as instances of the Sensor class. Since this LOD links to DBpedia
Japanese9 and GeoNames.jp10, it is possible for people and programs to acquire

8 http://www.w3.org/2005/Incubator/ssn/ssnx/ssn.
9 http://ja.dbpedia.org/.

10 http://geonames.jp/.

http://www.w3.org/2005/Incubator/ssn/ssnx/ssn
http://ja.dbpedia.org/
http://geonames.jp/
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Fig. 3. Part of the illegally parked bicycles LOD

additional information by conducting traces. DBpedia Japanese is the LOD of
Japanese Wikipedia, and a hub of the LOD cloud. GeoNames.jp is the URI base
of Japanese place names. Using that schema definition, it is possible to acquire
longitude and latitude data as numerical values that are easy for programs to use.
Moreover, it is possible to search specified time and area ranges using SPARQL
Protocol and Query Language (SPARQL)11. In Fig. 3, the data that 15 illegally
parked bicycles have been observed in front of Fuchu Station at 20:24:15 on June
18, 2015 are represented by an RDF graph.

Building of Illegally Parked Bicycles LOD. Collected data about illegally
parked bicycles are converted to LOD based on the designed schema. First, the
server program collects tweets containing particular hash-tags, location infor-
mation, and the number of illegally parked bicycles in real-time. The number
of illegally parked bicycles is extracted from the text of tweet using regular
expressions.

Next, the program checks whether there is an existing observation point to
a radius of less than 30 m using the latitude and the longitude of the tweet. If
there is no observation point in illegally parked bicycles LOD, the point is added
as a new observation point. In order to add new observation points, the nearest
POI information is obtained using Google Places API and Foursquare API.
A new observation point is generated based on the name of the nearest POI.

Then the address, prefecture’s name, and city name are obtained using
Yahoo! reverse geocoder API and then Links to GeoNames.jp are generated
based on the obtained information. GeoNames.jp is a Japanese geographical
database. This process is necessary for integration with other data.

After collecting tweets, the information about observation points is obtained
using Web API, and then an RDF graph is added to the illegally parked bicycles
LOD in real-time.

11 http://www.w3.org/TR/sparql11-query/.

http://www.w3.org/TR/sparql11-query/
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Fig. 4. Part of the integrated LOD

Building of LOD Based on for Attributes. Since the data sets acquired in
Sect. 3.1 are in a number of different formats, they have poor reusability. There-
fore, it was necessary to design the schema for these data and build the LOD. We
designed the weather LOD schema with reference to the Weather Ontology12.
Based on this schema, we converted the data acquired from the JMA website into
LOD. We also designed a bicycle parking LOD schema and converted the data
acquired from websites of municipalities into LOD. A bicycle parking resource is
an instance of the “Bicycle Parking” class, and has properties of location infor-
mation, shape, and the maximum number of bicycles that can be accommodated.
Furthermore, the weather LOD and the bicycle parking LOD were linked to the
illegally parked bicycles LOD. Figure 4 shows part of the integrated LOD. Also,
the LOD have been published via the SPARQL endpoint13. Thus, it is possible
to link the number of illegally parked bicycles with the weather data and the
data about nearby bicycle parking areas.

4 Complementing and Estimating Missing Data

Since we rely on public people to observe illegally parked bicycles, we do not have
round the clock data for any place, and so there are the missing data in the ille-
gally parked bicycles LOD. There are also the missing geographical data, since
we do not have exhaustive knowledge of all the places, where bicycles might be
illegally parked. Because the number of the illegally parked bicycles is influenced
by several attributes, we estimate this missing data using Bayesian networks. We
considered geographical features and weather to be major attributes affecting to

12 https://www.auto.tuwien.ac.at/downloads/thinkhome/ontology/WeatherOntology.
owl.

13 http://www.ohsuga.is.uec.ac.jp/sparql.

https://www.auto.tuwien.ac.at/downloads/thinkhome/ontology/WeatherOntology.owl
https://www.auto.tuwien.ac.at/downloads/thinkhome/ontology/WeatherOntology.owl
http://www.ohsuga.is.uec.ac.jp/sparql
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Fig. 5. Complementation of missing attribute values

the illegal parking of bicycles, and so we used data about these attributes in our
estimation. However, there are also the missing attribute values. Thus, so we
first complement these attribute values from similar observation data, which are
found using SPARQL searches on the illegally parked bicycles LOD, the DBpedia
Japanese, and the Japanese WordNet RDF [12]. Figure 5 illustrates the comple-
mentation process of the missing attribute values. After the complementation,
the number of the illegally parked bicycles is estimated using Bayesian networks.

4.1 Complementing of Missing Attribute Values

In this paper, we consider seven attributes: day of week, time, precipitation
(true = 1 or false = 0), the nearest POI, distance to the nearest station, distance
to the nearest bicycle parking, and the maximum number of bicycles that can be
accommodated in the nearest bicycle parking area. As an example, we explain
our approach in the case, where the value of the maximum number of bicycles
that can be accommodated is missing. Suppose the aggregates of each attribute
are given by day of week A = {sun,mon, ..., sat}, time B = {0, 1, ..., 23}, precip-
itation C = {0, 1}, distance to the nearest station D = {0, 1, ...}, distance to the
nearest bicycle parking E = {0, 1, ...}, category of POI F = {0, 1, ...}, the maxi-
mum accommodation number G = {0, 1, ...}, and the number of illegally parked
bicycles H = {1, 2, ..., 6}, then the observation data are stored as an aggregate
O of vectors o ∈ A × B × ... × H. The number of parked bicycles is classified
into six classes by the number of bicycles: 0–10, 11–20, 21–30, 31–40, 41–50, and
51–60. The missing attribute values are complemented using the corresponding
attributes of the most similar data found in a search on the observation data.
When the observation data including the missing attribute values is o1, and the
observation data that is a candidate from the complementary source is o2, the
similarity of o1 and o2 is calculated using the distance formula provided in Eq. 1.

Dist(o1, o2) =
∑

x∈X

|sub(ox1 , ox2)|
max(x)

+
∑

y∈Y

propCost(oy1, o
y
2)

max(propCost(oy1, o
y
2))

, (1)

where X is the set of attributes with numerical values. If the value of the max-
imum accommodation number is missing, X = {B,C,D,E,H}. In addition, Y
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is the set of attributes whose values are not numeric, so Y = {A,F}. Moreover,
ox1 denotes the value of the attribute x in o1, sub(ox1 , o

x
2) is the value of the dif-

ference between ox1 and ox2 , and max(x) is the maximum value of the difference
in attribute x. Note that the maximum value of the difference in time is 12.
The differences between the distances to the nearest station, and the differences
between the distances to the nearest bicycle parking are given as numerical val-
ues in the range 0–11, where each unit corresponds to 20 m of distance. The
variable propCost(oy1, o

y
2) denotes the distance between oy1 and oy2 on DBpedia

Japanese and Japanese WordNet RDF. Therefore, the value of propCost(oy1, o
y
2)

may be interpreted as the total cost required to travel from oy1 to oy2 on these
LOD. The right side of Fig. 5 shows an example of this process.

Table 1. Semantics and costs of properties (owl: http://www.w3.org/2002/07/owl#,
skos: http://www.w3.org/2004/02/skos/core#, dbpedia-owl: http://dbpedia.org/
ontology/, wn20schema: http://www.w3.org/2006/03/wn/wn20/schema/, rdfs:
http://www.w3.org/2000/01/rdf-schema#)

Semantics Property Cost

Synonymy owl:sameAs 0

owl:equivalentClass

skos:closeMatch

dbpedia-oql:wikiPageRedirects

wn20schema:inSynset

Classification, Class-instance dcterms:subject 1

rdf:type

is-a, part-of skos:broader 1

rdfs:subClassOf

wn20schema:hyponymOf

wn20schema:partMeronyOf

Other other 2

Furthermore, properties are classified into four semantics, and each of these
semantics is allocated a cost. Table 1 shows these semantics and the correspond-
ing costs of the properties in the classification. The variable propCost(oy1, o

y
2)

denotes the sum of the total costs of the properties, which are passed through
from oy1 to oy2. The maximum value of propCost(oy1, o

y
2) is 12, which is the value

obtained by multiplying the cost of the other properties by 6 based on the
hypothesis of Six Degrees of Separation [13]. After searching a group (o1, o2) of
the observation data, where Dist(o1, o2) is minimized, o2 is substituted for o1.

http://www.w3.org/2002/07/owl
http://www.w3.org/2004/02/skos/core
http://dbpedia.org/ontology/
http://dbpedia.org/ontology/
http://www.w3.org/2006/03/wn/wn20/schema/
http://www.w3.org/2000/01/rdf-schema
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Table 2. Statistics for observation data

Area #observation Amount of

points observation data

Chofu-shi, Tokyo 18 601

Nerima-ku, Tokyo 5 50

Naka-ku, Yokohama-shi, Kanagawa 1 37

Fuchu-shi, Tokyo 5 19

Musashino-shi, Tokyo 4 16

Chuo-ku, Sapporo-shi, Hokkaido 9 14

Isogo-ku, Yokohama-shi, Kanagawa 2 3

Kokubunji-shi, Tokyo 2 3

Kita-ku, Sapporo-shi, Hokkaido 3 3

Inagi-shi, Tokyo 1 1

4.2 Estimating the Number of Illegally Parked Bicycles Using
Bayesian Networks

We estimate the number of illegally parked bicycles when the number data
is missing. The input dataset is the dataset complemented using the method
described in Sect. 4.1. Bayesian networks are graphical models incorporating
probabilities that represent a causal relationship between the variables of inter-
est. Since we consider the number of illegally parked bicycles to be causally
related to the day of the week, weather, and surroundings, we use Bayesian
networks for our estimations. We use the Bayesian network tool, Weka14 to esti-
mate the unknown numbers of illegally parked bicycles. The input data is a
set O, which consists of vectors with eight elements. There are 747 observation
data. We used HillClimb as search algorithm, and also used Markov blanket
classifier. The estimated data are added to the illegally parked bicycles LOD
with a particular property. More details are described in experiments.

4.3 Evaluation and Discussion

747 pieces of observational data were collected in total from January 1 to Sep-
tember 20, 2015. The number of triples (records in DB) included in the illegally
parked bicycles LOD was 98315. Table 2 shows statistics about the observa-
tion data. There are 237 pieces of the observation data that have the missing
attribute values, and these missing attribute values have been complemented
using the method discussed in Sect. 4.1. Furthermore, the number of the illegally
parked bicycles for those datasets, whose attributes have been complemented
from the input data, is estimated using the Bayesian networks. The attributes
are day of week, time, precipitation, distance to the nearest station, distance to

14 http://www.cs.waikato.ac.nz/ml/weka/.

http://www.cs.waikato.ac.nz/ml/weka/
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Table 3. Detailed accuracy

The number of illegally parked bicycles The amount of data True Positive rate

0–10 612 0.930

11–20 101 0.245

21–30 26 0.060

31–40 6 0.030

41–50 0 0.000

51– 2 0.000

Weighted average 0.643

the nearest bicycle parking, category of POI, and the maximum accommodation
number of bicycles that can be accommodated in the nearest bicycle parking
area. As a result of a 10-fold cross-validation, the accuracy of the estimation for
the unknown number of illegally parked bicycles was 64.3 %. Table 3 shows the
detailed accuracy. The most of observation data were in the range of 0–10, and
the accuracy of estimation was high. The accuracy of the other ranges is, how-
ever, relatively lower, since there were not sufficient amount of the observation
data. Thus, it affected the overall accuracy.

Also, we selected ten observation points randomly, and then estimated the
number of the illegally parked bicycles at unobserved times. As a result, the
data for six observation points were correctly estimated. Since Open Data is in
the early stages of the diffusion, we believe data collection and expansion are of
great importance, as well as the accuracy of data.

Moreover, the accuracy of the estimated data in this study was lowered for
the following reasons. The amount of the observation data was less than the
amount required, and it was imbalanced. The observations used in this experi-
ment were not equally distributed over all observation points, and the quantity
of data obtained from each observation point was different. As a result, the quan-
tity of data obtained was not sufficient to accurately estimate each conditional
probability for the number of the illegally parked bicycles.

Furthermore, the accuracy may have been lowered by restricting the number
of nearby POIs to a single location. In many cases, several stores and establish-
ments are close to an observation point, and they affect to an increase in the
number of illegally parked bicycles. Therefore, we can improve the accuracy of
our results by allowing multiple POIs and incorporating weights for each type
of POI.

5 Visualization of LOD

Data visualization enables people intuitively understand data contents. Specif-
ically, it is possible to raise the awareness of an issue among local residents by
providing a visualization of data pertaining to the urban problem. Furthermore,



140 S. Egami et al.

it is expected that we shall collect more urban data. In this section, our visual-
ization method of the illegally parked bicycles LOD is described.

The illegally parked bicycles LOD are published on the web, and SPARQL
endpoints15 are set. Consequently, anyone can download it and use it as APIs
via the SPARQL endpoint. As an example of the use of this data, we developed
a web application that visualizes illegally parked bicycles. The application can
display time-series changes of the distribution of the illegally parked bicycles
on a map. Also, the application has a responsive design, and so it is possible
to use it on various devices such as PCs, smartphones, and tablets. When the
start and end times are selected, and the play button is pressed, time series
changes of the distribution of the illegally parked bicycles is displayed. The right
side of Fig. 2 shows a screenshot of an Android smartphone, on which the web
application is displaying such an animation near Chofu Station in Tokyo using
a heatmap and a marker UI. In this study, we designated the point of illegally
parked bicycles according to user’s tweets. However, the ranges or scales of the
areas vary and thus it is difficult to display the exact ranges of the illegally
parking areas. Therefore, in the current visualization, the point of the marker
and the center of the heatmap are located at the center of the observation points,
and the range of the heatmap is fixed in 30 m radius. Also the concentration of
the heatmap is proportional to the logarithm based on the number of illegally
parked bicycles. This visualization application and the tweet application in the
left side of Fig. 2 are hosted on the above website, and so it is possible to see
the visualized information just after tweeting. Thus, users are given the instant
feedback of posting new data.

6 Conclusion

In this paper, building and visualization of Open Urban Data was described for a
solution of illegally parked bicycles problem. The techniques proposed were data
collection from Twitter, an illegally parked bicycles LOD based on a schema
design, complementing and estimating the missing data, and then visualization
of the LOD. Thus, we expect that it increases public awareness of local residents
to the problem, and also encourages them to post more data.

In the future, we will increase the amount of observation data and attributes
in order to improve the accuracy of the estimation. Moreover, we will visualize
statistics of the illegally parked bicycles LOD, and clarify the problems caused
by illegally parked bicycles in cooperation with local residents. Also, we will
evaluate the growth rate of illegally parked bicycles LOD.
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15 http://www.ohsuga.is.uec.ac.jp/sparql.
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Abstract. In this paper we develop a model that utilises occupancy sensor data
in a commercial Hot-Desking environment. Hot-Desking (or ‘office-hoteling’) is
a method of office resource management that emerged in the nineties hoping to
reduce the real estate costs of workplaces, by allowing offices to be used inter‐
changeably among employees. We show that sensor data can be used to facilitate
office resources management, in our case desk allocation in a Hot-Desking envi‐
ronment, with results that outweigh the costs of occupancy detection. We are able
to optimise desk utilisation based on quality occupancy data and also demonstrate
the effectiveness of the model by comparing it to a theoretically ideal, but imprac‐
tical in real life, model. We then explain how a generalisation of the model that
includes input from human sensors (e.g. social media) besides the presence
sensing and pre-declared personal preferences, can be used, with potential impact
on wider community scale.

Keywords: Hot-desking · Optimisation

1 Introduction

Due to the increasingly digital world we live in, we tend to derive value and knowledge
from as many sources of data as possible. Apart from any sociological parameters [1],
there are two key factors that enabled that trend.

Firstly, it is the Internet of Things (IoT) or in other words the idea of providing
internet connectivity, not only to established IT devices such as phones and computers
but also to more ‘traditional’, seemingly non-IT devices such as air conditioners, fridges,
chairs, locks etc. [2].

Secondly, it is the rise of the so-called Big Data (BD). The constantly increasing
amount of connected devices is generating an exponentially growing amount of data.
This, in conjunction with the more and more sophisticated methods of analysing data
and extracting knowledge, is bound to change the way we live [3].

Nowadays, numerous industries collect and analyse data for multiple purposes. From
organisation with environmental mindfulness that try to measure and mitigate the impact
of modern life-style on environment [4] to businesses that are after the most effective
methods to reduce costs and increase profits.
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These are only some technological trends, among the many that use data-harnessing
concepts, often labelled as ‘Smart’. Due to their ubiquity, we can only expect similar
examples to become more and more popular.

1.1 Smart Buildings

Today, the notion of Smart Cities is popular, profitable and academically thriving. The
underlying notion that a proliferation of connectable infrastructure, distributed, personal
sensors and big data could create efficient, enjoyable and sustainable cities has become
one of the defining schemes of the current age [2, 5, 6].

The application of the same notions and fundamentals within the bounds of a building
instead of the whole city (i.e. Smart Buildings) has a relatively smaller growth although
it is actually an essential part of the applications in a city level [7].

The existing work in the field of Smart Buildings, research tends to be more aligned
with more traditional concepts such as ‘smart energy’, ‘smart structures’, ‘smart
lighting’ etc.

1.2 Hot-Desking

After the rise of the service sector in developed western economies, new large office
workplaces were built by a new and increasingly diverse wave of consultancies and
financial services. This, in conjunction with the rising rental costs in the large cities
where these offices needed to be located [8] generated the issue of excessively high real
estate costs for the companies.

As such, minimising the cost of large office areas became increasingly important. A
popular idea emerged in the late 90s to replace territorial working systems - whereby
each individual is directly associated with a specific desk - with an allocation system
whereby those who attend the office on a specific day are given a free desk from a pool.
The key value driver of this was that office sizes could be reduced up to 30 % [9]
depending on the tendency of the business to visit clients and collaborators outside the
premises. A rise in part time working [10] further improved the benefit of non-territorial
desk systems.

Today, the form of hot-desking that is usually met is simply employee-led: on
attendance to the workspace, an employee chooses a free desk and claims it for the day.
However, such schemes have had mixed success [11]. Literature’s criticisms on that can
be categorised into three key aspects: (a) Ineffective management applying slow and
inconsistent methods of distributing desks that can often even lead to misunderstandings
about whether or not a desk if free [12], (b) Loss of working synergies which actually
consists of the loss of collaboration and exchange of ideas due to not placing staff
working on similar projects in close proximity, and (c) cultural and behavioural barriers
which could include but not limited to the personalisation of an office (which is mostly
lost in Hot-Desking environments) that could make the individual more comfortable and
therefore more productive [13]. None of these parameters should look insignificant since
even small variations (for example 1 % decrease) in productivity have significant impact
on even the smallest scales [14].
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1.3 Intelligent Hot-Desking

The rise of ‘Smart’ enablers provides a unique opportunity to fundamentally alter the
nature of Hot-Desking by utilising increased data about the workplace, its occupants
and their intentions and preferences. There is a considerable literature base that high‐
lights that an employee’s position, both in an absolute sense and in relation to other
employees, has a strong impact on their behaviour and happiness in the workplace [15].

In principle, rather than a ‘pegs into a slot’ approach (i.e. simple linear desks assign‐
ment in a first-come-first-served basis), intelligent Hot-Desking would evaluate the best
position for an employee to work based on an algorithm combining a number of weighted
inputs. These inputs could include, but are not limited to:

Noise level [16] of workplaces, derived from acoustic sensors distributed across the
office. There are workgroups that due to their work subject can only tolerate minimum
noise (and usually produce minimum noise too) while other groups can work effectively
in a noisy environment as well. The inability to effectively manage noise-sensitive and
noise-making workgroups in an office can be one of the top 3 factors preventing their
company from being more profitable [17].

Duration of stay derived from calendar data, or asked for at an on-arrival desk
requests. Smaller ‘touch down desks’ can be useful for individuals staying for excep‐
tionally short periods of time. This may further improve the floor area savings of tradi‐
tional Hot-Desking.

Nature of work [18], which in the case of a very large staff group, could be derived
from a system, where keywords for the type and project of work could be requested from
individuals for a given day or calendar period. This element will enable workgroups of
individuals with similar subjects and possibly similar goals to be formed which is proven
to lead in greater productivity. Similar benefits would be realised for smaller projects
too.

Environmental preferences [15] derived from various datasets, that could be gener‐
ated, among others, from temperature and light sensors across the office. Many small
but psychologically significant issues could be tackled this way. For example, individ‐
uals with a preference to warmer office environments could be placed further away from
colder areas, whereas those with a mood that is more influenced from daylight on could
be placed closer to the window.

Desk configuration, derived from asset location and management information and
could include office equipment such as multiple monitors etc.

There could also be other kinds of personal preferences that could be, derived from
occupant feedback (like for example level of satisfaction about previous desks given).
Of course, the most appropriate combination of all the aforementioned parameters will
always be heavily context-dependent.

1.4 Purpose

While it is apparent from the outset that distributing desks intelligently is indeed
possible, little research exists on how optimization might look in practice, or the value
it could bring to the workplace.
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Within this study we will explore the potential for Intelligent Hot-Desking to result
in superior working conditions (in the form of increased productivity) in comparison to
a Traditional Hot-Desking Systems.

To demonstrate this we will use the distribution logic of ‘work theme’ within a
demonstrator context of an engineering consultancy’s commercial office, facilitated by
primary data.

As such our objectives are as follows:

1. Establish a modelling framework, context and distribution algorithm for our
scenario.

2. Observe the practical workings of an Intelligent Hot-Desking System throughout a
simulated day.

3. Deduce an estimate for the improvement in productivity that Intelligent Hot-Desking
Systems could bring over Traditional Hot-Desking Systems.

4. Discuss the potential barriers and enablers to implementation of Intelligent Hot-
Desking Systems.

5. Explore the potential for expanding the model to inter-organisational scenarios and
professional social networks.

2 Related Work

The bibliography that is related to Hot-Desking can be mostly categorised into three
main research topics. Firstly, it is the topic about the impact of Hot-Desking on the health
status of the employees. The second category is related to the examination of the evolu‐
tion of the workspaces throughout the years. Finally, the third one is about the impor‐
tance of the workplace for the employees and its impact on their productivity or even
on the mind-set and their sense of team spirit. Existing studies were not found to have
similarities to this one. Related work that is presented here is about different use cases
that the concept of Hot-Desking is used for and although they can be seen as somewhat
similar to our work (by various criteria that are explained below) they are still remote
enough.

It is worth mentioning that the definition of Hot-Desking is somewhat vague and
therefore some conflicts can often occur among different authors [19, 20]. However, the
term ‘hot desks’ is most commonly used in order to express ‘desks that can be used each
time by a different user’ and this is the definition that we will use in this work.

It is often due to this controversy on the definition, that the topic of Hot-Desking is
related to Sit-and-Stand desks and therefore to employees’ health. Authors of [21] for
example relate hot desks with standing desks and they look into the impact that this kind
of desks has on the sedentary work time in an open plan office. According to the findings,
these desks did not have a great impact on the sitting working time of the employees.

In a similar fashion, the effectiveness of sit-stand workstations in terms of their ability
to reduce employees’ sitting time is studied in [22]. However, the findings from this
‘Stand@Work randomised controlled trial pilot’ differ significantly from the previous
one since that study shows that these kind of desks can indeed reduce sedentary work
times in the short term. It should be mentioned though that authors note the necessity of
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larger scale studies on more representative samples in order for the exact impact of sit-
stand workstations on the health of individuals to be more accurately determined.

In [23], an attempt for results of six related pieces of research to be compared is
made. All six of them are about the effect that some interventions at the workplace can
have on the sitting habits of the employees during their working hours. The interventions
vary from one another and in all of them, sitting time had not a significant decrease due
to the aforementioned interventions.

Authors of [24] relate hot desks with sit-stand desks. These are desks that are consid‐
ered ‘hot’ according to the definition that we adopt, with the specificity of being used
in a standing position. The objective here was to examine whether the use of these desks
along with awareness regarding the importance of postural variation and breaks would
manage to cause better sedentary habits for the employees. The results showed that the
adoption of these desks led to a better sedentary behaviour.

In a fashion similar to the previous works that were presented, authors of [25]
experiment on the effect that the installation of sit-stand workstations could have on the
reduction of worker’s sitting times. In this study the results were very encouraging since
the adoption of the sit-stand workstations was astonishing with huge impact on the sitting
times (‘Sitting was almost exclusively replaced by standing’). However, although the
strong acceptability of these workstations, there were some design limitations that
should be considered in future attempts.

All the aforementioned pieces of research belong to the first of the three categories
that the bibliography can be summed up to (i.e. the impact of Hot-Desking on the health
status of the employees). Below, we present characteristic representatives of the
remaining two categories. Representatives of the second category (i.e. examination of
the evolution of the workspaces throughout the years) followed by the ones related to
the importance of the workplace and its impact on the productivity, mind-set and team
spirit of the employees, which is the third category.

The evolution of the workplaces is examined at [19]. In particular, its authors inves‐
tigate the rate of adoption of modern-type workplaces, including but not limited to Hot-
Desking. It is interesting though that the authors define ‘hot desks’ as ‘desks which
workers have to book in advance to use’ while the definition we adopted resembles more
the definition that authors use for ‘collective office’ which according to them is ‘facilities
that are shared and used on an as needed basis’. Combining many sources of evidence,
authors conclude that although workplaces tend to differ more and more from the typical
conventional ones that were used in the past almost exclusively, this is happening with
a slower rate than some claim. The findings of this study are mostly confirmed by the
findings of [13]. According to the evidence of the latter, office work is increasingly
differentiated from the traditional workplaces although for the majority of employees,
work still corresponds to a designated place.

In [26] we meet once more the concept of Stand@Work, but this time it is not its
impact to the sedentary patterns that is investigated. Instead, the objective was to qual‐
itatively evaluate the willingness of the employees to adopt new types of workplaces,
the feasibility of such a venture and the general perception of employees about the use
of sit-stand workstations. The whole scheme was generally perceived as both acceptable
and feasible although studies with different populations and settings need to be made.
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Another study [26], considers Hot-Desking within the grand scheme regarding the
societal changes in the ownership of space. The aim of this study is to sociologically
analyse the emergent sociospatial structures in a Hot-Desking environment where space
is used by more than one users exchangeably. The study results in two interesting find‐
ings. Firstly, the find that the perception of mobility may not be spread evenly among the
employees, resulting in two different groups of them: the settlers (i.e. the most resistive
to change) and the ‘hot-deskers’. Secondly, according to the findings, the routine of mobi‐
lity itself can generate additional work and a motion of marginalisation to the adopters.

For the third and final category of related studies, we can include [11] as well,
although it belongs to the previous category too. That is because its findings are related
not only to the evolution of workplaces but also to the impact that this has on the adopters,
from multiple perspectives.

Apart from that study, there is also [14] which examines the impact of Hot-Desking
on organisational and team identification. The study tested the level up to which the
organisational and the team identity are affected by the way desks are assigned and
secondly the impact that physical arrangements have on the level of engagement with
the organisation. According to the results, team identity is more salient than organisa‐
tional identity when a traditional desks assignment is applied whereas organisational
identity is more salient when Hot-Desking is applied. The findings also denote that
physical arrangements not only have significant impact on the level of engagement of
the employees, but also on the on the type and focus of organisational participation.

2.1 Elements of Originality

It is obvious from the related work that is presented, that research in the field is relatively
undeveloped, especially when we consider when these studies were made. But most
importantly, there is a big gap in the bibliography when it comes to the research of the
connection between the Hot-Desking and the productivity of the adopters. As shown
already, studies on that connection are very scarce and even then it is only an indirect
connection that researchers usually study. Now researchers almost always examine the
implications of Hot-Desking on health, or more specifically on the sedentary habits of the
adopters. Even the study on profitability, which is one of the reasons that Hot-Desking
was initially developed, has been ignored due to the aforementioned approaches.

Furthermore, the nature of the existing approaches is such that no modelling is
performed in order to utilise Hot-Desking in the best possible way, both in terms of
organisation’s profitability and employees’ productivity.

What we offer is a different approach. It is a model that based on occupancy data of
the employees, calculates in real time and suggests which desk has to be assigned to
every employee at the time they arrive at the organisation. The model decides which
desk will make the employee as productive as possible based not only on the project
that they are working on but also on the projects that all the remaining employees are
working on at that period of time. That way, not only employees find themselves working
in the most productive environment possible without having to decide the sitting
arrangements themselves (with any disadvantages that this would entail in terms of inter-
employee relationships) but also the organisation will have a double benefit as it will
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make profit not only due to the number of desks that will not need to use anymore (desks
will be less than the employees while still covering their needs), but also due to the fact
that all employees will work under optimal productivity conditions.

3 Modelling

We will principally address the situation as a discrete events simulation handling the
grid of desks as a grid of slots, each of which can be occupied by only one employee at
a time and is either free or occupied.

On an employee’s arrival, the model will decide the best desk for the individual to
be assigned to. Every individual’s productivity affects and get affected by individuals
close to them (more on the notion of productivity are explained below). The positioning
will be such that the total productivity of the grid of desks, which is the sum of the
productivities of the employees of all desks, is maximised.

The simulation will run for 1 day during which many properties of the employees
are logged (their desk, their individual productivity, the time they spent in their offices
and the total productivity of the grid). The time is so accurately measured that is prac‐
tically impossible that two incidents (each of which can be either an arrival or a depar‐
ture) can happen at exactly the same time.

3.1 Individuals

For the behaviour of individuals we will be using primary observational data collected
from an anonymised office of an engineering consultancy. The observed scenario has
the following characteristics:

• Office grid: 144 desks (12 x 12)
• Total number of employees: 180

In practice, the time spent in the office will vary distinctly among individuals. Support
staff, such as HR and Accounting are unlikely to ever leave for off-site work. Low and
middle-ranking general employees are likely to attend client sites on occasion, and high-
ranking staff, whose role include client relation management and thought-leadership,
are likely to regularly leave, and be, out of office. These are of course generalisations
and the exact spread and nature of office attendance will depend on organisational size,
office size, industry and organisational culture.

By observation, supported by reasonable assumption, we can see that flow to the
office in our scenario is a combination of (a) traditional morning and evening peaks for
entrance and exiting to the office and between these (b) a lesser, broader flow of assorted
leaving and re-entering of the office for various business engagements.

The first is relatively simple to model; the latter will require considerable simplifi‐
cation. Fitting normal distributions, we will estimate the probability of an individual
entering the office over the course of the day and the probability of an individual who
is in the office, leaving an office, as the sum of the following weighted distributions:
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Arriving: w1*A + w2*B; w1 + w2 = 1
A: Norm (8.5, 1), w1 = 0.7
B: Norm (13, 5), w2 = 0.3
Leaving: y1*A + y2*B; y1 + y2 = 1
A: Norm (18, 1), y1 = 0.7
B: Norm (13, 5), y2 = 0.3

Figure 1 displays this graphically. These estimates will serve as a reasonable assumption
for a generic context. However, variation will exist between different companies and
different industries.

Fig. 1. Graphs of the distributions that describe arrival and departure times of employees

We will also simplify as to there being no inter-relation between arrivals and depar‐
tures of individuals. In other words, if an individual arrives late to the office, they are
just as likely to leave for a meeting as someone who has been there since early. We will
deem this an acceptable simplification. Furthermore, employees will only be able to
enter and leave the premises once. The probability distributions will in effect simulate
real return visits as new individuals.

Lunch and other temporary breaks have been ignored as observation demonstrates
that desks remain allocated during these periods.

In the wider group of staff from which our sample is taken, there were five work
types. The distributions of these work types (i.e. the probability of random employee to
belong in any of these types) in our primary data are thus: Type A: 40 %, Type B: 30 %,
Type C: 15 %, Type D: 10 %, Type E: 5 %. If some day, other than the one we model,
employees change workgroups, this probabilities will change too. This specific distri‐
bution may not be the reality in all samples. However, our research suggests this is not
unusual for the industry from which the examined organisation is from [27].

3.2 Productivity

There is no documented method for assessing the level or quality of interaction between
two individuals in the workplace and the distance between their desks. As discussed,
research has simply shown that the quality, with respect to pragmatic business ends,
appears to be higher when ‘the right’ individuals are in a ‘close proximity’ since the
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ability to speak to one another is regularly cited as a beneficial consequence of sitting
near another individual [7]. Thus, we will use the behaviour of noise to model these
relationships since noise levels can determine the quality of the aforementioned commu‐
nication. In particular the square law will be used to describe noise impact with respect
to distance from the noise generator.

As such, we depict individuals as being able to have a positive productivity influence,
following square-law decay, to other relevant (i.e. of the same work type) individuals
in their proximity. Of course, when individual i influences individual j, j also affects i
in the same way, since this is only distance and workgroup dependent. Influences will
sum linearly when several sources of influence are combined. We model irrelevant staff
as having neither positive nor negative effect.

We assume desk units have a size of 2.5 m boundary from observation in our
scenario, and that noise values are measured 0.5 m from the centre of the unit – again,
a realistic point of seat from observation of scenario. We will then use basic square law
as an estimate:

I2 =

(
d1

d2

)2

× I1, I3 =

(
d1

d3

)2

× I1 (1)

For simplicity we ignore diagonal inaccuracies. Value of n will start at 25, to produce
the values that are demonstrated below:

1st Row Proximity: 1
2nd Row Proximity: 0.25
3rd Row Onwards: (neglected for simplicity)

This is also depicted in Fig. 2 which uses the square law formulas (1). What this prac‐
tically means is that every employee has a zero productivity when arriving the premises
and after the algorithm has assigned a desk to that individual, every employee’s produc‐
tivity becomes:

Prod(emp) = 1 × n1 + 0.25 × n2 (2)

Where, n1 is the number of employees of the same workgroup that occupy desks (out
of the 8 in total) neighbouring to the employee whose productivity we measure (i.e. first
row neighbours) and n2 is the number of employees of the same workgroup that occupy
desks (out of the 16 in total) that are next to the neighbours of the employee whose
productivity we measure (i.e. second row neighbours).

It can be easily observed that if an employee is surrounded in the first row on all sides
by other employees of the same workgroup, a value of 8 (8 x 1) is achieved. If the same
applies for the second row then a value of 12 is achieved (8 x 1 + 16 x 0.25), which is the
maximum achievable productivity for any individual. Therefore, there is obviously a
synergy: when there are two individuals, they improve each other’s working environ‐
ment, so the total ‘quality of environment’ increases from 0 (with one person) to 2 (with
both).

According to formula (2), when an employee is not surrounded by an employee of
the same workgroup, then the productivity of this particular employee is equal to zero.
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That does not mean, that this employee is not contributing at all, but what this model
computes is the best way to allocate employees to desks and for that reason, even
assuming that every employee’s initial productivity (i.e. when there is no employee of
the same workgroup around) is equal to prodinit, if it is the same for everyone (and it
cannot be assumed that the individuals are not equally productive when working alone
without any measurements to support that), then that would offer nothing to the model
and the optimal solutions would be exactly the same. That would happen because when
comparing between two possible allocations A1 and A2 of h employees where

TotalProductivity
(
A1
)
= P1, TotalProductivity

(
A2
)
= P2 (3)

Then, with the addition of prodinit, we would have

TotalProductivityNew
(
A1
)
= P1 + h × prodinit (4)

TotalProductivityNew
(
A2
)
= P2 + h × prodinit (5)

Therefore, it is obvious that the result of the comparison between TotalProduc‐
tivity(A1) and TotalProductivity(A2) would be always the same as the result of the
comparison between TotalProductivityNew(A1) and TotalProductivityNew(A2).

3.3 Intelligent Hot-Desking Distribution Process

Possible methods by which we could evaluate the distribution of the desks in this system
include:

• On-arrival, Current-State Individual Optimisation: In a system where no pre-advice
is given as to who will be in and who shall not, desks are allocated aiming to maximise
the productivity of the arriving individual based on information for the exact moment
they enter, hoping conditions stay favourable.

• On-Arrival, Current-State Group Optimisation: In a system where no pre-advice is
given as to who will be in and who shall not, desks are allocated aiming to maximise
the total productivity of all currently in the office, based on information for the exact
moment they enter, hoping conditions stay favourable.

Fig. 2. Representation of the effect of one employee to the productivity of their neighbours
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• Full-Term, Group Optimisation: In a system where pre-advice is given as to who will
and will not be in (including duration of stay), desks are allocated aiming to maximise
the total productivity of all individuals intending to arrive that day.

It is clear that the more advanced the system, the more ideal the seating locations
and the higher the productivity overall. For purposes of computational simplicity, and
to avoid reviewing a distribution process with significant cultural barriers to implemen‐
tation, we will use the second method in this instance.

By observation it can be considered that systems 1 and 2 will struggle with early
arrivals as many permutations are identical – yet their decision will strongly influence
the rest of the day. As such a tie-breaker logic is required. After experimentation of
several tie-breaker systems, the most effective was chosen. The first (out of the ones that
are present at the premises; not including the ones that have left) representative of every
workgroup that arrives will be sent as close to a predefined extremity of the office that
has been preassigned to that workgroup as possible. These will be the four corners
(workgroup A at top left, B at top right, C at bottom left and D at bottom right) and the
centre of the grid for workgroup E. In effect, the distribution has a disposition to form
colonies with enough space to expand before starting interfering with each other, plan
that will lead to high total productivity.

3.4 Variations of the Model

The model under testing has actually four versions which can be perceived as four
different models. All the aforementioned characteristics are common across all models.
Their differences are the following:

• Model 1: When an employee arrives, the algorithm assigns an empty desk to them.
If there is no free desk, the employee leaves the premises and does not return the
same day. When the employees leave the premises, either because it is time for them
to leave or because there is no free desk, they do not return the same day.

• Model 2: When an employee arrives, the algorithm assigns an empty desk to them.
If there is no free desk, the employee goes at the end of a First-In-First-Out queue.
The employee leaves the queue if it is time to leave the premises or if there is a free
desk for them (whichever comes first). When the employees leave the premises, either
because it is time for them to leave or because there is no free desk (or both), they
do not return the same day.

• Model 3: When an employee arrives or when an employee departs, all the employees
(apart from the one that is leaving, in the case of departure) are reassigned (possibly
different) desks of the grid, so that the maximum possible productivity can be
achieved with the given employees at that time. When an employee arrives and there
are no free desks, the employee leaves the premises. When the employees leave the
premises, either because it is time for them to leave or because there is no free desk,
they do not return the same day.

• Model 4: When an employee arrives or when an employee departs, all the employees
(apart from the one that is leaving, in the case of departure) are reassigned (possibly
different) desks of the grid, so that the maximum possible productivity can be
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achieved with the given employees at that time. When an employee arrives and there
are no free desks, the employee goes at the end of a First-In-First-Out queue. The
employee leaves the queue if it is time to leave the premises or if there is a free desk
for them (whichever comes first). When the employees leave the premises, either
because it is time for them to leave or because there is no free desk (or both), they
do not return the same day.

It is worth clarifying that an employee can leave the premises while waiting in the
queue, for the same reasons that they could leave while being in a desk (i.e. external
business commitments etc.)

Model 1 has been actually tested at [28] when it was compared to the following three
variations:

• Individuals come in and are allocated a desk randomly among the free desks, with
no logic applied. If there is no free desk, they leave the premises and do not return
the same day.

• Individuals come in and are given a desk in a ‘closest desk free’ (to the top left of
the office) system. Essentially, this is the linear, ‘pegs into a slot’ distribution that
has already been discussed. If there is no free desk, they leave the premises and do
not return the same day.

• For means of understanding its influence, we will simulate a distribution that simply
has the ‘extremities’ tie-breaker logic only, and aims to throw individuals as close to
the predefined extremities, and does none of the evaluation in the intelligent system.
If there is no free desk, they leave the premises and do not return the same day.

As a result of that comparison, Model 1 was found to be the best (i.e. leads to a distri‐
bution of employees with higher total productivity than the total productivity of the
distribution that the remaining three variations lead to).

The aim of this work is to take that previous study one step further and compare Model
1 with variations like Model 2, Model 3 and Model 4. Although it is obvious that Model 3
and Model 4 are not applicable in real life, they are still useful for comparison because they
represent the ideal models. That is because these two models solve an inevitable problem
that Model 1 and Model 2 have. Although Model 1 encourages the creation of colonies by
employees from workgroups A, B, C, D and E (which is the best way to result in a high
total productivity since individuals increase their productivity when they are close to other
individuals of the same workgroup), inevitably there will be times where a colony will have
a free desk in it, due to a departed employee of that colony, which will be occupied by an
employee of another workgroup who cannot be placed closer to their own workgroup
because there are not any free desks close to that group. That will create desk grids with
individuals that are not placed in the most optimised way. However, this is inevitable
unless all employees are rearranged frequently during the day, which is impractical and
inapplicable in real life. However, it is useful to check how much better the results of
Model 3 and Model 4 are when compared to Model 1 and Model 2 respectively, because
if the difference is small that would mean that Model 1 and Model 2 are actually very close
to the absolute optimal and therefore work great.
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4 Results

In this section the results of Model 1, as described before, will be demonstrated, analysed
and compared to Model 2, Model 3 and Model 4. Figure 3 depicts the impact of all
models on the total productivity of the organisation throughout the whole day.

The equivalence of the aforementioned models to the ones on Fig. 3 is: Model
1 = Hotdesk, Model 2 = Queue, Model 3 = New and Model 4 = NewQueue. Judging
by this figure, we can tell that the addition of queues not only has very small impact on
the productivity, but also that slight impact is not always positive (it is not easily visible
in this size of the figure but it is positive sometimes) but it can also be negative. That
may not always be the case with queues, but even in this case it should not be seen as
an unorthodox fact. The reasoning behind that phenomenon can be explained with the
following example. Since the employees are less than the desks, there can be times where
all desks are occupied and employees keep arriving. In the scenario that includes queues,
if employee e1 arrives and there are no free desks, e1 will go last in the queue. If employee
e2 arrives later and there are still no free desks, e2 will go last in the queue, behind e1
(providing that e1 has not left the queue because it was time to leave). By the time there
is a free desk for e2, it can be the case that e2 has already left while some other employees,
like e1 for example, may have found a desk by then. Therefore, due to the queues,
employee e1 was advantaged compared to e2. However, if there were no queues, there
would be higher chances for e2 to find a desk on arrival because if some other employee,
like e1, had arrived before e2 and had not found a free desk, they would have left, instead
of waiting of waiting in a queue in front of e2. Thus, in the case of queues, e2 would be
disadvantaged compared to e1 even if e2 had more to offer than e1 to the total productivity.
This example demonstrates situations that can occur and lead to Model 2 resulting in
less productivity than Model 1 (and Model 4 less than Model 3, respectively) for some
periods of time. To sum up, queues maintain the first-come-first-served logic of the desks
assignment whereas absence of queues can break that rule (like in the example where
e2 could have found a desk before e1, if e1 had departed just after their arrival) which
can sometimes be beneficial for the total productivity.

Fig. 3. Comparison of all 4 models with respect to the productivity they result in
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However, the most important finding that comes out of this figure is the fact that
Models 3 and 4 do not produce significantly better total productivity than Models 1 and
3, respectively, throughout the biggest part of the day. In other words, the, not applicable
in real life, Models 3 and 4 that produce the best possible total productivity, seem to
perform only slightly better than Models 1 and 3, respectively. The only periods of time,
that Models 3 and 4 outperform Models 1 and 2 significantly is towards the end of the
day when not many employees are still at their desks and if they have been arranged
according to Models 1 or 2 then they will most probably be disorderly spread. And still,
this difference is significant more in percentage terms and less in absolute numbers That
is a huge success for Models 1 and 2 and a very good indicator that there is not much
room for improvement of the algorithm, providing that the fundamental assumptions of
the model remain the same. A possible and simple way to make Model 1 (resp. Model
2) almost equivalent to Model 3 (resp. Model 4) is to rearrange all employees only once
(which is viable) in the afternoon, when the impact of the many departures is already
apparent. After that time, although Models 3 and 4 will continue to perform better than
1 and 2, the difference will be even smaller. Figure 4 actually demonstrates that idea in
practice for Model 1 (‘Hotdesk’) compared to Model 3 (‘New’). The reassignment
occurs at 3 pm and its result is demonstrated on Fig. 5.

In order for the difference between Model 1 and Model 3 to be seen in practice,
snapshots from the distribution of employees among the desks is provided at 3 pm, when
a significant amount of employees has already departed and since there are not many
that are still to come, most of the workgroups are not optimally spread across the desks,
in case of Model 1, but are still optimally spread in case of Model 3. This is not a
contradiction to the previous explanation of Fig. 5 because it is expected that the snapshot
at 3 pm of the modified version of Model 1 (with one rearrangement at 3 pm) will be
the same as the snapshot of Model 3, at the same time (3 pm).

Converting the gain in productivity into gain in profitability is not always straight‐
forward. One of the reasons is that the gain in productivity will lead to gain in working
time which is not always sure if it will invested on productivity again and in what
percentage. Making very austere assumptions about the percentage of the saved working

Fig. 4. Comparison of Model 1 with a rearrangement at 3 pm (‘Hotdesk’) to Model 3 (‘New’)
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time that will be reinvested in productivity (0.1 %–5 %) and based on Table 1 [29], we
calculate the years that will need in order for the investment of installing the system to
run the aforementioned models to be fully repaid. It is worth mentioning that the cost
of such an investment is considered to be in the neighbourhood of £15 000 [30].

5 Conclusions and Future Work

Out of the three methodologies that were described earlier (i.e. (a) On-arrival, current-
state individual optimisation, (b) On-arrival, current-state group optimisation and
(c) Full-term, group optimisation) we modelled the second one. That is because it is
more sophisticated than the first methodology and there are only specific applications
where this could potentially be preferred. The third methodology, would require even
more data and forecasting on the arrival and departure times which means that there

Table 1. Correspondence of productivity increase (%) to actual annual profit

Percentage productivity increase Annual value Investment repayment time (Years)
0.1 % £ 15 502 0.97
0.2 % £ 31 004 0.48
0.3 % £ 46 505 0.32
0.4 % £ 62 007 0.24
0.5 % £ 77 509 0.19
0.6 % £ 93 011 0.16
0.7 % £ 108 512 0.14
0.8 % £ 124 014 0.12
0.9 % £ 139 516 0.11
1.0 % £ 155 018 0.10
2.0 % £ 310 036 0.05
3.0 % £ 465 053 0.03
4.0 % £ 620 071 0.02
5.0 % £ 775 089 0.02

Fig. 5. Snapshots of workgroups allocation for Model 1 (left) and Model 3 (right) at 3 pm
(? = Free)
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would be the danger of resulting in big inaccuracies. Furthermore, an adjustment period
is required before such a model can be trusted. Using the second methodology we
managed to provide a realistic and productivity-oriented way of assigning desks to indi‐
viduals at a workplace. Additionally, not only did we confirm that this method can
outperform other common ways of desk assignment, but we demonstrated that its effec‐
tiveness is comparable with a model that was designed to result in the optimal outcome.
Finally, the profit implications for the corresponding organisation were analysed and
the adoption of the model was found to be an easily repayable investment.

However, we aspire to use this modelling for greater social impact that transcends
organisational boundaries. At the heart of our model is the assumption that sensing data
and personal preferences can feed into an intelligent platform that will bring together
the most suitable co-workers under their preferred working conditions. But there is no
constraint to assume that these persons must be working within the same organisation.
In fact, if we apply this model in facilitating the desk allocation in the scenario of a
business incubator, it could bring together complementary skills and expertise as well
as personality types. To that effect we intend to develop the model further to include
inputs from human sensors (e.g. social media updates), besides the ‘hard’ sensing data
which may include e.g. presence and location, as well as predefined personal preferences
and maybe calendar entries. We have planned an amendment that will be able to foster
meaningful clustering in an incubator setting and hopefully facilitate co-working
between entrepreneurs with compatible ideas and complementary skills.
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Abstract. The enormous amount of recently available mobile phone
data is providing unprecedented direct measurements of human behav-
ior. Early recognition and prediction of behavioral patterns are of great
importance in many societal applications like urban planning, trans-
portation optimization, and health-care. Understanding the relationships
between human behaviors and location’s context is an emerging interest
for understanding human-environmental dynamics. Growing availabil-
ity of Web 2.0, i.e. the increasing amount of websites with mainly user
created content and social platforms opens up an opportunity to study
such location’s contexts. This paper investigates relationships existing
between human behavior and location context, by analyzing log mobile
phone data records. First an advanced approach to categorize areas in
a city based on the presence and distribution of categories of human
activity (e.g., eating, working, and shopping) found across the areas, is
proposed. The proposed classification is then evaluated through its com-
parison with the patterns of temporal variation of mobile phone activity
and applying machine learning techniques to predict a timeline type of
communication activity in a given location based on the knowledge of
the obtained category vs. land-use type of the locations areas. The pro-
posed classification turns out to be more consistent with the temporal
variation of human communication activity, being a better predictor for
those compared to the official land use classification.
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1 Introduction

Recent extensive penetration of digital technologies into everyday life have
enabled creation and collection of vast amounts of data related to different
types of human activity. When available for research purposes this creates an
unprecedented opportunity for understanding human society directly from it’s
digital traces. There is an impressive amount of papers leveraging such data for
studying human behavior, including mobile phone records [5,16,29–31], vehicle
GPS traces [22,37], social media posts [20,21,25] and bank card transactions
[38,39]. With the growing mobile phone data records, environment modeling
can be designed and simulated for understanding human dynamics and corre-
lations between human behaviors and environments. Environment modeling is
important for a number of applications such as navigation systems, emergency
responses, and urban planning.

Researchers noticed that type of the area defined through official land use
is strongly related with the timeline of human activity [13,24,28,33,48]. But
those sources of literature do not provide extensive analyses on categorical pro-
file of the geographical areas. This limits the understanding of the dependency
of human behaviors from geographical areas. Our analysis confirms this relation,
however we show that land use by itself might be not enough, while categorical
profile of the area defined based on OSM provides a better prediction for the
activity timeline. For example, even within the same land use category, timelines
of activity still vary depending on the categorical profile. In this paper, different
from these works, we start from clustering the entire city based on area profiles,
that are a set of human activities associated with a geographical location, show-
ing that those activities have different area types in terms of the timelines of
mobile phone communication activity. Further we show that even the areas of
the same land use, which is formally defined by land-use management organiza-
tions, might have different clusters based on points of interest (POIs). But those
clustered areas are still different in terms of the timelines. This will contribute
to other works showing that not only the land use matters for human activity.

This paper uses mobile phone data records to determine the relationship
between human behaviors and geographic area context [9]. We present a series
of experimental results by comparing the clustering algorithms aiming at answer-
ing the following questions: (1) To what extent can geographical types explain
human behaviors in a city, (2) What is the relationship between human behav-
iors and geographical area profiles? We demonstrate our approach to predict area
profiles based on the timelines of mobile phone communication activities or vice
versa: to predict the timelines from area profiles. We validate our approach using
a real dataset of mobile phone and geographic data of Milan, Italy. Our area clus-
tering techniques improve the overall accuracy of the baseline to 64.89 %. Our
result shows that land-uses in city planning are not necessarily well defined that
an area type is defined with one type of human activity. But growing and devel-
opment of city structures enable various types of activities that are present in
one geographical area. So this type of analysis and its application is important
for determining robust land-uses for city planning. Also the hidden patterns and
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unknown correlations can be observed comparing the mobile phone timelines in
relevant areas. The result of this work is potentially useful to improve the clas-
sifications of human behaviors for better understanding of human dynamics in
real-life social phenomena and to provide a decision support for stakeholders in
areas, such as urban city, transport planning, tourism and events analysis, emer-
gency response, health improvement, community understanding, and economic
indicators.

The paper is structured as follows Sect. 3 introduces the data sources we
use in this research and the data-processing performed. The methodology is
described in Sect. 4. We present and discuss the experimental results in Sect. 5.
Finally, we summarize the discussions in Sect. 6.

2 Related Works

Human behavior is influenced by many contextual factors and their change, for
instance, snow fall, hurricane, and festival concerts. There are number of research
activities that shed new light on the influence of such contextual factors on
social relationships and how mobile phone data can be used to investigate the
influence of context factors on social dynamics. Researchers [2,4,15,28] use an
additional information about context factors like social events, geographical loca-
tion, weather condition, etc. in order to study the relationship between human
behaviors and such context factors. This is always as successful as the quality
of the context factors. The combination of some meteorological variables, such
as air temperature, solar radiation, relative humidity, can effect people’s com-
fort conditions in outdoor urban spaces [43], poor or extreme weather conditions
influence peoples physical activity [45]. Wang and Taylor [49] exhibited high
resilience, human mobility data obtained in steady states can possibly predict
the perturbation state. The results demonstrate that human movement trajec-
tories experienced significant perturbations during hurricanes during/after the
Hurricane Sandy in 2012. Sagl et al. [35] introduced an approach to provide
additional insights in some interactions between people and weather. Weather
can be seen as a higher-level phenomenon, a conglomerate that comprises sev-
eral meteorological variables including air temperature, rainfall, air pressure,
relative humidity, solar radiation, wind direction and speed, etc. The approach
has been significantly extended to a more advanced context-aware analysis in
[36]. Phithakkitnukoon et al. [28] used POIs to enrich geographical areas. The
areas are connected to a main activity (one of the four types of activities investi-
gated) considering the category of POIs located within it. To determine groups,
that have similar activity patterns, each mobile user’s trajectory is labeled with
human activities using Bayes Theorem in each time-slot of a day for extracting
daily activity patterns of the users. The study shows that daily activity pat-
terns are strongly correlated to a certain type of geographic area that shares
a common characteristic context. Similar to this research idea, social networks
[48] have been taken into account to discover activity patterns of individuals.
Noulas et al. [24] proposed an approach for modelling and characterization of
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geographic areas based on a number of user check-ins and a set of eights type
of general (human) activity categories in Foursquare. A Cosine similarity metric
is used to measure the similarity of geographical areas. A Spectral Clustering
algorithm together with K-Means clustering is applied to identify an area type.
The area profiles enables us to understand groups of individuals who have sim-
ilar activity patterns. Soto and Frias-Martinez [42] studied mobile phone data
records to characterize geographical areas with well defined human activities,
by using the Fuzzy C-Means clustering algorithm. The result indicated that five
different land uses can be identified and their representation was validated with
their geographical localization by the domain experts. Frias-Martinez et al. [13]
also studied geolocated tweets to characterize urban landscapes using a compli-
mentary source of land-use and landmark information. The authors focused on
determining the land-uses in a specific urban area based on tweeting patterns,
and identification of POIs in areas with high tweeting activity. Differently, Yuan
and Raubal [50] proposed to classify urban areas based on their mobility pat-
terns by measuring the similarity between time-series using the Dynamic Time
Warping (DTW) algorithm. Some areas focus on understanding urban dynamics
including dense area detection and their evolution over time [23,46]. Moreover,
[14,32,41] analyzed mobile phone data to characterize urban systems. More spa-
tial clustering approaches (Han et al. [19]) could group similar spatial objects
into classes, such as k-means, k-medoids, and Self Organizing Map. They have
been also used for performing effective and efficient clustering. In this research,
we use spectral clustering with eigengap heuristic followed by k-means cluster-
ing. Reades et al. [33] and also [18,27] used eigengap heuristic for clustering
urban land-uses. In many works [3,26,32,34,40,44] the authors analyzed mobile
phone data activity timelines to interpret land-use type. Pei et al. [26] analyzed
the correlation between urban land-use information and mobile phone data. The
author constructed a vector of aggregated mobile phone data to characterize
land-use types composed of two aspects: the normalized hourly call volume and
the total call volume. A semi-supervised fuzzy c-means clustering approach is
then applied to infer the land-use types. The method is validated using mobile
phone data collected in Singapore. Land use is determined with a detection rate
of 58.03 %. An analysis of the land-use classification results shows that the detec-
tion rate decreases as the heterogeneity of land use increases, and increases as
the density of cell phone towers increases. Girardin et al. [17] analyzed aggregate
mobile phone data records in New York City to explore the capacity to quantify
the evolution of the attractiveness of urban space and the impact of a public
event on the distribution of visitors and on the evolution of the attractiveness
of the points of interest in proximity.

3 Collecting and Pre-processing the Data

We use two types of datasources for this experiment; (1) POIs from available
geographical maps, Openstreetmap (2) Mobile phone network data (sms, inter-
net, call, etc.) generated by the largest operator company in Italy. The mobile
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phone traffic data is provided in a spatial grid, the rectangular grid of dimensions
100× 100, where each unit size of the grid is 235 m× 235 m. We use the grid as
our default configuration for collecting human activity distribution and mobile
network traffic activity distribution.

3.1 Openstreetmap

In [6–8,11], one of the key elements in the contextual description of geographical
regions is the point of interest (POI) (e.g. restaurants, ATMs, and bus stops)
that populates an area. A POI is a good proxy for predicting the content of
human activities in each area that was well evaluated in [10]. Employing a model
proposed in [10], a set of human activities likely to be performed in a given
geographical area, can be identified in terms of POI distribution. This allows
us to create area profiles of geographical locations in order to provide semantic
(high level) descriptions to mobile phone data records in Milan. For example,
a person looking for food if the phone call is located close to a restaurant. We
exploit the given spatial grid to enrich the locations with POIs from open and free
geographic information, Openstreetmap (OSM)1. We collected in total 552,133
POIs that refined into 158,797 activity relevant POIs across the locations. To
have a sufficient number and diversity of POIs in each location, we consider
the nearby areas for estimating the likelihood of human activities. The nearby
areas are the intersected locations within the aggregation radius of the centroid
point at each location. The aggregation radius is configured differently in each
location, which satisfies the need for the total number of POIs in such intersected
locations to be above the threshold h, see Fig. 1a and 1b where each location at
least h = 50 number of POIs in the intersected locations. Across locations, the
min, median, and max number of POIs are 50, 53, and 202.

(a) The location size (aggregation radius *
2) distribution

(b) Human activity relevant POI distribution
considering aggregation radius

Fig. 1. The distributions of POIs and human activities across locations.

1 http://www.openstreetmap.org.

http://www.openstreetmap.org
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In order to build area profiles of each location, a n × m dimensional matrix
An,m is defined for each location n ∈ {1, .., 10000}. Each element An,m contains
the weight of activity categories m in location n where the m ∈ {eating, educa-
tional, entertainment, health, outdoor, residential, shopping, sporting, traveling,
working}, with the total number of 10 measurements of human activities per
each location. The weight of each category of activities are estimated by the
HRBModel which allows us to generate a certain weight for human activities
that is proportional to the weight of relevant POIs located in each location.
The weight of POIs in a given location, is estimated by the following equa-
tion of tf − idf(f, l) = N(f,l)

argmax
w

{N(w,l):w∈l} ∗ log |L|
|{l∈L:f∈l}| , where f is a given

POI; f ∈ F , F={building, hospital, supermarket,...} and l is a given location;
l ∈ L, L={location1, location2, location3,...}, N(f, l) is the occurrence of POI
f and its appearance in location l and argmax

w
{N(w, l) : w ∈ l} is the maxi-

mum occurrence of all the POIs in location l, |L| is the number of all locations,
|{l ∈ L : f ∈ l}| is the number of locations where POI f appears.

Fig. 2. The activity distribution in Milan

The activity distribution in Milan area is shown in Fig. 2. The sporting,
working, eating and transportation types of activities are mainly performed in
the city.

3.2 Mobile Phone Network Traffic

In this work, we used a dataset from “BigDataChallenge”2 organized by Telecom
Italia. The dataset is the result of a computation over the Call Detail Records
(CDRs) generated by the Telecom Italia cellular network within Milan. The
dataset covers 1 month with 180 million mobile network events in November,
2014 as November is a normal month without any particular events organized
in Milan. The CDRs log the user activity for billing purposes and network man-
agement. There are many types of CDRs, for the generation of this dataset we
considered those related to the following activities: square id (the id of the square

2 http://www.telecomitalia.com/tit/it/bigdatachallenge.html.

http://www.telecomitalia.com/tit/it/bigdatachallenge.html
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that is part of the Milan GRID which contains spatially aggregated urban areas),
time interval (an aggregate time), received SMS (a CDR is generated each time
a user receives an SMS), sent SMS (a CDR is generated each time a user sends
an SMS), incoming Calls (a CDR is generated each time a user receives a call),
outgoing Calls (a CDR is generated each time a user issues a call), internet (a
CDR is generate each time, a user starts an internet connection, or a user ends
an internet connection).

By aggregating the aforementioned records, this dataset was created that pro-
vides mobile phone communication activities across locations. The call, sms and
internet connection activity logs are collected in each square of the spatial grid for
Milan urban area. The activity measurements are obtained by temporally aggre-
gating CDRs in time-slots of ten minutes. But the temporal variations make the
comparison of human behaviors more difficult. The standard approach to account
for temporal variations in human behavior is to divide time into coarse grained
time-slots. In Farrahi and Gatica-Perez [12], the following eight coarse-grained
time-slots are introduced: [00–7:00 am., 7:00–9:00 am., 9:00–11:00 am., 11:00
am.–2:00 pm., 2:00–5:00 pm., 5:00–7:00 pm., 7:00–9:00 pm., and 9:00 pm.–00
am.]. Here, we aggregate the mobile phone network data in such coarse-grained
time-slots to extract the pattern of 1 month network traffic volume in each loca-
tion. For each location, we then aggregated the total number of call (outgoing
and incoming call without considering a country code), and sms (incoming and
outgoing), internet activity for each of those eight time-slots. Such time-slot
based timelines can give us actual patterns of mobile network traffic activity.
Then the dataset reduced to 2.4 million CDR each of which consists of the fol-
lowings: square id, day of month, time-slot, and total number of mobile network
traffic activity. We build a n×p×d dimensional matrix Tn,p,d to collect a mobile
phone traffic activity timeline, where n is the number of locations in [1, 10000],
p is the time-slot divisions of the day [1, 8] and d is the day in [1, 31]. To identify
timeline patterns among those locations, we performed a normalization for the
timelines based on z-score which transforms the timeline into the output vector
with mean μ= 0 while standard deviation σ is negative if it is below the mean
or positive if it is above the mean. The normalized timelines by day is visualized
in Fig. 3 which show a stable communication activity within the month. For this

transformation, we used T ′
i,j,k =

Ti,j,k − μi

σi
, i ∈ n, j ∈ p, k ∈ d, where μi is the

average value of the mobile phone activity traffic in location i, σi is the standard
deviation of the mobile phone activity traffic in location i.

4 The Approach

We present our methodology for identifying the relation between geographical
locations and human behaviors. Our methodology is divided into two phases: (1)
clustering approaches for inferring categorical area types in terms of geographical
area profiles (2) classification approaches for validating the observed area types
by mobile phone data records. Clustering techniques are mostly unsupervised
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Fig. 3. The timelines for each time-slot of day, z-score normalization by day

methods that can be used to organize data into groups based on similarities
among the individual data items. We use the spectral clustering algorithm which
makes use of the spectrum (eigenvalues) of the similarity matrix of the data
to perform dimensionality reduction before clustering in fewer dimensions. The
similarity matrix is provided as an input and consists of a quantitative assessment
of the relative similarity of each pair of points in the dataset.

We define a vector space model that contains a set of vectors corresponding
to areas. Relevance between areas is a similarity comparison of the deviation
of angles between each area vector. The similarity between the areas is cal-
culated by the cosine similarity metric by estimating the deviation of angles
among area vectors. For example, the similarity between area l1 and l2 would be
cos θl1,l2 = l1·l2

‖l2‖‖l1‖ where li denotes the area or the features associated to the
areas. We denote each area li with a set of corresponding features associated with
a weight measure j. Having the estimation of similarity between the areas, we
can now create a similarity graph described as the weight matrix W generated
by the cosine similarity metrics and the diagonal degree matrix D is utilized by
the spectral clustering algorithm which is the one of the most popular modern
clustering methods and performs better than traditional clustering algorithms.
We create the adjacency matrix A of the similarity graph and graph Laplacian
LA, LA = D−A (given by normalized graph Laplacian LAn = D−1/2LAD−1/2).
Based on eigengap heuristic [47], we identify the number of clusters by k-
nearest neighbor to observe in our dataset as k = argmaxi(λi+1 − λi) where
λi ∈ {l1, l2, l3, .., ln} denotes the eigenvalues of ln in the ascending order. Finally,
we easily detect the effective clusters (area profiles) S1, S2, S3, ..., Sk from the first
k eigenvectors identified by the k-means algorithms. We investigate the relation
between geographical locations and human behaviors based on categorical area
types. To do that, we use supervised learning algorithms to predict area profile
of a given area if we train a classification model with training data, which are
the timelines labeled with area types. In supervised learning, each observation
has a corresponding response or label. Classification models learn to predict a
discrete class given new predictor data. We use several of classifiers for learning
and prediction. We prepare a test set for testing classification models by k-fold
cross validation method.
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5 Experiments and Results

In this section, we demonstrate the identification of the relationships between
locations and human behaviors in terms of two types of features in each loca-
tion: (1) location contexts: categories of human activity estimated through types
of available POI (2) mobile communication activity timeline: mobile communi-
cation activity in time-series of coarse grained time-slots. In other words, we
estimate the extent to which human behaviors depend on geographical area
types. To identify and quantify these dependencies, we perform two types of
validations: (1) observed area type we defined vs human behavior (2) land-use
type defined formally vs human behavior by estimating the correlations and
prediction algorithms.

5.1 Observed Area Type Vs Human Behavior

We first check the two datasets can be clustered or randomly distributed
using Hopkins statistic, H =

∑n
i=1 yi∑n

i=1 xi+
∑n

i=1 yi
. The distance between element

pi and its nearest neighbor in dataset D is xi = minv∈D {dist(pi, v)} and
the distance between element qi and its nearest neighbor in D − qi is yi =
minv∈D,v �=qi {dist(qi, v)}. The Hopkins statistic for the location context dataset
is 0.02 and the mobile communication timeline is 0.04 that indicates that the
datasets are highly clustered and regularly distributed. So we then analyze the
correlations of location context and mobile phone communication timeline in
order to understand if humans are attracted to location contexts through the
area types (i.e., shopping, woking, and studying). To validate such relationship,
we start with the geographical area clustering based on the location context by
semi-supervised learning algorithms. We perform spectral clustering on the loca-
tions based on their similarity of human activity distribution An,m. Each loca-
tion of the grid has a distribution of activity categories with relative frequency of
their appearance. The spectral clustering with k-nearest neighbor (k = 10 based
on cosine similarity metrics) approach allows us to classify geographical areas L
based on such multi-dimensional features, An,m. We then observed significantly
different six types of areas, that are geo-located in Fig. 4(a). The average values
of the activity categories for those area types are presented in Fig. 4(b).

The table shows that categorical area type S4 contains high percentage values
for residential, and eating activities. The center of the city including a residential
zone were clustered into one area type. The area type S3 contains high percent-
age value on working activity. This classification can be refined if we increase
the number of area types observations. For each area type, we are now able to
extract and observe timelines Tn,p,d from mobile phone data records in order to
determine the correlation between the timelines and the area profiles for those
area types.

The density of the clusters are almost uniform distributed except cluster S4
and S5, see Fig. 5(a). This unbalanced datasets for clusters could contribute to an
acceptable global accuracy, but also to a (hidden) poor prediction for instances in
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(a) (b)

Fig. 4. (a) Observed area types of the geographical area of Milan based on the area
profiles, k= 6, where S1 is red, S2 is lime, S3 is blue, S4 is yellow, S5 is cyan/aqua, and
S6 is magenta/fuchsia. (b) The average values of the activity categories in categorical
area types observed. (Color figure online)

minority classes. In this context, alternative metrics, such as per class accuracy
will be considered. We estimate the accuracy per class using the two techniques
(canonical correlation coefficients vs learning techniques). Figure 6 shows the
actual volume of the mobile network traffic activities by the area types.

We illustrated the correlation between the area profiles An,m and timelines
Tn,p,d based on the canonical correlation [1] (see Fig. 5(b)). The canonical correla-
tion investigates the relationships between two sets of vectors by maximizing the
correlation in linear combination. In order words, canonical correlation finds the
optimal coordinate system for correlation analysis and the eigenvectors defines
the coordinate system. While the overall maximum correlation coefficient (j = 1)
is 65 % between the two vectors, the correlation coefficient by area types is high
between 72 % and 98 %. For example, the correlation in area type S5 is stronger
than other area types, in which working type of activities are more distributed.
The maximum correlation in S2 containing high percentage of sporting activity
is 82.38 %.

(a) (b)

Fig. 5. (a) The density distribution of area types observed in Milan. (b) Canonical
correlation between the two feature matrices for locations.
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Fig. 6. The average timeline of mobile phone data by area types (k= 6), where S1 is
red, S2 is lime, S3 is blue, S4 is yellow, S5 is cyan/aqua, and S6 is magenta/fuchsia
(Color figure online)

We also compared the distance between the two vectors (mean) of area types
to investigate the similarity of the relevant area profiles can have the similar
human behaviors. We observed linear correlation with a coefficient of r = 0.61
This result shows that as the distance between the area profiles is increased,
the timeline difference increases, and human behaviors are strongly correlated
to geographical area profiles. In second, we profiles the communication timelines
with the cluster labels observed in each location that will be used to estimate
the correlation by supervised learning algorithms. The prediction accuracy of
timeline types in a given location could be an evaluation of the dataset. To
that end, we train several predictive models (i.e., Bayesian algorithms, Decision
Trees, Probabilistic Discriminative models and Kernel machines.) to measure
the prediction accuracy by k-fold cross validation method (k = 10), which is
used to estimate how accurately a predictive model will perform. We need to
prepare training and test data. The training data are the timelines labeled by
area types through the location. This allows us to determine if timelines are
clustered as geographical area profiles. The experimental results on our data are
shown in Table 1. This classification of the predictive models is aimed at choosing
a statistical predictive algorithm to fit in our analysis.

Among the considered techniques, the Random Forest and the Nearest Neigh-
bor algorithms are resulted in the lowest error with high accuracy, in other words,
if we take the area profile of the nearest-neighbor (the most common area profile
of k-nearest-neighbors), that would give the right timeline type. The confusion
matrix of the Random Forest classifier, and the precision, recall are estimated in
the following Table 2. The receiver operating characteristic curve for visualizing
the performance of the classifiers is described in Fig. 7. This result shows that
the area type S5 is the well classified and compact by showing a strong correla-
tion between the area activity categories and area timeline. The area types S1,
S2, S3 and S4, S6 can be still refined in terms of the area activity categories.
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Table 1. Results for the predictive models with the use of area types observed by
spectral clustering algorithm

Algorithm Cross validation Overall ACC

Random classifier 0.83 16.7 %

Linear discriminant 0.5404 45.01 %

Quadratic discriminant 0.4649 52.90 %

Naive bayes (kernel density) 0.6748 20.38 %

K-NN (k = 5, euclidean dist) 0.3822 61.73 %

K-NN (k = 10, euclidean dist) 0.4068 59.26 %

Decision tree 0.4806 52.58 %

Random forest 0.3513 64.89 %

Multi-class SVM 0.4997 49.47 %

Table 2. Confusion matrix and precision, recall and f-measure in each area type defined
for predicting timeline based on location context about categorical human activity by
Random Forest classifier

Area type defined S1 S2 S3 S4 S5 S6

S1 8.91% 0.20% 1.80% 4.47% 0.07% 1.57%
S2 0.10% 8.58% 0.70% 1.77% 0.47% 1.30%
S3 1.77% 0.43% 10.15% 1.70% 1.27% 1.23%
S4 2.34% 0.53% 1.13% 19.63% 0.33% 1.54%
S5 0.03% 0.23% 1.37% 0.53% 6.54% 0.07%
S6 2.40% 1.27% 1.67% 2.74% 0.07% 11.08%

Prec. Recall. F-measure.

52.35% 57.30% 54.71%
66.41% 76.26% 70.99%
61.29% 60.32% 60.80%
76.96% 63.64% 69.67%
74.52% 74.81% 74.67%
57.64% 66.00% 61.54%

Fig. 7. Receiver operating characteristic to multi-class by random forest classifier
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(a) (b)

Fig. 8. (a) The distribution of land-use classification in Milan. (b) The distribution of
categorical activity clusters within commercial land-use area

5.2 Land-Use Type Vs Human Behavior

After we observed strong prediction accuracy of timelines based on categorical
area types, we analyze the relation between the timelines and land use types
which are formally defined by land-use management organizations. While many
works try to predict activity based on land use, we perform a comparative study
of the two approaches. We identify that even the area of the same land use might
have different area types in terms of area profiles and those are still different
in terms of human activity timelines quantified through mobile phone records,
which validates significance of activity-based classification vs official land use.
We predict the timeline type of a given area based on the land-use type using
the Random Forest and the Nearest Neighbor classifiers. We used the land-use
types from the OSM3 for this prediction task (see the distribution of land-use
types of Milan in Fig. 8(a)). The prediction accuracy of the Random Forest
classifier is 53.47 %. This shows that predicting power of categorical types is
higher compared to land use types.

We also match the area types we observed with the land-use types given
officially. The result shows that even within the same land-use type, the timelines
corresponding to different clusters are still different. For example, 58 % of the
commercial land-uses matched with the area type S3 which followed by S1,
S6 and S2, S3, S4, S5, shown in Fig. 8(b). The corresponding timelines to the
different clusters within the commercial land-use type are illustrated in Fig. 9.

The timelines in the same area type observed, also in the same land-use
officially defined, can be still refined, but the timeline pattern refinement will
require more emphasis on the appropriate features, for example, timelines for
weekday or weekend. The area profiles are semantically different concepts in
terms of human activities performed in geographical areas. Further, it will allow
us to identify a standard or exceptional type of mobile network activities in
relevant areas, as well as to enable the identification of unknown correlations, or
hidden patterns about anomalous behaviors.

3 http://wiki.openstreetmap.org/wiki/Key:landuse.

http://wiki.openstreetmap.org/wiki/Key:landuse
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Fig. 9. The timelines belong to different clusters within the commercial land-use: S1
is red, S2 is lime, S3 is blue, S4 is yellow, S5 is cyan/aqua, and S6 is magenta/fuchsia
(Color figure online)

6 Conclusion and Future Works

In this paper, we proposed an approach that characterizes and classifies geo-
graphical areas based on their anticipated (through POI distribution) human
activity categorical types, such as working or shopping oriented areas. We con-
centrated on the analysis of the relationship between such spatial context of
the area and observed human activity. Our approach compares the similarity
between area activity categorical profiles and human activity timeline categories
estimated through cell phone data records. We found an overall correlation of
61 % and canonical correlation of 65 % between contextual and timeline-based
classifications. We observed six types of areas according to the area activity cate-
gories where we compared their human activity timelines with their area activity
categories and the correlation (canonical) coefficient is between 72 % and 98 %.
For example, the area type S5 related to working activity has a strong correla-
tion of 98 % which followed by the area types, S2 related to sporting activity and
S3 related to the human activities in the center of the city. The supervised learn-
ing approach validates possibility of using an area categorical profile in order to
predict to some extent the network activity timeline (i.e., call, sms, and inter-
net). For example, the Random Forest approach performs well with the accuracy
of 64.89 %. So human behaviors’ temporal variation is characterized similarly in
relevant areas, which are identified based on the categories of human activity per-
formed in those locations. Furthermore we found that the prediction accuracy
based on the official land use types is only 53.47 %. So the official land-use types
by themselves are not enough to explain the observed impact of area context
on human activity timelines, also because even within the same land use type,
different activity categorical types still demonstrate different activity timelines.
Further, the semantic description of area profiles associated to mobile phone
data enables the investigation of interesting behavioral patterns, unknown cor-
relations, and hidden behaviors in relevant areas. We expect the approach to
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be further applicable to other ubiquitous data sources, like geo-localized tweets,
foursquare data, bank card transactions or the geo-temporal logs of any other
service.
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42. Soto, V., Fŕıas-mart́ınez, E.: Robust land use characterization of urban landscapes
using cell phone data (2011)

43. Stathopoulos, T., Wu, H., Zacharias, J.: Outdoor human comfort in an urban
climate. Build. Environ. 39(3), 297–305 (2004)

44. Sun, J., Yuan, J., Wang, Y., Si, H., Shan, X.: Exploring space–time structure of
human mobility in urban space. Phys. A: Stat. Mech. Appl. 390(5), 929–942 (2011)

45. Tucker, P., Gilliland, J.: The effect of season and weather on physical activity: a
systematic review. Pub. Health 121(12), 909–922 (2007)
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Abstract. Understanding people’s consumption behavior while traveling
between retail shops is essential for successful urban planning as well as deter‐
mining an optimized location for an individual shop. Analyzing customer mobi‐
lity and deducing their spatial distribution help not only to improve retail
marketing strategies, but also to increase the attractiveness of the district through
the appropriate commercial planning. For this purpose, we employ a large-scale
and anonymized datasets of bank card transactions provided by one of the largest
Spanish banks: BBVA. This unique dataset enables us to analyze the combination
of visits to stores where customers make consecutive transactions in the city. We
identify various patterns in the spatial distribution of customers. By comparing
the number of transactions, the distributions and their respective properties such
as the distance from the shop we reveal significant differences and similarities
between the stores.

Keywords: Consumer behaviors · Transaction data · Human mobility · Urban
studies · Barcelona

1 Introduction

The diversity of a retail shop and its density make an urban district attractive and unique,
thereby enhancing the competition between shops and enticing external visitors from
other districts both nearby and abroad [1]. Pedestrian exploration and their presence
encourage other pedestrians to interact with one another, generating liveliness
throughout the neighborhood [2]. Conversely, retailers believe a key driver of store
performance is location [3], which collectively determines the way a customer transi‐
tions from shop to shop. This is greatly influenced by geographical accessibility to said
shops: a central location is easier to be approached from anywhere, making it more
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visible and popular to attract both people and goods [4]. “Constraints on mobility deter‐
mine where we can go and what we can buy” [5].

The objective of this paper is to analyze customers’ spatial distribution considering
their consecutive transaction activities through three large-scale department stores in
the city of Barcelona, Spain. We study similarities in customers’ origin and destination
locations between the same chains of these three stores, which are located in varying
urban settings. Essential understanding of this area is largely related to how the power
of attraction and distribution for each store affects both the customers as well as the
holistic urban environment.

For this purpose, we employ a large-scale transaction dataset provided by one of
Spain’s largest banks: Banco Bilbao Vizcaya Argentaria (BBVA). This dataset contains
the geographic zip code of a shop where a customer made a transaction, timestamps,
and monetary amount of said transaction (see Sect. 4 for more details). We extracted
the combination of retail shops, where customers make consecutive transactions before
or after any transactions in one of three large-scale department stores. This approach
differs from that in previous studies, which use credit card transactions in the analysis
of human behavior [6, 7]. Similarly, it is different from analyzing the predictability of
human spending activities [5], because the latter utilizes detailed topological analysis
whereas we use the physical spatial analysis.

The advantages of our dataset can be summarized as follows: contrary to the point
of sales (POS) or the customer loyalty cards [8], BBVA’s credit cards are designed to
be used with specific readers installed in over 300,000 BBVA card terminals in Spain
[6]. This enables us to analyze spatial distributions of a customer’s sequential purchasing
behavior between retail shops over the territory. In addition, the detection scale for the
purchase location is smaller than the one for passive mobile phone tracking [9–13]
RFID-based studies [14, 15] or Bluetooth sensing techniques [16–20]. This indicates
that the attractivity analysis for each shop can be studied at a much finer grain of reso‐
lution than in previously recorded studies [21, 22].

Conversely, our research does present several limitations. The dataset consists solely
of customers who hold BBVA’s credit or debit card and used it for the purchases we
analyze. This suggests that our analysis contains a possible bias in terms of the type of
customers we study (i.e., highly educated upper and middle class). In addition, our
analysis is based on customers’ successive order of purchase behaviors between different
retail shops, meaning that we cannot deduce their transition path or their purchase deci‐
sions when they don’t use BBVA’s card. Moreover, our dataset cannot reveal customers’
decision-making processes or value consciousness because it doesn’t contain their inner
thought process typically derived from interviews, questionnaires or participatory obser‐
vation. Furthermore, there is an inherent temporal sparseness present in the data with
just a small fraction of all activities being recorded, although this provides enough of
sample at the aggregated scale.

Within these limitations, we try to uncover the features of a customer’s transaction
activities and the similarities of their spatial distribution through the city and the urban
structure.
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2 Context of the Study: Barcelona

The city of Barcelona is divided into 10 administrative districts, and 73 neighborhoods
within those districts, each of which with its own unique identity.

Figure 1 shows the districts, major avenues, and plazas which determine the urban
structure of the city of Barcelona. There are approximately 50,000 business entities
throughout the city, including department stores, commercial centers, supermarkets,
shopping streets with exclusive designer boutiques and international/local brands.

Fig. 1. The map of the city of Barcelona. The zip code, 10 districts and 73 neighborhoods.

This paper analyzes customer spatial distributions through analysis of their mobility,
based on their consecutive activities made before and after visiting the same chain of a
large-scale department store. They are located in one of three different neighborhoods
in the city. We selected the same chain of large-scale department stores rather than small-
and medium-scale shops because (1) we can expect a larger number of customer trans‐
actions because of the stores’ higher attractivity, (2) customers can be derived from far
locations as well as nearby, which enables us to analyze urban structure throughout a
larger landscape and (3) the obtained dataset of customers can be more homogeneous
rather than distorted and biased.

Each one of these stores attracts a large volume of customers and is therefore able
to create expanded distributions of customers to other retail shops in surrounding neigh‐
borhoods. They can be considered one of the strongest hubs in the district, triggering a
customer’s sequential shopping movements. Thus, their presence has great spatial
impact in the district in terms of the volume of attracted customers as well as the asso‐
ciated sequential movements.

The first shop (PC) is located in the city center, Ciutat Vella (old town). Ciutat Vella
district is composed of four neighborhoods: El Raval, El Gòtic, La Barceloneta, Sant
Pere, Santa Caterina i la Ribera. These neighborhoods are full of retail shops with the
most famous brands in the wide commercial area between Pelayo and Portaferrissa
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streets, and the Portal de l’Àngel. Because of its scenic monuments, architectures and
environment, this district attracts tourists as well as locals from all districts of the city.

The second one (AD) is located in Eixample district. This district is divided into six
neighbhorhoods (El Fort Pienc, Sagrada Família, Dreta de l´Eixample, Antiga Esquerra
de l´Eixample, Nova Esquerra de l´Eixample, Sant Antoni). This area is a business
district surrounded by a variety of private companies. Therefore, customers are likely
to be workers for these companies as well as people from the wealthy neighborhoods of
Pedralbes, Sant Gervasi, and Sarrià.

The last one (PA) is located in Nou Barris district. The shop faces the comer of Sant
Andreu and Avenida Meridiana, one of the biggest avenues in Barcelona. This area has
a high concentration of immigrants and working-class citizens, as well as a high level
of registered unemployment. The specific geographical location is at an entrance to the
city of Barcelona and therefore attracts customers traveling from adjacent districts/
villages.

By comparing consumer patterns for the same store located in different regions of
the city, our analysis reveals dependencies on neighborhood features more clearly than
if different shops has been analyzed.

3 Methodology

Our goal is to isolate transactions before and after visiting one of three shops in the city
of Barcelona within a 24-hour window. We will refer to these three shops (PC, AD, PA)
as the focal shops of our study. Specifically, we extracted consecutive sequential credit
and debit transactions as customers moved between stores either before or after visiting
the focal shops.

We define an incoming customer as one who makes a transaction in any shop before
making a transaction in a focal shop. Similarly, we define a leaving customer as one
who makes a transaction in any other shops after doing so in a focal shop.

Figure 2(a), (b), and (c) show the location of each shop. We aggregate the number
of customers within a radius of 1 km from each store. This methodology permits us to
aggregate customer spending behavior in terms of spatial dimension, where they come
from, and where they move to before or after visiting one of those stores.

(a)  (b)    (c) 

Fig. 2. (a) The location of the shop PC with radius of 1 km. (b) AD. (c) PA.
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Within this framework, this paper assesses the spatial distribution based on
customers’ sequential movement around the large-scale department store located in
Barcelona.

4 Data Settings

Data for this paper was provided by one of the largest Spanish banks–Banco Bilbao
Vizcaya Argentaria (BBVA). The data consists of bank card transactions performed by
two groups of card users: direct customers who hold a debit or credit card issued by
BBVA and others who made transactions through one of the approximately 300,000
BBVA card terminals. Once customers make transactions with their debit or credit card,
the system registers those activities. The information contains the randomly generated
IDs of customers, and indication of a customer’s residence and a shop where a customer
made a transaction at the level of zip code, a time stamp, and each transaction denoted
with its value. The datasets do not contain information about items purchased, and the
shops are categorized into 76 business categories such as restaurants, supermarkets, or
hotels. In addition, the location where a customer makes transactions is denoted as a zip
code rather than the actual street address. The data is aggregated and hashed for anoym‐
ization in accordance to all local privacy protection laws and regulations. The total
number of customers are around 4.5 million, making more than 178 million transactions
totaling over 10 billion euro during 2011 (see [6] for more details).

5 Spatial Analysis

5.1 Customers Distribution in the Micro Scale

In this section, we analyze the spatial distribution based on customer mobility in the
microscopic scale, considering their purchase behaviors. We focus on transactions at
shops before or after visiting the three focal shops (AD, PA, PC) around the city of
Barcelona. This reveals, on the one hand, each shop’s customer mobility in the city of
Barcelona, and, on the other hand, the degree of each shop’s attracting power and distri‐
bution power and their customers’ sequential movements around each one.

The volume of transactions against distance for the shop PA can be seen in Fig. 3(b).
PA starts to attract customers from 1 km to 2 km (8.41 %), meaning their customers
don’t make transactions nearby (0–1 km, 0.00 %) before/after visiting it. In addition,
almost no customers make transactions from proximate locations such as within 2–3 km
(0.26 %), 3–4 km (0.00 %), 4–5 km (0.00 %), 5-6 km (0.00 %). The hot spot of customers’
locations of origin can be found within 6–7 km (9.24 %), 10–12 km (14.67 %), 12–14 km
(14.41 %) and 16–18 km (15.12 %).

Conversely, the shop AD attracts customers who make transactions nearby (0–1 km,
3.10 %). This distribution pattern is unique to AD. The number of customers increases
with the distance until 6–7 km (i.e., 3–4 km, 3.71 %, 4–5 km, 4.53 %, 5–6 km, 8.12 %)
and is maximized at 7–8 km. In addition, the locations far from the shop tend to show
lower percentages of transactions (i.e., 8–9 km, 2.37 %, 9–10 km, 4.95 %, 10–12 km,
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4.58 %, 12–14 km, 4.44 %, 14–16 km, 4.34 %, 16–18 km, 8.05 %), indicating that the
concentration of transaction volume for AD is intensified in proximal locations.

With respect to the shop PC, customer transactions appear within 2–3 km (3.03 %);
meanwhile, there is almost no customer within 2 km (0–1 km, 0.00 %; 1–2 km, 0.29 %).
The highest concentration of customer transactions occurs within the 10–12 km radius
(19.50 %) with smaller aggregate transactions intervening (4–5 km, 3.69 %; 5–6 km,
3.57 %; 6–7 km, 2.80 %; 7–8 km, 2.66 %; 8–9 km, 4.39; 9–10 km, 6.90 %). The customers
also increase positively toward 20 km (12–14 km, 6.60 %; 14–16 km, 8.77 %; 16–18 km,
9.33 %; 18–20 km, 8.98 %).

The following is an analysis of the overlap of those geographical locations between
the three shops. Figure 4(a), (b), and (c) visualize the concentration of customer trans‐
action to geographical locations. Figure 5(a), (b), and (c) show the overlap of those
concentrations between PC and AD, and PC and AP, and PA and AD, respectively.

As we can see, PA’s trading area is sometimes overlapped with that of shops AD
and PC. For the former case, it is southwest of Barcelona, and for the latter case, it is
northwest of Barcelona. This indicates that those two shops (i.e., PA and AD, and PA

(a)                                                         (b) 

(c)                                                         (d) 

Fig. 3. (a) The distance against the frequency of transactions by the shop AD. (b) PA. (c) PC.
(b) All shop.
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and PC) compete for their trading area rather than complement each other in the city.
Conversely, the trading areas between shops AD and PC are nonoverlapping. They are
clearly separated, meaning that harmonious operations are achieved by each shop despite
the proximity between them.

All these facts uncover the hidden structures of shops’ trading areas and their simi‐
larities at the micro scale. Each shop has unique concentrations of customer transactions.

5.2 Customers’ Spatial Distributions in the Macro Scale

This section analyzes the customers’ origins and destinations for each store over the
wider territory. The goal is to detect the macroscopic trading area through spatial anal‐
ysis. The difference from the previous section is the scale. While the previous section
examined it within the city of Barcelona, this section focuses on the wider territory over
the city.

We compute the cumulative number of transactions made by the leaving and
incoming customers against the distance from the focal shops. December, January and
July show significantly larger number than other months for all three cases. This result
coincides with previous studies where those three months mean a high season through
a year in Spain. In addition, this result shows that an individual shop’s attractivity seems
dynamic rather than static depending on the season.

Conversely, we also compute the cumulative distribution of transactions against the
distance from the shop (see Fig. 6(a)). They show that incoming and leaving customers
of each shop have a particular pattern in terms of distributions of locations where
customers make the consecutive transactions. For instance, shop PC and shop PA present

(a)     (b)  (c) 

Fig. 4. (a) The visualization of the peaks of the number of transactions for the shop AD. (b) PA.
(c) PC.

(a)     (b)  (c) 

Fig. 5. (a) The visualization of the peaks of the number of transactions for the shop PC and AD.
(b) PC and AP. (c) PA and AD.
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the sudden increase in transactions around 14 km, while shop AD’s happened at 7 km.
With respect to shop PC, the slope starts to decrease at around 15 km, and 14 km in the
case of shop PA. In addition, Fig. 6(b) presents that log-log plot of the number of trans‐
actions against the distance from the shop (Table 1).
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Fig. 6. (a) The distance from the shop where transactions are made against the cumulative
frequency of the normalized number of transactions of leaving/incoming customers. (b) The
transaction frequencies for each rank of distance from the shop.

Table 1. The slope of the line of best fit for each log ranked customers’ frequency vs distance
during the high seasons.

January July December
AD after −0.8682 −0.848 −0.7961
AD before −0.864 −0.864 −0.7998
PA after −1.0646 −1.0183 −1.1348
PA before −1.0362 −1.0362 −1.0113
PC after −1.3679 −1.2859 −1.2432
PC before −1.2729 −1.231 −1.3701

Let’s examine the log-log plot of the spatial distribution of the number of transactions
in each month. Figure 6(b) presents transaction frequencies for each ranked distance bin
for the entire period, and Fig. 7 presents the change of the slope of its rank plot by each
month. We can observe that both pre- and posttransaction in shops AD and PA is
nearly-1.0 in January, July, and December, which corresponds with the high seasons.
This indicates that few locations have a much higher number of transactions, while most
locations have very few transactions. And this tendency is even stronger in shop PA
than in shop AD and PC. Most of PA’s customers tend to derive from a minimal number
of places and subsequently move to few locations. Conversely, the origin and destination
shops for PC’s customers become largely dispersed in January, July, and December
compared to other months.
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We can see from these results that customer transaction activities have unique
patterns in terms of their spatial distribution, which are unique to each individual shop.
We speculate that PA might attract local customers rather than tourists from far away.
This explains that the origin as well as the destination of their customers is quite similar,
and those few places are the main sources for their customers. Conversely, PC appears
to attract tourists rather than local citizens, and this tendency is magnified during the
high seasons of the year. The customer origin and destination become more dispersed
throughout the discount season.

We tend to consider that high seasons increase the number of transactions since many
drastic discounts cause customers to rush to shops even from abroad. Our result partially
reveals this phenomenon in the case of shop PC, but this is not a consistent pattern among
all stores. On the other hand, we showed that the number of transactions during the high
season has the same proportion as the low season, meaning that the former portrays an
increase in transaction volume compared to the latter. That is, the spatial distribution of
transaction activities is exactly the same between the high and low seasons. However,
the cause of this increase varies largely depending on the specific store and its location.
In case of PA, this effect is not due to the increase of customers who come from other
places but simply an increase of the quantitative volume from the same places. Contrary
to this fact, in the case of PC, this effect is largely due to the ones deriving from other
places, indicating that the simple increase of the same customers from the same locations
does not apply in this case.

6 Conclusions

This paper uncovers customers’ spatial distributions by analyzing their mobility
patterns. We extract locations of consecutive transactions made by customers before
and after going to one of the selected three focal shops.

These shops, PC, AD, and PA, are each located in a different urban context across
the city of Barcelona, thereby uncovering unique characteristics of their customers as
well as the area they are located in. The large-scale and anonymized credit card
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transaction dataset makes it possible to analyze the successive chains of a customer’s
purchase history between shops dispersed over the territory rather than an analysis inside
a single unique shop.

Our findings reveal that the trading area of each store is largely distributed in a
specific way. Customers of shops AD and PC derive from similar places, resulting in
competition to attract said customers from each other. Conversely, customers of shops
AD and PC share no overlap within the city, allowing them to coexist rather than
compete.

In addition, we discover that some distributions of the number of transactions against
the distance from the shop follows a power law. This reveals that few locations have
higher frequencies of transactions, while most of them have very few transactions. This
tendency is amplified even further in shop PA compared to AD or PC. Moreover, our
analysis discloses how transaction volumes increase during high and low season.
Specifically, customers during high seasons come from similar places rather than from
different locations in the case of shop PA. The number of transactions in the former just
increases from a similar place in proportion with the ones for the latter, meaning that
the customer’s spatial distribution is exactly the same for both. However, in the case of
shop PC, the customer’s mobility pattern is different. The origin and destination of shop
PC’s customers become dispersed during the high season rather than converged as in
the low season.

The outcome is almost reversed between shops PC and PA, although they are the
same chain of the large-scale department store. We speculate that this feature might be
due to the geographical and sociocultural context of each store. While shop PA is situated
in the suburban area with a higher rate of immigration, shop PC is located at the center
of the city, which is one of the most popular touristic places.

We have an intuition that urban contexts and their differences cause the feature of
stores and their customers to differ. For instance, the store located at a tourist setting
may attract many more tourists compared to one in a business or suburban district, and
vice versa. In spite of these beliefs, this paper reveals this difference quantitatively
through the spatial analysis based on large-scale dataset.

All of these analyses were not possible prior to our research. The previous researchers
have frequently used the Huff model [21, 22] to estimate the trading area of a shop in a
macroscopic point of view. This merely reveals the homogeneous distribution of
customer home locations and the strength of the shop’s attractivity, since the model
simply depends on the distance from and the size of the shop. Thus, the result of the
analysis doesn’t represent heterogeneous customers and their geographical features, or
the temporal factors. Also, this information is not possible with active mobile phone
tracking with or without GPS [23, 24], or with passive mobile phone tracking [12] and
Bluetooth detection techniques [20]. The dataset collected by those methods just provide
the users’ locations without considering evidence of their purchases. Thus, we are only
able to predict when purchases are made with a series of significant assumptions. The
combination of RFID [14] and the POS system is proposed to reveal a relationship
between sales volumes made by customers and their mobility patterns. However, it is
possible only inside a single store or mall.
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Our proposed methodologies should address these drawbacks. Our dataset permits
us to analyze the customer’s consumer behaviors across different retail shops, which are
dispersed in the urban area; thus, we reveal subsequent purchase behaviors while
considering their mobility aspects when they complete microscopic transaction activi‐
ties. This means that our current research shows the locations of customer transactions
rather than just customers passing through these shops. In addition, our methodology
and analysis can reveal the individual shop’s attractivity and its influences in the territory
as trading areas in the micro scale. Furthermore, our methodology and extracted knowl‐
edge are extremely helpful in improving Christaller’s urban centrality model [25] and
reveal the urban structure as well as its hierarchy. Although spatial structure and hier‐
archy of cities by size and distance have been well studied [25, 26], “the regularity of
the urban size distribution poses a real puzzle, one that neither our approach nor the most
plausible alternative approach to city sizes seems to answer” (page 219 in [27]).

These extracted patterns help improve spatial arrangements and services offered to
customers. Thus, retail shops and their districts can improve sales as well as their envi‐
ronment, thereby revitalizing the center of the urban districts. In addition, these findings
are useful to urban planners and city authorities in revitalizing deteriorated districts or
rehabilitating neighborhoods. Understanding customers’ sequential movement with
transaction activities enables us to identify potential customer groups and their
geographical demographics spatially. Finally, city planners can consider optimizing the
infrastructures and the locations of the retail shops to make the district more attractive
and active by increasing the number of pedestrians. For instance, the customers’ sequen‐
tial movement between different retail shops facilitates collaboration between all shops
in a district as a whole rather than individually, to organize planned sale periods. Based
on our findings, neighborhood associations can organize discount coupons or adver‐
tisements in relevant and adequate places. This can serve as an efficient indicator as to
when they are most likely to complete transactions as well as their successive locations.
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Abstract. To reduce the losses caused by natural disasters such as hurricanes, it
is necessary to build effective and efficient emergency management/planning
systems for cities. With increases in volume, variety and acquisition rate of
urban data, major opportunities exist to implement data-oriented emergency
management/planning. New York/New Jersey metropolitan area is selected as
the study area. Large datasets related to emergency management/planning
including, traffic operations, incidents, geographical and socio-economic char-
acteristics, and evacuee behavior are collected from various sources. Five related
case studies conducted using these unique datasets are summarized to present a
comprehensive overview on how to use big urban data to obtain innovative
solutions for emergency management and planning, in the context of complex
urban systems. Useful insights are obtained from data for essential tasks of
emergency management and planning such as evacuation demand estimation,
determination of evacuation zones, evacuation planning and resilience
assessment.

Keywords: Emergency management/planning � Complex urban systems � Big
data � Evacuation modeling � Hurricane

1 Introduction

Hurricanes can have devastating effects on coastal areas due to flooding, high wind, and
rainfall, resulting in serious loss of life and property. To reduce the losses caused by
hurricanes, it is necessary to build effective and efficient emergency management/
planning systems. Essential tasks of emergency management/planning include deter-
mination of evacuation zones (identify evacuation zones in a way to indicate its
inhabitants whether or not they are prone to hurricane-related risk in advance of disaster
impacts), evacuation demand estimation (estimate origins, destinations and numbers of
evacuees based on evacuation zones, demographic features and evacuation behavior),
evacuation planning (determine the evacuation time, destinations and routes based on
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the evacuation demand), and resilience assessment (evaluate the recovery ability of
transportation systems in the post-hurricane periods).

The complexity of urban systems creates challenges for emergency
management/planning. The urban transportation systems are multimodal, generally
composed of the highway system, the pedestrian system and the public transit system.
The urban transportation systems are further complicated by the random occurrences of
incidents such as accidents, disabled vehicles, debris, downed trees and flooding.
Therefore, it is challenging to evaluate the carrying capacities of urban transportation
systems, especially during the hurricane-impacted periods when hurricane-related
incidents such as downed trees and flooding are more likely to happen. On the other
hand, it is difficult to precisely estimate the evacuation demands which are closely
related to the evacuation zone divisions and evacuation behavior. The determination of
evacuation zones is associated with a variety of factors such as ground elevation,
evacuation mobility and demographic features. Moreover, different evacuation
behavior (e.g. whether to evacuate or not, how to evacuate and where to evacuate) is
present among inhabitants who are prone to hurricane-related risks.

In the era of “Big Data”, with increases in volume, variety and acquisition rate of
urban data, there are a number of very exciting opportunities to implement data-driven
emergency management/planning. Massive amounts of digitalized data such as evac-
uation zone maps, past incidents, geographical features, historical highway traffic
volumes, public transit ridership can be available from multiple sources. Useful insights
can be obtained from this big urban data for performing essential tasks of emergency
management/planning. Therefore, this paper aims to present a comprehensive over-
view on how to use the big urban data to provide solutions and innovations for
emergency management/planning in the context of complex urban systems.

New York City (NYC) is vulnerable to hurricanes. According to NYC Office of
Emergency Management (OME), NYC has about 600 miles of coastline and almost
3 million people living in the areas at the risk of hurricanes [1]. In the morning of August
28th, 2011 hurricane Irene made landfall at Coney Island, NYC and in the evening of
October 29th, 2012 hurricane Sandy landed in New Jersey. Hurricanes Irene and Sandy
caused significant devastation to the east coast (especially to NYC), but also provide
valuable data for the research on emergency management/planning. Moreover,
New York City’s open data policy makes a variety of datasets from government agencies
available to the public. NYC and its surrounding regions are selected as the study areas.

2 Big Urban Data

Massive amounts of data from multiple sources are collected to support data-oriented
emergency management/planning. The major datasets are classified into eight groups
including evacuation management data, traffic incident data, taxi and subway trip data,
traffic volume and demand data, evacuation survey data, geographical data, building
damage data and socio-economic data. The sources and practical usage of those
datasets are summarized in Table 1, and more detailed descriptions are introduced in
the following subsections.
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2.1 Evacuation Management Data

NYC Office of Emergency Management (OEM) provides Hurricane Evacuation Zones
Map1 (downloadable as GIS shapefiles) to help residents make decisions on evacua-
tion. Evacuation zone division was updated in 2013 after Hurricane Sandy, adding
600,000 New Yorkers not included within the boundaries of the former 2001 evacu-
ation zones. The zone division is updated according to the empirical data during
Hurricane Sandy and storm surge simulations which are based on the current climate
situation. The 2013 evacuations zones are listed from zone 1 to zone 6, from the highest
risk to the lowest risk. Evacuation centers which offer shelters to evacuees during
hurricanes are also presented in the Hurricane Evacuation Zones Map. Evacuation
zones can be used to estimate the demand for evacuation and the locations of evacu-
ation centers are related with the destination choices of evacuees.

2.2 Traffic Incident Data

Incident data of the interstate, US and New York State highways in New York City and
its surrounding areas from Oct. 1st 2012 to Jan. 31st 2013 were obtained from
Transportation Operations Coordination Committee (TRANSCOM). More detailed
description of this dataset is given in [2]. A total of 354 incidents occurred during the
evacuation period (12 AM, Oct. 26th, 2012–12 PM, Oct. 29th, 2012) before Sandy’s

Table 1. Summary of sources and usages for datasets collected

Dataset Source Usage

Evacuation
management

NYC Office of Emergency
Management (OEM)

Estimate the demand for
evacuation and destination
choices of evacuees

Traffic incident Transportation Operations
Coordination Committee
(TRANSCOM)

Estimate incident-induced capacity
losses

Taxi and
subway trip

NYC Taxi & Limousine
Commission (TLC) and
Metropolitan Transportation
Authority (MTA)

Calibrate and validate the
evacuation models as well as
assess the resilience of
transportation systems

Evacuation
survey

Northern New Jersey evacuation
survey

Analyze the behavior of evacuees

Geographical National Elevation Dataset (NED) Determine the division of
evacuation zones

Building
damage

Environment Systems Research
Institute (ESRI)

Additional indicator for risk
evaluation

Socio-economic U.S. Census Bureau Estimate the evacuation demand
and the division of evacuation
zones

1 Source: http://maps.nyc.gov/hurricane/.
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landfall. Those incidents can be classified as six different types including accident,
debris, disabled vehicle, downed tree, flooding and others. Accidents and downed trees
are the major incident types during evacuation the evacuation period, and account for
over 50 % of all the incidents. The incident durations were computed using the fields of
create time and close time in the incident records. Each incident was located in the GIS
map according to its coordinates and then was matched to the highway where it was
detected. Incident data can provide information on the highway capacity losses which
are attributed to the occurrence of incidents right before and during hurricanes.

2.3 Taxi and Subway Trip Data

Taxi trip data of NYC is made available to public by NYC Taxi & Limousine Com-
mission (TLC) [3, 4]. The dataset includes taxi trips from years 2010 to 2013 and it
contains pick-up and drop-off time and location information. The taxi trips generated is
approximately 175 million per year. Subway ridership data were obtained from
Metropolitan Transportation Authority (MTA) turnstile dataset, which includes subway
turnstile information since May, 2010 and is updated every week. The data is stored in
txt format and available through an official data feed [5]. The data is organized by
weeks, remote units (stations) and control areas (turnstiles). Each station can have
multiple control areas, and for each turnstile, there are two increment counters used to
record numbers of entries and exits. Typically, counter readings of each turnstile is
recorded every four hours. Taxi and subway trip data are used to calibrate and validate
the evacuation models as well as to assess the resilience of transportation systems.

2.4 Traffic Volume and Demand Data

NY Best Practice Model (NYBPM) [6], which covers 28 counties in the Tristate area
and involves more than 22 million population, provide well-calibrated background
traffic demand trip tables. In addition, the traffic volumes on the main interstate
highways, US highways, and NY highways in the NYC and surrounding regions were
obtained from TRANSCOM. The traffic volumes obtained from traffic sensors were
used to build evacuation response curves [7] for critical corridors during evacuation
period of Hurricane Sandy.

2.5 Evacuation Survey Data

A random digit dial telephone survey was conducted between August and October of
2008 in northern New Jersey [7]. It covers a large urban region consisting of Passaic,
Bergen, Hudson, Morris, Essex, Middlesex and Union Counties. The total population
of the region is approximately 4.5 million. In total, 2,218 households were interviewed
with a set of questions related to their evacuation experience, disaster preparedness
(including hurricane, industrial accident and catastrophic nuclear explosion), evacua-
tion decision choices, evacuation destinations, and evacuation mode choices. In
addition, a series of questions regarding the characteristics of the household and
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household members, such as income, vehicle ownership, family size etc. were asked.
The evacuation survey data can be used to analyze the behavior of evacuees and thus
more accurate evacuation demand can be obtained.

2.6 Geographical Data

Digital Elevation Model (DEM) data of NYC provides a representation of the terrain
with elevations above the ground in a regular raster form. The DEM data of Manhattan
was extracted from National Elevation Dataset (NED) developed by U.S. Geological
Survey (USGS)2. The resolution of the DEM data is 1 arc second (about 90 feet) and
the pixel values are elevations in feet based on North American Vertical Datum of 1988
(NAD83). The average elevation which is associated with the flooding risk was
aggregated for each grid cell. Another geographic feature collected for each cell is the
distance to the coast, since areas closer to the coast are more likely to be affected by the
storm surges. Geographical data can be used to infer the division of evacuation zones.

2.7 Building Damage Data

The building damage record during Hurricane Sandy was achieved from the Envi-
ronment Systems Research Institute (ESRI) datasets3. Federal Emergency Management
Agency (FEMA) inspectors conducted field inspections of damaged properties and
recorded relevant information such as location and damage level, when households
applied for individual assistance. The number of damaged building was obtained by
summarizing households in the same location, assuming they are from a single
multi-family building. Buildings damaged in historical hurricanes can be used as an
additional indicator for risk evaluation.

2.8 Socio-economic Data

The socio-economic data based on 2011 census survey was retrieved from U.S. Census
Bureau4. The socio-economic data is composed of demographic features (e.g. total
population, population under 14 and population over 65), economic features (e.g.
employment and median income), and housing features (e.g. median value and
household average size). The demographic features can be used to estimate the evac-
uation demand. In addition, socio-economic data can affect the division of evacuation
zones. For example, the zones with large number of elderlies and children tend to be
more vulnerable and should be given higher priority of evacuation.

2 Source: http://ned.usgs.gov/.
3 Source: http://www.arcgis.com/home/item.html?id=307dd522499d4a44a33d7296a5da5ea0.
4 Source: http://factfinder.census.gov.
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3 Data-Oriented Emergency Management/Planning

This section presents five case studies on how to use big urban data to gain useful
insights for decision-making in emergency management/planning. The main purposes
and key datasets used for each case study are listed in Table 2. Those five cases studies
are all data-oriented and related with each other. The evacuation behavior analysis and
evacuation zone prediction can be used to estimate the evacuation demand; while the
incident analysis provide information on the uncertainties of capacity supply of
transportation systems. Evacuation simulation is used to evaluate whether the capacity
supply could accommodate the evacuation demand under different evacuation sce-
narios. Resilience assessment is post-evaluation on the recovery ability of transporta-
tion systems.

3.1 Evacuation Behavior Analysis

A key issue in evacuation studies is to understand the evacuation behavior of residents.
Questions related to whether to evacuate, when to evacuate, how to evacuate, where to
evacuate, etc. are critical in developing reasonable evacuation plans. Thus it is nec-
essary to examine the factors that affect the evacuees’ decisions regarding these
questions. Questionnaires have been designed to interview the residents and aim to
identify the underlying factors affecting their decision makings (please see the sub-
section “Evacuation Survey Data” for more details). Based on the surveyed results,
statistical models such as logistic regressions, multinomial logit models, etc. have been
developed to examine the key factors affecting the decisions. Factors such as the
socio-economic and demographic characteristics of the evacuees, locations, and type of
the extreme events (i.e. hurricanes/explosions) are often considered in the modeling
process. The advanced models usually help improve our predictions for evacuation
planning. However, in practices, many models were developed independently.

Table 2. Summary of case studies in data-oriented emergency management/planning

Case study Main purpose Key datasets used

Evacuation
behavior
analysis

Estimate evacuation demand Evacuation survey data

Evacuation
zone
prediction

Identify evacuation zones Evacuation management data,
geographical data, building damage
data, and demographic data

Traffic
Incident
analysis

Predict capacity related
uncertainties

Traffic incident data

Evacuation
simulation

Evaluate whether the capacity
supply can accommodate the
evacuation demand

Evacuation management data, taxi and
subway data, traffic volume and
demand data and demographic data

Resilience
assessment

Evaluate the recovery ability of
transportation systems

Evacuation management data and taxi
and subway data
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They did not account for the potential interactions among different evacuation
behavior. In the decision-making process, many evacuees are likely to make their
choices on a question conditional on the decisions for other questions. Thus there is
necessity to examine the issue considering possible interactions among different
evacuation behavioral responses.

As a pilot study, we have applied the dataset from the telephone survey [8] to
investigate the relationship between evacuation decision (the preference to evacuate)
and evacuation destination choices under the hurricane scenario. For the responses of
evacuation decision, the ordered probit regression model has been proposed as the
responses are ordered in terms of multilevel preference:

y�i ¼ X
0
ibþ ei

yi ¼

1 if s0\y�i  s1 ðResponse = very unlikelyÞ
2 if s1\y�i  s2 ðResponse = not very likelyÞ
3 if s2\y�i  s3 ðResponse = somewhat likelyÞ
4 if s3\y�i  s4 ðResponse = very likelyÞ

8
>>>>><

>>>>>:

ð1Þ

where y�i denotes the latent variable measuring the evacuation decision of the ith

interviewed person; Xi is a vector of observed non-random explanatory variables; b is a
vector of unknown parameters; and ei is the random error term. The latent variable y�i is
mapped to the observed variable yi, according to threshold parameters sj‘s, with
sj�1\sj, s0 ¼ �1, and sJ ¼ þ1.

In addition, the choices on the potential evacuation destinations were modeled by
the multinomial logit model. Given one choice as a reference (i.e., public shelter), the
probability of each choice pij is compared to the probability of the reference choice piJ .
For choices j ¼ 1; 2; . . . J � 1, the log-odds of each choice is assumed to follows linear
model:

gij ¼ log
pij
piJ

� �

¼ Z
0
iaj ð2Þ

where Z
0
i is a vector of explanatory variables and aj is a vector of regression coefficients

for each choice j ¼ 1; 2; . . .; J � 1. To identify the potential relationship between the
evacuation decision and the choice of the evacuation destinations, we have proposed
the use of the structural equation modeling, where the evacuation decision yi is used as
one of the explanatory variable in evacuation destination model (Eq. (2)). More
detailed description of the proposed approach is reported in our recent work (Yang
et al. [9]). An example of the structure equation modeling process is shown in Fig. 1.
Though only two behavioral responses have been examined in the pilot study, the
proposed method can be extend to examine more complicated interactions among
multiple types of behavioral responses.

The key factors that affect the evacuation decision as well as the evacuation des-
tination choices have been determined through a Bayesian estimation approach, which
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is not detailed here (See Yang et al. [9]). Other than the conventional factors such as
age and distance to the shore, the modeling results suggest that there is only weak
relationship between the evacuation decision choices and the evacuation destination
choices. In other words, whether or not the individuals consider to evacuate, the
decisions on choosing public shelters as well as other places as their evacuation des-
tinations will not change notably based on the surveyed data.

3.2 Evacuation Zone Prediction

It is important for emergency planners to define evacuation zones which can indicate
inhabitants whether or not they are prone to hurricane-related risk in advance of dis-
aster impacts. The delineation of evacuation zones can be used to estimate the demand
of evacuees, and thus it is helpful in developing effective evacuation management
strategies. The evacuation zones defined currently cannot remain the same in the future,
since the long-term climate change such as the rise of sea level would have major
impacts on hurricane-related risks. One notable factor of climate change is global
warming and the resulting rise of sea level. To manage emergency resources more
efficiently, it is important to update the delineation of current evacuation zones to make
it adaptable to the future hurricanes.

To predict future evacuation zones, traditional methods rely on the estimation of
surge flooding using models such as the SLOSH (sea, lake, and overland surges from
hurricanes) model and the ADCIRC (a parallel advanced circulation model for oceanic,
coastal, and estuarine waters) model [10]. However, the implementation of the SLOSH
and ADCIRC models can be really time-consuming and costly. We aim to develop a
novel data-driven method which can promptly predict future evacuation zones in the
context of climate change. Machine learning algorithms are used to learn the rela-
tionship between current pre-determined evacuation zones and hurricane-related fac-
tors, and then to predict how those zones should be updated as those hurricane-related
factors change in the future.

The map of Manhattan, which is the central area of NYC, was uniformly split into
150 × 150 feet2 grid cells (N = 25,440) as the basic geographical units of analysis.

Fig. 1. Sample structural equation modeling process to explore multiple behavioral responses.
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Evacuation zone category (E1, E2, E3 and S)5, geographical features (including
average elevation above sea level and distance to coast), historical hurricane infor-
mation (including building damage intensity), evacuation mobility (including distance
to the nearest evacuation center, distance to the nearest subway station, distance to the
nearest bus stop and distance to the nearest expressway), and demographic features
(including total population, population over 65 and population under 14) in the current
year were captured for each cell. A decision tree and random forest were trained to
relate cell-specific features with current zone categories which could reflect the risk
levels during storms. Ten-fold cross-validation was used to evaluate model perfor-
mance and performance measures of the classification tree and the random forest are
reported in.

Table 3. It was found that the random forest outperformed the decision tree in term
of the accuracy and Kappa statistic [11]. Regarding the better performance, the pre-
diction outcomes of the random forest are visualized in the GIS map and compared
with actual evacuation zones as presented in Fig. 2. It is found that the estimated
evacuation zone division is quite similar to the actual one (accuracy = 94.13 %). It
implies that the random forest succeeds in learning the potential pattern of delineating
zones with different risk levels. More details on description and specification of the
proposed models are presented in our recent work (Xie et al. [12]).

The sea level rises in the future were also estimated based on emission scenario
Representative Concentration Pathway (RCP) 8.5 [13]. The RCP 8.5 scenario assumes
that little coordinated actions are made among countries, so that the climate radiative
forcing to the atmosphere from anthropogenic emissions is as high as 8.5 watts per
square meter over the globe. The upper 95 % bounds of sea levels are estimated to be
36.3 inches for the 2050s and 45.1 inches for the 2090s. As a result of climate change,
the terrain elevation above the sea level is expected to decrease. This will lead to a higher
flooding risk and thus the evacuation zone categories need to be updated accordingly.
The proposed random forest is used to predict the evacuation zones for the 2050s and
2090s, based on the expected decrease in average elevation above the sea level and
assumption that other hurricane-related characteristics are kept the same the future.

Table 3. Performance measures of the classification tree and the random forest

Classification tree Random forest

Correctly classified instances 22965 23947
Incorrectly classified instances 2475 1493
Total number of instances 25440 25440
Accuracy 90.27 % 94.13 %
Kappa statistic 0.8420 0.9049

5 “E1” corresponding to NYC 2013 evacuation zone 1, “E2” corresponding to NYC 2013 evacuation
zone 2 and zone 3, and “E3” corresponding to NYC 2013 evacuation zone 4, zone 5 and zone 6, and
“S” corresponding to the safe zone beyond the evacuation region.
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The predicted future evacuation zones are presented in Fig. 3. Compared with the
current zoning, the areas with need of evacuation are expected to expand in the future.

3.3 Traffic Incident Analysis

Incidents are defined here as any occurrence that temporarily reduce highway capacity
such as accidents, disabled vehicles and downed trees. Capacity losses caused by
incidents are closely related to the incident types, frequencies and durations. The
section aims to investigate the characteristics of incidents in the context of hurricane
Sandy, and to propose an approach to accommodate the uncertainty of roadway
capacities due to incidents.

The incident data used is introduced in subsection “Incident Data” above. As
shown in Fig. 4, the proportions of incident types vary greatly between the Sandy week
(Oct. 26th, 2012*Nov. 1st, 2012) and the regular time (time intervals before and after
the Sandy week). In the Sandy week, the proportions of debris, downed trees, flooding
and weather related incidents increased significantly. Meanwhile, there were fewer
accidents and disabled vehicles compared with the regular time.

The relationship between incident frequency during the evacuation period of
Hurricane Sandy (12 AM, Oct. 26th, 2012–12 PM, Oct. 29th, 2012) and highway
characteristics such as road length and traffic volume was investigated. The incident
frequency during evacuation for each highway section was obtained. Negative bino-
mial (NB) models can accommodate the nonnegative, random and discrete features of

(a) (b)

Fig. 2. Current evacuation zones (a) and predicted evacuation zones using the random forest (b).
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event frequencies and have been proved better to deal with the over-dispersed data by
introducing an error term [14]. A NB model was used to replicate incident frequencies
of highway sections, and it can be expressed as follows:

fi�Negbinðhi; rÞ
lnðhiÞ ¼ aXi

ð3Þ

(a) (b)

Fig. 3. Predicted evacuation zones for the 2050s (a) and the 2090s (b).

Fig. 4. Proportions of incident types in the regular time and the Sandy week. (Source: Xie et al.
(2015) [2])
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where fi is the observed incident frequency for freeway section i, hi is the expectation
of yi, Xi is the explanatory variables, a is the vector of regression coefficients to be
estimated, and r is the dispersion parameter. Results show that the logarithm of traffic
volume and the logarithm of highway length are positively associated with the incident
frequencies. In addition, more incidents are expected to happen in interstate highways
compared with other highways. The developed incident frequency model can be used
to predict the probability of incident occurrence for each highway section in the
capacity-loss simulation.

Duration distributions vary for different incident types. The relationship between
the incident type and duration can be explored using a lognormal model [2, 15].
A lognormal model assumes a linear relationship between the logarithm of incident
durations and explanatory variables. It can be expressed as:

lnðdjÞ�Normalðlj; r2Þ
lj ¼ bZj

ð4Þ

where dj is the observed duration for incident j, lj and r2 are the mean and variance of
the normal distribution, Zj is the explanatory variables (dummy variables indicating the
incident types), b is the vector of regression coefficients to be estimated. Accidents,
debris and disable vehicles are expected to have shorter duration than other incidents;
while duration of incidents such as downed tree and flooding tend to be shorter. These
modeling results can be used to generate the duration for each incident in the
capacity-loss simulation.

The incident type proportions, incident frequency and incident duration models
developed are used as inputs for simulating incident-induced capacity losses for the
whole study network (40442 links) during the evacuation period. Monte Carlo simu-
lation method is used to generate observations randomly from specified distributions
[16]. A detailed simulation procedure to generate capacity losses is introduced in our
recent paper [17]. The main steps of this novel approach are summarized as:
Step 1: Use the incident frequency model estimate the expectation of incident

frequency for each link
Step 2: For each incident, generate incident type according to the type proportions

during evacuation period
Step 3: Use the incident duration model to estimate the duration for each incident

The results of the incident simulation can tell us the likely locations of incidents as
well as their types and durations. Based on the incident simulation results, the capacity
loss of each link can be estimated and used as inputs in the network-wide evacuation
simulation.

3.4 Evacuation Simulation

Simulation of hurricane evacuation is an important task in emergency management/
planning. However, this process has to face two challenges: (1) how to estimate
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evacuation demand based on socio-economic characteristics and evacuation zone
division; and (2) how to deal with the uncertainty due to the roadway capacity losses
because of highway incidents. The evacuation simulation model built in this study
incorporates most recent hurricane experiences in the New York metropolitan area.

We propose an hour-by-hour evacuation simulation based on a large-scale
macroscopic network model of the New York metropolitan area developed in the
TransCAD Software [18]. This model reflects the latest traffic analysis zones (TAZs),
road network configuration, and socio-economic data. The procedure for the
network-wide evacuation simulation is shown on Fig. 5. Prior to traffic assignment, it is
crucial to estimate evacuation demand and generate capacity losses for road network.
For demand estimation, the first step is to identify the evacuation zones, then estimate
the number of people that need to be evacuated based on the socio-economic data.
Generated evacuation demand is distributed to each hour according to the empirical
evacuation curve obtained from the traffic volumes observed. Unlike most of the
previous studies that assume static highway capacities, we attempt to treat the highway
capacities to be stochastic, based on the outcomes from incident-induced capacity loss
simulation (as described in the previous subsection). The hour-by-hour capacity losses
are simulated for the whole network. Three scenarios are developed, including one base
and two evacuation scenarios (one considers incident-induced capacity losses and the
other doesn’t). Under the base scenario, the trip tables are constructed from the
background traffic in the regular time, while under the two evacuation scenarios, the
trip tables consist of both assumed background traffic and additional evacuation
demand.

We run network assignment model using the quasi-dynamic traffic assignment
method described in Ozbay et al. [19] for each hour based on different scenarios and
obtain results including the performance of network links and evacuation times
between each O-D pairs of the study network. At last assignment results are analyzed to
determine evacuation times from evacuation zones to safe zones and the performance
of the network with and without consideration of capacity losses. Figure 6 shows the
zonal travel times for two evacuation scenarios and observed taxi trips. It can be seen
that travel times for Harlem and downtown areas are lower than Midtown, and travel
times for east side of Manhattan is shorter than the east side for all scenarios. Compared

Fig. 5. Network-wide modeling methodology for hurricane evacuation combined with capacity
losses due to incidents.
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with the scenario with full capacity, the evacuation travel times for capacity loss
scenario are significantly higher, and closer to the ones observed from the empirical
taxi trip data.

3.5 Resilience Assessment

This subsection evaluates the resilience of roadway and transit systems in the aftermath
of hurricanes using large-scale taxi and transit ridership datasets during Hurricanes
Irene and Sandy. Recovery curves of subway and taxi trips are estimated for each zone
category (evacuation zones 1*6 and safe zone).

The logistic function is used in modeling process, since characteristics of logistic
model resembles evacuation and recovery activities, which are shown to follow an
S-shape. Basic logistic function is shown in Eq. (5):

Pt ¼ 1
1þ e�aðt�HÞ

ð5Þ

where Pt represents zonal recovery rate by time t, α is the factor affecting slope of the
recovery rate, and H is half recovery time (the time when half of the lost service
capacity is restored). According to Yazici and Ozbay [20], α can be regarded as the
parameter that controls behavior of evacuees whereas H controls total clearance time
(2H). So α and H together can be used to determine two factors of resilience, namely,
severity of outcome and time for recovery.

Fig. 6. Zonal travel times of Manhattan for (a) evacuation scenario without capacity losses,
(b) evacuation scenario with capacity loss and (c) observed taxi trips.
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Empirical and model estimated recovery curves are visualized in Fig. 7. For more
detailed parameter estimates, please refer to a recently study by Yuan et al. [21]. X axis
of each subplot range from 0 to 11, which stands for the days elapsed from hurricane
impact to the end of the study period. For Hurricanes Irene and Sandy, starting days are
August 28, 2011 and October 30, 2012, respectively. As shown in Fig. 7, during
Hurricane Irene, the curves for roadway recovery reached one in two days for nearly all
the zones. Full recovery of the subway system took longer than the roadway system for
most zones. Compared with Hurricane Irene, Hurricane Sandy recovery for both modes
required much longer recovery time. Subway system recovery in the case of Sandy is
also slower than roadway system. Spatial patterns are also presented in Fig. 7, roadway
curves were not fully recovered at the end of study period for zones 1 to 4. For zone 5,
roadway system recovered on day 10, zone 6 and Safe zone recovered on Days 6 and 5,
respectively. Subway recovery curves remain flat for high-risk zones. With decreasing
rates of zonal vulnerability, subway curves become steeper. For zone 1 (refer to sub-
section “Evacuation Management Data” for zone division details), only 25 % of
subway recovery was completed on day 11. Patterns for all other zones are similar, and
subway ridership recovered on day 10 or 11.

The above results show that the process of multi-mode post-hurricane recovery can
be captured by using logistic functions. The initial recovery rate of zones which are prone
to hurricane-related risk such as zone 1 is lower than those of others, and it takes longer
time for such zones for full recovery. Road network is found to have better resilience than
subway network, since subway recovery has later initial starting point, lower initial

Fig. 7. Empirical and modeled response curves.
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percentage and longer recovery period. One of the possible reasons is that failure of one
single subway station/line always influences the entire system, whereas this is not the
case for the roadway system due to the availability of more alternative routes.

4 Conclusion

This paper provides a comprehensive overview of data-oriented emergency
management/planning in the complex urban systems by summarizing five case studies
conducted using the big urban data of New York/New Jersey metropolitan area. There
are great opportunities for the development of data-driven methods to obtain innovative
solutions to the problems of emergency management and planning. The main findings
from these case studies conducted by the research team are as follows:

(1) Evacuation behavior analysis
The use of the structural equation modeling is proposed to identify the potential
relationship between the evacuation decision and the evacuation destination
choices. A weak relationship is found between the evacuation decision and the
evacuation destination choices based on the survey data.

(2) Evacuation zone prediction
The random forest has better performance in learning the relationship between
current pre-determined evacuation zones and hurricane-related factors. The
evacuation zones in the 2050 s and 2090 s are predicted using the random forest
and are expected to expand along with the sea level rises.

(3) Traffic incident analysis
It is found that the proportion of debris, downed trees, flooding and weather
related incidents increases significantly during the hurricane-impacted period.
Based on developed incident frequency and incident duration models, a
Monte Carlo simulation method is used to simulate the incident-induced capacity
losses for the whole road network during the evacuation period.

(4) Evacuation simulation
An hour-by-hour evacuation simulation model is proposed based on a large-scale
macroscopic network model, with consideration of incident-induced capacity
losses. Compared with the scenario with full capacity, the evacuation travel times
for capacity loss scenario are significantly higher, and are closer to the ones
calculated from the historical taxi trip data in the same period.

(5) Resilience assessment
The process of multi-modal post-hurricane recovery can be captured by using
logistic functions. The initial recovery rate of evacuation zones which are prone to
hurricane-related risk is found to be lower than those of others. It is also found that
road network has better resilience than subway network due to its operational,
physical and topographical characteristics.
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