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Preface

The ultimate aspiration of this book is to promote the application of computational
cardiovascular mechanics models to clinical medicine. Patient-specific computa-
tional models can aid medical diagnosis and help design optimal treatment for
cardiovascular disease. At present, however, most computational biomechanics
modeling is still in the research and development stage. Further, the progress that
has been made remains largely unrecognized in the clinic.

The objective of this book is, therefore, to present a comprehensive perspective
on computational modeling of cardiovascular mechanics from both solid mechanics
and fluid dynamics points of view. Since clinical translation of these models is the
ultimate objective, we focus on applications in heart failure as this is an area that
can particularly benefit from mechanical modeling. With our limited objective, this
book does not claim to be a compendium or handbook of current information on the
selected topics nor a review of literature; rather, it is largely works of the editors and
their associates with a balanced point of view. A comprehensive bibliography is not
provided; the list of references is limited to items quoted in the text.

We wish to express our thanks to all authors and publishers who permitted us to
quote their publications and reproduce their figures and data in this book. We wish
to especially thank Professor Yuan-Cheng Fung for his mentorship. Special thanks
should also go to L. Henry Edmunds and Dan Bogen who mentored and continue
to mentor Dr. Ratcliffe. Much of the work presented here is the work of our col-
leagues, fellows, and former students. We wish to thank Drs. Andrew McCulloch,
Lewis Waldman, Iraj Motabarzadeh, Vincent de Laborderie, George Zahahak, Ruth
Okamoto, Michael Moulton, Sarah Peterson, Michael Pasque, Scott Moonly, Ali
Salahieh, Alan Dang, Joseph Walker, Peng Zhang, Joseph Gorman, Robert Gorman,
David Saloner, Kevin Healy, Arthur Wallace, Amy Schatz, Carmel Rider, Edith
Pallencaoe, Kha Le, Daniel Lin, Jimmy Zhou, Sabee Molloi, Xiaomei Guo, Xiao
Lu, Susy Choy, Benny Kaimovitz, Yoram Lanir, and many others who contributed
much of the material presented here. To all of them we are thankful.

Finally, we wish to thank the editorial and production staffs of Springer for their
professional help and cooperation in producing this book.

San Francisco, California Julius Guccione
Indianapolis, Indiana Ghassan Kassab
San Francisco, California Mark Ratcliffe
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Introduction

Mark B. Ratcliffe, Julius M. Guccione, and Ghassan S. Kassab

Abstract Heart failure (HF) is a huge health and economic problem in the United
States. As a consequence, a number of innovative device-based and surgical HF
therapies have been introduced in the last 10 years. Examples include the total
artificial heart, ventricular assist device, surgical ventricular remodeling, passive
constraint, and resynchronization therapy. In general these therapies aim to either
increase cardiac output or reverse left ventricular remodeling. However, a number
of problems remain unsolved including the effect of therapy on left ventricular stress
and function and intraventricular and intra-device flow and thrombus formation.

Mathematical modeling of the cardiovascular system using the finite element (FE)
method has become both more powerful and easy to use. FE models of the heart
now incorporate constitutive laws based on myocardial architecture that mimic the
passive anisotropic nonlinear nature of the myocardium that can simulate active
contraction. Inverse solutions now allow the calculation of myocardial material
properties and stress. Computational fluid dynamics (CFD) studies can calculate
endothelial shear stress and predict thrombosis and hemolysis. The FE method will
play an increasing role in the understanding of cardiovascular pathology and in the
design of therapies for HF.

The significance of HF as an economic and clinical problem will be discussed.
Current device therapy will be discussed with an emphasis on problems that remain
to be solved. Next, the chapter outlines the four basic biomechanics modeling steps.
We conclude by introducing the chapters to follow.

J.M. Guccione (B)
Department of Surgery, University of California at San Francisco and San Francisco VA Medical
Center, San Francisco, CA, USA
e-mail: guccionej@surgery.ucsf.edu
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1 Heart Failure

Heart failure (HF) is an increasing health and economic problem in the United
States. For instance, one in eight deaths has HF mentioned on the death certifi-
cate. The number of “total mention” deaths from HF was 284,365 in 2004 with HF
listed as the underlying cause in 57,120 [58]. Patients with HF use an increasing
amount of health care resources. From 1979 to 2005, hospital discharges for HF
rose from 400,000 to 1,084,000 [58]. The estimated direct and indirect cost of HF
in the United States for 2008 is $34.8 billion [58].

HF is either caused by decreased left ventricular (LV) end-systolic elastance (sys-
tolic HF) or decreased diastolic compliance (diastolic HF) [1]. The most common
cause of systolic HF is myocardial infarction (MI) secondary to coronary artery
disease (∼two-thirds of all HF). The annual incidence of MI is 920,000 [58].
Most current therapies, and all those discussed in this book, are designed to treat
systolic HF.

The consequences of significant post-MI ventricular remodeling are substantial
[2]. An increase in LV size after MI is one of the most important adverse prognos-
tic findings [3–5, 55], and relatively small changes (25 cc) in end-systolic volume
are associated with exponential increases in mortality [6]. Although the current
incidence of LV aneurysm is unknown, Visner reported an incidence of 22% in
1986 [7] and Benediktsson reported an incidence of 5.3% in 1991 [8]. The per-
centage of patients with LV aneurysm who develop congestive heart failure (CHF)
is 29% [9].

2 Cardiac Surgery

The last 50 years have seen an explosion of device- and engineering-related progress
in cardiac surgery and the treatment of HF. Fig. 1 shows some of the landmark events
and publications [10] that have occurred since the initial use of cardiopulmonary
bypass by Gibbon in 1953 [11].

The number of routine cardiac surgical and interventional cardiology procedures
has increased dramatically over the last 50 years. For instance, there were 699,000
open heart operations performed in 2005 [58]. An estimated 1,265,000 percutaneous
coronary interventions (PCI) and 469,000 coronary bypass (CABG) procedures
were performed in the United States in 2005 [58]. Finally, 106,000 valve prostheses
were implanted in 2005 [58].

Survival after cardiac transplantation has gradually increased since the first
human cardiac transplant by Barnard in 1967. In 2001, time to 50% survival after
heart transplantation in an adult had increased to 10.3 years [12]. However, the
need for surgical therapy for HF has outstripped demand. It is estimated that 40,000
people aged 65 or older may benefit from cardiac transplantation. Of those await-
ing transplantation, 59% have a non-ischemic cardiomyopathy while 41% have
an ischemic cardiomyopathy [57]. Although heart transplantation is increasing in
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frequency, scarcity of donors limited the number of heart transplants performed in
the US to 2,192 [58]. In 2001, 8.5% of those on the transplant waiting list died
awaiting transplant [57].

3 New Devices and Operations

As a consequence, a number of innovative device-based and surgical HF therapies
have been introduced, many in the last 10 years. Examples include mechanical
circulatory support (total artificial heart, ventricular assist device (VAD)), sur-
gical ventricular remodeling, passive constraint, and resynchronization therapy.
In general these therapies aim to either increase cardiac output or reverse LV
remodeling.

3.1 Mechanical Circulatory Support

In 1969, Cooley used an artificial heart as a bridge to transplantation but the patient
died shortly after second operation [13]. In 1982, DeVries implanted a Jarvik-7 total
artificial heart developed at the University of Utah by Jarvik, Kolff, and colleagues
[14]. The patient lived for 112 days. Since those early days, there has been tremen-
dous progress. In 2004, the REMATCH trial showed that treatment of end-stage HF
with a VAD was a viable therapy [15]. Currently, a large number of VADs and arti-
ficial heart devices are under development for use as bridge to transplant, bridge to
recovery, or destination therapy. Recent innovations include continuous flow VAD
(Fig. 2) and VADs with hydraulic and magnetic rotor suspension.
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Fig. 2 Micromed axial flow pump

3.2 Surgical Remodeling

A number of surgical procedures have been proposed to stop or reverse ventricular
remodeling. In general, these procedures are designed to either decrease stress on
the myocardium or to constrain the heart so that further enlargement cannot occur.

Although previously described by Cooley [16] and others, in 1984, Dor popular-
ized the use of an endoventricular circular patch plasty (“Dor procedure”) to restore
LV size and shape by excluding the infarcted anterior LV wall and interventricular
septum in patients with ischemic cardiomyopathy and either akinetic or dyskinetic
anterior wall (Fig. 3) [17].

In 2009, the NIH sponsored Surgical Treatment for Ischemic Heart failure
(STICH) trial found no survival benefit for surgical ventricular remodeling [18].
The STICH report noted that there may be specific subgroups of patients who might
benefit from the combined procedure. However, at this time, the future of the Dor
procedure and other surgical remodeling operations is unclear.

Fig. 3 Surgical Anterior Ventricular Restoration (SAVER). From Athanasthuleas et al, J Am Coll
Cardiol 37: 1199, 2001
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Also worth noting was the description in 1996 by Batista of a new surgical ther-
apy for HF in patients with dilated cardiomyopathy (DCM) and end-stage CHF
in which a viable “slice” of lateral LV wall was resected [19]. Because of prob-
lems with diastolic dysfunction and ventricular arrhythmias the Batista operation
has largely been abandoned.

3.3 Passive Constraint

Passive LV constraint devices made of woven polyester fabric (Acorn Corcap
TM Cardiac Support Device (CSD)) [20, 21] or nitinol (Paracor) [22] have been
designed to prevent further ventricular remodeling. Passive LV restraint with Acorn
and Paracor is arguably the least invasive and most likely to be applied to patients
with ventricular remodeling and/or heart failure after myocardial infarction. Acorn
and Paracor devices have not to date received FDA approval (Fig. 4).

Fig. 4 Acorn cardiac support
device (Jacket)
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4 Remaining Problems

There are a number of problems that prevent mechanical support, surgical ventric-
ular remodeling operations, and passive constraint devices discussed above from
achieving full potential.

4.1 Emboli from Intravascular Devices

First, emboli from mechanical valves and from assist devices remain a major
problem. For instance, embolism (1.18%/patient-year) and anticoagulant-related
bleeding (2.24%/patient-year) are the dominant complications associated with stan-
dard St. Jude prosthesis in the aortic position [23]. Also, 16% of patients in the VAD
arm of the REMATCH trial had frank stroke [24].

4.2 The Effect of Device Therapy on Ventricular Function

Next, valve replacement for regurgitant aortic and mitral valves and surgical
remodeling procedures are thought to work because they reduce the stress on
the myocardium. Stress reduction is important since myocardial stress determines
regional coronary blood flow, [25] myocardial oxygen consumption, hypertrophy
[26], and remodeling. However, the measurement of myocardial stress is problem-
atic. Huisman previously showed that it is impossible to directly measure regional
in vivo myocardial stress because of tethering from surrounding myocardium [27,
28]. Also, the use of force balance equations such as Laplace’s law is limited for a
thick-walled heart.

Finally, the effect of HF operations on regional and global ventricular function is
often difficult to predict. For instance, surgical ventricular remodeling and passive
constraint devices may unintentionally create diastolic dysfunction [29].

5 Cardiovascular Applications of the Finite Element Method

Mathematical modeling of the cardiovascular system using the finite element (FE)
method has become both more powerful and easier to use. As a consequence, we
believe that the FE method will play an increasing role in the understanding of
cardiovascular pathology and in the design of therapies for HF.

5.1 A Brief History

As early as 1906, researchers first began suggesting the solution of continuum
mechanics problems by modeling the body with a lattice of elastic bars and employ-
ing frame analysis methods (see Cook, [30]). In 1941, Courant recognized piecewise
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polynomial interpolation over triangular subregions as a Rayleigh–Ritz solution of
a variational problem. Since there were no computers at the time, neither approach
was practical and Courant’s work was largely forgotten until engineers had inde-
pendently developed it. By 1953, structural engineers were solving matrix stiffness
equations with digital computers. The widespread use of FE methods in engineer-
ing began with the classic papers by Turner and colleagues [31] Argyris and Kelsey
[32]. The name “finite element” was coined in 1960, and the method began to be
recognized as mathematically rigorous by 1963.

Solid models of the heart. Many FE models of the LV have been proposed,
although most did not include the nonlinear kinematic terms associated with large
deformations because iterative solution of the nonlinear governing equations at
each load step is required. The importance of adopting nonlinear finite deformation
theory for the analysis was demonstrated by Janz and colleagues [33].

The work of Bogen and colleagues deserves mention [34]. Although the FE
model used by Bogen was a sphere composed of membrane elements, to our knowl-
edge, Bogen was the first to simulate cardiac contraction and the first to simulate
the effect of myocardial infarction [34].

CMISS/Continuity. The FE method that was developed by Drs. Hunter,
McCulloch, Guccione, and colleagues specifically for continuum analysis of the
heart (CMISS/Continuity) includes several features that are uncommon to conven-
tional FE methods. We and others using Continuity have been exclusively modeling
the ventricles as non-homogeneous and anisotropic for nearly 20 years [35–37].
Moreover, these models have been based directly on measured 3D fiber angle and
sheet angle distributions (using a variety of measurement techniques). Furthermore,
these models have been validated experimentally under a wide range of conditions.
More recent models (see, for example, Saucerman et al. 38) now also include the
transmural heterogeneity of cellular excitation–contraction coupling mechanisms.

A few FE modeling studies of the LV have validated stress calculations by
showing good agreement with myocardial strain measured with implanted markers
[39–42]. However, this is invasive and is limited to few simultaneous LV loca-
tions. With advancements in MRI, myocardial strain can be quantified noninvasively
throughout the LV with tagged MRI [43, 44]. In a pioneering study, Moulton et al.
[45] used tagged MRI to determine isotropic, diastolic material properties in a 2D
FE analysis of beating canine hearts. Using a more realistic material law, Okamoto
et al. [46] determined anisotropic myocardial material properties in a 3D FE model
using tagged MRI. The experimental preparation and loading conditions were not
physiological, however, to create significant transverse shear strain. Since then,
Guccione et al. [47] have successfully modeled end-isovolumic systole in an ovine
model of myocardial infarction and determined material parameters that reproduced
circumferential stretching (as measured with 2D tagged MRI) in the infarcted bor-
der zone. This FE study successfully revealed that the mechanism of circumferential
stretching in the infarct border zone during isovolumic systole related to impaired
contractile function in that region.

Inverse calculation of myocardial material properties. As an alternative or com-
plementary approach to biaxial mechanical testing, Moulton and colleagues [48]
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have suggested the nonlinear material properties of passive, diastolic myocardium
could be determined using MRI tissue-tagging, FE analysis, and nonlinear optimiza-
tion. Material parameters for a proposed exponential strain energy function were
determined by minimizing the least squares difference between FE model-predicted
and MRI-measured diastolic strain. Six mongrel dogs underwent MRI imaging with
radiofrequency (RF) tissue-tagging. Two-dimensional diastolic strains were mea-
sured from the deformations of the MRI tag lines. FE models were constructed
from early diastolic images and were loaded with the mean early-to-late LV and
right ventricular diastolic change in pressure measured at the time of imaging. A
nonlinear optimization algorithm was employed to solve the least squares objec-
tive function for the material parameters. Although they modeled the myocardium
inappropriately as an isotropic material, they suggested that their parameter esti-
mation algorithm provides the necessary framework for estimating the nonlinear,
anisotropic, and non-homogeneous material properties of passive myocardium in
health and disease in the in vivo beating heart.

6 Computational Fluid Dynamics

Computational fluid dynamics (CFD) is a branch of fluid mechanics that uses
numerical methods to solve problems that involve fluid flows in complex geome-
tries. The CFD method is used in conjunction with inlet waveforms (as boundary
conditions) to predict the flow field (velocity, streamlines, shear stress, vorticity,
etc.) in the region of interest. The CFD method is a numerical model to treat a
continuous fluid in a discretized fashion. The fundamental basis of the model in a
single-phase blood flow is the partial differential equations or integro-differential
equations of continuity and Navier–Stokes. These equations can be simplified by
ignoring the viscosity term to yield the Euler equations. Additional simplification,
by removing terms describing vorticity, yields the full potential equations. Finally,
these equations can be linearized to yield the linearized potential equations.

The Navier–Stokes equations can be discretized at specific locations in space
and time, approximated by a system of algebraic equations, and then solved on
a computer. Computers are used to perform the millions of calculations required
to simulate the interaction of fluids in complex geometries. In many cases, only
approximate solutions can be achieved even with high-speed supercomputers.
Ongoing research, however, may produce software that improves the accuracy and
speed of complex simulation such as in turbulent flows.

6.1 A Brief History

Methods were first developed to solve the linearized potential equations. Two-
dimensional methods, using conformal transformations of flow around a cylinder
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to the flow around an airfoil were developed in the 1930s. The increase in compu-
tational power enabled development of 3D CFD methods. The first solution of a 3D
linearized potential equation appeared in the 1960s. Much of the early developments
in CFD were made in conjunction with aeronautical applications. A number of com-
mercial and free packages (Commercial Software: ANASYS, FLUENT, ADINA,
NASA COSMIC, etc. and Free Codes: FEAT, Free CFD, OpenFlower, OpenFOAM,
etc.) for the solution of full 3D Navier–Stokes equations are now available, with
NASA being a major early contributor. A brief history on the developments of blood
flow solutions has been beautifully articulated in Fung’s books (e.g., 49).

6.2 Applications to Cardiovascular System

The CFD method has become a popular approach to understand blood flows in
the cardiovascular system. A PubMed Search under “Computational fluid dynam-
ics” found 1,256 reports. For “Computational fluid dynamics andcardiovascular”,
PubMed lists 441 entries. The earliest study on Pubmed lists Peskin and colleague’s
paper on CFD of mitral valve [50]. A number of CFD applications are subsequently
listed focusing on issues ranging from hemolytic and thromboembolic analysis of
Starr–Edwards valve prostheses [51] to analysis of blood flow in arterial bifurca-
tions [52], to analysis of LV ejection [53], to wall shear stress distribution on the
endothelium [54], and others.

7 Our Method of Approach

In the introductory chapter of Y.C. Fung’s classic monograph Biomechanics:
Mechanical Properties of Living Tissues, the “Father of Biomechanics” [55]
explains how biomechanics is mechanics applied to biology [49]. Here, we con-
sider cardiovascular mechanics as mechanics applied to the diagnosis and treatment
of cardiovascular disease. Mechanics is the study of the motion or deformation of
particles or solid bodies (kinematics) and the forces or moments responsible for
their motion or deformation (kinetics). When we teach undergraduate and graduate
courses in cardiovascular mechanics, we point out Y.C. Fung’s method of approach
in our first lecture. When applied to the cardiovascular system, it consists of the
following steps:

(1) Study the anatomy of the heart and vessels, histology of the cardiovascular
tissue (blood, ventricular walls, valves, and coronary blood vessels), and the
structure and ultrastructure of tissue constituents (blood cells, endothelial cells,
myocytes, collagen fibers) in order to know the geometric configurations of
the heart (end of filling phase or the cardiac cycle or end-diastole, end of ejec-
tion phase or end-systole). The unloaded configuration, which probably is not
stress-free, is the most difficult configuration of all to determine clinically.
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(2) Determine the mechanical properties of the cardiovascular tissue. As Y.C. Fung
warns, this step is often very difficult because (1) we cannot isolate the tissue
for testing, (2) the size of available tissue specimens is too small, or (3) it is
difficult to keep the tissue in the normal living condition. Furthermore, car-
diovascular tissues are subjected to large deformations, and the stress–strain
relationships are anisotropic and nonlinear. The nonlinearity of the constitutive
equation makes its determination a challenging task. Despite these challenges,
however, one can estimate the mathematical form of the constitutive equation
of the cardiovascular tissue and determine (or even optimize) numerical values
for the material parameters using physiological experimental data.

(3) Based on the conservation laws of physics and continuum mechanics (con-
servation of mass, momentum, energy) and the constitutive equations of the
cardiovascular tissue, derive the governing (partial differential or integral)
equations.

(4) Understand the heart’s boundary conditions. These include the pressures on the
surfaces of the endocardium, epicardium, valves, and endothelial and adventitial
surfaces of coronary blood vessels. These pressures can be measured quite read-
ily in animal models of cardiovascular disease using micromanometer-tipped
catheters, but they need to be estimated in human volunteers and patients using
noninvasive measurements. The LV heart chamber, for example, can be mod-
eled in isolation using a free body diagram, but then displacement boundary
conditions just below the valves must be specified.

This approach produces well-posed boundary value problems which can be
solved using various mathematical and typically computational algorithms. The
models must then be validated using various experimental approaches which
are largely imaging-based for patients. When there is agreement between the
computational models and experimental results, one gains confidence in the
theory. The model can then be used to predict the behavior of the physiologi-
cal/pathophysiological system under different conditions. If there is disagreement
between the models and experiments, then it is necessary to examine the cause of
the discrepancy (i.e., determine whether any of the hypotheses made in the four-
step approach need to be re-examined). In the process, one may wish to improve the
experiment, or the theory, or both. With the improved theory and experiment, the
process is repeated. The iterative process ensues until there is acceptable agreement
between theory and experiment. This second alternative is typically what happens
and provides real opportunity for discovering new hypotheses.

8 Introduction to Book Chapters

The philosophy of the Fung four-step approach is the theme of the present book
and is weaved throughout the various chapters. The chapters are organized into two
major sections. The first is focused on modeling of cardiovascular mechanics both
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the solid as well as the fluid mechanics. The solid mechanics is focused largely on
the heart. For example, the LV mechanics, Chapter 1, is primarily concerned with the
unloaded LV geometric configuration. Quantifying this configuration in vivo is quite
challenging yet necessary for clinical applications. Chapter 3 is primarily concerned
with the mechanical properties of LV myocardium. Because mechanical testing and
our computational models in conjunction with experimental strain measurements
have shown that even passive myocardium is anisotropic with respect to the local
muscle fiber direction, Chapter 3 is preceded by a chapter (Chapter 2) concerned
with myofiber architecture. The solid mechanics chapters do not go into details
about governing equations because UCSF’s Cardiac Biomechanics Laboratory is
developing and validating easy-to-use software tools that can be downloaded and
used by cardiovascular disease researchers. This user-friendly approach to deal-
ing with governing equations and LV boundary conditions are discussed briefly at
the end of Chapter 1. Since models have to be validated using physiological data,
Chapter 3 provides a number of examples of model validation. Finally, Chapter 4
is primarily concerned with the optimization of material parameters in constitutive
equations for passive and active myocardium using measurements of myocardial
strain and LV pressure. The objective of Chapter 5 is to provide an overview of the
history, theory, and clinical use of electrical heart models with applications to heart
failure.

The next group of chapters in the first section is focused on computational fluid
dynamics. The anatomy/geometry of the vascular system is fundamental to the
formulation of any boundary value problem. Hence, Chapter 6 introduces the gen-
eral geometrical features of the vascular system and their geometric scaling while
Chapter 7 introduces tools for quantitative reconstruction of the vascular anatomy
from medical images (segmentation algorithms) and mesh generation for creation of
geometric computational models. The field equations (conservation laws) are then
outlined in Chapter 8 along with a number of numerical approaches. Some example
applications in the coronary arteries are provided. Since the motion of the fluid is
coupled with the motion of the vessel wall, the fluid–structure interaction is con-
sidered in Chapter 9 with some illustrative examples. Finally, an overview of the
general topic of turbulence in the cardiovascular system is presented in Chapter 10
along with the example of turbulent flows in large aneurysms. In all these chapters,
an attempt is made to link the biofluid mechanics of blood with the biology of the
vessel wall.

The second major section provides applications of the theory to heart failure
from solid and fluid mechanics points of views. For the former, both diagnostics
(i.e., local and global indices of contractility, Chapter 11) as well as therapeutic
approaches (surgical ventricular restoration, restrain devices, biomaterial implants,
and cardiac resynchronization therapy in Chapters 12, 13, 14, and 15, respectively)
are discussed. For the latter, the fluid mechanics of heart valves is simulated in
Chapter 16 along with simulations of surgical procedures and HF-related devices in
the form of CABG (Chapter 17) and VADs (Chapter 18). These chapters provide
examples of the utility of the physics-based computational approach in under-
standing devices and surgical procedures. They highlight the major theme that the
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principles of simulation-driven optimization that have revolutionized engineering
can be successfully applied to biomedical diagnosis and therapy.

9 Future Directions

It is our hope that the FE methods described in this book will transition from the
development phase into research and clinical tools that can be used not only by
expert investigators but also by non-experts. To make the software user friendly, this
will require the addition of a spontaneous graphic user interface that can guide the
user through all phases of the process from image segmentation to mesh generation
and then to the FE solution.

Another issue is the hardware required to run the simulations. If a small Linux
cluster is necessary to solve problems in a reasonable period of time, it is unlikely
that these methods will achieve widespread use. However, the computational horse
power of stand-alone computers is constantly increasing and the use of graphics
processors for matrix algebra will make stand-alone machines faster still.

During the inaugural BISTIC (Biomedical Information Science and Technology
Consortium) Symposium in November 2003, one of the concurrent sessions was
dedicated to IMAG’s (Interagency Modeling and Analysis Group) interests in
multiscale modeling. Subsequently, IMAG focused on the development of the
Interagency Opportunities in Multi-Scale Modeling in Biomedical, Biological, and
Behavioral Systems Solicitation. IMAG recognized that the modeling community
is on the forefront of thinking across the biological continuum, rather than sin-
gle scale or one level of resolution. In addition, IMAG identified a strong desire
among modelers to form multi-disciplinary partnerships across varied research
communities.

Finally, computer graphics based animation is becoming increasingly power-
ful and teaching animations have been developed. Physics-based libraries such as
PhysBam [56] have been added although the rationale seems largely to make ani-
mations more visually realistic rather than mechanically correct. It is necessary
to couple teaching simulators to the FE solvers in which material properties and
constitutive relationships are accurate.
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Chapter 1
In Vivo Left Ventricular Geometry
and Boundary Conditions

Jonathan F. Wenk, Choon-Sik Jhun, Zhihong Zhang, Kay Sun, Mike Burger,
Dan Einstein, Mark Ratcliffe, and Julius M. Guccione

Abstract The first basic biomechanics modeling step outlined in the introductory
chapter is to define the geometric configuration. In Chapters 12 and 14 we demon-
strate the application of either simple (i.e., axisymmetric truncated ellipsoid) or
complex (i.e., fully 3-D) left ventricular (LV) geometric models or finite element
(FE) meshes. This chapter is primarily concerned with an instructive review of the
methodology we have used to create both types of FE meshes, which relies on
the “parametric” meshing software TrueGrid R©. Since TrueGrid is rather expen-
sive, Section 1.6 describes the use of free software executables available from
the Pacific Northwest National Laboratory. The second basic biomechanics mod-
eling step (determine mechanical properties) is addressed in the next three chapters.
The third and fourth basic biomechanics modeling steps (governing equations and
boundary conditions) are discussed briefly at the end of this chapter.

1.1 Introduction

The least complex realistic geometric model for regional left ventricular (LV)
mechanics is a truncated ellipsoid or prolate spheroid. When stress and strain in
a thick-walled pressure vessel vary in more than one direction (e.g., longitudinally
and transmurally), the solution of partial differential equations of equilibrium or
motion is required. The finite element (FE) method is the most versatile mathe-
matical technique for solving partial differential equations. There are several FE
mesh generation programs available. TrueGrid R© (XYZ Scientific Applications,
Inc., Livermore, CA) is a general-purpose mesh generation program with sophis-
ticated relaxation and parameterization capabilities. In other words, it is possible
to use TrueGrid R© to generate an FE mesh, the characteristics of which can then
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be controlled by a few key parameters. TrueGrid R© has been optimized to produce
high quality, structured, multi-block hexahedral meshes or grids, and serves as a
preprocessor to over 30 of today’s most popular analysis codes.

1.2 Anatomy of a Good Grid

Efficiently generating semi-structured meshes, from imaging derived geometries, in
a way that is tuned to the physics of the problem remains challenging. Selection of
the geometry to be discretized and the approach for grid generation is application
dependent. However, for computational cardiac analysis there are some common cri-
teria. Finite computational resources dictate that the grid must be optimally adapted
to the geometry in order to minimize both computational cost and discretization
error. At the same time, the grid should be organized both by scale and by intrinsic
properties. The wall of the heart, for example, is a laminated muscle consisting of
three separate layers, each with a separate family of fiber and myocyte orientations.
Thus, a grid of the heart muscle must be similarly layered.

In addition, elements must be of high quality. Different quality metrics exist for
different elements. For hexahedra, the scaled-Jacobian is the most common measure
of quality, and measures the degree to which the three edges depart from being
mutually orthogonal [1]. For prisms – midway in desirability between hexahedra
and tetrahedra – the scaled aspect ratio [2], which combines the measures of triangle
shapes and edge orthogonality, is an appropriate measure. For tetrahedra, the aspect
ratio, which is proportional to the ratio of the inscribed radius to the length of the
longest edge, is typically reported.

Whether to adopt hexahedra, prisms, tetrahedra, or a hybrid of these elements
also depends strongly on application. Automatic, unstructured grid generation with
hexahedra remains an active research area in computational geometry for all but
the simplest geometries. As geometries become more complex and more detailed,
grid generation with layered tetrahedra or a hybrid of layered tetrahedra and prisms
becomes the only viable option. Consider, for example, that the layering of the
myocardium persists at the smaller scale of the heart geometry, where, for exam-
ple, the musculature transitions into the connective tissue of the cardiac valves, or
at an even smaller scale where the heart muscle involutes to become a network of
coronary arteries. These geometries can only be approached with tetrahedra. In the
case of fluid–structure interaction problems, different needs arise, since fluids are
not generally layered but they do experience large gradients at the wall.

At a minimum, a computational grid of the myocardial wall should be layered in
order to account for the layered orientation of myofibers. The approaches to grid
generation that are presented in this chapter all meet this criterion. In addition,
the elements should be mostly orthogonal to the epicardial and endocardial sur-
faces. The degrees to which these criteria are met vary according to the approach.
Deliberate structured paving of the myocardium with hexahedra is perhaps the
most computationally efficient, but is only possible with the simplest geometries.
Topological projection of hexahedra, which is the method used in TrueGrid, is
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capable of handling more complex geometries than purely structured paving, but
the organization of the hexahedra at the intersection of the “butterfly” does not cor-
respond to any physical feature of the geometry, and can result in highly skewed
hexahedra, unless handled carefully. Layered tetrahedra meet this later criterion
fully, but in general tetrahedra – linear or otherwise – are less desirable than hexahe-
dra or prisms, even though historic problems of volumetric and shear locking long
associated with tetrahedra have since been overcome [3, 4]. All else being equal a
good tetrahedra is better than a bad brick, though a good brick is almost certainly
best.

1.3 Mesh Generation of an Axisymmetric Truncated Ellipsoid
Using TrueGrid R©

The FE mesh of a globally dilated canine LV was created by TrueGrid R© using
solid 3-D elements. Figure 1.1 shows an unloaded dilated canine LV modeled as a
thick-walled, axisymmetric, truncated, prolate spheroid [5]. Streeter and Hanna [5]
suggested the following empirical equation to acquire dimensions on semi-major
(aendo, aepi) and semi-minor (bendo, bepi) axes:

v = π (2 + 3f b − f 3
b )

3
ab2, (1.1)

where V, f b , a, and b are volume, truncation factor (i.e., p/aepi = 0.5), major radius,
and minor radius, respectively. We used a confocal nest of ellipses, i.e., the focal
length is given by d = (a2

endo − b2
endo)1/2 = (a2

epi − b2
epi)

1/2. For a canine LV
geometry, we used d = 3.75 cm, suggested by Streeter and Hanna [5]. However,

Fig. 1.1 A confocal
mathematical geometry of the
LV modeled as a
thick-walled, axisymmetric,
truncated, prolate spheroid.
Vw = ventricular wall
volume, Vc = ventricular
cavity volume, l = LV length,
aepi = major radius of
epicardial ellipsoid, aendo =
major radius of endocardial
ellipsoid, bepi = minor radius
of epicardial ellipsoid, bendo
= minor radius of
endocardial ellipsoid, and
t = equatorial wall thickness
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one can also use a LV (end-diastolic or end-systolic) cavity long-axis to short-axis
ratio (i.e., 3aendo/4bendo).

Upon acquiring the dimensions (i.e., aendo, bendo, aepi, and bepi) for a mathemat-
ical LV geometry, those values are fed into TrueGrid R© to generate a solid 3-D FE
mesh. The procedure for generating a mathematical LV mesh is given below:

(i) A single block part is created (command: BLOCK) so that each of the six faces
can be projected to a different surface to form the mathematical LV geometry
(Fig. 1.2).

(ii) The four corners need to be deleted to form the butterfly topology (command:
DEI) (Figs. 1.3 and 1.4).

(iii) Two ellipsoidal surfaces, which represent the endocardial and epicardial sur-
faces, and one plane surface, which is the basal plane, are defined as the
projection surfaces for the block part (commands: SD, SFI) (Fig. 1.5).

(iv) Loading conditions and boundary conditions are also defined during the mesh
generation (commands: PR, NSETI).

(v) Upon completing all projections, a coarse mathematical LV mesh is generated
(command: ENDPART) (Fig. 1.6).

Fig. 1.2 A single block part is created. Each of the six faces will be projected to a different surface
to form a mathematical LV geometry
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Fig. 1.3 Four corners need to be deleted to form the butterfly topology

(vi) Mesh refinement can be performed at any time after finishing the initial mesh
generation (command: MSEQ) (Fig. 1.7).

(vii) Finally, the keyword file for a commercial implicit/explicit solver, LS-DYNA
(LSTC, Inc., Livermore, CA), is generated (commands: LSDYNA KEYWORD,
WRITE).

The user’s manual for TrueGrid R© can be found at (http://www.truegrid.com).
The muscle fiber direction throughout the LV is presumed to vary linearly in the

transmural direction. In the case of a canine model, the fiber direction is 60◦ from
the circumferential direction at the endocardium and –60◦ from the circumferential
direction at the epicardium [6]. The myocardial wall was refined into three layers:
inner wall, mid-wall, and outer wall. The muscle fiber directions are assigned to each
layer by a custom Matlab code, referred to as Closer. The total number of elements
in our mathematical LV mesh is 1539. One can increase the number of myocardial
layers by refining the mesh in the transmural direction. For example, the Acorn
CorCapTM Cardiac Support Device (CSD) (see Chapter 13), which is attached to
the epicardium of the LV, can be modeled by refining the mesh transmurally and
assigning the appropriate material properties to that layer of elements.
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Fig. 1.4 Schema of a standard butterfly topology to wrap up (or project onto) the endocardial and
epicardial ellipsoids

1.4 Mesh Generation of an Axisymmetric Truncated Ellipsoid
with Polymeric Injections Using TrueGrid R©

The FE model depicted in Fig. 1.8 shows a dilated LV with a specific pattern of
polymeric injections. The myocardium is shown as a “wire” mesh, the polymeric
inclusions are the spheres, and the “airbag” endocardium is shown as the inner
shell surface. The airbag has no structural function, but allows the calculation of
the volume in the ventricular cavity. The basic geometry of the LV is generated as
an axisymmetric model, where the epicardium and endocardium are generated as
ellipsoidal surfaces and the base is generated by the truncation of these surfaces,
using the procedure described in the previous section. By adjusting the axes lengths
of the ellipsoids, the wall thickness and volume of the LV can be adjusted.

The pattern of inclusions is added systematically using the following approach.
The location of the first inclusion is typically placed near mid-ventricle, and at
mid-wall. The local region around the inclusion, which is represented by a sector
(∼24◦) of the LV wall, is thickened by perturbing the radius of the endocardium
to compensate for the volume displaced by the inclusion, as shown in Fig. 1.9a.
To simplify the modeling process, the inclusion and local region are replicated
and translated/rotated to generate the desired injection pattern. The pattern is built
up one circumferential row at a time, as shown in Fig. 1.9b, until the number of
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Fig. 1.5 Two ellipsoidal surfaces and one plane surface are needed for a mathematical LV geom-
etry. Top face (to be an endocardial surface) and bottom face (to be an epicardial surface) of the
block part are projected to the inner and outer ellipsoidal surfaces, respectively. Four sides of the
block part are projected to the plane surface (to be a basal plane)

longitudinal injections is achieved. Once the pattern is generated, the remainder of
each circumferential row is filled with sectors that do not contain inclusions.

One of the extremely useful features of TrueGrid R© is the ability to parameterize
the model. For example, the current model is parameterized such that the following
can be modified during an optimization scheme: inclusion radius, dimensions of the
local region around each inclusion, number of inclusions in the longitudinal direc-
tion, number of inclusions in the circumferential direction, and perturbed radius of
the endocardial surface. Once the geometry has been specified, a regular hexahe-
dral mesh is generated within all regions of the model, except for the endocardium,
which is lined with quadrilateral shell elements. A smoothing operation is used to
improve mesh quality and ensure maximum orthogonality between elements, which
decreases the time to convergence during simulation.

The myofiber orientations, which are implemented by the custom Matlab pro-
gram, Closer, can only be assigned to a model with a continuous set of transmural
elements, such as that described in the previous section. Thus, the mapping of
myofiber orientations to a model with inclusions needs to be done in two stages.
In Stage 1, the orthotropic fiber directions for the myocardial material must be
transferred from a reference model, Fig. 1.10a, to the model with small inclusions,
Fig. 1.10b. This is done using a subroutine in the software (LS-OPT). Because these
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Fig. 1.6 Upon completing all projections, a coarse mathematical LV mesh is generated. Mesh
refinement can be performed at any time after finishing the initial mesh generation

two models have different topologies, mapping must be done on a geometric basis,
i.e., the fiber orientations associated with a particular coordinate must be transferred
from the reference model to the closest coordinate in the new model. In Stage 2,
the inclusions are enlarged, Fig. 1.10c, with compensation for volume preservation,
while the elements keep the properties assigned in the first stage.

1.5 Mesh Generation of a Full 3-D Non-axisymmetric LV Using
TrueGrid R©

The following section outlines the steps necessary to create a full 3-D FE mesh
that replicates in vivo geometry at end-isovolumic relaxation using both long- and
short-axis slice magnetic resonance (MR) images.

1.5.1 Contouring the Epicardium and Endocardium
of the Left Ventricle

Typically, 10–15 short-axis slice tagged MR images, taken from apex to base in
5-mm increments, and 6 long-axis slice MR images, taken in 30◦ increments, are
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Fig. 1.7 A confocal mathematical LV mesh: a thick-walled, axisymmetric, truncated, prolate
spheroid. LV cavity is covered by shell elements to generate an airbag and calculate a cavity volume

Fig. 1.8 FE model with an
injection pattern of two
longitudinal inclusions by five
circumferential inclusions

obtained using a Symphony MRI scanner (Siemens Medical System). The image
processing software Fintags (Laboratory of Cardiac Energetics, National Institutes
of Health, Bethesda, MD) was written specifically for processing tagged MR images
of the LV [7]. It involves two processes: (1) contouring the epicardium and endo-
cardium, and (2) segmenting out the tags that are used for calculating the strain of
the LV. An example of the short- and long-axis contours is shown in Fig. 1.11.
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Fig. 1.9 (a) Single inclusion surrounded by local sector region, (b) single circumferential row of
five inclusions

Fig. 1.10 Cross-sections through inclusions used to explain two-stage mapping. (a) Cross-section
of reference model, (b) model produced with partially injected inclusions of radius = 0.1788 cm,
V = 0.02394 cm3, (c) model with enlarged inclusions produced with fully injected inclusions of
radius = 0.35 cm, V = 0.18 cm3
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Fig. 1.11 Endocardial and epicardial contours as well as segmented tag-lines were traced from (a)
short- and (b) long-axis MR images to create (c) a 3-D geometry. Contours in (a) and (b) are from
Findtags software

The 2-D contours are generated at various times in the cardiac cycle to cre-
ate the unloaded reference state, end-diastole, and end-systole. The FE model is
created using early diastole as the initial unloaded reference state, since the LV
pressure is lowest at this point and therefore stress is at a minimum. The end-
diastolic and end-systolic data are used to calculate LV volume and compute
strain.

1.5.2 Defining Aneurysm, Border Zone and Remote Regions, and
Converting 2-D Contour Data to 3-D Data

Aneurysm, border zone, and remote regions are determined from the LV wall
thickness. Specifically, the border zone region is defined as the steep transition
in wall thickness between remote and aneurysm regions [8]. The software tool
FindContours, which was developed by Cardiac Biomechanics lab director Mark
Ratcliffe, MD, and lab member Zhihong Zhang, MS (SFVA San Francisco, CA;
http://cbl.surgery.ucsf.edu/), is used to determine the aneurysm, border zone, and
remote regions, and then to convert the 2-D contour data from Findtags (Fig. 1.11a
and b) into 3-D data.
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Fig. 1.12 Long-axis contours from Findtags are used to define aneurysm, border zone, and remote
region. The remote region extends from the base to the border zone (dark lines), the border zone is
seen at the transition in wall thickness, and the aneurysm is seen as the thin wall outlined in light
lines.

FindContours requires input files that consist of the Dicom images from MRI
scans and the 2-D contour point files from Findtags. The output files are 3-D contour
point files for creating endocardial and epicardial IGES surfaces, and 3-D border
zone point data for creating the IGES curves of the border zone boundaries.

Six long-axis contours are used to define the three different regions. The points
where the border zone region and remote region meet are based on 70% of the
thickness of the LV wall. An example of a long axis contour is shown in Fig. 1.12.
FindContours calculates these points and then displays the remote region in green.
The points where the border zone region and aneurysm region meet are selected
manually. The border zone region is displayed in red and the aneurysm in yellow.

1.5.3 Generating IGES Curves for Different Material Areas and
IGES Surface for Endocardium and Epicardium

Surface meshes are created from the LV 3-D contour points to replicate the in vivo
geometry by using the program Rapidform (INUS Technology, Inc., Sunnyvale,
CA). An example of a 3-D surface mesh, generated from Rapidform, is shown in
Fig. 1.13. The required input files include the cloud of points that represent the 3-D
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Fig. 1.13 Epicardium and endocardium IGES surfaces are displayed in Rapidform, INUS
Technology Inc., Sunnyvale, CA. The light colored curve nearby the apex are border zone’s
boundaries. The cloud points are 3-D contours from images

contours of the epicardium and endocardium, and the points that represent the bor-
der zone. The output files are epicardium, endocardium, and base IGES surfaces, as
well as border zone and remote boundary IGES curves. The steps for creating IGES
surfaces are: (1) input cloud points, (2) create polygon mesh, and (3) output IGES
surface. For creating border zone boundary IGES curves, the steps are: (1) input
points of border zone boundary, (2) create 3D spline curves, (3) project the curves
to the polygon mesh, and (4) output the IGES curves.

1.5.4 Creation of FE Mesh Using TrueGrid R© and Closer

The epicardium, endocardium, and base IGES surfaces, as well as the border
zone and remote boundary IGES curves, are imported into TrueGrid R©. The space
between the endocardial and epicardial surfaces are filled with eight-node trilinear
brick elements (2496 elements total), which generate a volumetric mesh that is three
elements thick in the transmural direction, as shown in Fig. 1.14. Upon completion
of the mesh, TrueGrid writes an input deck for the FE solver LS-DYNA (LSTC,
Livermore, CA). Each region, remote, border zone, and aneurysm, are assigned dif-
ferent material properties. The endocardium is lined with a layer of shell elements



16 J.F. Wenk et al.

Fig. 1.14 The volumetric mesh is displayed in TrueGrid. The mesh is three elements thick trans-
murally and has three different material regions (the remote, border zone, and infarct). A layer of
shell elements line the endocardial surface and cap off the top of the LV to form a closed volume
for LV volume measurements

that extend over the LV base cavity to form an enclosed volume for LV volume
measurements. The shell elements are modeled as an extremely soft linearly elastic
material (Young’s modulus of 1 × 10–10 kPa and Poisson’s ratio of 0.3) that offers
no mechanical response.

For an ovine LV, myofiber directions of –37◦, 23◦, and 83◦ (with respect
to the circumferential direction) are assigned at the epicardium, mid-wall, and
endocardium, respectively, in the remote and border zone regions [9] by the cus-
tom Matlab code Closer, which was developed by UCSF’s Cardiac Biomechanics
Laboratory (http://cbl.surgery.ucsf.edu/). At the aneurysm region, fiber angles are
set to 0◦ in order to use experimentally determined aneurysm material parameters
with respect to this direction [10]. A much more detailed description of ventricular
myofiber orientation is provided in the next chapter.

1.6 Create FEA Mesh Using LaGriT-PNNL and MeshMAGIC

LaGriT-PNNL (Pacific Northwest National Laboratory) is a freeware hybrid-grid
generator, with particular emphasis on tetrahedra. It is an outgrowth of the origi-
nal LaGriT (http://lagrit.lanl.gov/) developed at Los Alamos National Laboratory,
whose development over the last 6 years has been focused on quality layered
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tetrahedral and hybrid prism/tetrahedral grid generation for complex biomedi-
cal geometries [2, 11]. MeshMagic is a developing project founded on compiled
MATLAB/OCTAVE code, whose philosophy is to hide the complexity of com-
puter programming from the user, enabling the customization of grid generation
projects, by calling on sophisticated computational geometry functions. Many of the
biomedical-related functions of LaGriT are slowly being ported to MeshMAGIC.

These codes are research, command-line-driven codes, with little documentation.
They accept as input one or multiple closed surfaces. On the other hand, the biomed-
ical algorithms begin with an extensive analysis of that surface geometry, which
enables them to be fully automatic, once two geometric parameters with physical
meaning have been specified. A sketch of that analysis and an introduction to the
theory on which these codes rest is presented in Chapter 7.

The input surfaces for LaGriT may derive from CAD, such as illustrated in Fig.
1.13, contours, or from popular isosurfacing algorithms, such as Marching Cubes,
available in ITK (www.itk.org) and VTK (www.vtk.org). These surfaces are read
into LaGriT-PNNL and processed to generate a high-quality layered tetrahedral grid.
Supported surface formats are shown in Table 1.1. Figure 1.15 illustrates a generic
input file for the layered tetrahedra shown in Fig. 1.16. User input is encapsulated by
« » and explained below. The important user parameters are the element anisotropy
and the number of layers. The latter is self-explanatory. The anisotropy parameter is
relative to the gradient-limited local feature size, as explained in Chapter 7.

Figure 1.16 illustrates the results of applying the input shown in Fig. 1.15 and
the application in MATLAB of the boundary prism algorithm described in [2]. The
original surface was provided by the NYU Medical Center and Zhang et al. [12]. The
result is a multi-material fluid–structure-interaction-ready boundary layer mesh of a
human heart, consisting of heart tissue, blood boundary layer, and blood domains.
Panels A and B show the feature size field (defined in Chapter 7) on the outer surface
of the heart tissue domain and the blood domain, respectively. Panel B shows the
feature size field on the outer surface of the blood domain. Panel C shows a cut
through the heart muscle tessellated with layered tetrahedra, where the orientation
of the cut plane is indicated in Panel A. Panel D shows the detail of the layered

Table 1.1 Supported formats in LaGrit-PNNL

Read format Binary Write format Binary

LaGriT Yes Yes Yes
STL Yes Yes No
LS-DYNA No Yes No
AVS-UCD No Yes No
GMV Yes Yes Yes
CGNS Yes Yes Yes
GO-CAD No No No
DXF No No No
TECPLOT No Yes Yes
VTK No Yes No
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Fig. 1.15 Typical input for
generating layered tetrahedra
in LaGriT-PNNL. User
parameters and input are
shown in between «»

tetrahedral mesh of the heart tissue. Panels E and F are zoomed-in views on the
regions of the cardiac valves, showing the prismatic boundary layer alone. Panels
G, H, and I show the prismatic boundary layer at about 25% of GLFS of the blood
domain, sandwiched between the layered tetrahedra of the tissue and the Delaunay
tetrahedra of the blood. Mesh quality statistics are shown in Fig. 1.17.

1.7 A Brief Discussion of Governing Equations
and Boundary Conditions

In this book, we do not go into details about the third basic biomechanics
modeling step outlined in the introductory chapter: governing equations. This is
because UCSF’s Cardiac Biomechanics Laboratory (http://cbl.surgery.ucsf.edu/)
was awarded a grant from the NIH (HL077921) to develop and validate an
easy-to-use software tool for determining myocardial material properties from
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Fig. 1.16 Multi-material boundary layer mesh of a human heart, consisting of heart tissue
created in LaGriT-PNNL and MeshMAGIC blood boundary layer (MeshMAGIC). a and b:
Feature size field on the outer surface of the heart tissue domain and the blood domain,
respectively. c: Orientation of the cut plane indicated in a. d: Detail of layered tetrahedra gen-
erated by input in Fig. 1.15. e and f: Details of cardiac valves, showing prismatic boundary layer.
g–i: Prismatic boundary layer sandwiched between layered tetrahedra tissue and blood

magnetic resonance imaging and LV pressure measurements. This software can
be downloaded from cmblab.surgery.ucsf.edu. Basically, we use the FE software
LS-DYNA to solve the governing equations, thus easing the mathematical bur-
den off the user. These governing equations are based on the principle of virtual
work. In our example of the infarcted ovine LV, this principle basically states
that the work done by the pressure applied to the endocardial surface is balanced
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Fig. 1.17 Mesh quality statistics for the computational grid shown in Fig. 1.16

by the potential or strain energy stored in the LV wall. This is easiest to imag-
ine during diastolic filling when an increase in LV pressure causes an increase
in LV volume. The balance is more complicated during systole when LV vol-
ume can decrease, as LV pressure remains high, because the contraction of the
myocardium develops forces internal to the ventricular surfaces. This additional
internal energy is what causes the LV wall to thicken despite higher external pressure
loading.

The principle of virtual work gets its name because it introduces virtual displace-
ments into the balance of linear momentum, which is the fundamental equation
of FE simulations. Virtual displacements are unknowns for which LS-DYNA must
solve in areas of the LV where pressure or stress boundary conditions are speci-
fied. Specifically, the measured in vivo end-diastolic and end-systolic LV pressures
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are used to load the endocardial LV surface. In our example of the infarcted ovine
LV, we construct a model of the LV below the aortic and mitral valves. We cannot
measure the influence of these valves on the LV in terms of stress, so we instead
prescribe displacement boundary conditions that best represent the motion of the
LV in this region. Specifically, nodes at the LV base are restricted to displace hori-
zontally, and at the basal epicardial nodes the displacements are constrained in the
circumferential direction. These boundary conditions are employed in all of the LV
models featured in this book.
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Chapter 2
Imaging-Based Assessment and Modeling
of the Structures of the Myocardium

Edward W. Hsu, Lindsey J. Healy, Daniel R. Einstein, and Andrew P. Kuprat

Abstract A precise knowledge of the microstructures of the myocardium such as
myocyte organization and myofiber orientation is necessary to better understand
material and functional properties of the tissue. By characterizing the diffusion of
water exerted by its molecular environment, magnetic resonance diffusion tensor
imaging has emerged as a viable alternative to conventional histology for mapping
tissue fibers and offers advantages of being nondestructive, relatively convenient,
and inherently 3D. This chapter presents assessments and modeling of myocar-
dial structures via diffusion tensor imaging, including their principles, validation,
applications, and potential directions for future development.

2.1 Introduction

The hierarchical structure of the myocardium plays a deterministic role in its
material properties and functional behaviors. For example, the myocardial fiber ori-
entation is closely linked to the anisotropy in both biomechanical stress [1] and
electrophysiological conductivity tensors [2]. Therefore, a precise knowledge of the
underlying tissue structure is essential to better interpret as well as model func-
tions of the heart, especially in patient- or subject-specific studies of the organ.
Conventional methods to characterize tissue structures are largely based on his-
tology, which often necessitates preservation via fixation, sectioning, mounting,
and microscopic examination of the tissue. Although histology-based studies have
contributed significantly to our current knowledge of the myocardial structure –
for example, the classic counterclockwise epicardial-to-endocardial rotation of
myocardial fibers [3] – the approach is methodologically hampered by its labor
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intensiveness, destructive nature, and proneness to processing artifacts. An alterna-
tive modality that provides equivalent information but circumvents the limitations
of histology is thus highly desirable.

The ideal alternative would be one that not only allows noninvasive examination
of the heart at reasonable spatial resolution, but also offers high sensitivity to the tis-
sue microstructure. Magnetic resonance imaging (MRI), which in essence maps the
concentration and molecular motion of tissue water, is the natural choice. MR diffu-
sion tensor imaging (MR-DTI or DTI for short) [4], a subset of MRI that measures
the anisotropy of water diffusion induced when tissues have an ordered organization,
has been used with great success in assessing the brain white matter architecture, and
shown to be extremely promising for characterizing structures of the myocardium.
This chapter presents the general principles, validation, applications, and potential
areas of future development of DTI for characterizing and modeling the myocardial
structure.

2.2 Principles of MR Diffusion Tensor Imaging

2.2.1 Basis of Diffusion Encoding in MRI

The MR image intensity is sensitive to the molecular dynamics of tissue water.
Whereas the random rotational motion of water molecules gives rise to the intrinsic
“relaxation” properties relating to the rate by which the excitable MRI signal recov-
ers (referred to as T1) or the excited signal decays (T2), the translational motion,
or diffusion, can cause additional signal loss in the presence of spatially-varying
magnetic fields. The latter phenomenon can be described by observing that the MRI
signal consists of magnetic moments (or spins) represented as individual vectors
spinning at frequencies proportional to the local magnetic field strength. As such,
when the field strength is made a linear function of space with slope G (by the
action of the so-called “gradient” coils) for a short duration δ, a spin at location r
would precess at a relative frequency ω (with respect to spins located at the origin)
given by

ω = −γ (G · r) (2.1)

and acquire a relative phase angle φ:

φ = −γ (G · r)δ (2.2)

where γ is the gyromagnetic ratio for water (specifically the protons of its hydrogen
atoms). Suppose at one instant the spin is located at location r1, and at time � later,
the spin moves via diffusion to r2, when the same gradient but opposite polarity is
applied. The spin would be imparted with a cumulative phase�φ proportional to its
net displacement (r2–r1),



2 Imaging-Based Assessment and Modeling 25

�φ = −γG · (r2 − r1)δ. (2.3)

Since the displacement for individual spins is a random process, the effect on
the MRI signal, in complex exponential notation, can be obtained by solving for the
expected value of the phase dispersion according to

I = I0

∫
exp (− i�φ)P(r2 | r1)dφ, (2.4)

where I0 is the diffusion-independent intensity, and P is the conditional probability
density function, which for unrestricted diffusion is the normal distribution with
standard deviation specified by the Einstein equation

√
2D�.

It follows that when diffusion is encoded by a pair of gradient pulses with
G = |G|, the signal intensity can be predicted via the classic Stejskal-Tanner
expression [5]

I = I0 exp (− γ 2G2δ2(�− δ/3)D) or (2.5)

I = I0 exp (− bD) for b = γ 2G2δ2(�− δ/3). (2.6)

Extending to the general case when an arbitrary, time-varying diffusion-encoding
gradient G(t) is employed, it can be shown that the diffusion-encoding factor b is
given by [6]

b =
∫ TE

0

(
γ

∫ t

0
G(t′)dt′

)2

dt. (2.7)

2.2.2 Anisotropic Diffusion Measurements by MRI

The molecular diffusion of water follows closely its microscopic environment,
and when tissues have orientation-dependent organization, diffusion becomes
anisotropic. If a tissue consists predominantly of packed array of parallel fibers, intu-
itively diffusion would be faster along than across the fibers. Without delving into
the biophysical mechanisms such as restriction and compartmentation that underlie
the diffusion anisotropy, the formalism for relating anisotropic diffusion to the MRI
signal can be empirically explained by considering a special orthotropic system in
which the spins exhibit diffusivities of D1, D2, and D3 along the three orthogonal
principal directions of motion encoded by the gradients G1, G2, and G3. Suppose
the individual gradients are identical in timing, the unit vector u = [u1 u2 u3]T

specifying the direction of the combined gradient G(t) can be factored out from the
magnitude term G(t), or
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G(t) =
⎡
⎣G1(t)

G2(t)
G3(t)

⎤
⎦ =

⎡
⎣u1

u2
u3

⎤
⎦ |G(t)| = u · G(t). (2.8)

Following the notation of Eq. (2.6), the MRI signal satisfies,

I = I0 exp

⎛
⎝−buT ·

⎡
⎣D1 0 0

0 D2 0
0 0 D3

⎤
⎦ · u

⎞
⎠ = I0 exp ( − buT · D� · u). (2.9)

Comparing to Eq. (2.6), an effective diffusivity, which is a scalar quantity, can be
defined as Deff = uT · D� · u..

To extend to the general case when the principal diffusion and laboratory gradient
direction g do not coincide, the latter can by transformed to the local diffusion coor-
dinate system via an appropriate orthonormal rotation matrix, or u = Rg. Equation
(2.9) then becomes

I = I0 exp
(−bgT RT · D� · Rg

) = I0 exp
(−bgT · D · g

)
(2.10)

where D = RT ·D� ·R corresponds to the diffusion tensor. For 3D space, D is a sym-
metric, rank-2 tensor, containing six independent parameters, three for describing
the magnitudes and another three for the orientations of diffusion. The relation-
ships between the observed diffusivity and the encoding gradient directions for the
cases of isotropic, orthotropic, and generalized anisotropic diffusion are illustrated
in Fig. 2.1.

Fig. 2.1 Relationships between diffusivity and MRI encoding direction. Spherical or ellipsoidal
surface of probability density function is drawn to correspond cases of isotropic (left), orthotropic
(center), and generalized anisotropic diffusion (right). Measured diffusivity for isotropic diffusion
is independent of the encoding direction u, whereas it is a product of u and the diagonal diffusivity
matrix D�. For generalized anisotropic diffusion, the diffusivity can be obtained by transforming
the laboratory gradient direction g to the orthotropic coordinate system
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2.2.3 Strategies and Practical Considerations of DTI

The essence of DTI is to acquire the so-called diffusion-weighted MR images (by
inserting the pair of diffusion-sensitizing gradient pulses into the imaging pulse
sequence), using the diffusion encoding gradient directions g to selectively probe the
elements of D as described in Eq. (2.10). Because D is symmetric, the minimum DTI
experiment consists of seven scans, including one in each of six non-collinear diffu-
sion encoding directions to uniquely determine D, plus an additional non-weighted
“b0” (for b= 0) scan to estimate I0.

From the image intensities, on a pixel-by-pixel basis, the elements of D can be
solved either analytically, provided that diffusion is encoded in a certain predeter-
mined set of directions [7], or more often, via multivariate numerical approximation
(i.e., curve fitting). Subsequently, the diffusion tensor is diagonalized into its
eigenvalues and eigenvectors which, according to Eq. (2.10), correspond to the mag-
nitudes and orientations of the local principal axes of diffusion, respectively. For
convenience, rather than comparing the three eigenvalues at the same time, scalar
indices are often computed to represent the degree of diffusion anisotropy. A com-
monly used such index is the fractional anisotropy (FA) [8], which is akin to the
normalized standard deviation of the eigenvalues and is defined as

FA =
√

3[(D1 − Dav)2 + (D2 − Dav)2 + (D3 − Dav)2]

2[D2
1 + D2

2 + D2
3]

, (2.11)

where Dav = (D1 + D2 + D3)/3 is the mean diffusivity.
While the above formalism provides a basis to infer tissue structures such as the

fiber orientation from characterizations of anisotropic diffusion, in practice, several
issues need to be considered to ensure accuracy and quality of the measurements.
The greatest technical challenge for DTI is its low signal-to-noise ratio (SNR), due
to both the nature of diffusion encoding (i.e., via intensity attenuation) and the large
dataset size (minimum of seven scans). Consequently, the minimum DTI experiment
likely provides only unacceptable accuracy. To improve SNR, it is often necessary to
trade off the spatial resolution, scan time (e.g., averaging of repeated acquisitions),
or a combination of both.

Given the above constraints, several studies have investigated ways such as
choices of encoding gradient directions for conducting DTI to maximize its accu-
racy in the presence of image noise. As a rule of thumb, when image averaging is
used, it is preferable to do so in the form of image acquisitions in additional gradient
directions rather than repeated scans in the same directions [9, 10]. Moreover, for a
given number of gradient directions, the directions should be evenly and maximally
spread out, as determined by, for example, tessellation of the icosahedron or repul-
sion of charges on a unit sphere. In terms of the diffusion encoding b factor, either
excessively high or low values should be avoided, for they cause too much intensity
attenuation resulting in measuring mostly noise or too little intensity dynamic range
for good curve fitting. The optimal b value should be one that yields bDav ≈ 1 or
exp(–bDav) ≈ 0.37.
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Besides optimizing the encoding schemes prior to image acquisition, the quality
of DTI can also benefit from post-processing enhancements. Noise removal tech-
niques such as partial differential equation (PDE) filtering, which reduces image
noise but without the undesirable blurring effects common to most low-pass filters,
has been applied to DTI [11]. Importantly, because of the high demands placed
on the gradient subsystem during acquisition, instrumentation imperfections (e.g.,
eddy currents that manifest as residual gradients after they have been switched off)
can cause encoding direction-dependent image distortions, which are particularly
notorious in echo-planar imaging (EPI). If uncorrected, the distortions would lead
to erroneous diffusion tensor estimates at borders and loss of fine structures in the
DTI images. Effective retrospective registration techniques based on mutual infor-
mation (MI), which is useful for matching images of dissimilar contrast, has been
developed to correct for these DTI distortions [12].

In summary, an elegant formalism exists that relates anisotropic diffusion to the
MRI signal, and serves as the basis for inferring structures of ordered tissues such as
the brain white matter and myocardium via DTI. There also exist several technical
challenges that may present potential limitations, and need to be considered in the
design, implementation, and practical application of DTI.

2.3 DTI Assessments of Myocardial Structures

2.3.1 Prior Developments

Several important works have preceded and contributed either directly or indirectly
to the advent of DTI and its applications in myocardial structural characterization.
The dependence of the nuclear magnetic resonance (NMR) signal on anisotropic
diffusion was recognized and the exact effect was formulated [13] long before the
introduction of the MRI scanner. The dependency of diffusion on the measure-
ment gradient direction (i.e., anisotropy) was first observed in muscles using NMR
techniques on the rat tibialis anterior [14]. Compared to relaxation-based (T1, T2)
imaging, diffusion (non-anisotropic) MRI became widely used much later, after the
discovery that it was perhaps the most sensitive imaging technique for detecting
acute stroke [15]. A decade later, the tensor-based formalism of anisotropic diffu-
sion was incorporated into MRI (i.e., DTI as we currently know it) [7] which paved
the way for quantifying tissue structures such as the fiber orientation in a spatially
resolved manner. The first application of DTI for assessing the myocardium was
reported soon after, in the perfused rat heart [16].

2.3.2 Histological Validation of DTI Measurements of Myocardial
Fiber Orientation

A fundamental premise in the DTI characterization of myocardial fiber struc-
ture is that the direction of fastest observed water diffusion (i.e., the eigenvector
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of the largest sorted diffusion tensor eigenvalue) coincides with the fiber orien-
tation. Histological validation of the DTI measurements was first reported for
freshly excised canine myocardium [17] and later for perfused [18] as well as
formaldehyde-fixed rabbit hearts [19]. (In all these studies, DTI was performed and
fixation was done before histology.) Overall, excellent correlations between DTI
and histological measurements of myocardial fiber orientation were found, not only
for point-by-point direct comparison but also in the rate of transmural rotation of
the fiber angle (see Fig. 2.2). Barring any differences between animal species, these
studies imply that the processes of perfusion and fixation, despite potential effects
such as vascular contribution or shrinkage due to dehydration, respectively, have
little or no impact on DTI measurements of the myocardial fiber orientation.

Fig. 2.2 Histological validation of DTI measurements of myocardial fiber orientation. DTI-
observed fiber orientations were overlaid onto the corresponding histological section of the
myocardium (left). Fiber angles at selected sites plotted as functions of transmural depth
reveal their distinctive transmural counterclockwise rotation (right). Reproduced with permission
from [17]

2.3.3 DTI of Normal Hearts

DTI so far has been used to study hearts of a variety of animal species (e.g., dog,
sheep, pig, rabbit, rat, and mouse) in various preparations (in vitro arrested under
perfusion, freshly excised, or fixed) [17, 20, 21–28]. It has also been performed on
(beating) human hearts in vivo [29]. Invariably, most of these first DTI studies have
been on normal hearts or myocardial specimens for technical research purposes,
including feasibility demonstration, methodological development, and histological
validation. For visualization, the dimensionality of parameters in the diffusion tensor
is often reduced, and the residual information is shown as grayscale or color-coded
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functions of space. The most commonly employed technique for displaying myocar-
dial DTI data is to show only the fiber orientation helix angle (equivalent to the
angle of inclination of the primary eigenvector from the cylindrical cardiac short
axis plane) in a color-coded map.

One area that was a major impetus for the development of cardiac DTI, and where
the technique has been soon applied, is in the so-called “morphologically-accurate”
or specimen-specific modeling of myocardial physiology, including biomechanics
[30] and electrophysiology [31]. These studies typically involve the generation
of finite element structural models of the myocardium from DTI data, followed
by computational simulations of physiological responses under various theoret-
ical assumptions and experimental conditions. Many times the same functional
responses were measured in situ (prior to DTI), and excellent qualitative corre-
spondence has been found between the empirical measurements and computational
“predictions”.

Although structural and structure–function studies have confirmed largely what
is already known in general (e.g., the counterclockwise rotation of myofibers from
the epicardium to endocardium), they underscore DTI as a viable, if not more
advantageous, alternative to conventional histology for quantitatively characteriz-
ing myocardial structures. To appreciate the technical advancement, consider that
most DTI studies of myocardial structures reported to date have employed “multi-
slice” (i.e., series of 2D slices) MRI acquisitions. Compared to the in-plane pixel
dimensions, the relatively large slice thickness used can complicate reconstruction
of the 3D myocardial fiber structure. On the other hand, 3D DTI, particularly a high-
resolution scan, has been hampered by the prolonged acquisition time that is often
measured not in hours but days!

The practical utility of 3D DTI was dramatically improved by the so-called
reduced encoding DTI [32], where the scan time was significantly shortened with-
out compromising the measurement accuracy by combining undersampling of the
data (taking advantage of the high degree of image-to-image similarity) and sophis-
ticated constrained reconstruction of the diffusion images. The methodology was
instrumental in the successful demonstration of 3D DTI of the whole-fixed mouse
heart, at 100-μm isotropic spatial resolution (in-plane and slice thickness), as
shown in Fig.2.3 [20]. To date, the work remains the highest-resolution DTI of
the myocardium ever performed and is the first to directly show that the mouse
myofibers are not organized in layers of discrete orientations but instead undergo
continuous rotation across the ventricular wall.

2.3.4 DTI and the Myocardial Laminar Structure

The existence of myocardial laminar structure has important implications for biome-
chanical modeling of the tissue [33], but is subject to some controversy, since
artifacts (i.e., tissue dehydration and shrinkage during fixation and physical disrup-
tion during sectioning) of the histological techniques used in the first reports cannot
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Fig. 2.3 DTI assessment of the 3D fixed mouse heart. Color-coded myocardial fiber helix angles
measured at 100 μm intervals are shown for the truncated ventricular volume (left). Diffusion
tensor fields in the specified area are also shown as flattened cylinders with edges corresponding to
directions of fastest and second fastest diffusion (right). Note the smooth transitioning transmural
fiber orientations in the helix angle map and the organization of the flattened cylinders that may
indicate the existence of myocardial laminar structure. Reproduced with permission from [20]

be ruled out. Because of the inherently 3D nature of the tensor description, DTI
is a natural alternative for detecting and characterizing the laminar structure. DTI
parameters can be linked to the myocardial laminar structure in either one of two
ways. First, just as the direction of fastest diffusion (or the primary diffusion tensor
eigenvector) is taken as the local myocardial fiber orientation, the plane spanned by
the directions of first two fastest diffusion dimensions (or the primary and secondary
eigenvectors) can be taken as the laminar plane. Second, the direction of slowest dif-
fusion (or the tertiary eigenvector) can be taken as the axis normal to the laminar
structure.

Although direct histological validation has yet to be performed, largely due
to limitations of histology, studies of the secondary and tertiary diffusion tensor
eigenvectors in the myocardium are consistent with descriptions of the myocar-
dial laminar structure [17, 23, 34]. The organized appearance of the secondary (or
tertiary) eigenvector fields in the myocardium (see Fig. 2.3) lends credibility that
they are not mere statistical sorting artifacts resulting from noise in the DTI mea-
surements. Moreover, that similar organized pattern of diffusion tensor fields were
observed in unfixed (both freshly excised and perfused) myocardium diminishes the
likelihood that the laminar structures are related to fixation and sectioning artifacts
of histology.

2.3.5 Scalar DTI Measurements and Myocardial Structure

Most DTI studies of the myocardium conducted to date have focused on the direc-
tional aspects of the structural measurements such as the fiber and even laminar
orientations. Scalar DTI quantities such as the FA can be significant in two ways.
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First, because of its spatial resolution (typically in the order of 1 mm), each DTI
measurement necessarily reflects the diffusion behavior averaged over multiple
myocytes (and extracellular space) contained within the pixel volume. Therefore,
the FA can be a correlate for the micrscopic myofiber disarray often associated
with myocardial diseases. Indeed, several studies [35, 36] have already found
detectable FA changes in diseases such as myocardial infarction and hypertrophic
cardiomyopathy.

Second, it is known that even in the normal myocardium there exist transmu-
ral differences in the myocyte size and density, and that diffusion MRI is highly
sensitive to these cellular structural parameters. A recent study [25] has noted that
the FA is constant only in the epicardium, but decreases progressively toward the
endocardium. The decrease of diffusion anisotropy is attributed to an increase in
the transverse diffusivities (i.e., second and third eigenvalues) while the longitudi-
nal diffusivity (first eigenvalue) remains unchanged, which is consistent with the
larger myocyte size and lower density known for the endocardium. Although the
exact relationship between the DTI scalar quantities and the underlying tissue cel-
lular structures remains to be established, these findings suggest that measurable
quantities of DTI other than fiber and laminar orientations may also provide useful
structural information of the tissue.

2.3.6 DTI of Diseased Hearts

A natural extension in the applications of cardiac DTI is to study alterations of the
myocardial structures caused by diseases and possibly their therapeutic interven-
tions. Disease-induced changes in the myocardial structure can manifest in several
ways. Microscopically (i.e., in the scale comparable to the spatial resolution of DTI),
the fiber disarray common to many myocardial diseases can be seen as decreased
FA due to reduced degree of diffusion anisotropy. Regional fiber disarray can also
appear as increased deviation of myocardial fiber orientation among neighboring
image pixels. These changes in diffusion anisotropy attributed to pathological fiber
disarray have been reported in recent DTI studies of myocardial infarction [35] and
hypertrophic cardiomyopathy [36].

More macroscopically, due to the continual remodeling of the myocardial struc-
tures to, for example, compensate for the changing biomechanical loading, it was
expected that myocardial diseases would result in DTI-detectable changes of the
gross myocardial fiber orientations. However, contrary to expectation, no signifi-
cant change in the myocardial fiber orientation was found in myocardial infarction
in one study [24]. Another study, on dyssynchronous failing hearts [37], also failed
to detect significant alterations in the fiber orientation despite significant changes in
the wall thickness due to chamber dilation. One potential limitation of these studies
is that DTI was performed on groups of individual hearts, rather than longitudi-
nally on the same hearts. Consequently, the results may have been complicated by
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issues related to inter-specimen registration and statistics of non-scalar quantities,
the technical difficulty of which should by no means be underestimated.

2.3.7 In Vivo DTI of the Beating Heart

A key advantage of MRI is its noninvasiveness, which makes it suited for in vivo
imaging applications. Without exception, DTI is the same and has been employed
to characterize myocardial structures in the beating heart. Besides the SNR limita-
tions common to all DTI experiments, DTI of the beating heart faces the additional
technical challenge of imaging and measuring diffusion in an organ that is sub-
ject to periodic but large (compared to the diffusion length scale) displacements.
Because the diffusion-induced spin phase shift is a function of the spatial coor-
dinate, motion or tissue strain during diffusion encoding creates a path-dependent
“memory effect” on the signal of the image pixel, which, if remain uncorrected,
would lead to erroneous characterizations of diffusion and myocardial structure.

The effect of motion on diffusion in DTI of the beating heart can be eliminated by
either measuring separately the tissue strain [38], which requires additional scans,
or encoding diffusion at precisely the cardiac cycle “sweet spot”, where the positive
and negative contributions of strain over the entire cycle cancel each other [39].
Using either technique, DTI has been applied on human hearts for studying the
normal myocardial biomechanics [38], myocardial infarction [40], and hypertrophic
cardiomyopathy [36]. Although obviously the spatial resolution and quality of DTI
of beating hearts currently do not compare to those obtainable on specimen hearts,
their developments to date and initial applications are very encouraging and pave
the way for longitudinal studies in humans as well as experimental animal models.

2.4 Applications of MR Diffusion Tensor Imaging

2.4.1 Image-to-Grid Mapping of MR-DTI Data

From a computational perspective, diffusion tensor data are piecewise constant
fields. For example, fiber angles are three fields of direction cosines; fractional
anisotropy is a material field that is associated with local myofiber dispersion;
and “apparent diffusion” is a field associated with myofiber integrity. These fields
are piecewise constant because there is a single value associated with each voxel.
Though this data is inherently 3D, it exists on a voxelated Cartesian grid, rather
than the typically unstructured hexahedral, tetrahedral, or hybrid grid of finite ele-
ment models. This raises the issue of how to “associate” or map these quantities to
unstructured computational grid. Once mapped, these quantities can serve the role
of initializing a computational analysis or validating computational predictions. The
fiber angle, for example, must be assigned for each computational cell in order to
prescribe local material anisotropy.
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The approach to mapping is presented as geometric relationship between a source
Cartesian imaging grid and an arbitrary target unstructured grid. It is assumed that
source and target grids occupy approximately the same geometry within a certain
tolerance, such as would be the case if DTI data and computational grid were either
both based on ex vivo data or both based on in vivo data. The tolerance is necessary
because geometry in an image is implicit, while the geometry of a computational
grid is explicit. Furthermore, operations of smoothing and surface adaptivity typical
of grid generation imply some deformation of the geometry. The algorithms pre-
sented are embodied in the code I2G, available from the Pacific Northwest National
Laboratory.

The approach consists of computing a sparse matrix of intersection volumes
Vij between the jth voxel of the image and the ith element of the computational
mesh in O(N log(N)) time, where N is the number of nonzero Vij. To efficiently
find corresponding local neighborhoods of intersecting cells a coordinated walk is
performed on source and target grids, which is an O(N) process. Subsequently, all
Vij are reordered such that they can be packed into a sparse matrix. This need only
be done once, and then a sparse matrix-vector multiply can be rapidly performed
once for each field (Fig. 2.4). It is important to note that the algorithm requires no a
priori mapping between the image and the grid. With a geometry as complex as that
of the heart and associated structures, such an a priori mapping would be clearly
impossible.

Fig. 2.4 Automatic mapping of cell fields from imaging data to arbitrary unstructured grids in n
log(n) time. (a) DTI data; (b) overlap between DTI data and unstructured grid; (c) myofiber angles
mapped to the computational grid

In terms of interpolation, there are two weighting schemes. The first is a conser-
vative scheme that enforces equality between the weak form of the integrals of the
image and finite element fields over the domain. This would be appropriate for fields
relating to mass or energy that must be conserved. The second instead conserves
minima and maxima, and is the more appropriate for direction cosines.

Vij can be computed exactly for any arbitrary unstructured grid consisting of con-
vex planar polyhedra. In other words, for linear finite elements, or all finite volume
cells. Cases where not all faces are planar, as for example with trilinear hexahe-
dra having bilinear faces, require special treatment to be computationally efficient.
These special cases are also addressed in I2G.
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One obvious limitation of this approach is that it assumes that the image and
grid cohabit the same geometry. Regions of the image outside of the finite element
domain are easily masked. Efficient computation of that mask is accomplished by
applying a directed point inclusion query on the centroids of the voxels of the image
[41], in order to locate which voxels are inside the surface of the finite element
domain and which are outside. This mask is automatically calculated by I2G, and
is necessary to preserve efficiency in the coordinated walk that finds voxel element
intersections. In cases were image and grid do not refer to the same geometry, such
as where one refers to an ex vivo geometry and the other to an in vivo geome-
try, the image may be registered to the binary mask of the unstructured grid. This
registration is not part of I2G, but must be performed as a preprocessing step.

Registration typically has two stages. In the first, a global affine transformation is
applied to the finite element grid. This is acceptable since affine transformations are
reversible, and thus after mapping, the grid may be returned to its original configu-
ration. The mask is then computed from this deformed grid, and a nonlinear warp
based on MI is computed between the image and the mask. The image is then trans-
formed into the space of deformed grid and the mapping is performed. Thereafter,
the grid is returned to its original configuration.

2.4.2 Anatomical and Pathological Variations
in Fiber Organization

Global and local alterations of ventricular geometry and fiber structure can follow
pathological remodeling [42]. For example, mitral valve regurgitation can lead to
volume overloading, resulting in myocardial hypertrophy, affecting the entire ven-
tricular wall. These geometric changes can be accompanied by tissue changes, such
as wall thickening or thinning [43]. Moreover, these tissue changes carry over to the
associated fiber structure in cases of ischemia-induced heart disease, which is char-
acterized by local scarring. An understanding of these changes is therefore important
to understanding cardiac mechanics in both health and disease.

However, quantifying fiber variation and remodeling across a population or treat-
ment is complicated by sometimes profound disease-induced variations on top of
“normal” anatomical variations. Recent efforts in cardiac computational anatomy
[44] attempt to normalize these differences by establishing a “normative” geometry
to which samples from the population can be deformed. This atlas-based approach
seeks to establish a common coordinate system to which each heart is transformed,
by solving a series of linear and nonlinear registration problems for each geometry
[44]. The “normative” geometry therefore acts as a standard against which all others
are compared. By computing a nonlinear transformation between sample hearts and
the standard, it is possible to compute a deformation field, which highlights local
areas of remodeling. In addition, since the nonlinear transformation is voxel-based,
it applies to the diffusion tensor data as well, permitting eigenvalues and eigenvec-
tors to be mapped onto the template. In this manner, it is possible to quantitatively
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compare the principal fiber directions, as well as the fractional anisotropy [44]. It
is important to note that to make these transformations tractable, and in order to
preserve the diastolic conformation, it is generally necessary to inject polymer into
each of the four chambers [44].

In one study, five dyssynchronous volume overloaded canine hearts were com-
pared to a normative heart [44]. Local and global remodeling was evidenced by
ventricular volume reduction as well as regional decreases in septal, anterior, and
posterior wall thickness [44]. The primary fiber structure, however, did not dif-
fer greatly when compared to normal hearts, consistent with earlier observations
[45, 46]. There were differences in the third eigenvector of the diffusion tensor
which was correlated with the myocardial sheet direction. Indeed, there was shown
to be significant regional differences in sheet structure remodeling. Specifically, a
decrease in the sheet normal angle was found in an early-activated septum but no
change was found in the late-activated lateral wall [44].

2.5 Future Directions

Despite some practical limitations, DTI has already emerged as a viable alterna-
tive to histology, if not the method of choice, for assessing the structures of the
myocardium. In addition to structural characterization, the inherently 3D and digital
natures of the data make DTI well suited for computational analyses of cardiac func-
tions such as biomechanics and electrophysiology. Early DTI studies of myocardial
structures and functions included in this chapter have demonstrated the potential, as
well as point out some possible areas for future developments of the methodology.

Perhaps the greatest challenge, or opportunity, in the acquisition methodology
of DTI has been, and will likely continue to be, the low spatial resolution and long
scan times imposed by the low SNR. Although the introduction of fast imaging
techniques such as EPI [47] and “parallel imaging” [48] has helped speed up the
acquisition, they require even greater sacrifice on the spatial resolution to maintain
the SNR. Because the images that make up a DTI dataset share a high degree of sim-
ilarity (e.g., the size and shape of the imaged organs remain essentially the same,
and contrast changes generated by anisotropic diffusion encoding of the tissue struc-
ture are of low spatial frequency in nature), an alternative or adjunct to fast imaging
is to employ reduced encoding imaging to eliminate redundancy in the image acqui-
sition. The validity of the concept has already been demonstrated [32], and further
developments will likely allow DTI to be performed in significantly shorter scan
time, better accuracy be achieved in the same scan time, or a combination of both.

A second area of needed future developments is in the statistics of DTI data,
which will benefit studies requiring group (e.g., comparing diseased to normal
hearts) or longitudinal (comparing the same hearts at different time points) analysis.
These studies invariably require some form of image registration to identify anatom-
ically equivalent points of the organ among the images, followed by the application
of statistics. Although much has been developed in the fields of image registration
and computation anatomy, the nature of the DTI data, which are tensors or vectors
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and not simply scalars in nature, can present an additional level of complication. For
example, it is easy to see that DTI registration requires the step of tensor transfor-
mation in addition to traditional image registration [49]. However, the formalism
for tensor transformation, especially when image registration requires non-rigid
warping of the coordinate system, either remains unclear or awaits validation.

DTI has had a great start in its methodological developments and applications.
Further developments, either in terms of acquisition or post-analysis, will undoubt-
edly add to the practical utility of the already powerful tool for studying the
structures and structure–function relationships of the myocardium [50].
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Chapter 3
Constitutive Equations and Model Validation

Choon-Sik Jhun, Jonathan F. Wenk, Kay Sun, and Julius M. Guccione

Abstract Of the four basic biomechanics modeling steps outlined in the
Introduction, determining the constitutive equations for cardiovascular tissue is
often the most difficult step, especially when the tissue properties vary with time
and sarcomere length history, as is the case with contracting myocardium. Using
a cylindrical model to study transmural variations in stress and strain rather than
a finite element model of the entire left ventricle allows for the implementa-
tion of a time- and sarcomere length history-dependent constitutive equation. The
cylindrical model simulations can then be repeated with progressively simpler
constitutive equations and the resulting transmural stress and strain distributions
compared to determine under what conditions the most computationally effi-
cient constitutive equations are valid. This chapter is primarily concerned with an
instructive review of the constitutive equations we have implemented in cylindri-
cal and finite element models of the passive and beating left ventricle, including
that of diseased and surgically treated hearts. The last section of this chapter is
concerned with experimental measurements that we have used to validate these
models.

3.1 Introduction

To understand the path that we took in developing a constitutive equation for
actively contracting myocardium, that became a standard feature in commercial
finite element software (LS-DYNA, Livermore Software Technology Corporation,
Livermore, CA; academic license, $500/year), it is instructive to start with the
first biomechanics textbook ever written, Biomechanics: Mechanical Properties of
Living Tissues, by Fung [1]. Our method of approach (outlined in the Introduction
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of this book and mentioned in the abstract of this chapter) is described in Chapter 1
of Biomechanics (Introduction: A Sketch of the History and Scope of the Field).
Introductions to the engineering concepts of stress, strain, and the constitutive
equation for the Hookean elastic solid (Hooke’s law) are given in Chapter 2 of
Biomechanics (The Meaning of the Constitutive Equation). Basically, stress is force
per unit area, strain is change in length normalized by undeformed length, and the
Hookean elastic solid has a linear relationship between stress and strain; it returns
to its original shape upon removal of external loads (i.e., no permanent or plastic
deformation occurs). However, not until near the end of Chapter 7 of Biomechanics
(Bioviscoelastic Solids) is there a constitutive equation that is appropriate for non-
contracting or passive myocardium. In Section 7.12.1 of Biomechanics (Other
Examples), a pseudo-strain-energy function, W, was proposed in the form of

W = 0.5αijklEijEkl + (β0 + βmnpqEmnEpq) exp (γijEij + κmnpqEmnEpq + · · · ) (3.1)

where αijkl, β0, βmnpq, γ ij, and κmnpq are constants to be determined empirically,
Eij are 3-D (Green’s) strain tensor components and the indices i, j, k. . . range over
1, 2, 3.” We will revisit Eq. (3.1) in the next section.

3.2 Passive Material Properties of Intact Ventricular
Myocardium Determined from a Cylindrical Model

In LS-DYNA, Material_128 uses the following pseudo-strain-energy function to
describe the regional mechanics of passive myocardium:

W = 0.5C exp [bfE11E11 + bt(E22E22 + E33E33 + E23E23 + E32E32) +
bfs(E12E12 + E21E21 + E13E13 + E31E31)]

(3.2)

where C, bf, bt, and bfs are constants (as opposed to tensors, but, in general, they

can vary spatially) and an orthogonal “fiber” coordinate system has been defined
(with the subscript “1” denoting the muscle fiber direction, “2” denoting the cross-
fiber direction, and “3” denoting the radial or transmural direction). In other words,
E11 is myofiber strain, E22 is cross-fiber (in-plane) strain, E33 is radial strain, E23 =
E32 is shear strain in the plane perpendicular or transverse to the myofiber direc-
tion, E12 = E21 is shear strain in the plane transverse to the radial direction, and
E13 = E31 is shear strain in the plane transverse to the cross-fiber direction. Equation
(3.2) is a major simplification of Eq. (3.1). For example (assuming homogeneous
material properties), Eq. (3.2) has only four unknown material parameters to be
determined from experimental measurements, whereas Eq. (3.1) has, in general,
(81 + 1 + 81 + 9 + 81 =) 253 unknown material parameters. How did we go
from 253 to only 4 material parameters? The answer: material symmetry. We could
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go all the way down to only two material parameters if passive myocardium was
isotropic (bf = bt = bfs). However, we know that it is instead anisotropic, with
passive stiffness in the myofiber direction about three times greater than that in
the plane transverse to the myofiber direction. It is interesting to note that this 3:1
fiber:transverse ratio holds for the propagation of electricity and diffusion of water
molecules in ventricular myocardium as well. Based on a number of our cylindrical
and finite element modeling studies that used a range of different myofiber orien-
tation distributions, we recommend for a normal canine heart the following values
for the material constants in Eq. (3.2): C = 0.88 kPa, bf = 18.5, bt = 3.56, and
bfs = 1.63.

3.3 Mechanics of Active Contraction in Cardiac Muscle

What about the mechanics of active contraction in cardiac muscle? Can we find
values for C, bf, bt, and bfs in Eq. (3.2) that would allow us to model the regional
mechanics of a beating left ventricle (LV)? The answer: not without changing the
unloaded or strain-reference configuration. Otherwise, the volume at the end of ejec-
tion would never decrease below the unloaded volume, which is not physiological.
We believe a better approach follows from experimental measurements of the force,
length, velocity of shortening and calcium concentration relationship for cardiac
muscle (Section 10.5 of Biomechanics [1]). Cardiac muscle physiologists, espe-
cially those trained to use the laser diffraction techniques championed by Dr. Henk
ter Keurs, are interested in measuring the active component of myofiber stress and
relating it to the entire sarcomere length time course. For example, in the study of
tension development and sarcomere length in rat cardiac trabeculae by [2] passive
stress and peak total stress during a twitch was measured over the full range of sar-
comere lengths believed to occur in the heart (1.6–2.4 μm). They found that the
shape of the relationship between peak active stress (peak total stress minus pas-
sive stress) and sarcomere length depended on calcium concentration ([Ca]) in the
muscle bath (linear relationship at [Ca] = 0.5 mM; concave up at [Ca] < 0.5 mM;
concave down at [Ca] > 0.5 mM) (Fig. 3.1). How can we generalize this finding to
a 3-D constitutive equation for intact ventricular myocardium? The answer: define
total 3-D myocardial stress as the sum of passive 3-D myocardial stress (derived
from Eq. 3.2) and an active uniaxial stress component in the (local) myofiber
direction that is a function of time, sarcomere length, and intracellular calcium
concentration.

The effect of sarcomere length on the time course of isometric tension devel-
opment is shown in Fig. 3.2. The time courses of predicted active tension
(dashed lines) are very similar to those of measured active force (solid lines).
Time-to-peak tension depends on the rise in free calcium whereas the decay of
force is determined by decline in actin activation and slowing of cross-bridge
cycling rates.
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Fig. 3.1 The effect of external calcium on the peak active tension–sarcomere length relation. The
relation between peak active tension predicted by the model (dashed lines) and sarcomere length
is in good agreement with measurements at external calcium concentrations of 0.25 mM (squares),
0.5 mM (triangles), and 2.5 mM (circles). The experimental relation at 2.5 mM external calcium
was used to determine the length-dependence of the model calcium affinity. Lowering peak free
calcium from 4.35 μM to 2 μM shifted this relation to that at 0.5 mM external calcium. This
information was used to predict the peak tension–sarcomere length relation at an external calcium
concentration of 0.25 mM (1.194 μM free calcium) (From Guccione and McCulloch [8], with
permission from ASME)
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Fig. 3.2 The effect of
sarcomere length on the time
course of isometric tension
development. The time
courses of predicted active
tension (dashed lines) are
very similar to those of
measured active force (solid
lines) (From Guccione and
McCulloch [8], with
permission from ASME)

3.4 Constitutive Relations for Fiber Stress That Describe
Deactivation

One very interesting phenomenon that has been observed in isolated cardiac mus-
cle but is not shown in Section 10.5 of Biomechanics [1] is deactivation. A rapid
change of length applied during isometric contraction of skeletal or cardiac muscle
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may result in redeveloped tension less than appropriate for the new length because
of “deactivation” of the contractile system. The amount of shortening deactivation
is directly related to both the time during the contraction when the length change
occurs and to the extent of muscle shortening (Fig. 3.3). If the muscle is permitted
to shorten early in the contraction, the redeveloped tension will be appropriate to
the new length as predicted from the classic Frank–Starling relationship. However,
the same length change, which is imposed later in the contraction, results in a
redeveloped tension that is less than predicted. Furthermore, a greater change in
length results in less tension being redeveloped than if a smaller length decrement
is applied at the same time during the contraction. It has been demonstrated that the
reduced tension during active muscle shortening is associated with reduced affinity
of troponin C for Ca2+. The free Ca2+ is then picked up by the sarcoplasmic retic-
ulum (SR), with less Ca2+ available for tension development until the subsequent
contraction [3].

The distribution moment (DM) model [4] has simulated experimental data on
skeletal muscle, but it has not been used previously to study the mechanics of active
contraction in cardiac muscle. In contrast to previous models of striated muscle
contraction, all parameters have physical meaning, and assumptions concerning bio-
physical events within the cell are consistent with available data. In order to simulate
cardiac muscle deactivation using the DM model it was necessary to make the cross-
bridge detachment rates large for large displacements from the neutral equilibrium
position of a cross-bridge. To examine the effect of cooperativity on cardiac muscle
contraction, we used the DM model’s tight coupling scheme with binding of one
or two calcium sites regulating contraction. As observed experimentally, our model
predicted a reduction of isometric tension development following rapid shortening
lengthening transients when contraction is regulated by either one or two calcium
binding sites. The predicted deactivating effect increased if the transient was applied
late in the twitch when contraction is regulated by two calcium binding sites, but
not when it is regulated by one site (Fig. 3.4). This is the first study in which deac-
tivation has been simulated without making any provisions for length-dependent
calcium troponin dissociation [5].

3.5 Cylindrical Models of the Systolic Left Ventricle

In the study of Guccione and associates [6], models of contracting ventricular
myocardium were used to study the effects of different assumptions concerning
active tension development on the distributions of stress and strain in the equatorial
region of the intact LV during systole. Three models of cardiac muscle contrac-
tion were incorporated (Fig. 3.5) in a cylindrical model for passive left ventricular
mechanics developed previously [7]. Systolic sarcomere length and fiber stresses
predicted by a general “deactivation” model of cardiac contraction [8] were com-
pared with those computed using two less complex models of active fiber stress.
In a time-varying “elastance” model (Eq. 3.3), isometric tension development was
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Fig. 3.3 The effect of shortening transients applied at different times during an isometric twitch
on predicted tension redevelopment. Transients imposed before time-to-peak tension have little
effect on tension redevelopment (a), but those applied during relaxation produce deactivation (b).
During the transient of 20 ms duration, shortening and lengthening velocities are 10 μm/s. A
control contraction (dashed line) was predicted at a constant sarcomere length of 2.14 μm. In
a, the shortening impulse was applied 20 ms after onset of contraction. Afterwards, redeveloped
actin binding sites and twitch tension (solid lines) attained control levels for the remainder of the
contraction since free calcium was still rising. In b, the shortening impulse was applied 220 ms after
onset of contraction. Afterwards, redeveloped actin binding sites and twitch tension (solid line)
never reach control levels because free calcium was less than 25% of maximum (From Guccione
and McCulloch [8], with permission from ASME)
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Fig. 3.4 The predicted deactivating effect increases if the shortening transient is applied late in
the twitch when contraction is regulated by two calcium binding sites (thick line), but not when
it is regulated by one site (thin lines). Peak redeveloped tension (Tr) divided by control tension
(Tc) at that time is plotted against the interval between contraction onset and the end of the length
transient (�t) divided by control contraction duration (tc). The experimental data (circles) of [23]
are shown for comparison (From Guccione et al. [5], with permission from Elsevier)

Unloaded
Configuration

End-Diastolic
Configuration

End-Systolic
Configuration

Fig. 3.5 Passive and active left ventricular deformation modeled by inflation, stretch, and twist of
a cylinder (From Guccione et al. [6], with permission from ASME)

computed from a function of peak intracellular calcium concentration, time after
contraction onset, and sarcomere length; a “Hill” model was formulated by scaling
this isometric tension using the force–velocity relation derived from the deactivation
model.
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For the same calcium ion concentration, the sarcomeres in the deactivation model
shortened approximately 0.1 μm less throughout the wall at end-systole than those
in the other models. Thus, muscle fibers in the intact ventricle are subjected to rapid
length changes that cause deactivation during the ejection phase of a normal cardiac
cycle.

In Material_128 of LS-DYNA, the active fiber directional stress component is
defined by a time-varying elastance model, which at end-systole is reduced to
[9, 10],

T0 = 1

2
Tmax

Ca2
0

Ca2
0 + ECa2

50

(
1 − cos

(
0.25

mlR
√

2E11 + 1 + b
+ 1

)
π

)
, (3.3)

with m and b as constants, and the length-dependent calcium sensitivity, ECa50, is
given by

ECa50 = (Ca0)max√
exp[B(lR

√
2E11 + 1 − l0)] − 1

, (3.4)

where B is a constant, (Ca0)max is the maximum peak intracellular calcium con-
centration, l0 is the sarcomere length at which no active tension develops, and
lR is the stress-free sarcomere length. The material constants for active con-
traction were found to be [11]: Ca0 = 4.35 μmol/L, (Ca0)max = 4.35 μmol/L,
B = 4.75 μm–1, l0 = 1.58 μm, m = 1.0489 s μm–1, b = –1.429 s, and lR was set
at 1.85 mm. Figure 3.6 shows isometric twitches predicted by the Deactivation
model, Hill model, and Elastance model at three different sarcomere lengths
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Fig. 3.6 Comparison of isometric twitches predicted by the “Deactivation” model, “Hill” model,
and “Elastance” model at a range of sarcomere lengths. Twitches computed by the different models
are similar except for the relaxation phase at long lengths. However, this difference does not affect
the conclusions drawn from the ventricular models (From Guccione et al. [6], with permission
from ASME)
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ranging from 1.7 to 2.3 μm. The largest difference in the two sets of pre-
dicted tension time courses occurred during relaxation. The transmural sarcom-
ere length distribution predicted at end-diastole increased from 2.17 μm at
the endocardium to a maximum of 2.23 μm at the subendocardium and then
decreased to 2.16 μm at the epicardium as shown in Fig. 3.7. In Fig. 3.8,
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Fig. 3.7 Transmural sarcomere length distributions predicted by the three models in the unloaded
reference state, at end-diastole and at end-systole. The end-diastolic distribution has a maxima at
37% of the wall thickness from the endocardium. Sarcomeres in the deactivation model shorten
much less than those in the other models at all transmural locations. Therefore, deactivation occurs
during the ejection phase of a normal cardiac cycle. Note that the three end-systolic distributions
are of identical shape (From Guccione et al. [6], with permission from ASME)
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Fig. 3.8 Predicted sarcomere lengths at two transmural locations in the left ventricular wall plot-
ted as a function of time from end-diastole to end-systole. Inner, 34.6% of wall thickness from
endocardium; Outer, 78.2%. Note differences between sarcomeres in deactivation and Hill models
increase with time from 100 ms to 300 ms after end-diastole, and peak sarcomere shortening is
slightly less and occurs much later in Hill model than in elastance model (From Guccione et al.
[6], with permission from ASME)
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sarcomere lengths at two transmural locations in all three models are plot-
ted as a function of time from end-diastole. The “Inner” and “Outer” sar-
comeres are located at positions 34.6% and 78.2%, respectively, across the
wall thickness from the endocardium. Differences between sarcomere lengths
in the deactivation and Hill models increase with time between 100 ms and
300 ms after onset of contraction where free calcium decreases rapidly in the
former model.

Based on the biaxial stretching experiments of [12] and FE analyses of [13,
14], it has been found that cross-fiber, in-plane stress equivalent to 40% of that
along the myocardial fiber direction should be incorporated into models of active
contraction. It should be noted that when the cross-fiber, in-plane stress com-
ponent is implemented, Ca0 should be less than the (Ca0)max reported above,
in order to reproduce the results found in [11]. The results reported in works
before 2005 could be replicated with the 40% cross-fiber, in-plane stress and a
Ca0 that is less than (Ca0)max, but the conclusions of those papers would be
unaltered.

3.6 The Effects of Cross-Fiber Deformation on Axial Fiber Stress
in Myocardium

We incorporated a 3-D generalization of the Huxley cross-bridge theory in a finite
element model of ventricular mechanics to examine the effect of nonaxial defor-
mations on active stress in myocardium [15]. According to this new theory, which
assumes that macroscopic tissue deformations are transmitted to the myofilament
lattice, lateral myofilament spacing affects the axial fiber stress (Fig. 3.9). We calcu-
lated stresses by Eq. (3.5) and deformations at end-systole under the assumption of
strictly isometric conditions. Equation (3.5) describes the normalized twitch force
assuming that α(1) = 1 (full overlap), as F(1) = 1 by definition of F. The maxi-
mum axial twitch tension, σ (a)

ua , for uniaxial is measured as a function of sarcomere
length, the conditions of isotropic transverse deformation (λx = λy = λr = ρ), and
incompressibility (λ2

yλz = 1).

σ
(a)
ua

(σ (a)
ua )λz=1

= λzα(λz)

[
1 + 1

β∗

{
1

�(1)F(λ−1/2
z )

− 1

}]−1

[
1 + 1

β∗
{

1
�(1) − 1

}]−1
(3.5)

Estimates for the overlap function α(λz) were calculated geometrically from the
myofilament dimensions [16]. In this work, F(1), a constant scaling factor was
equal to 4/5. This leaves only β∗ (i.e., the value of the activation factor at twitch
peak) unknown on the right-hand side of Eq. (3.5), whereas the left-hand side is
known from experiment as a function of the sarcomere length, or equivalently, of
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Fig. 3.9 Relation between isometric force and lateral myofilament spacing estimated from sev-
eral published experiments involving osmotic perturbations of intact and skinned fibers. Closed
symbols are for skinned fibers and open symbols are for intact fibers. λr = 1 corresponds
to the lattice spacing under isotonic conditions at optimal sarcomere length (where maximum
axial tetanic stress is generated). The shaded “arch” indicates the authors’ subjective impres-
sion of the trend and range of the available data (From Zahalak et al. [15], with permission
from ASME)

λz. This calculation yielded a value of β∗ that varied little with λz, so in subsequent
analysis β∗ was given the constant value 0.4, and this reproduced the isometric
twitch-tension curve reasonably well.

Figure 3.10 shows a schematic diagram of a section of myocardium in the
undeformed state and the deformed state. Figure 3.11 shows computed passive,
end-systolic fiber, and total Cauchy stresses, plotted as a function of sarcomere
length, for the case of uniform extension in the fiber direction when IR = 1.85 μm.
Our results suggest that at the end of ejection, nonaxial deformations may signifi-
cantly reduce active axial fiber stress in the inner half of the wall of the normal LV
(18–35% at endocardium, depending on location with respect to apex and base).
Moreover, this effect is greater in the case of a compliant ischemic region pro-
duced by occlusion of the left anterior descending or circumflex coronary artery
(26–54% at endocardium). On the other hand, stiffening of the remote and ischemic
regions (in the case of a 2-week-old infarct) lessens the effect of nonaxial defor-
mation on active stress at all locations (9–32% endocardial reductions). These
calculated effects are sufficiently large to suggest that the influence of nonaxial
deformation on active fiber stress may be an important consideration in cardiac
mechanics.
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Fig. 3.10 Schematic diagram
of a section of myocardium in
the undeformed state,
showing the general material
coordinates (X1, X2, X3), and
the deformed state, showing
the special spatial coordinates
(x, y, x3). Note the
deformation of a material
circular cylinder into a spatial
elliptic cylinder, with the
principal axes of the
cross-section lying along the
x and y directions (From
Zahalak et al. [15], with
permission from ASME)
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Fig. 3.11 Computed passive, end-systolic fiber and total Cauchy stresses, plotted as a function of
sarcomere length, for the case of uniform extension in the fiber direction when IR = 1.85 μm. The
active stress shown is a graph of Eq. (3.5), with (σ (a)

ua )λz=1 = (σ/2)/[1 + {�(1)−1 − 1}/β∗] .
The parameter values are F(1) = 0.8, β∗ = 0.4, and σ 0 = 272 kPa. The passive stress is computed
from Eq. (3.2), with the parameter values of C = 0.88 kPa, bf = 18.48, bt = 3.58, and bfs =
1.63. The computed overlap function, a, is also shown as a function of sarcomere length and was
computed from the geometric model of Landesberg and Sideman [16]. In the unloaded reference
model configuration, IR varies linearly across the wall from 1.78 μm (endocardium) to 1.91 μm
(epicardium). The reference sarcomere length for calculation of λz is 2.36 μm (From Zahalak
et al. [15], with permission from ASME)
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3.7 Experimental Measurements Used to Validate Regional
Ventricular Mechanics Models

By “regional” ventricular mechanics models we mean mathematical models based
on the conservation laws of continuum mechanics that can compute at least trans-
mural distributions of left ventricular wall stress and strain. These distributions are
statically indeterminant, which means they cannot be determined by statics or a
force balance between left ventricular pressure and average stress across the wall
or the Law of LaPlace, which ignores myocardial material properties. To date,
there is no experimental methodology available to validate such models with direct
measurements of forces or stress in an intact LV. As an alternative, we have used
experimental measurements of 2-D and 3-D myocardial strain and left ventricular
pressures and volumes to validate our regional ventricular mechanics models.

The following are examples concerning our models of normal regional ventric-
ular mechanics. The epicardial strain measurements by [6] using bi-plane video
imaging of epicardial markers during passive inflation of the LV in isolated arrested
canine hearts were used to validate the cylindrical and finite element models of [7,
17]. The transmural 3-D end-systolic strain measurements by [18, 19] using bi-plane
X-ray of radiopaque markers implanted in beating canine hearts were used to val-
idate the cylindrical and finite element models of [6, 11, 15]. The transmural 3-D
passive strain measurements by [20] using bi-plane X-ray of radiopaque markers
implanted in isolated arrested canine hearts were also used to validate the finite ele-
ment model of [11]. In one of our studies of normal regional ventricular mechanics,
active myocardial stress was actually measured rather than computed. However, this
was a very novel study in which twitching cardiac trabeculae from the rat right ven-
tricle were subjected to sarcomere length time courses that we measured in anterior
and posterior LV regions of beating canine hearts using bi-plane X-ray of implanted
radiopaque markers and ex vivo histological study [21, 22].
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Chapter 4
Determination of Myocardial Material
Properties by Optimization

Jonathan F. Wenk, Choon-Sik Jhun, Kay Sun, Nielen Stander,
and Julius M. Guccione

Abstract The previous chapter includes a computationally efficient strain energy
function for describing the three-dimensional relationship between stress and strain
in passive myocardial material properties, the material parameters of which were
formally optimized using left ventricular pressure and epicardial strain measure-
ments in a cylindrical model. Results from such a model are confined at best to the
equatorial region of the left ventricle. A finite element model of the entire left ven-
tricle is required to determine regional variations in myocardial material properties.
The most important or at least interesting finding from such a study is that myocar-
dial contractility in the (border zone) region adjacent to a myocardial infarction
is much less than (typically only half) that in regions remote from the myocar-
dial infarction. This finding has been confirmed with active stress measurements in
skinned muscle fibers dissected from these regions. This chapter is concerned with
brief descriptions of the studies from our laboratory that have led up to our current
knowledge concerning regional variations of myocardial contractility in infarcted
left ventricles.

4.1 Introduction

Prior to the advent of tagged MRI, finite element (FE) studies of the left ventricle
(LV) have validated stress calculations by showing good agreement with myocardial
deformations (strains) measured with implanted markers [1, 2, 3, 4, 5]. However,
this is invasive and is limited to only a few simultaneous LV locations (usually only
2). With advancements in MRI, myocardial deformation can be quantified noninva-
sively throughout the LV with tagged MRI [6, 7]. In a pioneering study, Moulton
et al. [8] used tagged MRI to determine isotropic, diastolic material properties in
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a two-dimensional (2-D) FE analysis of beating canine hearts. We have followed
Dr. Michael Pasque’s lead by using tagged MRI to measure regional myocardial
strain in an ovine model of left ventricular aneurysm. The overall philosophy of our
lab, however, is while it is possible for us to measure a significant effect of a novel
surgical procedure or medical device on three-dimensional (3-D) myocardial strain
distributions, a realistic 3-D FE model is required to interpret these strain distribu-
tions based on computed distributions of myocardial material properties and stress.
Imagine how unsafe it would be to travel in an airplane designed only on the basis
of the deflection of or strain within the wing (kinematics) and not also on the basis
of the stresses on the materials that compose the wing (kinetics).

4.2 Epicardial Suction: An Approach to Mechanical Testing
of the Passive Ventricular Wall

Mathematical models are needed to provide a sound basis for interpreting the
non-homogeneous changes in cardiac mechanical function that occur in regional
pathological disorders, such as ischemic heart disease, in terms of changes in the
local properties of the heart muscle. Previous in vitro experiments used to estimate
parameters in 3-D constitutive relations, such as biaxial testing of excised myocar-
dial sheets or passive inflation of the isolated arrested heart, have not included
significant transverse shear deformation or in-plane compression, which can occur
in vivo. Therefore, the purpose of this study was to use an approach, termed epicar-
dial suction, to quantify the material properties of intact canine left ventricular wall,
especially those related to transverse shear [9].

A suction cup with a square orifice approximately 2.5×2.5 cm was positioned
on the lateral free wall of the LV. The suction cup was attached to the epicardium
by vacuum pressure (12 kPa) and applied continuously in the narrow channel sur-
rounding the cup. The square suction orifice allowed the boundaries of the cup to be
easily represented in our FE model. The suction cup was then attached to a holding
fixture, and the suction cup and heart were then lowered into an acrylic cylinder
filled with a mixture of cold saline and cardioplegic solution.

The amount of deformation during the application of epicardial suction was mea-
sured with a grid of magnetically ‘‘tagged’’ planes using a technique known as
double delays alternating with nutations for tailored excitation (DANTE). On the
image plane, the magnetically tagged planes appear as tag lines and their inter-
sections as tag intersection points. As epicardial suction is applied, the heart wall
deforms and images acquired at later time delays show the deformed location of the
tag intersection points. These points are used to measure displacements at numerous
locations.

A detailed description of the FE method we used is given in Costa et al. [10]. The
Galerkin FE equations for 3-D finite elasticity were derived in prolate spheroidal
coordinates, allowing the ventricular geometry and boundary conditions to be mod-
eled with fewer low-order elements. A 3-D solid mathematical representation of the
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LV was developed for each experiment from MR images of the heart. Each model
had a total of 500 nodes and 360 isoparametric FEs with trilinear Lagrange basis
functions for each of the prolate spheroidal coordinates. Nodes on the epicardium at
the edges of the suction cup were fully constrained. The epicardial element surfaces
within the suction cup boundaries were loaded with the experimentally measured
pressure for each deformed configuration.

Although this method can be applied with many types of constitutive rela-
tions, for this analysis we modeled the ventricular wall as pseudoelastic and
having an exponential strain energy function. The wall was modeled as either (1)
a homogeneous, exponential, transversely isotropic material or (2) an exponen-
tial, transversely isotropic myocardium covered by a thin, isotropic epicardium.
Following the approach in Guccione et al. [11], the passive, intact ventricular wall
was modeled using the strain energy function derived in Chapter 3.

We followed an approach similar to that of Moulton et al. [12] to determine
regional myocardial material properties from an FE model and a set of MR-tagged
image data. However, we formulated our optimization objective function with
respect to measured displacements rather than strain. We minimized the sum of
the squared differences between the FE model predicted and experimental in-plane
displacement components, at three suction pressures. It should be noted that for
all experiments, the mean displacement error is slightly less for the model with a
separate isotropic epicardium.

The complex deformation caused by the epicardial suction can be seen in
short- and long-axis MR-tagged images in Fig. 4.1. At the center of the suc-
tion cup, the heart wall undergoes a bending deformation. This can be seen by
the radial thickening, with circumferential and longitudinal compression near the
endocardium, and radial thinning, with circumferential and longitudinal stretching
near the epicardium. Away from the center of the suction cup, the initially square
regions formed by adjacent tag intersection points are distorted into trapezoidal
regions, which indicate significant transverse shearing. In the short-axis images,
circumferential-radial shearing is seen, while longitudinal-radial shearing is seen in
the long-axis images.

The deformed shape and transmural strain distributions were determined from
the FE model solution using the optimized material parameters. The FE model is
able to reproduce the experimental deformation pattern as shown by short- and
long-axis deformed shape plots through the center of the suction cup for a repre-
sentative experiment, shown in Fig. 4.2. The transmural distributions of 3-D strain
components, referred to by the cardiac coordinates, are shown in Fig. 4.3a and b
for the center of the suction cup at a suction pressure of 3.2 kPa. Notice that lon-
gitudinal strain is negative near the endocardium and positive near the epicardium,
whereas radial strain (RS) is positive near the endocardium and negative close to the
epicardium. These strain patterns correspond to the bending mode of deformation
evident in Fig. 4.1. While the shear strain components are generally small at the
center of the suction cup, due to the symmetry of the loading, the transverse shears,
referred to by the cardiac coordinates, are larger away from the center of the cup, as
shown in Fig. 4.3c and d.
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Fig. 4.1 MR-tagged images through center of suction cup for experiment 6. (a) and (b):
Undeformed short- and long-axis images. (c) and (d): Images acquired at t = 105 ms, suction
pressure = 3.2 kPa. (From Okamoto et al. [9], with permission from ASME.)

In this study, we developed an approach for the mechanical testing of the ventric-
ular wall and made the first estimates of material properties for passive myocardium
under significant transverse shear. This study is also the first, to our knowledge, to
determine anisotropic myocardial material properties from MR tagging using a 3-D
FE model. In agreement with previous studies [2], the myocardial material parame-
ter values we obtained for both the homogeneous model and the model with separate
epicardium demonstrated that myocardium is nonlinear and anisotropic with greater
stiffness in the fiber direction. Our results also suggest that the epicardium plays a
significant role in passive ventricular mechanics.

4.3 Akinetic Myocardial Infarcts Must Contain Contracting
Myocytes, Material Parameter Estimation

Infarcted segments of myocardium demonstrate functional impairment ranging
in severity from hypokinesis to dyskinesis. We sought to better define the
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Fig. 4.2 Deformed shape
plots of FE solution (Exp. 6)
with optimized homogeneous
material parameters at suction
pressure of 3.2 kPa,
corresponding to Fig. 4.1a
and b. (a) Short-axis view
through center of suction cup
and (b) long-axis view
through center of suction cup.
(From Okamoto et al. [9],
with permission from
ASME.)

contributions of passive material properties (stiffness) and active properties (con-
tracting myocytes) to infarct thickening. Using an FE model, we tested the
hypothesis that infarcted myocardium must contain contracting myocytes to be aki-
netic and not dyskinetic [13]. We previously simulated [14] the border zone (BZ)
of an ovine anteroapical infarct with a large deformation FE model of the LV incor-
porating nonlinear diastolic and systolic material properties linked to myocyte fiber
architecture. Although BZ systolic function was thought to be normal and altered
BZ systolic motion, the result of high stress [15], we were able to show that BZ
systolic function must be reduced by 50% for the BZ to stretch during isovolumic
systole [14]. Given that such FE simulations can calculate regional deformation
and stress from the unloaded structural geometry (LV at early diastolic filling),
external loads (LV cavity pressure), and material properties, the FE method is inher-
ently suited to determine the contribution of contracting myocytes in akinetic vs.
dyskinetic segments.

A single sheep from a group previously reported by Bowen [16] underwent
anteroapical ischemia and reperfusion after 1 h. Subdiaphragmatic, 2-D long-
axis echocardiographs were obtained through a sterile midline laparotomy (1.8–
4.2 MHz probe, SONOS 5500; Agilent Technologies, Andover, MA) 12 weeks
post-infarction and videotaped at 30 Hz. The animal model displayed significant LV
remodeling at 12 weeks (infarct thickness 5.1 ± 0.3 mm; LV volume at end-systole
33 ± 6 mL) [16]. Echocardiographs at early diastolic filling (Fig. 4.4), end-diastole,
and end-systole were selected, digitized, and analyzed (Findtags; Medical Imaging
Lab, Johns Hopkins University, Baltimore, MD). Guided by the video echocardio-
gram, epicardial and endocardial contours were hand-traced, and the border between
akinetic and kinetic regions identified.

Thirty two cardiac contour points were used to construct a 2-D mesh of the LV in
prolate spheroidal coordinates, shown in Fig. 4.5a. Using a focal length of 25.0 mm,
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Fig. 4.3 Normal (a) and shear (b) strain components as a function of transmural position in
FE elements through center of suction cup. (c) Radial-circumferential shear strains in elements
through the center of suction cup and to the anterior and posterior of center elements. (d) Radial-
longitudinal shear strains in elements through the center of suction cup, and in elements toward
the apex and base. All values were predicted from the FE model for experiment 6 using optimized
material parameters at experimental pressure of 3.2 kPa. (From Okamoto et al. [9], with permission
from ASME.)

the FE software (Continuity; Cardiac Mechanics Research Group, University of
California, San Diego, CA) interpolated a 3-D model composed of 16 elements.
The FE mesh was subdivided into eight elements circumferentially and three ele-
ments transmurally producing the 192-element model of the end-diastolic LV, shown
in Fig. 4.5b. This subdivision allowed regional, non-axisymmetric variation of the
ventricular wall.

Diastolic and systolic material properties were defined using Eqs. (3.2), (3.3),
and (3.4). A sharp boundary was assumed between the infarcted and uninfarcted
regions, and diastolic and end-systolic material properties of the remote uninfarcted
myocardium were assumed to be normal (C = 0.876 kPa, Tmax = 135.7 kPa).
Scaling the parameter Tmax by a “percentage of contracting myocytes” between
100% and 0% reduced the ability of the infarcted region to develop active stress.
This approach (as opposed to altering (Ca0)max) [2] does not change the shape of the
relationship between active stress and sarcomere length. Of note, Tmax represents the
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Fig. 4.4 Transesophageal
echocardiogram of an ovine
heart model of ischemic
cardiomyopathy showing a
long-axis image at the
beginning of diastolic filling
[13]

Fig. 4.5 (a) Two-dimensional prolate-spheroidal finite element mesh of the LV produced by trac-
ing the endocardial and epicardial contours of the ovine echocardium. Arrows denote akinetic
elements. (b) Model configuration obtained for an end-diastolic LV chamber pressure of 2.67 kPa
(20 mmHg) and diastolic stiffness of 0.876 kPa. (c) Model configuration obtained for an end-
systolic LV chamber pressure of 13.33 kPa (100 mmHg), diastolic stiffness of 0.876 kPa, and
akinetic segments

percentage of surviving infarct myocytes; all are assumed to have normal contrac-
tility. In each case the end-systolic elastance (EES) is obtained by (1) incrementally
increasing Tmax in both the remote and infarct regions and load to 120 mmHg, and
then (2) reducing load to 0 mmHg.

The change in wall thickness between end-diastole and end-systole was mea-
sured with the average RS, which describes the fractional change of wall thickness.
Negative RS indicates thinning of the myocardial wall during systole (dyskinesis).
Positive values indicate wall thickening (contraction). RS was measured at 24 loca-
tions distributed throughout the akinetic region. These represent all the locations
where RS can be directly calculated in our model. Akinesis was defined as an aver-
age RS between –0.01 and 0.01. At a given diastolic stiffness, the percentage of
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surviving myocytes was modified until akinesia was observed. Tmax was increased
when the RS indicated a dyskinetic heart and decreased when the result was hypoki-
nesis until akinesis was obtained. Finally, to determine the amount of diastolic
stiffness required for akinesis in a region with no contracting myocytes, we ran an
initial simulation with normal diastolic stiffness and no contractility. These condi-
tions produced a dyskinetic LV. Subsequent simulations increased diastolic stiffness
in the abnormal region until akinesis was reached.

When the infarct was assigned a normal diastolic stiffness, 20% of the myocytes
(Tmax = 27.1 kPa) needed to contract in order to produce akinesis (average RS =
0.0033). Reducing the number of contracting myocytes to 10% (Tmax = 13.6 kPa)
produced a dyskinetic infarct (average RS = –0.0381) and a hypokinetic infarct
(average RS = 0.0787) at 35% (Tmax = 47.5 kPa). The difference in RS between
groups (hypokinetic vs. akinetic vs. dyskinetic) was statistically significant (P <
0.0001). Figure 4.6 shows the RS of these models plotted against the position of the
infarct. Notably, the region of the infarct closest to the BZ had the greatest variability
in RS. In the akinetic and dyskinetic model, there is an increase in RS, whereas the
hypokinetic model has reduced RS at the region closest to the BZ. The statistically
significant difference in RS between groups (P < 0.0001) and pattern of akinesis
flanked by dyskinesis and hypokinesis was seen in all diastolic stiffness parameters
tested.

Fig. 4.6 Plot of average radial strain against location on the infarct for a heart with a diastolic
stiffness (C) of 0.876 kPa. In the region of the infarct closest to the border zone in the akinetic
and dyskinetic heart, there is an increase in radial strain, likely due to a tethering effect from the
adjacent normal tissue [13]

Our simulations demonstrated that akinesis in a region void of contracting
myocytes must be 285 times stiffer than normal myocardium. For instance, increas-
ing diastolic stiffness to 100 or even 200 was insufficient for akinesia (average
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RS of –0.0233 and –0.0121, respectively), i.e., the LV remained dyskinetic. In
the physiological stiffness range of 0.876–10 kPa, the models with no contractility
demonstrated significant dyskinesia, with average RS ranging from –0.08 to –0.07.
Thus, if infarct stiffness is <285 times normal, contracting myocytes are required to
prevent dyskinetic infarct wall motion. It is not merely possible for normal myocytes
to survive in a region of akinesis: contracting myocytes are obligatory.

4.4 Informal Optimization of Regional Myocardial Contractility
in a Sheep with Left Ventricular Aneurysm

Building on previous work [14, 13], the present study uses tagged MRI to vali-
date nonlinear, anisotropic, 3-D FE models in four sheep with myocardial infarction
(MI), in order to determine systolic material parameters in 3-D stress–strain rela-
tionships [17]. Moreover, this study incorporates ovine aneurysm material properties
measured with biaxial stretching [18] and detailed helix angle measurements made
with magnetic resonance diffusion tensor imaging (MR-DTI) in each heart [19].

After development of a large ventricular aneurysm (22.5 ± 1.5 weeks post-MI),
systolic strains were measured with tagged MRI as described in detail previ-
ously [20]. Tagged MR images were transferred to a Silicon Graphics workstation
(Mountain View, CA), where the endocardium and epicardium were contoured and
tags were tracked semi-automatically. Systolic myocardial strains were calculated
from tag-line deformation using the 4-D B-spline method [7] relative to cardiac
coordinates (i.e., circumferential, longitudinal, and radial) at the midwall and around
the circumference in each short-axis slice.

Three-dimensional FE models were created to replicate in vivo geometry at
end-isovolumic relaxation by using both long- and short-axis slices. LV volume
was calculated for each time frame throughout systole. The minimum LV vol-
ume was taken to be end-isovolumic relaxation, and passive material laws were
assumed to hold from this point. Endocardial and epicardial surfaces, as described
above, were discretized into a FE mesh containing 18 elements longitudinally, 12
elements circumferentially, and 1 element transmurally with trilinear elements in
prolate spheroidal coordinates; the focal length was set to two-thirds of the dis-
tance from the base to the lowest endocardial point. Comparable to the method
employed by Moustakidis et al. [21], aneurysm, remote, and BZ regions of the
model were determined by ventricular wall thickness; the BZ region was defined at
the steep transition in wall thickness between remote and aneurysm regions, shown
in Fig. 4.7. Cardiac myofiber orientations from each heart were incorporated into
the model, based on MR-DTI data. Fiber angles in the aneurysm were set to 0◦ to
use experimentally determined aneurysm material parameters with respect to this
direction [18].

Boundary constraints were applied in the same manner as described in previ-
ous models [22]. End-systolic pressure (ESP) and end-diastolic pressure (EDP)
measured from the LV pressure catheter were offset by the minimum LV pressure
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Fig. 4.7 Illustration of the border zone. (a) Border zone was defined at the steep transition of wall
thickness between normal and aneurysm regions; color scale units are in mm. (b) Elements in the
FE model incorporating the remote, border zone, and aneurysm regions, with the border zone at
the transition [17]

and applied to the endocardium of the FE model. The diastolic and systolic mate-
rial response was defined using the nonlinear, anisotropic strain energy function in
Chapter 3. Previously published passive parameters for normal myocardium were
used as initial values for the remote myocardium [9, 2]. Material parameters deter-
mined from biaxial stretching experiments were used in the aneurysm [18]. Because
of a lack of experimental data of aneurysm tissue under shear loading, bfs was kept
constant across all regions. In accordance with biaxial stretching experiments of Lin
and Yin [23] and FE modeling results from Usyk et al. [4], simulations were also
performed with an in-plane, cross-fiber stress equal to 40% of that along the muscle
fiber direction.

An iterative approach was taken to determine appropriate material parameters
that reproduce the measured in vivo ventricular volumes and myocardial strains,
and is summarized in [17]. Briefly, the FE model was inflated to the measured
offset EDP, while the passive material parameter C was scaled independently in
the aneurysm and non-aneurysm regions to get the correct end-diastolic volume
(EDV). Upon convergence, the model was further inflated to the measured offset
ESP, and systolic contraction was simulated in the remote region, while in the BZ,
Tmax was reduced by 50% [14]. Tmax was then scaled until the end-systolic volume
(ESV) converged. Then, midwall systolic strains were compared between tagged
MRI measurements and the nearest central integration points from each element in
the end-diastolic configuration, using root mean square (RMS) error. After each iter-
ation, the strain component with the highest RMS error was addressed by scaling its
corresponding passive material parameter. The entire process was manually iterated
until overall RMS error improved only slightly between iterations.

Strain comparisons were very good and spanned all functional (remote, BZ, and
aneurysm) and circumferential regions (anterior, posterior, lateral, and septal walls;
11 ± 3 short-axis slices, 630 ± 187 strain comparisons/animal). Figure 4.8 illus-
trates excellent agreement between circumferential strains measured with tagged
MRI and those calculated with FE modeling in one animal (RMS error = 0.039).
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Notice the model agrees well with the measured experimental strains around the
circumference and in the aneurysm, BZ, and remote regions, shown in Fig. 8a–c.
Figure 4.9 illustrates RMS error between measured strains from tagged MRI and
those predicted by the FE model. The addition of in-plane, active cross-fiber stress
equal to 40% of that in the fiber direction improved strain agreement in every
strain component. Compared with modeling myocyte contraction only in the direc-
tion of the muscle fibers, overall RMS error decreased by 27% (0.074 ± 0.016 to
0.054 ± 0.011, P < 0.05) when active cross - fibre stress is included. It should be
noted that stress increased from the remote region to the BZ and was highest in the
aneurysm. Fiber stress increased by 24% in the BZ relative to remote regions (24.2
± 2.7 to 29.9 ± 2.4 kPa, P < 0.01). Cross-fiber stress showed even greater regional
anisotropy, increasing by 115% in the BZ (5.5 ± 0.7 to 11.7 ± 1.3 kPa, P = 0.02).
Radial stress was similar in all regions.

The study outlined in this section details significant advancements in rigorously
validated FE models of the LV after MI. This study includes four unique FE mod-
els customized with (1) detailed helical fiber angles measured with MR-DTI; (2) in
vivo geometry measured with MRI; (3) aneurysm material properties measured with
biaxial stretching; (4) in vivo volumes reproduced at measured, in vivo pressures;
and (5) agreement to in vivo strains measured with tagged MRI throughout the LV.
No previous biomechanical models of MI have been so rigorously validated: 630
± 187 strain comparisons were made per animal, compared with 2 in the previous
study [14]. FE model strains show significantly better agreement with experimen-
tal measurements when active cross-fiber stress is added, equal to 40% of that in
the fiber direction. These biomechanical findings represent a fundamental change
in modeling active myocardial contraction. Before these studies were performed,
myocyte contraction was modeled only in the direction of the muscle fiber.

4.5 A Computationally Efficient Formal Optimization of
Regional Myocardial Contractility in a Sheep with Left
Ventricular Aneurysm

Recently, our laboratory developed a very efficient and fast method to formally
optimize regional myocardial contractility from tagged MR images and car-
diac catheterization pressures [24]. Our approach was demonstrated with data
from sheep, 14 weeks after anteroapical myocardial infarction. The proposed
method involves performing FE simulations using the customized commer-
cial FE solver (LS-DYNA) that was programmed with the passive and active
myocardial material laws described in Chapter 3. The forward FE solutions
are fed into the optimization software (LS-OPT), which was customized to
determine the systolic myocardial material parameters (Tmax) using the suc-
cessive response surface method (SRSM) approach by targeting the in vivo
systolic strains and LV volumes. The in vivo systolic strains and LV volumes
were determined from tagged MRI, which also provided the LV endocardial and
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Fig. 4.8 Circumferential strains for tagged MRI (a) and finite element calculations (b).
(c) Detailed point-by-point comparison. Slice locations in (c) are indicated with magenta lines in
(a) and (b), with slice 1 being the most basal [17]
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Fig. 4.9 RMS error between end-systolic strain measurements from tagged MRI and strain pre-
dictions from FE modeling. Error decreased in all strain components after the addition of active
cross-fiber stress. Ecc, circumferential strain; Ell, longitudinal strain; Erc, Erl, and Ecl, shear strains
[17]

epicardial contours that were used to generate the FE model. The FE model load-
ing conditions were obtained from cardiac catheterization measurements of LV
pressures. Figure 4.10 summarizes the optimization methodology.

Data collected from adult sheep [25] were used to demonstrate the methodology
and accuracy of the FE optimization tool. Briefly, the sheep underwent anteroapical
myocardial infarct following the procedures described in Markovitz et al. [26]. At 14
weeks post-myocardial infarction, a series of orthogonal short- and long-axis tagged
MR images were acquired as described previously [25]. The end-diastolic and end-
systolic LV pressures were measured with a non-ferromagnetic transducer-tipped
pressure catheter (model SPC-320; Millar Instruments, Houston, TX) inserted into
the LV via sterile neck incisions [25] and used to define the endocardial boundary
conditions of the FE model.

A customized version of the MR image tagging post-processing software,
FindTags (Laboratory of Cardiac Energetics, National Institutes of Health,
Bethesda, MD) was used to contour the endocardial and epicardial LV surfaces and
also to segment the systolic tags for each image slice [27]. Systolic myocardial
strains (six Lagrangian Green’s strain tensor components in cylindrical coordinates;
circumferential, longitudinal, and radial) at midwall and around the circumference
in each short-axis slice were calculated from tag-line deformation using the 4-D
B-spline-based motion tracking technique [7], as shown in Fig. 4.11.

An FE model was created using early diastole as the initial unloaded reference
state since the LV pressure is lowest at this point and therefore stress is at a min-
imum. From the LV contours at early diastole, aneurysm, remote, and BZ regions
were determined based on the ventricular wall thickness. Specifically, the BZ region
is defined as the steep transition in wall thickness between remote and aneurysm
regions [21]. Surface meshes were then created from the LV contours to repli-
cate the in vivo geometry, as well as measure EDV and ESV (Rapidform, INUS
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Fig. 4.10 A flowchart illustrating the process involved in determining the optimum myocardial
material parameters from tagged MR images and LV pressures from cardiac catheterization

Technology, Inc., Sunnyvale, CA). The spaces between the endocardium and epi-
cardium surfaces were filled with eight-node trilinear brick elements with a single
integration point, for computational efficiency, to generate a volumetric mesh that
is refined into three elements transmurally (TrueGrid, XYZ Scientific Applications,
Inc., Livermore, CA). Each zone, remote, BZ, and infarct, was assigned different
material properties. The inner endocardial surface was lined with a layer of soft
non-structural shell elements to form an enclosed volume for LV volume measure-
ments. A mesh convergence study determined that 2496 elements are required and
further mesh refinement only results in a 1% change in strain predictions. An exam-
ple of the endocardial and epicardial surfaces, as well as the 3-D mesh, is shown in
Fig. 4.12.

Cardiac myofiber angles of –37◦, 23◦, and 83◦ were assigned at the epicardium,
midwall, and endocardium, respectively, in the remote and BZ regions [28]. Cross-
fiber, in-plane stress, equivalent to 40% of that along the myocardial fiber direction,
was added [17]. At the aneurysm region, fiber angles were set to 0◦ in order to use
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Fig. 4.11 Three-dimensional cardiac strain analysis from in vivo tagged MR images. Endocardial
and epicardial contours as well as segmented tag-lines were traced from (a) short-axis, as well as
long-axis, MR images to create (b) a 3-D geometry. (c) Each short-axis slice was divided into 12
sectors and a 4-D B-spline-based motion tracking technique was applied to the tag-line (dotted
lines) deformations in order to calculate the Lagrangian Green’s strains in cylindrical coordinates.
For each sector of each short-axis slice, longitudinal, radial, circumferential, and shear strains
throughout systole were determined

experimentally determined aneurysm material parameters with respect to this direc-
tion [18]. In other words, the constitutive equation for the aneurysm is in terms of
strain components that are referred to in cardiac (i.e., circumferential and longitudi-
nal) coordinates instead of fiber coordinates. Nodes at the LV base were restricted
to displace horizontally, and circumferential displacements were constrained at the
basal epicardial nodes. The inner endocardium wall was loaded to the measured in
vivo end-diastolic and end-systolic LV pressures.

The minimum of the objective function, consisting of 960 strain and 2 LV vol-
ume data points, was reached in ten iterations. The optimized Tmax_R and Tmax_B
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Fig. 4.12 Creation of the FE model of the LV using geometry from in vivo tagged MR images.
Endocardial and epicardial contours extracted from short- and long-axis MR images were used
to generate (a) a surface mesh with three distinct LV regions (remote, BZ, and aneurysm). The
surface meshes provide projection surfaces for (b) the volumetric mesh, which is refined into three
elements transmurally. A layer of shell elements line the endocardial surface and cap off the top of
the LV to form a closed volume for LV volume measurements

(remote and BZ) for this sheep are 190.1 and 60.3 kPa, respectively, with 90% con-
fidence intervals at 14.9% and 16.9%, respectively. This represents a decrease in
BZ contractility that is 3.15 times less than the remote region. VSD was accurately
predicted at 110.8 mL, only 4.9% higher than the measured value of 105.6 mL. The
predicted systolic strains, using the optimized material parameters, were generally
in decent agreement with the in vivo measured strains. The insertion points of the
right ventricle (RV) to the LV showed the largest difference between the measured
and predicted strains since the RV was not included in the model. The RMS error
for the circumferential strain component between the 137 pairs of measured and
predicted strains in the remote zone was 0.048, and in the BZ the RMS error was
0.070 using 55 pairs of strain points. Unfortunately, there were no strain measure-
ments in the infarct zone as short-axis MR images were not acquired in that area.
The significant depression in optimized Tmax_B relative to Tmax_R was confirmed
by direct ex vivo force measurements from skinned fiber preparations. In addition,
the optimized values of Tmax_B and Tmax_R were not overly sensitive to the passive
material parameters specified. The computation time of less than 5 hours associated
with our proposed method for estimating regional myocardial contractility in vivo
makes it a potentially very useful clinical tool.
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4.6 Future Directions

In summary, a software tool was developed that can determine the in vivo myocar-
dial material properties using minimally invasive measurements, namely tagged MR
images and cardiac catheterization. This tool can assess the regional mechanical
function of the myocardium in vivo without excising tissue for mechanical testing
nor having to interpret functionality based on deformation and global cardiac perfor-
mance. Changes in myocardial material properties of the same heart as it remodels
over time can be tracked using this tool. In addition, it can be used to evaluate the
efficacy of surgical interventions on the LV, such as infarct plication, Dor procedure
SAVER procedure, and medical devices, like the Myosplint device and biomaterial
injection therapy, by comparing the material properties before and after treatment.

Acknowledgments This research was supported by a grant from the Whitaker Foundation
(Dr. Guccione) and National Institutes of Health grant 5R01 HL077921 (Dr. Guccione).

References

1. Bovendeerd PH, Arts T, Delhaas T, Huyghe JM, van Campen DH, Reneman RS. Regional
wall mechanics in the ischemic left ventricle: numerical modeling and dog experiments. Am
J Physiol Heart Circ Physiol. 1996;270:H398–H410.

2. Guccione JM, McCulloch AD, Waldman LK. Passive material properties of intact ventricular
myocardium determined from a cylindrical model. ASME J Biomech Eng. 1991;113:42–55.

3. Omens JH, MacKenna DA, McCulloch AD. Measurement of strain and analysis of stress in
resting rat left ventricular myocardium. J Biomech. 1993;26:665–676.

4. Usyk TP, Mazhari R, McCulloch AD. Effect of laminar orthotropic myofiber architecture on
regional stress and strain in the canine left ventricle. J Elasticity. 2000;61:143–164.

5. Vetter FJ, McCulloch AD. Three-dimensional stress and strain in passive rabbit left ventricle:
a model study. Ann Biomed Eng. 2000;28:781–792.

6. Denney TS Jr, Gerber BL, Yan L. Unsupervised reconstruction of a three-dimensional left
ventricular strain from parallel tagged cardiac images. Magn Reson Med. 2003;49:743–754.

7. Ozturk C, McVeigh ER. Four-dimensional B-spline based motion analysis of tagged MR
images: introduction and in vivo validation. Phys Med Biol. 2000;45(6):1683–1702.

8. Moulton MJ, Creswell LL, Downing SW, Actis RL, Szabo BA, Pasque MK. Myocardial mate-
rial property determination in the in vivo heart using magnetic resonance imaging. Int J Card
Imaging. 1996;12:153–167.

9. Okamoto RJ, Moulton MJ, Peterson SJ, Li D, Pasque MK, Guccione JM. Epicardial suction:
a new approach to mechanical testing of the passive ventricular wall. J Biomech Eng. 2000
Oct;122(5):479–487.

10. Costa KD, Hunter PJ, Rogers JR, Guccione JM, Waldman LK, McCulloch AD. A
three-dimensional finite element method for large elastic deformations of ventricular
myocardium: Part I—Cylindrical and spherical coordinates. ASME J Biomech Eng. 1996;118:
452–463.

11. Guccione JM, Costa KD, McCulloch AD. Finite element stress analysis of left ventricular
mechanics in the beating dog heart. J Biomech. 1995;28:1167–1177.

12. Moulton MJ, Creswell LL, Actis RL, Myers KW, Vannier MW, Szabo BA, Pasque MK.
An inverse approach to determining myocardial material properties. J Biomech. 1995;28:
935–948.

13. Dang AB, Guccione JM, Mishell JM, Zhang P, Wallace AW, Gorman RC, Gorman JH 3rd,
Ratcliffe MB. Akinetic myocardial infarcts must contain contracting myocytes: finite-element
model study. Am J Physiol Heart Circ Physiol. 2005 Apr;288(4):H1844–H1850.



72 J.F. Wenk et al.

14. Guccione JM, Moonly SM, Moustakidis P, Costa KD, Moulton MJ, Ratcliffe MB, Pasque
MK. Mechanism underlying mechanical dysfunction in the border zone of left ventricular
aneurysm: a finite element model study. Ann Thorac Surg. 2001 Feb;71(2):654–662.

15. Moulton MJ, Downing SW, Creswell LL, Fishman DS, Amsterdam DM, Szabo BA, Cox JL,
Pasque MK. Mechanical dysfunction in the border zone of an ovine model of left ventricular
aneurysm. Ann Thorac Surg. 1995;60:986–997.

16. Bowen FW, Hattori T, Narula N, Salgo IS, Plappert T, Sutton MG, Edmunds LH Jr.
Reappearance of myocytes in ovine infarcts produced by six hours of complete ischemia
followed by reperfusion. Ann Thorac Surg. 2001;71:1845–1855.

17. Walker JC, Ratcliffe MB, Zhang P, Wallace AW, Fata B, Hsu EW, Saloner D, Guccione JM.
MRI-based finite-element analysis of left ventricular aneurysm. Am J Physiol Heart Circ
Physiol. 2005 Aug;289(2):H692–H700.

18. Moonly SM. Experimental and computational analysis of left ventricular aneurysm mechanics
(PhD thesis). San Francisco, CA: University of California, San Francisco with University of
California, Berkeley, 2003.

19. Walker JC, Guccione JM, Jiang Y, Zhang P, Wallace AW, Hsu EW, Ratcliffe MB. Helical
myofiber orientation after myocardial infarction and left ventricular surgical restoration in
sheep. J Thorac Cardiovasc Surg. 2005;129:382–390.

20. Guccione JM, Beitler JR, Moonly SM, Walker JC, Zhang P, Wallace AW, Saloner DA,
Ratcliffe MB. The effect of LV aneurysm plication on end-systolic strain in the sheep: a
3-D MR tagging study. Biomedical Engineering Society Annual Fall Meeting. Nashville,
TN, 2003.

21. Moustakidis P, Maniar HS, Cupps BP, Absi T, Zheng J, Guccione JM, Sundt TM, Pasque MK.
Altered left ventricular geometry changes the border zone temporal distribution of stress in an
experimental model of left ventricular aneurysm: a finite element model study. Circulation.
2002;106:I168–I175.

22. Costa KD, Hunter PJ, Wayne JS, Waldman LK, Guccione JM, McCulloch AD. A three-
dimensional finite element method for large elastic deformations of ventricular myocardium.
II. Prolate spheroidal coordinates. J Biomech Eng. 1996;118:464–472.

23. Lin DH, Yin FC. A multiaxial constitutive law for mammalian left ventricular myocardium in
steady-state barium contracture or tetanus. J Biomech Eng. 1998;120:504–517.

24. Sun K, Stander N, Jhun C-S, Zhang Z, Suzuki T, Wallace AW, Saloner DA, Einstein DR,
Ratcliffe MB, Guccione JM. A computationally efficient formal optimization method for
estimating regional variations of in-vivo myocardial contractility in infarcted left ventricles.
J Biomech Eng. 2009; 131:111001.

25. Guccione JM, Walker JC, Beitler JR, Moonly SM, Zhang P, Guttman MA, Ozturk C, McVeigh
ER, Wallace AW, Saloner DA, Ratcliffe MB. The effect of anteroapical aneurysm plication
on end-systolic three-dimensional strain in the sheep: a magnetic resonance imaging tagging
study. J Thorac Cardiovasc Surg. 2006;131(3):579–586, e3.

26. Markovitz LJ, Savage EB, Ratcliffe MB, Bavaria JE, Kreiner G, Iozzo RV, Hargrove WC 3rd,
Bogen DK, Edmunds LH Jr. Large animal model of left ventricular aneurysm. Ann Thorac
Surg. 1989;48(6):838–845.

27. Guttman MA, Zerhouni EA, McVeigh ER. Analysis and visualization of cardiac function from
MR images. IEEE Comp Graph Appl. 1997;17(1):30–38.

28. Omens JH, May KD, McCulloch AD. Transmural distribution of three-dimensional strain in
the isolated arrested canine left ventricle. Am J Physiol. 1991;261(3 Pt 2):H918–H928.



Chapter 5
Computational Models of Cardiac Electrical
Activation

Mark Svendsen, William Combs, Edward J. Berbari, and Ghassan Kassab

Abstract Models of cardiac electrical activation have been proposed for over 100
years. While the major components of the cardiac source and volume conductor
models have not changed over the years, they have become increasingly complex
and more robust. Although modeling of body surface potentials (forward model)
and cardiac potentials (inverse model) has been a major topic of research, the clin-
ical utility has yet to be fully realized. Integrated cardiac models with electrical,
mechanical, neural, metabolic, circulatory, and genetic inputs are currently being
developed. These integrated models are likely to provide new insights into cardiac
electrical activation during heart failure and generate new hypotheses about multi-
system coupling in the heart. The objective of this chapter is to provide an overview
of the history, theory, and clinical use of electrical heart models with applications to
heart failure.

5.1 Introduction

For over a century, the electrical activation in the heart has been a major area of clin-
ical and experimental research. Even during the early stages of electrocardiography,
models were developed to help understand the electrical and physical basis of the
electrocardiogram (ECG). Early analytical methods utilized basic descriptors of the
cardiac source(s) and the body surface and laid a foundation for the highly detailed
computational models of today.

Computational modeling of cardiac activation plays an important role in the
advancement of cardiac electrophysiology (EP). Models allow clinicians and
researchers to test hypotheses about the spatial, temporal, and physiological charac-
teristics involved in electrical activation that are not easily testable in vivo. Although
much effort is needed to create these models, once developed they represent an
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efficient approach for simulating normal and heart failure (HF) conditions. Most
computational models are based on in vivo measurements and provide results which
uncover new hypotheses that can be validated experimentally, thus creating an iter-
ative cycle that improves both experimental and computational research to advance
the field.

This chapter focuses on whole heart models of electrical activation. A detailed
review of electrical modeling at a cellular and tissue level can be found in previous
works [1, 2]. Here, we will provide a brief history of EP mathematical models and
their utility. The strengths, weaknesses, and current status of the two major areas
of modeling research, the forward and the inverse problems, are described along
with current clinical applications related to HF. Finally, some future directions are
highlighted.

5.2 Modeling History

Willem Einthoven, “the father of electrocardiography”, developed the first model of
cardiac electrical activation [3]. Einthoven’s cardiac source consisted of a single 2D
cardiac dipole with variable magnitude and direction. The source was situated in an
electrically homogeneous medium from which the resulting ECG could be recon-
structed. The ECG recording sites of the right arm, left arm, and left leg, formed
the well-known Einthoven equilateral triangle in which the cardiac source was
assumed to be situated statically in the center. Despite the simplicity of Einthoven’s
description of cardiac activation, single dipole models were surprisingly accurate in
describing resultant body surface potentials and a clinical application, called vector-
cardiography, emerged from this premise. Further improvements in accuracy were
made by using multiple static sources as well as single and multiple moving sources
[4–10]. Although these models provided reliable results on the body surface, they
were not clinically useful because these sources had no physiological basis.

In 1931 Wilson, MacLeod, and Barker presented a source model with physiologi-
cal relevance [11]. They described the cardiac sources as multiple dipoles situated on
a “wave of excitation” that propagated throughout the myocardium. The relevance
of this model was established by correlating the dipole moment of the sources and
the spatial gradient of the transmembrane action potential of the cardiomyocytes
along the wavefront of activation. This correlation was verified experimentally by
Spach and his colleagues in canine hearts [12–14] and later theoretically predicted
by Miller and Geselowitz [15, 16]. A detailed description of the full ventricular
activation sequence in human hearts was described by Durrer and his colleagues in
1970 [17]. The isochrones of activation provided by Durrer coupled with the the-
ory provided by Wilson gave researchers the necessary tools to model normal and
disrupted activation using physiologically relevant data [15, 16, 18, 19].

Although these tools created more realistic anatomical and physiological car-
diac models, more accurate methods were still needed to elucidate the relationship
between ECG recordings and physiology and pathophysiology. In addition, models
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were needed to explain complex arrhythmias, express finer details of the conduc-
tion pathway system, and describe the interaction between electrical activation and
mechanical, metabolic, and neurological influences. As computational and imaging
technology advanced, clinicians and researchers have been able to construct more
detailed and integrated methods of exploring these complex interactions. Currently,
there are several groups that are continuing to develop and refine highly integrated
cardiac models for the study of HF [20–26]. A graphical description of the historical
progression of these models is shown in Fig. 5.1.

Fig. 5.1 Progression of electrical heart models from the single source vectrocardiographic models
to multiple dipole models based on isochrones of activation, and finally to integrated electrome-
chanical models with high levels of detail including the Purkinje fiber network [67, 9, 26]

5.3 Major Components of Electrical Models

Traditionally, a complete description of whole heart electrical activation requires
the cardiac source model and the volume conductor model (Fig. 5.2). The car-
diac source model simulates the electrical sources generated in the heart, while the
volume conductor model simulates the resulting body surface potentials.

A comprehensive model must include an accurate and detailed anatomi-
cal/geometric description of the heart and volume conductor. Anatomical models
are usually obtained through CT or MR scans, which provide excellent detail of
the tissue surfaces in both animal and human subjects. The NIH and the National
Library of Medicine have provided CT and MR data for the entire male and female
body (The Visible Human Dataset) [27]. These open source datasets, as well as
custom-made animal and human datasets, have been used by several researchers to
create realistic heart and torso models [24, 28–31]. Another method for obtaining
a realistic heart and torso geometry is through the use of ultrasonic imaging. This
method has been used by the Auckland research group [32] and is an accurate way
of providing patient-specific heart and torso geometries that may be useful for EP
or HF procedures such as cardiac ablations and cardiac resynchronization therapy
(CRT), respectively.
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Fig. 5.2 The ECGSIM heart and torso model. The heart model is a boundary element model
with 576 nodes that allows for regional control of depolarization and repolarization times. The
torso model consists of boundary elements of the body surface and lungs (ECGSIM, used by
permission [68])

The data obtained from the anatomical imaging is used to create a geometric
heart and torso model in the form of a finite element (FE) or boundary element
(BE) model. If only the surface of the heart or body is required, then BE meth-
ods may be adequate and a computationally less expensive method compared to
FE methods. BEs are often used for the outer torso surface in forward models
and the epicardium in inverse models, while FEs are generally used to incorporate
anisotropy and detailed fiber orientation [21, 26].

5.3.1 The Cardiac Source Model

The cardiac source model is generally characterized by the magnitude, temporal
course, and spatial location of the electric signals in a realistic heart geometry.
The magnitude, timing, and location of the cardiac sources have been established
using methods such as direct cardiac mapping of isochrones of activation [15, 16].
Some approaches provide detailed anatomy of the conduction system, including
the AV node, the His and bundle branches, and/or the Purkinje fibers [21, 24, 26],
while others omit the conduction system [33]. More realistic cardiac representations
generally provide greater accuracy and more information, while other models only
necessitate a moderate level of anatomical or physiological detail. The models that
neglect the conduction pathways have relied on experimentally derived activation
times taken from animal or human studies, while models that include components of
the conduction system often require detailed anatomical structure generated through
histological reconstruction of the conduction pathways. Several groups are now
incorporating these finer details of cardiac activation which produce a more accurate
description of electrical function [21, 24, 26].
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5.3.2 The Volume Conductor Model

Volume conductor models describe the electrical signals seen throughout the body as
a result of the sources generated in the heart. Typically, the volume conductor model
only includes the torso and does not include the arms or legs since the potentials of
interest are similar at the proximal and distal ends of the limbs. Depending on the
detail in the model, components such as the lungs, ribs, fat, muscle, blood, and
skin are included. For the forward model, the blood in the ventricles, the lungs,
and the body surface are important features. For the inverse problem, the relative
affect of the tissues in the torso have not been quantified. For models requiring
several different tissue types, the use of CT and MR is the standard. The use of
BEs is preferred over more computationally expensive FEs because the potentials
of interest are on the body surface and not inside the tissue volume.

5.3.3 Model Assumptions

There are several assumptions that are crucial for the cardiac source and volume
conductor model formulation. The heart can be represented as static or dynamic. The
static assumption during cardiac activation is not unreasonable considering that both
aortic valve opening and ventricular ejection normally occur after the completion
of the QRS complex. In source models that include repolarization, however, the
assumption of a static heart is unjustified since myocardial contraction generally
occurs around the time of the T wave.

In the volume conductor, the individual tissues are assumed to be passive con-
ductors of the electrical signal. Due to the cut-off frequencies used in a typical
ECG, capacitive and inductive components can be ignored and the flow of cur-
rent through these tissues can be represented as current through a simple resistor.
Depending on the model complexity, the conductivity within a given tissue will
be either isotropic or anisotropic. The outer boundary of the volume conductor is
assumed to be bounded and insulated, which enforces a zero current flux boundary
condition at the skin/air interface [11]. This assumption is valid since the conductiv-
ity of air is much less than that of the skin [34]. The quasi-static assumption implies
that the potentials seen in the volume conductor are directly related to the instanta-
neous electrical signals generated by the cardiac sources and are not related to any
previous electrical activity. Finally, the linearity assumption implies that a given
potential in the volume conductor that results from multiple sources is equivalent to
the sum of the potentials of each source.

5.3.4 Model Theory

The majority of the source models are firmly based on the bidomain theory, which
expresses the heart as two regions, the intracellular and the extracellular space.
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These two regions are assumed to be separated by a single continuous layer, yet
both regions are assumed to interpenetrate each other throughout the cardiac vol-
ume. Since the heart volume acts much like a syncytium and electrical signals are
transmitted from neighboring cardiomyocytes via gap junctions, the bidomain repre-
sentation is fairly accurate in its description of the heart. A theoretical description of
the cardiac sources in relation to the bidomain theory is necessary for understand-
ing the strengths and weaknesses of the model assumptions. A brief description
of the bidomain theory with a direct application to the transmembrane potential is
described here [35, 36].

At any point in the model, the total current density (J) can be described in terms
of a source current arising from the region (Js) plus any conductance currents that
are being propagated through the region as

J = Js − σ∇�, (5.1)

where σ is the conductivity and � is the potential. This general expression can be
directly applied to the heart as

Jheart = Js − σ∇�. (5.2)

The source current term drops out of this expression for non-cardiac regions
since the surrounding tissue does not generate electric signals themselves. Thus,
a modification of the equation can be applied to the torso region as

Jtorso = −σ∇�. (5.3)

The total current density relationship in the heart can be reformulated based on
the bidomain theory in terms of the intracellular (i) and extracellular (e) domains to
yield

Jheart = −σi∇�i − σe∇�e. (5.4)

The difference between the intracellular and extracellular potentials is defined as
the transmembrane potential by

�m = �i −�e. (5.5)

This term can be used to transform the total current density equation into a new
expression given by

Jheart = −σi∇�m − (σi + σe)∇�e. (5.6)

The continuity equation, which states that the divergence of the total current
density is equal to the time derivative of the charge density (ρ), applies to both
the cardiac source and volume conductor models as
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∇ · J + ∂ρ

∂t
= 0. (5.7)

This implies that the total current entering and leaving a given volume in the
heart or torso is equal to the rate of change of the charge density. Because of the
quasi-static nature of the models, the divergence of the total current density is equal
to zero as expressed by

∇ · J = 0. (5.8)

After taking the divergence of the total density equation and applying the quasi-
static condition, a new expression for the heart has the form

∇ · (σi + σe)∇�e = −∇ · σi∇�m. (5.9)

Equation (5.9) for the heart volume relates the extracellular potential at any point
to its transmembrane potential. This expression is important because it establishes a
relationship between the epicardial/endocardial recordings and the transmembrane
potential. The former can be determined fairly easily while the latter is much more
difficult to obtain in vivo, but is more physiologically relevant. A similar expression
can also be applied to the torso region which does not contain any transmembrane
component as

∇ · σe∇�e = 0. (5.10)

A further simplification of the bidomain theory which forces the intracellular
potential to be equal to the transmembrane potential leads to the mono-domain
formulation which is also commonly used in cardiac source models. These equa-
tions provide the basic formulation in which FE and BE models are based. Readers
interested in how these equations are applied to FE and BE model formulation are
referred to other works [1, 37].

5.4 Forward Models of Electrocardiography

Forward models of electrocardiography are used to determine the body surface
potentials that arise from a given cardiac activation sequence (Fig. 5.3). The solu-
tions to forward problems have been determined for over a century and applied to
studies of myocardial ischemia and infarction, ventricular hypertrophy, and conduc-
tion disorders in the form of Wolf Parkinson White (WPW) syndrome, left bundle
branch block (LBBB), late potentials, and abnormal intra-QRS potentials (AIQPs)
[9, 10, 15, 19, 38].

The application of the bidomain theory to the forward problem requires the use
of lead fields. Lead fields provide a transfer function that relates the cardiac sources
to the potentials seen in the torso. Specifically, a single lead field vector is defined
as the potential created in the heart when a unit current is passed from one pole of
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Fig. 5.3 The forward model of electrocardiography. Forward models utilize the known sources in
the heart to solve for the potentials seen in the torso and on the body surface (ECGSIM, used by
permission [68])

the lead to the other [39]. For a given source and conductor set, there must be a lead
field vector from every heart location to every point of interest in the torso. These
lead fields are stored in a stiffness matrix (S). The product of the stiffness matrix and
the array of cardiac potentials (�s) results in an array of the resulting body surface
potentials (�b) for a given time instant

�b = S�s. (5.11)

Thus, for a quasi-static model there will be a set of cardiac source arrays for
each time step that will be individually multiplied by the stiffness matrix to obtain
a unique set of body surface potentials.

5.5 The Inverse Problem of Electrocardiography

Each time an ECG is interpreted, a crude attempt is made to solve the inverse prob-
lem of electrocardiography. The inverse problem of electrocardiography seeks to
determine the electrical sources seen in the heart as a result of a given set of body
surface potentials (Fig. 5.4). Even during the early years of body surface record-
ings, the ECG was clinically useful in determining conduction disorders, myocardial
infarction, and ventricular hypertrophy [40, 41]. Since the standard 12-lead ECG is
limited in its ability to describe full cardiac activation, large body surface mapping
is needed for inverse solutions.

The inverse problem can be solved in a similar manner as the forward model
using lead fields. However, the inverse model requires finding the inverse of the
stiffness matrix (S–1). The solution of the cardiac potentials can be calculated by
multiplying the inverted stiffness matrix by the body surface potentials

�s = S−1�b. (5.12)
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Fig. 5.4 The inverse model of electrocardiography. Inverse models utilize known body surface
potentials to solve for the potentials seen inside the heart volume and/or on the heart surfaces
(ECGSIM, used by permission [68])

5.6 Limitations of Forward and Inverse Models

Despite the millions of ECGs recorded daily, real time usage of forward and inverse
solutions is not integrated into routine clinical practice. Although multiple stud-
ies have validated inverse methods and demonstrated their usefulness in cases of
arrhythmias, WPW, and CRT for the treatment of HF, these models have yet to
become widely used [42–45]. To obtain validation of a forward or inverse model,
each patient would require an invasive endocardial and/or epicardial mapping ses-
sion, a separate CT or MR scan to develop the heart and torso model, and a
high-density mapping session to obtain the body surface potentials. Time would
then be required to develop the heart and torso models, input the source data, solve
the problem, and interpret the results. While all of these procedures are necessary
to obtain accurate results, the time and money needed for scanning and mapping
procedures may not be feasible in routine cases [46].

While the forward problem is extremely useful in helping researchers understand
how a given cardiac activation pattern is represented on the body surface, its clinical
utility is limited. This stems from the fact that clinicians are more interested in the
sources in the heart rather than those on the body surface. Thus, from a clinical
standpoint, if the cardiac sources are already known, as is the case with the forward
problem, then the resulting body surface potentials are not needed.

On the other hand, the inverse problem has great clinical relevance, but most
models are very difficult to solve. This stems from the fact that while a unique set
of body surface potentials result from a single set of cardiac sources in the forward
problem, multiple cardiac solutions exist for a single set of body surface poten-
tials in the inverse problem. In order to deal with this issue, constraints must be
used to ensure appropriate convergence. These constraints are accomplished for
epicardially based solutions through regularization techniques which reduce error
and maximize the smoothness of the activation patterns. Constraints are typically
applied by assigning a certain location and timing of the points in which activation
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breaks through the heart surfaces [47]. Hence, some knowledge of when and where
breakthrough occurs is necessary, but often unknown.

In epicardial-based solutions, there is some concern about accuracy since the
model is temporally unconstrained. For example, some models may have activation
patterns in which there are unphysiological jumps in activation between successive
time steps [48]. Methods have been developed to temporally constrain these acti-
vation patterns, but they generally require an accurate estimate of some component
of the solution a priori, which is not easily determined. Also, some models require
knowledge of the true nature of the cardiac sources to constrain or verify results, but
this is not clinically accessible.

The inverse problem is also ill-posed, which implies that even small changes
to the input body surface potentials or heart/torso geometry can result in large
changes/errors in the solution. The ill-posed nature of the model has been demon-
strated by numerous studies, which have shown that even slight model parameter
changes can produce large variability in the inverse solution [49–52]. Therefore, the
activation and geometric models must be extremely precise to be clinically useful.

5.7 Clinical Application of Inverse Models

Despite the limitations seen in inverse methods, they have been used clinically for
multiple EP applications. The most useful clinical utilization of inverse methods has
been through the model developed by Rudy and colleagues [53]. This model, termed
electrocardiographic imaging (ECGI), has overcome several of the limitations that
are typically encountered with inverse methods. Through the use of the method
of fundamental solutions (MFS) which does not require the generation of finite or
BEs, ECGI is a relatively easy and fast method for obtaining inverse solutions for
patients [54, 55]. The MFS eliminates several of the ill-natured problems seen in
traditional inverse formulations and is efficient since manual correction of errors
in heart and torso meshes are unnecessary. In addition, when ECGI has been com-
pared to traditional BE methods, it was shown to provide a more accurate inverse
solution [54].

The ECGI formulation requires an ECG-gated CT scanning session for the con-
struction of a patient-specific heart and torso model in addition to a separate body
surface potential mapping session using a 250-electrode vest sampled at 1 kHz
(Fig. 5.5) [54]. This information provides the input into the ECGI software and the
resulting output is an epicardial-based inverse solution. The inverse solution can be
seen in several different forms which include epicardial potential maps, isochrones
of depolarization and repolarization, and local epicardial electrograms. The major
strengths of the ECGI method include the fact that characteristics of activation can
be analyzed at any point in the cardiac cycle with fine temporal resolution, atrial as
well as ventricular activation patterns can be displayed, and information about the
intramural nature of activation is available [56].
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Fig. 5.5 The ECGI inverse method. A CT scan is taken of the subject from which a series of
images are used to create a heart and torso geometry. A mapping session is needed to obtain
250 electrocardiogram recordings on the body surface. The geometry and body surface potentials
are fed into the ECGI software to obtain epicardial potentials, electrograms, and isochrones of
activation and repolarization [62]

ECGI was first validated extensively in several normal and diseased canine hearts
placed in torso tanks, which allowed for direct comparisons between the measured
and computed activation patterns [53, 56, 57]. In 2004, the first validation of ECGI
was shown during normal activation, bundle branch block, and ventricular pacing in
humans [58]. Subsequently, ECGI has been used in multiple clinical cases to guide
and/or confirm EP therapy for ablations and CRT [42–45, 55, 59–62]. Since invasive
EP studies are required before many of these procedures, ECGI may never be the
sole method for assessing cardiac activation, but it may be a valuable tool to guide
therapy.

5.8 Future Directions for Electrical Modeling

Integrated whole heart models have great promise for providing a comprehensive
description of myocardial function. Although electrical activation is affected by
such factors as coronary blood flow, mechanical loading, and neurological inputs,
the integration of these factors into a single heart model is not an easy task. Despite
the large computational cost for any integrated multi-scale model, the limiting factor
for its construction is usually a lack of understanding about how the physiological
factors interact with each other.

The Cardiome project envisioned by James Bassingthwaighte (Fig. 5.6) is a
multi-center, multi-disciplinary project with the goal of developing quantitative
integrated models of cardiac function [25, 63]. The Cardiome project is a part of



84 M. Svendsen et al.

Fig. 5.6 Cardiome integrated heart model. These heart views demonstrate the electrical activation,
coronary circulation, and myocardial mechanics aspects of the model (Welcom Trust [69])

the larger Bassingthwaighte Physiome project, which seeks to develop mathemati-
cal descriptions of cellular, tissue, organ, and organism function. Over 15 different
groups are working together to develop a whole heart model with integrated elec-
trical, mechanical, circulatory, metabolic, neural, genetic, and biomolecular inputs
[63]. Because this project is linked to the larger Physiome project, there is great
opportunity for the integration of this heart model with other organ groups, includ-
ing the peripheral circulation, the kidneys, and the lungs. While this project is over
a decade old, much work is still needed in every major area (from cellular to whole
organ function).

Most of the progress in integrated heart models has come in the area of elec-
trical and mechanical (EM) coupling, which has been incorporated by several
groups [20–22, 23, 24, 25, 26]. These have already been useful in the study of HF
with application to CRT [21, 22]. Sophisticated EM models include cellular-based
excitation–contraction coupling equations that provide physiologically relevant
electrical and mechanical activation patterns [23]. They may also be used to elu-
cidate mechanisms related to how mechanical activation affects electrical activation
(mechano-electric feedback), which may be important for clinical applications, like
CRT.

There is also a desire to integrate information about electromechanical coupling
with the circulatory components including blood flow through the cardiac cham-
bers and the coronary circulation. The pressure boundary conditions of the blood
in the cardiac chambers have been used to simulate preload and afterload condi-
tions using a Windkessel model [21], but no whole heart model has truly integrated
the flow of blood through the chambers or the coronary circulation with electrical
and mechanical activation. Extensive models of the entire coronary vascular system
have been developed and characterized in swine [64–66] which provide a mor-
phometric framework for anatomically based models of coronary circulation. The
integration of local metabolic coronary blood supply with electromechancial models
may have enormous utility in understanding physiological and pathophysiological
mechanisms.
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There remains a fundamental need for further improvements in cardiac electrical
models. Developments in the area of cellular-based activation coupled with further
improvements in computational power are important for addressing some of the
current limitations. Recently, the ability to store and manipulate large amounts of
data coupled with the use of segmented and parallel processing has made cellular-
based modeling a possibility. Since the estimates for the number of cells is in the
billions, the number of elements will be extremely large. As further biology and
physiology is added to these models, they will become increasingly more complex
and will require more computational memory and speed. Thus, there is a continued
need to further increase computational power and efficiency. There is also a need
for further reductionism to understand the components of the heart and its conduc-
tivity system more systematically to enable models well rooted in realism. Finally,
validation of the predictions through integrative studies is always a must to gain con-
fidence in the model and to expand the range of utility. To make these models more
clinically relevant, it will take efforts from clinicians, physiologists, and engineers
working in unison.

5.9 Conclusion

Cardiac models of electrical activation continue to be useful in HF research and
clinical practice. The development of increasingly more biologically and physio-
logically realistic integrated models will be critical to tailoring patient-specific
therapies through CRT and future approaches to management of HF patients.
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Chapter 6
Geometrical Features of the Vascular System

Ghassan S. Kassab

Abstract Biomechanics relates the function of a physiological system to its struc-
ture. The objective of biomechanics is to deduce the function of a system from its
geometry, material properties, and boundary conditions based on the balance laws
of mechanics. Geometry clearly plays a major role in formulation of boundary value
problems in biomechanics and is intimately related to function and physiology.
Here, we shall provide an overview of the geometric features of the vascular system
with special emphasis on the vascular system of the heart (coronary circulation).

6.1 Introduction

The vascular system consists of aorta (elastic artery) which branches into smaller
elastic vessels and eventually muscular arteries. These conduit arteries branch fur-
ther and give rise to the microcirculation consisting of arterioles, capillaries, and
venules. The venules collect into larger veins and eventually converge to the venae
cavae. The geometry of the various vessels reflects an adaptation to function. The
aorta (higher pressures) is thicker and more elastic to serve a Windkessel function
[1]. The smaller arteries have tone to auto-regulate blood flow and organ perfusion.
The capillaries are smallest and thinnest of vessels to promote transport of oxygen
and nutrients and remove waste products. The veins have significant capacitance to
collect blood and are thin-walled due to the low pressures and interconnectedness.

The geometric (morphological) features (diameter, lengths, vessel wall thickness,
etc.) of the vasculature (arteries, capillaries, and veins) are necessary to understand
the circulation, to predict the pressure–flow relationship, to determine the longitu-
dinal pressure and flow distribution, to understand the distensibility of the blood
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vessels, to study atherogenesis or restenosis, and to determine the effect of hyper-
tension, hypertrophy, flow-overload, and tissue remodeling on the circulation. This
is analogous to the need to know the structure of the circuitry as well as the distri-
bution of the resistors, capacitors, and inductors in an electric circuit if one wishes
to analyze an electric instrument. Trying to understand the circulation without the
morphometric data is like exploring a continent without a map. Specifically, in a
network analysis of blood flow, the circuit must agree with the anatomical data on
the branching pattern and geometry of the vasculature, and the basic hemodynamic
equations and boundary conditions must be satisfied.

In this chapter, we will provide an overview of the role of vessel geometry in
hemodynamics. We will use the coronary vasculature to illustrate how the mor-
phometry of the vascular system can be determined through a reductionist approach
and subsequently reconstructed through an integrationist approach. We will then
relate the structure to function analytically through a set of scaling laws based on
physical principles. The clinical translatability of these approaches and concepts
will be discussed.

6.2 Significance of Vessel Geometry

The prescription of geometry or morphometry (measurement of form or shape) is
necessary for the formulation of any BVP. Since a BVP is a problem which has
values assigned on the physical boundary of the domain in which the problem is
specified, the importance of geometry or form is obvious. Specifically, there are
several reasons for specifications of geometry: (1) A mathematical model of the vas-
culature must obey geometric similarity which requires knowledge of the diameter
and length of every vessel segment. (2) A mathematical analysis of a blood vessel
must also obey the rule of dynamic similarity which reduces to the simulation of two
dimensionless parameters, the Reynolds number, NR (NR=<I>ρUD</I>/<I>μ</I>
where U is the mean flow velocity, D is the lumen diameter of vessel, and <I>ρ</I>
and <I>μ</I> are the density and viscosity of blood, respectively), and Womersley
number, NW (NW=D/2(<I>ρω</I>/<I>μ</I>)1/2, where <I>ω</I> is the circular
frequency of pulsatile flow). (3) For a steady laminar flow, Poiseuille’s formula
states that the flow rate (volume/time) is directly proportional to the product of the
fourth power of the diameter and the pressure drop and is inversely proportional
to the first power of the vessel length. (4) In an unsteady flow, the characteristic
impedance is the ratio <I>ρc</I>/A, where <I>ρ</I> is the density of blood, c is the
speed of flexural waves in the blood vessel, and A is the cross-sectional area (CSA)
(proportional to the square of diameter) of the vessel. (5) The mean circumferential
Cauchy stress, <I>σ </I>(force per deformed area), in a cylindrical vessel wall is
given by σ = PD

2 h , where P is the blood pressure and h is the wall thickness. Hence,
it is clear that the geometry of a blood vessel (e.g., diameter, length, wall thickness,
and curvature) must be accurately quantified for a realistic biomechanical analysis
of vessel function.
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6.3 Coronary Vasculature

The heart muscle is nourished by a complex system of blood vessels that make up
the coronary circulation. The function of the coronary circulation is to continually
supply blood to meet the continuous requirements of cardiac tissue that is critical
to the health of the heart. The coronary arterial system consists of large epicardial
coronary arteries (EPCA) that span the surface of the heart and give rise to intramy-
ocardial coronary arteries (IMCA) that penetrate into the inner layers of the heart.
The asymmetric branching pattern of the coronary arterial tree is rather complex [2]
and gives rise to millions of capillary blood vessels that nourish the myocardium.

6.3.1 Reduction of Coronary Morphology

The reduction–integration approach was used to first dissect apart the coronary vas-
culature to quantify the geometry of individual vessels, followed by a mathematical
reconstruction to integrate the system. Kassab [3] has reviewed the methodologies
used to dissect apart the entire coronary vasculature and quantitatively describe its
morphology. Briefly, silicone elastomer was used to prepare casts of the vasodi-
lated vasculature in a diastolic-arrested porcine heart [4, 5]. For vessels 50 μm in
diameter, morphometric measurements of segment diameter, length, and connec-
tivity were made from casts of the vasculature after digestion of myocardial tissue.
Data on coronary vessels <50 μm (arterioles, capillaries, and venules) were obtained
from optical reconstructions of histological sections removed from the left and right
ventricular wall [4, 6, 5].

The branching pattern of the coronary arteries is largely tree-like with few collat-
erals in the swine model [4]. The venous system, on the other hand, has significant
intra- and inter-venous connections [5]. The cross-section of a coronary artery or
arteriole is circular while that of veins and venules is elliptical in diastole [7, 5].
These features of the geometry (morphometry) were quantitatively characterized
based on a vessel ordering scheme [7, 5].

To facilitate the mathematical description of the vasculature, Kassab and col-
leagues have added four new innovations to morphometry [4, 5, 8]: the diameter-
defined Strahler ordering system for assigning the order numbers of the vessels, the
distinction between series and parallel vessel segments, the connectivity matrix to
describe the asymmetric branching pattern of vessels, and the longitudinal position
matrix to describe the longitudinal position of daughter vessels along the length of
their parent vessels. These innovations were used to study the entire anatomy of the
coronary vasculature in the pig and have yielded the first complete set of morpho-
metric data on the coronary arteries [4, 8], capillaries [6], and veins [5] in health
as well as that of arterial remodeling in right ventricular hypertrophy [7]. Once
the porcine coronary morphometric database was complete, some of the numerous
applications to understanding the structure–function relation in normal and disease
coronary circulation have been demonstrated [9–16, 2, 17–27].
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6.3.2 Integration of Coronary Vasculature

A large-scale stochastic reconstruction of the asymmetric coronary arterial trees
(right coronary artery, RCA; left anterior descending, LAD; and left circumflex,
LCx) of the porcine heart has been carried out as shown in Fig. 6.1 [16]. The model
spans the entire coronary arterial tree down to the capillary vessels. The 3-D tree
structure was reconstructed initially in rectangular slab geometry by means of global
geometrical optimization using parallel simulated annealing (SA) algorithm. The
SA optimization was subject to constraints prescribed by measured morphometric
features of the coronary arterial trees. Subsequently, the reconstructed trees were
mapped onto a prolate spheroid geometry of the heart. The transformed geometry
was determined through least squares minimization of the related changes in both
segments lengths and their angular characteristics. Vessel diameters were assigned
based on a novel representation of diameter asymmetry along bifurcations. The
reconstructed RCA, LAD, and LCx arterial trees show qualitative resemblance to
native coronary networks, and their morphological statistics are consistent with the
measured data. This model constitutes the first most extensive reconstruction of the
entire coronary arterial system which can serve as a geometric foundation for studies
of flow in an anatomically accurate 3-D coronary vascular model.

Fig. 6.1 A reconstructed
coronary arterial tree
including the RCA, LAD, and
LCx arteries: (a) lateral left
and (b) posterolateral oblique
left views [16]
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6.4 Structure–Function Relation

Although the morphogenesis of the vascular tree is likely to be determined by a
preprogrammed genetic algorithm, a number of physical, chemical, and biological
factors related to the functional needs of a particular tissue determine the subse-
quent growth and remodeling during postnatal development. The detailed form of
tree structures reflects the changes brought about by natural selection and adaptation
to the environment which reflects a survival value of the structure. The design deter-
minants of structure are undoubtedly multi-factorial and an analysis of their effects
on structure and function is often non-trivial.

Since biological trees are used to conduct fluids, energy expenditure is required
because of frictional losses. The frictional losses are reduced when the vessel
branches have larger diameters. This comes with a cost, however, for the metabolic
construction and maintenance of the larger volume of the structure. Eighty years
ago, Murray [28] proposed a compromise between the frictional and metabolic
cost expressed as a cost function. Murray only considered the metabolic cost of
blood but Liu and Kassab [25] extended the metabolic cost to blood and vessel
wall. The formulation of the minimum energy hypothesis led to the well-known
Murray’s law which can be expressed as Q=kD3, where Q and D are the volumetric
flow rate and diameter of a vessel segment, respectively, and k is a proportional-
ity constant [28]. Murray’s law predicts a universal exponent of 3.0 for all trees
whose internal flows obey laminar conditions. Fifty years later, Uylings [29] argued
that the exponent can vary in the range of 2.33–3.0 depending on whether the
flow is turbulent (2.33) or laminar (3.0). Numerous papers have been published
in the past 80 years on Murray’s law and on the validation of the exponent.
The studies show support but with significant scatter. In review of the literature,
Sherman [30] concluded that Murray’s law is not obeyed in the most proximal
bifurcations of aorta, the pulmonary trunk, the venae cavae, and the pulmonary
veins.

Both Murray’s formulation and Uylings’ modification are focused on a particular
vessel segment. The flow rate through a vessel branch, however, depends not only on
the resistance of that branch but also on the total resistance of the tree distal to that
branch. Hence, the formulation of an optimization principle requires the treatment
of a tree structure as an integrated whole. Zhou et al. [31] (ZKM model) generalized
the “minimum energy hypothesis” to an entire coronary arterial tree. In the process,
a vessel segment was defined as a stem and the entire tree distal to the stem was
defined as a crown [32]. Obviously, the entire tree consists of many stem-crown
units down to the capillary vessels as shown in Fig. 6.2. At each bifurcation, there
is a unique stem-crown unit which continues down to the smallest unit: an arteriole
with two capillaries for an arterial tree or a venule and two capillaries for a venous
tree. Functionally, each stem supplies or collects blood from the crown for an arterial
or venous tree, respectively. The details of the capillary network (non-tree structure)
beyond the first bifurcation were excluded from the analysis. Hence, the analysis
applies strictly to a tree (arterial or venous) structure down to the first capillary
bifurcation.
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Fig. 6.2 A schematic
illustration of the definition of
stem-crown unit. Three
stem-crown units are shown
successively with the smallest
unit corresponding to an
arteriole-capillary or
venule-capillary unit [18]

If A and Q represent the mean CSA and blood flow rate of a stem, respectively,
and V and L represent the cumulative arterial volume and length of a crown, respec-
tively, the ZKM model predicts the following relationships: V/Vmax = (L/Lmax)β ,
(D/Dmax) = (L/Lmax)χ , and Q/Qmax = (D/Dmax)δ , where Dmax, Qmax, Vmax, and
Lmax correspond to the diameter and flow rate of the most proximal stem, the volume
of the entire crown, and the cumulative arterial length of the crown (Fig. 6.3). The
exponents β (∼1.4), χ (∼0.46), and δ (∼2.1) relate to the crown flow resistance and
are determined from the experimental data [19]. The last exponent is not equal to
3.0 as predicted by Murray’s law [28]. These generalized scaling laws clearly show
the significance of vessel geometry and flow (function).

These relationships have been determined and validated for the coronary arterial
trees in the following three ways: (1) A hemodynamic analysis of coronary arte-
rial blood flow based on detailed anatomical data yields these relationships over
the entire arterial network [18, 19], (2) a generalization of Murray’s cost function
and conservation of energy predict the same result over the entire coronary arterial
tree [31], and (3) in vivo data on coronary stem flow rate, crown length, and vol-
ume using digital subtraction angiography [33] verified the relationships for vessels
proximal to about 0.5 mm in diameter as observed in an angiogram.

In addition to the coronary vasculature, it was shown that the scaling laws apply
to all vascular trees for which there exists morphometric data (e.g., pulmonary;
vessels of various skeletal muscles, mesentery, omentum, and conjunctiva) which
verifies the hypothesis that the cost of construction of the tree structure and opera-
tion of fluid conduction are minimized [18]. This reveals the similarity of nature’s
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Fig. 6.3 An iso-density plot between crown volume and length of crown for the RCA. The total
number of data points shown is 858,353 [19]

scaling laws that dictate the design of various vascular trees and the underlying
physical and physiological principles.

6.4.1 Volume Scaling

An additional volume scaling relation of the form: Vc = KvD2/3
s Lc has been recently

proposed based on allometric scaling, where Vc and Lc are cumulative vessel vol-
ume and length in the tree, respectively, and Ds is the diameter of vessel segment
[24]. The scaling relation was validated in vascular trees of various organs includ-
ing the heart, lung, mesentery, muscle, and eye of different species. Based on the
“Minimum Energy Hypothesis” and volume scaling relation, the structure–function
scaling relations were predicted including the volume–length, diameter–length, and
flow–diameter relations with exponent values of 1 2

7 (1.3), 3
7 (0.43), and 2 1

3 (2.3),
respectively. These exponents are similar to those derived based on minimization
of cost function which provide further validation for the volume scaling relation.

6.4.2 Resistance Scaling

A novel resistance scaling law for a vascular tree (i.e., the resistance of a vessel
segment scales with the equivalent resistance of the corresponding distal tree) was
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also recently proposed [51]. The formulation can be written as Rs
Rc

∝ Ls
Lc

(Rs and Ls
are the resistance and length of a vessel segment, respectively; Rc and Lc are the
equivalent resistance and total length of the corresponding distal tree) which was
validated for the coronary vascular systems of the heart, lung, mesentery, muscle,
eye, and others. The novel resistance scaling law, coupled with the 3/4-power scaling
law for metabolic rates (allometric scaling), can predict the same structure–function
relations discussed earlier.

The resistance scaling law provides a theoretical and physical basis for under-
standing the hemodynamic resistance of the entire tree (or a subtree). The resistance
scaling can also be expressed as Rc = Kc

Lc
D4

s
, where Lc is the crown length that is

defined as the sum of the lengths of each vessel in the crown, Ds is the diameter
of the stem vessel proximal to the crown, and Kc is a constant that depends on the
branching ratio, diameter ratio, total number of tree generations, and viscosity in the
crown [23]. The scaling law illustrates the relationship between the structure (tree)
and function (resistance), in which the crown resistance is proportional to the crown
length and inversely proportional to the fourth power of stem diameterD4

s . The small
crown resistance corresponds to a small crown length, thus matching the transport
efficiency of the crown. An increase of stem diameter can decrease the resistance,
which may contribute to the self-scaling of a biological transport system [34–36].
The resistance scaling law provides an integration between a single vascular unit
and the whole (millions of vessels) and imparts a rationale for diagnosis of disease
processes as well as assessment of therapeutics as described below.

6.5 Functional Hierarchy

The question of functional design of the coronary arterial system has been the sub-
ject of numerous investigations [37, 38, 18, 39–41]. Zamir and colleagues have
suggested that the arterial system can be classified into “distributing” vessels that
remain on the surface of distinct zones of the heart and give rise to “delivering”
vessels that penetrate those zones to implement the delivery of blood [39, 40]. As
a basis for this classification, Zamir and Silver [39] showed that the distributing
vessels have a lower branching rate than delivering vessels. The delivering vessels
were found to divide more profusely and terminate more rapidly than the distributing
vessels. Additional evidence for the differences in the branching pattern of EPCA
and IMCA came from X-ray studies of Tanaka et al. [42]. They found that the
self-similar branching pattern of coronary arteries was discrete at the connection
between the EPCA and IMCA [42]. Finally, Ritman and colleagues found a similar
discontinuity between EPCA and IMCA vessels using micro-CT [37, 38].

Kassab showed that there not only exists a characteristic variation in CSA or
diameter that distinguishes EPCA from IMCA (Fig. 6.4a) but also a similar char-
acteristic pattern of blood flow as shown in Fig. 6.4b [17]. These results suggest
functional differences between the two types of vessels. Kassab also showed the
existence of a functional difference between large and small IMCA that demarcates
a possible transition from vessels involved in conduction to those vessels involved
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Fig. 6.4 The relationship
between the (a) segment CSA
and (b) segment flow and the
normalized cumulative length
of the segment from the root
of the trunk and the primary
branches of LAD arterial tree.
The solid line denotes the
main trunk. (c) An iso-density
plot showing five layers of
frequency between the
velocity in a vessel segment
and the corresponding
diameter of the vessel for the
LAD arterial tree. The total
number of data points shown
are 859 (Fig. 6.4a and b) and
1,872,027 (Fig. 6.4c) [17]

in transport based on the behavior of flow velocity (Fig. 6.4c). Proximal to these
vessels the velocity is fairly uniform but drops significantly distal to those vessels
towards the capillary branches. This finding suggests functional differences between
large and small IMCA. Collectively, these observations suggest a functional hierar-
chy of the coronary vascular tree and provide direct evidence of a structure–function
relation. Clearly, the role of the vessel CSA or diameter is central to the transition
of flow or velocity.

Although the structure–function relation is one of the oldest paradigms in biology
and medicine, this was the first direct evidence of the structure–function relation in
the coronary circulation. The transition from EPCA to IMCA is evident in the CSA
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(structure) and flow (function) curves (Fig. 6.4a and b, respectively). The struc-
ture of the EPCA vessels is suited for distribution of blood flow to various regions
of myocardium without significant diminishment of blood flow. Furthermore, the
transition from conductive to transportive flow further demarcates the functional
hierarchy of the IMCA (Fig. 6.4c). The proximal portion of the IMCA, whose role
is flow delivery, maintains a constant velocity of conduction while the distal vessels
significantly reduce the velocity to ensure ample transit time for transport of oxygen
and nutrients. Collectively, these observations lead to a functional hierarchal model
of the coronary arterial tree in normal hearts. This functional model may serve as
a reference state for understanding coronary circulatory dysfunction. Clearly, coro-
nary artery disease will affect both the CSA and flow patterns and hence cardiac
function. Hence, the present CSA, flow, and velocity profiles may represent the
signatures of normal coronary circulation and deviations from these patterns may
indicate perfusion abnormalities.

In summary, it appears that globally the coronary vasculature minimizes the
energy of construction and operation while locally it serves the specific function
of the heart in relation to distribution, conduction, and transport. Hence, the func-
tional hierarchy obeys the minimum energy hypothesis and the resulting scaling
laws which dictate the vessel geometry.

6.5.1 Possible Mechanisms for the Functional Hierarchy

Metzger and Kasnow [43] proposed a common genetic mechanism for all branching
structures, including blood vessels independent of organ region. Furthermore, since
EPCA and IMCA are formed from the same extra-cardiac source of endothelial
cells, it is unlikely that the differences are embryological [44]. A possible expla-
nation for the differences in EPCA and IMCA is dictated by local demand. In the
inner layers of the heart, angiogenesis is stimulated as the local tissue oxygen gra-
dient increases during postnatal growth of myocardium. The EPCA, on the other
hand, only grow in diameter or CSA in response to increased flow or wall shear
stress [45]. There is evidence that capillary density and the number of small arteri-
oles increase during the postnatal period [46, 47]. The larger vessels, however, only
increase in CSA and segment length [48]. Similar observations (increase in diam-
eter and length of larger vessels and increase in number of smaller vessels) were
made in a swine model of flow-overload-induced remodeling of the right ventricular
branches in right ventricular hypertrophy [7].

6.6 Potential Clinical Applications

Since a detailed biomechanical analysis requires data on the geometry of an organ
(e.g., the shape of the heart and the size of the blood vessels), developments in
biomechanics overlap with advances in anatomy and imaging. Structural imaging
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is necessary for quantifying organs, tissues, and cellular and molecular structures
which serve as a basis for the construction of biomechanical and integrative models.
Imaging modalities include magnetic resonance imaging, computerized tomography
(CT), positron emission tomography, and ultrasound at the organ level; micro-CT
and optical coherence tomography at the tissue level; confocal and interference
microscopy, multi-photon microscopy, and electron tomography at the cellular level;
and X-ray crystallography at the molecular level.

Clearly, patient-specific anatomy of the coronary arteries can be determined from
CT scans to enable analysis and diagnosis. Specifically, the scaling laws can pre-
dict the crown volume from the stem diameter and crown length in the vasculature
obtained by conventional imaging (e.g., CT scans or angiography). With the rapid
developments in whole-body CT scanning, the utility of the scaling laws becomes
apparent. The geometry (diameters and lengths) of the vasculature for an organ sys-
tem or entire organism can be determined for the larger vessels (within resolution of
imaging). The utility of such data for measurement of vessel geometry can lead to
establishment of scaling parameters for normal population of patients. The scatter
of data and degree of accuracy to evaluate the sensitivity of such approach remains
to be determined.

An additional utility of the scaling law relates to computational modeling for
determination of local blood fluid mechanics. The scaling laws can be used to deter-
mine appropriate boundary conditions for the computational software that has both
basic and clinical significance [49]. The computational software, coupled with the
noninvasive imaging techniques, can provide quantitative information (e.g., 3-D
visualization of pressure and velocity fields at any points inside the lumen), which
may help clinicians select appropriate treatment.

Finally, the integrative quantitative model of coronary vasculature can not only
be used to test hypotheses and address basic issues in cardiology but may also serve
as a valuable educational tool. Indeed, the model has a strong visual component and
will be set up in an interactive, user-friendly mode [26]. It can become a valuable
tool for cardiovascular scientists, physiologists, and students. The emergence of the
World Wide Web provides an excellent environment for shared retrieval, display,
and execution of the model together with the meta-information that contains the
model context.

6.7 The Cardiome Project: Integration of Cardiac Structure
and Function

The Cardiome is the description, in quantitative, testable form, of the function-
ing of the normal heart and its responses to intervention [50]. One of the central
goals of the Cardiome Project is to implement a 3-D dynamic model of the beating
heart that integrates the coronary vasculature and circulation, blood-tissue transport,
mechano-energetics and metabolism, cardiac tissue mechanics, and electrophysio-
logy. The modeling of the 3-D coronary vasculature is imperative since it strongly
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influences the regional mechanics, energetics, and electrophysiology of the beat-
ing heart. The implementation of the Cardiome project is an important direction for
future research in cardiology.

6.8 Summary and Conclusions

The geometry of the coronary vasculature is fundamental to the formulation of
any boundary value problem of coronary circulation. Here, we presented the
reductionist/integrationist approach for the faithful reconstruction of the coronary
vasculature. The quantitative models of the vasculature yielded quantitative rela-
tions that link structure to function, i.e., scaling laws of coronary vasculature. The
scaling laws imply that the geometry of the coronary vasculature is not random or
arbitrary but obeys the minimum energy hypothesis, i.e., principle of efficiency. A
functional hierarchy also emerged to reflect the local requirements of a 3-D organ.
These features add significantly to our understanding of vascular design as well as
provide potential tools for diagnosis and treatment to restore homeostasis of organ
function.
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Chapter 7
Vascular Geometry Reconstruction
and Grid Generation

Thomas Wischgoll, Daniel R. Einstein, Andrew P. Kuprat, Xiangmin Jiao,
and Ghassan S. Kassab

Abstract The geometry of vascular system is an important determinant of blood
flow in health and disease. There is a strong geometric component to atherosclero-
sis in coronary heart disease since lesions are preferentially located at bifurcation
points and regions of high curvature. The influence of these local structures on recir-
culation and deleterious shear stresses and their role in plaque development is widely
accepted. Over time, researchers have turned to MR, CT, or biplane images of vascu-
lar trees to faithfully capture these features in the flow simulations. Historically, this
has taken the form of labor-intensive manual reconstructions from morphometric
measurements based on the centerline, whereby small idealized subsets of vascular
trees are developed into computational grids. With improved imaging, image pro-
cessing, and geometric reconstruction algorithms, researchers have begun to develop
geometrically accurate computational models directly from the medical images.
This chapter provides an overview of contemporary methods for image process-
ing, centerline detection, boundary condition definition, and grid generation of both
clinical and research images of cardiovascular structures.

7.1 Introduction

Computational fluid dynamics (CFD) has become an increasingly important com-
ponent of integration and discovery in cardiovascular research. Although fluid and
tissue stresses are not easily measured, they can be predicted through physics-based
simulations. This is critical for cardiovascular research because vessel wall shear
stress profiles can endothelial function, thrombus formation, and rupture, as well as
the growth of aneurysms and atherosclerotic plaque. These and other cardiovascular
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issues are generally coupled multiphysics problems with a strong geometric com-
ponent. These geometries are increasingly derived from imaging modalities such as
magnetic resonance imaging (MRI) or computed tomography (CT), and are complex
and articulated across multiple scales.

Efficient visualization, analysis, and unstructured mesh generation of these mul-
tiple geometries in a way that is tuned to the physics of the problem remains
challenging. Finite computational resources dictate that computational geometry
algorithms must be efficient and that the grids must be optimally adapted to the
geometry in order to minimize both computational cost and discretization error. At
the same time, cardiovascular biophysical simulations require that the grid be orga-
nized both by scale and by intrinsic properties. The arterial wall, for example, is a
laminated tissue consisting of three separate layers, each with a separate family of
collagen and elastin fibers and smooth muscles. Thus, a grid of the vessel wall must
be similarly layered. That same layering persists at all scales of a vascular network.
These transitions of scale are mirrored in the blood. The lumen of a coronary arte-
riole, for example, may be several orders of magnitude smaller than the thickness
of a ventricle, and thus there is a need to manage error over a range of meaning-
ful scales. Although the issue of scale clearly exists in both the fluid and the solid
domains of physiological problems, an optimal discretization of the fluid and solid
will be quite different due to the very different physics that dominate each domain.
The most notable difference is that fluid problems tend to have strong gradients at
the boundary.

Here, we survey some recent developments for computational grids for vascular
CFD or fluid–solid interaction simulations. Specifically, we focus on image process-
ing, centerline detection, and grid generation. Image processing, and particularly
image segmentation, is a necessary first step for both centerline detection and grid
generation. Given a centerline, some researchers have defined idealized grids based
on subsets of arterial trees, wherein each segment of the centerline is associated with
a diameter and length, and assembled into a network of tapered tubes. Although
these types of grids have yielded valuable insights into cardiovascular flow, our
focus is to develop grids directly from the medical image. Nevertheless, the cen-
terline remains an important data structure for morphometric analysis and thus has
an important role in the determination of physiological multiscale boundary condi-
tions. Specifically, the centerlines allow for the computation of various quantitative
measurements, such as vessel length, vessel radius, and bifurcation angles.

7.2 Image Processing

In order to identify the geometry of the vasculature, typically MRI or CT is used
resulting in a volumetric image. A volumetric image consists of voxels aligned
along a regular 3-D grid. It is generally not likely that the boundary of the ves-
sels is exactly located at these voxels. A better precision can be achieved by finding
the exact location in between a set of voxels. Since an accurate representation of
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the object boundary is crucial to any further processing of the data, improvement
of the precision is an essential step. Different approaches are available depending
on the need of the algorithm used to further process the result. Some algorithms
for computing the centerline only require an accurate representation of individual
points. On the other hand, grid generating algorithms typically require a surface
representation of the boundary; i.e., the points need to be connected by some geo-
metric primitive. The following subsections provide examples of both types of
algorithms.

7.2.1 Segmentation of the Vessel Boundary

The method described here uses similar techniques as described by Canny’s non-
maxima suppression [1] but extended to three dimensions. First, the image gradient
is computed for every voxel. Using an experimentally determined threshold, all vox-
els with a gradient length below this threshold are neglected. The advantage of this
gradient-based thresholding is that it is less sensitive to the selected threshold com-
pared to intensity-based segmentation algorithms. This is particularly important for
smaller vessels (1 voxel in diameter or less) that can be missed due to partial volume
effects when using intensity segmentation.

In order to achieve sub-voxel precision, the gradients of the voxels exceeding
the threshold are compared to their neighbors to identify local maxima along the
gradient. In 3-D, the direct neighborhood of a single voxel generally consists of 26
voxels forming a cube that surrounds the current voxel. In order to find the local
maximum along the current gradient, the gradients of the neighboring voxels in
positive and negative directions have to be determined. When using 2-D images,
nearest-neighbor interpolation of these gradients [2] may work but yield incorrect
results in a 3-D volumetric image. Therefore, the gradients on the boundary of the
cube formed by the neighboring voxels are interpolated linearly to determine a better
approximation of the desired gradients.

Once the neighboring gradients in positive and negative direction of the cur-
rent gradient are computed, they are compared to find the local maxima. Thus, if
the length of the current gradient is larger than the length of both of its neighbors,
the local maximum can be calculated similar to the 2-D case. When interpolated
quadratically, the three gradients together form a parabolic curve along the direction
of the current gradient. In general, the current gradient is larger than the interpo-
lated neighbors since only local maxima are considered in this step. Hence, the
local maximum can be identified by determining the zero of the first derivative of
the parabolic curve. The determination of all local maxima within the volumetric
image in this fashion then results in a more accurate and smoother approximation
of the object boundary with sub-voxel precision. Once all points on the boundary
are extracted from the volumetric image using this gradient approach with sub-
voxel precision, the resulting point cloud can be further processed to identify the
centerlines.
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7.2.2 Segmentation Under Topological Control

In order to create a volume grid that is faithful to the medical image, it is necessary
to produce a triangulated isosurface from a segmentation of the data. An important
consideration is to produce such an isosurface while preserving correct vessel topol-
ogy. From a topological point of view, an arterial tree (excluding the capillary bed)
is homeomorphic with a sphere. Due to finite resolution, isosurfacing algorithms
such as Marching Cubes [3] are unable to determine whether voxels that connect
only by a corner or by an edge should truly be connected. This ambiguity can give
rise to multiple handles that corrupt segmentations. Therefore segmentations must
be performed under topological control [4].

To segment the data, a fuzzy connected-threshold algorithm is applied to the
image in order to convert the series of grayscale images into a binary volume.
Connectedness is restricted to face connectivity to prevent ambiguous repre-
sentations of the surface between vessels and background. Face connectivity is
accomplished both by restricting the region growing algorithm to faces and by a
post-segmentation connectivity check that reassigns voxels found to possess vertex
or edge connectivity.

Subsequently, loops are removed to bring the face-connected segmentation into
proper topology using an automated approach based on skeletonization, loop detec-
tion, loop cutting, and clean-up. A breadth-first search of branches in the skeleton is
applied, starting at the top of the coronary ostia. To find the optimal cutting location
within the loop, a test cut is performed separately for each skeleton voxel belonging
to the loop. Cuts are then affected at the region of minimum cross-sectional area and
maximum path length from the ostia.

To extract the isosurface from the segmented image, we apply the Marching
Tetrahedra variant of the popular Marching Cubes algorithm (Fig. 7.1). This pro-
duces a closed triangulated surface, devoid of boundary patches at the inlets and
outlets and whose surface density is a function of resolution of the underlying
data.

7.3 Centerline Detection

Numerous algorithms for extracting centerlines from volumetric data sets are avail-
able. An overview of the various techniques can be found in the paper by Cornea
et al. [5]. Some methods begin with all voxels of a volumetric image and use a
thinning technique to shrink down the object to a single line [6, 7, 8, 9, 10, 11–13,
14]. Ideally, the topology of the object should be preserved as proposed by Lobregt
et al. [15] which is the basic technique used in commercial software systems, such
as AnalyzeTM. Luboz et al. [3] used a thinning-based technique to determine vessel
radii and lengths from a CT scan. A smoothing filter was employed to eliminate
the jaggedness of the thinning process and the results were validated using a sili-
con phantom. A standard deviation of 0.4 mm between the computed and the actual
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Fig. 7.1 Maximum intensity projection of mouse coronary vasculature (a). Segmentation and
isosurface extraction (b)

measurements was reported for a scan with a resolution of 0.6 mm. The disadvan-
tage of thinning algorithms is that they can only be applied to volumetric data sets
and the centerlines are described at voxel-precision resulting in somewhat jagged
lines, which do not allow accurate measurements of branch angles.

Other approaches use the distance transform or distance field in order to obtain
centerlines. For example, fast marching methods [16, 17] can be employed to com-
pute the distance field. Voxels representing the centerlines of the object are identified
by finding ridges in the distance field. The resulting candidates must then be pruned
first. The resulting values are connected using a path connection or minimum span
tree algorithm [18, 19, 20]. The distance field can also be combined with a distance-
from-source field to compute a skeleton [21]. Similar to thinning approaches, these
methods are voxel-based and tend to generate the same jagged centerlines. This
implies that a centerline can deviate from its original location by up to half a voxel
due to the numerical representation.

A more recent method by Cornea et al. [31] computes the distance field based on
a potential similar to an electrical charge and then uses a 3-D topological analysis to
determine the centerlines. Typically, this approach is very accurate. The computa-
tions of the centerlines for a CT-scanned volumetric image of a typical size, such as
512×512×200, would take several months, however, which renders it impractical.

Techniques based on Voronoi diagrams [22, 23] define a medial axis using the
Voronoi points. Since this approach usually does not result in a single line but rather
a surface-shaped object, the points need to be clustered and connected in order to
obtain centerlines. Voronoi-based methods can be applied to volumetric images as
well as point sets. These methods usually tend to extract medial surfaces rather than
single centerlines. Hence, clustering of the resulting points is required which may
introduce numerical errors.
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For extracting centerlines from volumetric images, geometry-based approaches
are preferable over voxel-based approaches. Due to the discrete nature of a voxel
of the volumetric image, the location of the centerline can have an error of half a
voxel. Geometry-based methods do not have this shortcoming. Nordsletten et al.
[24] determined normal vectors based on an iso-surface computed using the volu-
metric image. These normal vectors are projected inward. The resulting point cloud
is then collected and connected by a snake algorithm.

The method described in the following subsections follows an algorithm devel-
oped by Wischgoll et al. [20]. The major advantage of this approach lies in the
demonstrated accuracy based on actual validations between computed vessel diam-
eters and optical measurements for porcine hearts. This algorithm consists of several
steps. Since the object is given as a volumetric CT-scanned image, the object bound-
ary is extracted as previously described. A vector field is then computed that is
orthogonal to the object boundary surface. Once the vector field is computed, the
centerlines can be determined by applying a topological analysis to this vector field.
As a last step, gaps between segments of the centerlines can be closed automatically
and vessel diameters can be computed. The following subsections explain these
steps in detail.

7.3.1 Vector Field

The proposed method computes the centerlines by applying a topological analysis to
a vector field that is determined based on the geometric configuration of the object
of which the centerlines are to be determined. The vector field is computed at the
identified points on the vessel boundary in such a way that the vectors are orthogonal
to the vessel boundary surface. Based on these vectors, the vector field inside the
vessels is computed using linear interpolation.

Since the vasculature is given as a volumetric data set, the image gradients can be
used to define these vectors on the boundary surface. These image gradients are pre-
viously determined as they are needed for extracting the boundary. Since the points
are only moved along the direction of the image gradient when determining the sub-
voxel precision, this image gradient is still orthogonal to the boundary surface and
therefore represents a good approximation for the desired vector field.

7.3.2 Determination of the Centerlines

In order to determine the centerlines of the object, a tetrahedrization of all points
on the object boundary is computed first. For this, Si’s [18] fast implementation
of a Delaunay tetrahedrization algorithm is used. Tetrahedra outside of the vessels
are removed based on the gradient vectors. Note that this step also closes small
gaps that may exist since tetrahedra covering these gaps will still have vectors
attached to the vertices which point inward. Since vectors are known for each vertex
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Fig. 7.2 A bifurcation for a small vessel (3 voxels in diameter). The extracted centerline is shown
along with the respective tetrahedrization (a); Single slice through the tetrahedrization of the
phantom data set. The point on the centerline is identified in the center of the image (b)

of every tetrahedron, the complete vector field can be computed using this tetra-
hedrization by linear interpolation within each tetrahedron. This vector field is then
used to identify points of the centerlines which are then connected with each other.
Figure 7.2a shows an example of the tetrahedrization with outside tetrahedra
removed as previously described for a small vessel with a diameter of about 3 vox-
els. Based on this tetrahedrization and associated vector field, the centerlines can be
identified.

In order to perform a topological analysis on the faces of the tetrahedra, the
vector field has to be projected onto those faces first. Since tri-linear interpolation is
used within the tetrahedra, it is sufficient to project the vectors at the vertices onto
each face and then interpolate linearly within the face using these newly computed
vectors. Based on the resulting vector field, a topological analysis can be performed
on each face of every tetrahedron.

Points on the centerlines can be identified by computing the singularities within
the vector field interpolated within every face of the tetrahedrization. For example,
for a perfectly cylindrical object, the vector boundary points directly at the center
of the cylinder. When examining the resulting vector field at a cross-section of the
cylinder, a focus singularity is located at the center of the cylinder within this cross-
section. The location of this focus singularity resembles a point on the centerline of
the cylinder. Hence, a singularity of type node, focus, or spiral within a face of a
tetrahedron indicates a point of the centerline. Since not all objects are cylindrical
in shape and given the numerical errors and tolerances, points on the centerlines
can be identified from singularities that resemble focus and spiral singularities.
Figure 7.2b illustrates an example for a cylindrical object for which a cross-section
(a slice perpendicular to the object) is shown. There are two large triangles that con-
nect two opposite sides of the object. Based on these triangles, which resemble faces
of tetrahedra of the tetrahedrization, the center point (shown in red) can be identified
based on the topological analysis within these triangles.
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Obviously, only faces that are close to being a cross-section of the object
should be considered to identify points on the centerlines. To determine such cross-
sectional faces, the vectors at the vertices can be used. If the vectors at the vertices,
which are orthogonal to the object boundary, are approximately coplanar with the
face, then this face describes a cross-section of the object. As a test, the scalar prod-
uct between the normal vector of the face and the vector at all three vertices can
be used. If the result is smaller than a user-defined threshold, this face is used to
determine points on the centerlines. If we compute the singularity on one of these
faces, then we obtain a point which is part of the centerlines. Note that since linear
interpolation is used within the face, only a single singularity can be present in each
face. In case of bifurcations, there will be two neighboring tetrahedra which contain
a singularity, one for each branch. Additionally, this approach disregards boundary
points from noise voxels. In order for a set of boundary points to be considered, they
need to have gradient vectors that point towards the center from at least three dif-
ferent directions. Hence, boundary points based on noise voxels are automatically
neglected.

After computing the center points, vessel diameters are computed for each center
point and all points within the vicinity are identified. From this set of points, only
the ones that are within the slice of the vessel used to determine the center point
are selected to describe the boundary. The radius is then computed as the average of
the distances between the center points and the points on the boundary of the vessel
slice.

Once individual points of the centerlines (including the corresponding vessel
diameters) are computed by identifying the focus and spiral singularities within the
faces of the tetrahedra, this set of points must be connected in order to retrieve
all centerlines. Since the tetrahedrization describes the topology of the object, the
connectivity information of the tetrahedra can be used. Thus, identified points of
the centerlines of neighboring tetrahedra are connected with each other forming the
centerlines. In some cases, gaps will remain due to the choice of thresholds which
can be closed using the method described in the next section.

7.3.3 Geometric Reconstruction

Based on the centerlines extracted from the volumetric image, various measure-
ments can be extracted, such as vessel radius or bifurcation angles. A comparison
of the computed radii, which were measured as the distance between centerline and
vessel wall, and optical measurements of the radii for the main trunk of five porcine
hearts show an excellent accuracy with an average error of 0.7% and rms error of
1.1% of the radii. Using the centerline and radii information, conic cylinders can be
formed to represent the individual vessel segment. By representing every segment
in this way, the vascular tree can be reconstructed. Figure 7.3 shows an example of
such a geometric reconstruction of a porcine heart.
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Fig. 7.3 Geometric reconstruction of the vascular tree (left) down to the scan resolution based on
the centerline and radii information extracted from a CT-scanned porcine heart (right). (Wischgoll
et al. [20] by permission)

Fig. 7.4 Interactive visualization of vasculature based on the geometric reconstruction showing
quantitative measurements

Since the vasculature is represented as geometry, the visualization software not
only facilities the gathering of statistical information about the morphometry but it
also allows a user to perform various measurements, such as distances or bifurcation
angles. By interactively selecting individual vessel segments, for example, the ren-
dering of the geometric reconstruction is overlaid with quantitative measurements,
including segment volume and surface area as depicted in Fig. 7.4.

7.4 Grid Generation

With surfaces derived from imaging data, the organization and density of the origi-
nal surface triangles depend on the resolution of the digital data. The characteristic
dimension of the surface triangles is on the order of 1 voxel. Simply generating a
volume grid from the original surface could result in grossly under-resolving the
computed field where the surface density is close to that of the local feature size
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or conversely over-resolving the computed field where the surface density is much
finer than that of the local feature size. These issues lead to a consideration of the
local feature size as an important criterion for sizing and gradation control of the
surface that is complementary to criteria that attempt to preserve surface features,
topology, and curvature. Moreover, the local feature size in vessel geometry is
related to the local diameter. Thus, a measure of the local feature size can also
provide a guide for organizing elements radially in layers. This approach has the
advantage of creating elements that are mostly parallel to the wall, which reduces
discretization error in flows that are predominately axial. At the same time, it essen-
tially decouples strategies for controlling grid density in the normal and tangential
directions. It also directly embeds a local understanding of scale into the grid, since
the local diameter is related to the local scale.

A robust and computationally efficient metric for local scale is the so-called
gradient-limited feature size (GLFS) [25]. Unlike other measures of the local feature
size, the GLFS (see Fig. 7.5) can be defined directly on a triangulated surface mesh
without a background grid and without referencing the medial axis. Thus, determi-
nation of the GLFS is not only computationally efficient, but also robust in the sense
that it is Lipchitz continuous and does not change unreasonably under perturbation
of the surface mesh. Grids that are organized according to GLFS, such that roughly
the same number of layers of elements can be found at all resolved scales, are said
to be scale-invariant. Scale-invariance is critical in grids of vascular trees because it
assures that discretization error at the smallest scale does not unduly affect solution
error at the highest scale. In other words, the discretization error is equilibrated at
all resolved scales. Combined with the GLFS, the idea of scale-invariance enables
the automatic generation of quality anisotropic unstructured grids, while keeping the
overall computational cost of the problem tractable. This approach has been adopted
in two complementary scale-invariant gridding algorithms for quality layered tetra-
hedra [25] and quality hybrid prismatic-tetrahedral grids [8]. These algorithms have
been implemented in two software frameworks, Lagrit-PNNL and MeshMagic. The
defined GLFS in these two algorithms serves three functions: (1) as a field for tan-
gential adaptation of the surface grid, (2) as a metric for creating layered tetrahedra,
and (3) as a speed function for construction of a prismatic boundary layer by appli-
cation of the Generalized Huygens’ Principle [26]. Below we define the GLFS and
outline these algorithms with examples.

7.4.1 Definition of GLFS

Let S be an oriented closed triangulated surface, which is derived from the isosurface
of imaging data by the Marching Cubes algorithm. For a vascular tree, S will consists
of a single connected component with genus 0. However, this is not an intrinsic
limitation of the approach. As illustrated in Fig. 7.6, we modify S to produce a high-
quality surface mesh S’ by performing the operations of smoothing, refinement, and
de-refinement while limiting perturbations to a small fraction of a voxel.
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Fig. 7.5 GLFS and first principal curvature (top panel) defined on a mouse coronary arterial tree
from computed tomography. Efficient computation of these sizing fields was performed in less
than 5 s for this geometry on a laptop. Based on the GLFS modulated by the curvature, the original
surface mesh from Marching Cubes is selectively refined and de-refined. The bottom panel shows
the tangential adaption of the triangulated surface mesh for ct values of 0.6 (152282 triangles) and
1.2 (129366 triangles). The curvature field for linear values of ct prevents further de-refinement
of the surface grid. For certain applications, it may make sense to convolve the GLFS with a non-
linear function that weights higher or lower scales. These operations are supported in Lagrit-PNNL
and MeshMagic

For any point x of S, we define the raw feature size or local diameter F[x] as the
length of the line segment formed by first shooting a ray from x in the direction of
n̂ [x], the inward normal at x, and then truncating the ray at its first intersection with
S; that is

F[x] ≡ min
{
λ > 0

∣∣x + λn̂[x]
∣∣ ∈ S

}
. (7.1)
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Fig. 7.6 Elaboration of closed surface mesh. Truncation produces valid triangulations and opti-
mally orthogonal planes (a). Those triangulations may then be adapted to the physics of the
problem (b) in order to produce a quality layered tetrahedral [25] grid (c)

Since S is closed, with a robust normal n̂ [1] the ray proceeding from x in the
direction n̂ will intersect S at least once, and hence F[x] is well-defined. Similarly,
we also perform an outward interrogation of the geometry to compute another raw
feature size field Fout using n̂out = −n̂in. This outwards value is finite in some
areas (e.g., at concave parts of S) and is applied only to the adaptation of sur-
face meshes, where it is necessary to respect a minimum sampling frequency for
Delaunay methods.

The raw feature size computed by ray tracing is bounded, but it is sensitive
to abrupt changes in the geometry. To address this, we first impose user-specified
lower and upper bound to the feature size, denoted by Lmin and Lmax, respectively.
Thereafter, we compute a new feature size f[x] by modifying F[x], so that the spatial
gradient is relatively insensitive to these changes in S. We accomplish this by per-
forming a gradient-limiting procedure [25]. First, we initialize f[x] to F[x]. Given a
bound G on the surface gradient of f [x], the algorithm places the directed edges that
violate the gradient limit into a max-priority queue, ranked by the key

f [x1] − (f [x2] + G |x1 − x2|) . (7.2)

which measures how much the gradient violates the gradient limit for a directed
edge x1x2 on S. Let xixj be the directed edge with the highest priority in the queue.
We relax f [xi ] to satisfy the gradient limit, recompute the gradient violation for the
edges incident on xi, and update the priority queue accordingly. The process contin-
ues until the queue is empty. For computational efficiency, ray-triangle intersections
are queried within an axis-aligned bounding box (AABB) tree [27] that contains at
its leaf nodes the bounding box for each triangle. This algorithm has a complexity
of O(N log N), where N is the number of triangles in S. Figure 7.5a shows f[x] for a
coronary arterial tree from micro-CT.

7.4.2 Layered Anisotropic Tetrahedra

Once the surface mesh has adapted to some function of the GLFS with edge lengths
on the surface equal to about ct f[x i], where ct is a user definable parameter, it is
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Fig. 7.7 Hybrid prismatic/tetrahedral grid better resolve strong gradients, shear stresses, and par-
ticle dynamics at the wall while reducing the overall element count. Panel A shows the orientation
of the cut-away plane. Panel B shows the layer of prisms at the wall. Panel C shows the tetrahedra
and prisms together

possible to construct either a layered tetrahedral volume grid (Fig. 7.6c) or a layered
hybrid prismatic/tetrahedral grid (Fig. 7.7c), depending on the solver.

To create a layered tetrahedral grid, points are cast along “seeding rays” from
each point xi on the surface S’ in the direction n̂ [xi]. If M is the target number of
layers across the cross-section of the geometry, then points xm

i , 0 ≤ m ≤ M
2 , are

distributed – equally or according to some desired ratio spacing – between x0
i ≡ xi

on the surface and xi + 1
2 f [xi]n̂ [xi]. Due to gradient-limiting, f [xi] ≤ F[xi]. In

areas where there is greater inequality, extra ‘filler’ points xM/2+1
i ,..., xmi

i are inserted
between xi + 1

2 f [xi]n̂ [xi] and xi + 1
2 F[xi]n̂ [xi] . The presence of these filler points

guarantees that points are distributed over the whole geometry [25], but with pos-
sible overlap, and possibly undesirable proximity to portions of the surface that are
nearly grazed by the seeding rays. Consequently, a filtering operation eliminates
duplicate points that lie within a fraction of Lmin of each other. Finally a Delaunay
algorithm connects these points with the restriction that the filler points are not
inserted if Delaunay point insertion would connect them to any point xi on S’.
Tetrahedra that contain no interior points (points xm

i , m ≥ 1) are removed. Finally,
the tetrahedral grid is improved with layer-aware, edge-flipping operations and a
“crushing algorithm” that inserts nodes on the opposed diagonals of slivers and then
merges them, eliminating the slivers. We note that the surface edge lengths ctf [xi]
are independent of layer thicknesses.

7.4.3 Hybrid Prismatic/Tetrahedral Grids

In the case of hybrid prismatic/tetrahedral grids, we similarly begin with an adaption
of the surface to ct f [xi]. Instead of casting and reconnecting points, however, our
method advances a surface layer by solving the Lagrangian evolution equation,

∂x

∂t
= f (x,t) n̂, (7.3)
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where t denotes time, n̂ denotes the unit surface normal, and f(x ,t) denotes the
GLFS, as defined above.

Generating a layer of prisms reduces to marching the vertices in time by dis-
cretizing Eq. (7.3). To avoid “swallowtails” [28] in strongly concave regions and in
regions with large curvatures, we apply the face offsetting method in [29], which
is based on a geometric construction called the generalized Huygens’ principle
and numerical techniques of least-squares approximation and eigenvalue analy-
sis. A comprehensive exposition of the approach is given in [8]. Here we simply
note that unlike previous approaches, which propagate vertices along some vertex
normals, this algorithm propagates faces and reconstructs the vertices. Mesh qual-
ity is achieved by applying a novel prismatic variational smoothing procedure to
improve base triangle shapes and edge orthogonality. Following face-offsetting, we
tetrahedralize the interior with a boundary constrained Delaunay method [30].

7.4.4 Element Quality

Discretization error can have two sources: (1) insufficient grid density to resolve
computed gradients, and (2) “badly” shaped elements. What exactly constitutes a
badly shaped element is somewhat application dependent. It is generally accepted
that an isotropic element, i.e. an element with nearly equal internal angles and
approximately equal edge lengths, is “good” and a highly skewed element is “bad”.
However, for certain classes of problems such as CFD, isotropic elements may be
neither necessary nor particularly appropriate. Nevertheless, the accuracy or speed
of some applications can be compromised by just a few bad elements, so it is impor-
tant to be able to judge element quality by some standard measure. In Fig. 7.8, we
present the quality statistics of the layered tetrahedral grid shown in Fig. 7.6, and
the hybrid prism/tet grid shown in Fig. 7.7. For tetrahedra, we report the aspect
ratio which is proportional to the ratio of the inscribed radius to the length of the
longest edge. For prisms, we report instead the so-called scaled aspect ratio [8],
whose definition is somewhat more involved. In effect, the scaled aspect ratio com-
bines the measures of triangle shapes and edge orthogonality. Both quality metrics
vary between 0 and 1, where 1 is optimal.

7.5 Summary

There is no doubt that patient-specific treatment requires the tools to quantify
standard patient images using conventional imaging (CT, MRI, etc.). This chap-
ter presents validated image segmentation in conjunction with mesh generation
algorithms to create mathematical models of patient vasculature. These mathemat-
ical models can then be coupled with physics-based simulations to provide the
desired diagnostic or prognostic indices. This approach will clearly impact patient
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Fig. 7.8 Element quality statistics for a layered tetrahedral grid of the mouse coronary geometry
(a), and for the hybrid prism/tetrahedral grid (b), shown in black and grey bars, respectively. Both
grids were produced with ct = 0.6. For grid (a) the number of layers M was set to 8

management medically and surgically, particularly for heart failure where interven-
tions affect the vasculature of the heart.
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Chapter 8
Governing Equations of Blood Flow
and Respective Numerical Methods

Yunlong Huo and Ghassan S. Kassab

Abstract Coronary heart disease which is a major cause of heart failure in the
United States has a focal nature which is due to local hemodynamic disturbances.
The computational fluid dynamics (CFD) method has become a powerful approach
to understand blood flows in the cardiovascular system and its local features. This
chapter outlines the field equations for blood flow and some of the approaches for
numerical solutions. Specifically, the text focuses on the finite difference (FD) and
finite element (FE) methods with applications to blood flow dynamics in coronary
arteries.

8.1 Introduction to Computational Fluid Dynamics

The blood flow in the cardiovascular system is so complicated that it is rarely solv-
able analytically [1]. Most of the analytical solutions are carried out, based on
simplified vascular geometry, such as a cylindrical vessel segment. Experiments
are used to measure the temporal spatially averaged blood flow. Computational
fluid dynamics (CFD) methods are then used in conjunction with the experimen-
tal waveforms (as boundary conditions) to predict blood flow disturbances (e.g.,
flow separation, secondary flow, stagnation point flow, reversed flow, and/or tur-
bulence) due to convective inertia. Flow disturbances can locally induce abnormal
biological response, such as dysfunction of endothelial cells, monocyte deposition,
elevated wall permeability to macromolecules, particle migration into the vessel
wall, smooth muscle cell proliferation, and microemboli formation. Since the spa-
tial complexities of blood flow in the cardiovascular system cannot be visualized
with current imaging methods, theory and computational modeling are a necessity.
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The CFD method has emerged as a powerful tool to study flow patterns in blood
vessels with the development of electronic computers. For example, Perktold et al.
[2] compared Newtonian and non-Newtonian unsteady fluid flow in normal carotid
arteries. Kleinstreuer and his colleagues [3, 4] studied the relationship between non-
uniform hemodynamics at the rabbit aorto-celiac junction. Berger and his associates
[5] investigated blood flow with a turbulence model in stenotic vessels. He and Ku
[6, 7] solved pulsatile flow in the human coronary arteries. Ramaswamy et al. [8]
performed numerical simulation to study the effects of motion of the coronary artery
on the unsteady fluid dynamics.

8.2 Governing Equations

The blood flow must obey the conservation laws [9, 10, 11, 12]. The governing
equations for blood flow are the mass (continuity) and momentum conservation
equations

∂ρ

∂t
+ ∇ · (ρv) = 0, (8.1)

∂(ρv)

∂t
+ ∇ · (ρvv) =

−∇p + ∇λ(trD)I + ∇ · μ (∇v + (∇v)T
)+ ρf ,

(8.2)

where v and p are blood velocity and pressure, respectively. trD is the trace of the
strain rate tensor (D) representing a volumetric deformation and I is the unit ten-
sor. ρ and μ are the density and dynamic viscosity, respectively, and f is a body
force. In the larger arteries and veins, the blood flow can be assumed to be isotropic,
Newtonian, and incompressible fluids [13]. The governing equations can then be
simplified to

∇ · v = 0, (8.3)

ρ
∂v

∂t
+ ρv · ∇v = −∇p + μ∇2v + ρf . (8.4)

Equation (8.4) is known as the Navier–Stokes (N–S formulation of the momen-
tum equation).

8.3 General CFD Methods

The CFD method is a numerical model to treat a continuous fluid in a discretized
fashion. The fundamental basis of the model in a single-phase blood flow is the
partial differential equations (PDE) or integro-differential equations of continuity
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and N–S equations, which can be discretized at specific locations in space and time,
approximated by a system of algebraic equations, and then solved on a computer.
The method of a numerical solution can be summarized as follows:

• Select an appropriate mathematical model and boundary conditions
• Select a suitable discretization method
• Select the correct coordinate system and basis vectors
• Create the numerical grid
• Solve the algebraic equations
• Set the convergence criteria for iterative method

The most important properties of numerical model are consistency, stability, and
convergence, as defined below:

• Consistency: A numerical scheme is consistent if its discrete operator becomes
exact as the grid spacing (�xi → 0 and/or �t → 0) tends to zero.

• Stability: A numerical scheme is stable if it does not enlarge the errors that appear
in the course of numerical solution process.

• Convergence: A numerical scheme is convergent if the solution of the discretized
equations tends to the exact solution of the differential equations as the grid
spacing (�xi → 0 and/or �t → 0) tends to zero.

The numerical model has an approximate solution, which includes several kinds
of errors:

• Modeling errors: the difference between the actual blood flow and the exact
solution of the mathematical model.

• Iteration errors: the difference between the iterative and exact solutions of the
algebraic equations.

• Round-off errors: due to the fact that floating point numbers are represented by
finite precision in a computer.

• Truncation errors: a discretization error caused by the fact that a discrete
approximation is made to the continuous equations.

The accuracy of numerical solutions depends on the selected discretization
method. There are many discretization methods, the most popular approaches
of which are finite difference (FD), finite volume (FV), and finite element (FE)
methods.

The FD method is the most classical and straightforward approach for numerical
solution of PDE in simple geometries. In FD method, the PDE is converted into a
set of FD equations at each grid point that can be solved subject to the appropriate
boundary conditions. Taylor series expansion or polynomial fitting is generally used
to obtain an approximation to the first and second derivatives of the variables with
respect to the coordinates. The FD method is very efficient on structured meshes
(simple geometry), but difficult to implement in complex geometries.
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In comparison with the FD method, the FV method enforces the integral conser-
vation law in small control volumes (CVs) defined by the computational mesh. In
the FV method, the variable values are calculated at the central node of each CV.
Interpolation is used to express variable values at the CV surface and the appro-
priate quadrature formulae are used to simulate the surface and volume integrals.
The advantage of FV method is that it is suitable for complex geometries but the
disadvantage is that the higher-order FV method is more difficult to develop in
three-dimensional (3-D) geometries.

The FE method has many common features to FV method. The FE procedure
begins with the division of the continuum region into a number of simply shaped
regions called elements. Within each element, the variables are interpolated by func-
tions of compatible order, in terms of values to be determined at a set of nodal
points. For purpose of developing the equations for these nodal point unknowns, an
individual element may be separated from the assembled system. The FE method
can address any arbitrary geometry, but it is time-consuming to solve the assem-
bled large sparse matrices. Since the FE method is similar to the FV method, we
only describe the FE method in the following subsections and the details of the FV
method can be found in standard textbook [14].

8.4 Finite Difference Method

Since the FD method has been given in detail in many textbooks [15, 16, 17], we will
only use a hyperbolic example here in the context of blood flow in the coronary arter-
ies. The 1-D continuity and momentum equations were used to solve the blood flow
in the entire epicardial coronary arterial tree of a vasodilated, potassium-arrested
porcine heart through the FD method [18]. We investigate the left common coronary
arterial (LCCA) tree comprising of left anterior descending artery (LAD) and left
circumflex artery (LCx), as shown in Fig. 8.1. The 1-D equations were formulated
for a Newtonian, incompressible fluid in an elastic tree. The 1-D analysis consists
only of larger coronary arteries, every vessel of which is assumed to be cylindrical
with impermeable wall. Therefore, the fluid flow in every vessel segment is axisym-
metric and laminar with no-slip boundary condition (i.e., the velocity of fluid at the
wall equals the velocity of the wall). Various geometrical parameters in a typical
vessel can be represented as length L, radius R, cross-sectional area A, surface S,
volume V, and wall thickness h, that can vary with time and space. Furthermore,
the dynamic parameters are represented as the velocities of fluid flow [ur(r, z, t),
ux(r, z, t)]. The volumetric flow rate and the pressure in the vessel are q(z, t)
and p(z, t)–p0 (intravascular pressure minus external pressure which is assumed to
be zero in diastole), respectively. A cylindrical coordinate system is used with radial
(r) and axial (z) directions; the hemodynamic quantities ur(r, z, t), uz(r, z, t), q(z, t),
and p(z, t) may be represented as ur, uz, q, and p.

In order to derive the 1-D equations, the continuity (mass conversation) and
momentum equations for tube flow may be simplified from Eqs. (8.3) and (8.4) to
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Fig. 8.1 Schematic
representation of the
computational domains (the
main trunk and primary
branches) in the LCCA tree
which consists of the LAD
and LCx arterial trees [18]

∂uz

∂x
+ 1

r

∂(rur)

∂r
= 0, (8.5)

∂uz

∂t
+ uz

∂uz

∂z
+ ur

∂uz

∂r
+ 1

ρ

∂p

∂z
=

ν

r

∂

∂r
(r
∂uz

∂r
) + ν

∂2uz

∂z2
,

(8.6)

where ν = μ/ρ is the kinematic viscosity. After some transformation, Eqs. (8.5) and
(8.6) can be written as

∂A

∂t
+ ∂q

∂z
= 0, (8.7)

∂q

∂t
+ ∂

∂z

(
4

3

q2

A

)
+ A

ρ

Estath0

R0A0

∂A

∂z
= −8πν

q

A
+ ν

∂2q

∂z2
, (8.8)

where Estat is the static Young’s modulus obtained from measurements [18].
Equations (8.7) and (8.8) are the basic equations, which can be simplified to

∂A

∂t
+ ∂q

∂z
= 0,

∂q

∂t
+ a

∂q

∂z
+ b

∂A

∂z
= c + d

∂2q

∂z2
,

(8.9)

where
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a = 8

3

q

A
, b = −4

3

( q

A

)2 + A

ρ

Estath0

R0A0
, c = −8πν

q

A
, d = ν.

For the large vessels, Eq. (8.9) can be solved by the time-centered implicit
(Trapezoidal) FD method. Here, we define qn

m = q(m�z,n�t) and An
m =

A(m�z,n�t), where 0<n≤N for the current time step and 0<m≤M expresses the
position along a vessel divided into M subintervals. Therefore, the discretization in
Eq. (8.9) may be written as follows:

(− 0.25 k)qn+1
m−1 + An+1

m + (0.25 k)qn+1
m+1 = F1, (8.10)

(− 0.25bk)An+1
m−1 + ( − 0.25ak − 0.5ξd)qn+1

m−1+
(1 + ξd)qn+1

m + (0.25bk)An+1
m+1+

(0.25ak − 0.5ξd)qn+1
m+1 = F2,

(8.11)

where

k = �t

�x
and ξ = �t

�x2
,

F1 = (0.25 k)qn
m−1 + An

m + ( − 0.25 k)qn
m+1,

F2 = c + (0.25bk)An
m−1 + (0.25ak + 0.5ξd)qn

m−1 + (1 − ξd)qn
m+

(− 0.25bk)An
m+1 + ( − 0.25ak + 0.5ξd)qn

m+1.

The detailed description of the FD solution can be found in Huo and Kassab
[18]. The viscosity (μ) and density (ρ) of the solution were 1.1 cp and 1 g/cm3,
respectively, to mimic the validation experiments using cardioplegic solution in
the isolated arrested heart preparation. The coronary wall thickness was obtained
from experiments [19]. The static Young’s modulus was estimated as ∼7.0×106

(dynes/cm2) as described in a previous publication [20]. Since the time-centered
implicit (Trapezoidal) FD method is stable and second-order in both time and space,
the mesh size (�x) was selected as 0.05 cm and the time step (�t) was set to
2.0×10–3.

Figure 8.2 shows the calculated flow waves at the inlet of LCCA tree, which are
within ± 1SD of the experimental measurement. In comparison with the traditional
Womersley method, the 1-D method has slightly better agreement with the exper-
imental measurements. Figure 8.3 shows the flow waves sequentially at different
spatial positions along the main trunk starting from the inlet of LAD artery while
Fig. 8.4 shows the flow waves at the inlet of various primary branches. The decrease
in the amplitude along the main trunk is apparent, but the flow waveform remains
relatively unchanged except for a very small phase angle shift in the potassium-
arrested heart. This is because the primary branches shunt the flow away from the
main trunk. Since primary branches have different CSA, the flow waves at the inlet
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Fig. 8.2 A comparison of pulsatile flow between the hybrid 1-D/Womersley model and full
Womersley-type model and experimental results at the inlet of the entire LCCA tree down to the
first capillary bifurcation [18]

of primary branches show different amplitudes. When the flow waves are normal-
ized by the time-averaged flow rate, however, it is found that the flow waves tend
to scale to a single curve except for a small phase angle difference in the arrested
heart, which reflects a structure–function relationship between the mean flow and
vessel diameter [21].

8.5 Finite Element Method

The FE method is a computer-aided mathematical technique for obtaining approxi-
mate numerical solution of the physical phenomena subject to initial and boundary
conditions. The FE method originally arose from applications in solid mechan-
ics (elasticity, plasticity, statics, and dynamics). To date, applications have been
expanded to the broad field of engineering sciences such as heat transfer (conduc-
tion, convection, and radiation), fluid mechanics (inviscid or viscous, compressible
or incompressible), acoustics, and electromagnetics.

There are two types of optimizing routes leading to the FE formulation: (a)
methods of weighted residuals (MWR), which are applicable when the governing
equations are differential equations, (b) variational method (VM), which is appli-
cable when the governing equations are variational (integral) equations. The MWR
seek to minimize the residue in the differential equations. There are four basic types
in the MWR route: (a) the collocation method, (b) the subdomain method, (c) the
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Fig. 8.3 Flow waves sequentially along the main trunk starting from the inlet of LAD artery [18]

least-squares method, (d) the Galerkin method. The variational principles attempt to
minimize some physical quantity (e.g., energy).

The basic idea of the FE method is summarized as follows: (a) the domain of
the problem is partitioned into smaller regions, called elements, (b) in each ele-
ment, the governing equations are transformed into algebraic equations called the
element equations, (c) the terms in the element equations are numerically evalu-
ated for each element in the mesh, (d) the resulting numbers are assembled into a
much larger set of algebraic equations called the system equations, (e) the system
equations are solved by using the numerical technique on a computer, (f) the final
operation displays the solutions to tabular, graphical, or pictorial form.

The Galerkin form of the MWR begins with the division of the continuum regions
of interest into a number of simply shaped regions called elements, as shown in
Fig 8.5. An Eulerian description of blood fluid motion was used in the field equa-
tions (elements are assumed to be fixed in space). Within each element, the velocity
and pressure in Eqs. (8.3) and (8.4) are approximated by
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Fig. 8.4 Flow waves of the primary branches of LAD arterial trunk [18]

ui(xj,t) = ϕT (xj)Ui(t); p(xj,t) = ψT (xj)P(t), (8.12)

where xj (j = 1,2,3) or (x, y, z) are the Cartesian coordinates, Ui(t) and P(t) (subscript
i denotes the i-th component of velocity vector) are the unknown column vectors at
each element nodal point, and ϕT (xj) and ψT (xj) are column vectors of the interpo-
lation functions. Substitution of these approximations into the field equations and
boundary conditions yields a set of equations:

F1(ϕ,Ui) = R1 Mass conservation, (8.13)

F2(ϕ,ψ ,Ui,P) = R2 Momentum conservation, (8.14)
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Fig. 8.5 Two-dimensional
(2-D) finite element mesh of a
branching coronary artery
tree

where R1 and R2 are the residuals (errors) resulting from the use of the approxi-
mations of Eq. (8.12). The Galerkin form of the MWR seeks to reduce these errors
to zero, in a weighted sense, by making the residuals orthogonal to the interpo-
lation functions of each element (i.e., ϕ and ψ). These orthogonal conditions are
expressed by

∫
VCV

(F1 · ψ)dV = ∫
VCV

(R1 · ψ)dV = 0;

∫
VCV

(F2 · ϕ)dV = ∫
VCV

(R2 · ϕ)dV = 0.
(8.15)

Using the definition of the Galerkin procedure (Eq. 8.15) and the FE approxima-
tions (Eq. 8.12), the following integral equations of continuity and momentum can
be written:

⎛
⎜⎝
∫

VCV

ψ
∂ϕT

∂xi
dV

⎞
⎟⎠Ui = 0, (8.16)

( ∫
VCV

ρϕϕT dV

)
dUi

dt
+
( ∫

VCV

ρϕuj
∂ϕT

∂xj
dV

)
Ui−

( ∫
VCV

∂ϕ
∂xi
ψTdV

)
P +

( ∫
VCV

μ
∂ϕ
∂xj

∂ϕT

∂xj
dV

)
Ui+

( ∫
VCV

μ
∂ϕ
∂xj

∂ϕT

∂xi
dV

)
Uj = ∫

�CV

Tiϕd� + ∫
VCV

ρfiϕdV .

(8.17)

Here we used the Gauss theorem to reduce the second-order diffusion terms in
the momentum equation and pressure term to first-order terms plus a surface inte-
gral. The appearance of the surface integrals containing the applied surface stresses
(tractions) corresponds to the nature boundary conditions for the problem. The
momentum equation can be written as a matrix form:
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⎡
⎢⎣

M 0 0 0
0 M 0 0
0 0 M 0
0 0 0 0

⎤
⎥⎦
⎡
⎢⎢⎣

U̇1
U̇2
U̇3
Ṗ

⎤
⎥⎥⎦+

⎡
⎢⎣
∑

Ai(Ui) 0 0 0
0

∑
Ai(Ui) 0 0

0 0
∑

Ai(Ui) 0
0 0 0 0

⎤
⎥⎦
⎡
⎢⎣

U1
U2
U3
P

⎤
⎥⎦+

⎡
⎢⎣

2K11 + K22 + K33 K12 K13 −C1
K21 K11 + 2K22 + K33 K23 −C2
K31 K32 K11 + K22 + 2K33 −C3
−CT

1 −CT
2 −CT

3 0

⎤
⎥⎦
⎡
⎢⎣

U1
U2
U3
P

⎤
⎥⎦ =

⎡
⎢⎣

F1
F2
F3
0

⎤
⎥⎦

,

[8.18]

where the global matrices M,
∑

Ai(Ui), Ci, and Kij are assembled from the following
element matrices:

M =
∫

VCV

ρϕϕT dV ,

∑
Ai(Ui) =

∫

VCV

ρϕuj
∂ϕT

∂xj
dV ,

Ci =
∫

VCV

∂ϕ

∂xi
ψTdV ,

and

Kij =
∫

VCV

μ
∂ϕ

∂xj

∂ϕT

∂xi
dV .

The matrix (Eq. 8.18) focuses on a single FE and the limited portion of the
respective continuum. The discrete representation of the entire continuum region of
interest is obtained through an assemblage of elements, which is enforced through
the appropriate summation of equations for nodes common to the adjacent elements.

8.5.1 Two-Dimensional Flow Patterns in the Epicardial LAD
Arterial Tree

In this subsection, we extend the full-scale tree simulation to 2-D FE model in the
large epicardial arteries. We use the model to perform a detailed hemodynamic
analysis in a LAD epicardial arterial tree including the main trunk and primary
branches, based on measured morphometric data. The detailed geometrical parame-
ters (e.g., diameter and length of the vessels) are obtained from measured coronary
morphometric data [22]. The optimum branching angles between primary branches
and main trunk are computed using the formulations in Huo and Kassab [18]. The
continuity and Navier–Stokes equations are solved using the Galerkin FE method
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(Eq. 8.18). The spatial and temporal wall shear stress (WSS), WSS spatial gradient
(WSSG), and oscillatory shear index (OSI) are calculated based on the detailed flow
fields.

The nine-node isoparametric quadrilateral elements are adopted in the FE simula-
tion of LAD epicardial arterial tree. The velocity is approximated using biquadratic
interpolation functions and the continuous pressure at the four corner nodes of
the element is approximated using a bilinear interpolation. A convergence crite-
rion of 1×10–4 is set for relative error associated with determination of velocity
and pressure. Different meshes and mesh distributions are also used to check the
mesh dependency. The final mesh used for the computations is shown in Fig 8.5 for
numerical computation of LAD main trunk and primary branches. It was found that
any further refinement of the mesh produces an error smaller than 0.1% (relative
to the final mesh). The viscosity (μ) and density (ρ) of the solution were selected
as 4 cp and 1.06 g/cm3, respectively, to mimic the blood flow in large epicardial
arteries.

Figure 8.6a shows time-averaged velocity vector fields over one cardiac cycle.
The Reynolds, Womersley, and Dean numbers over one cardiac cycle are equal
to 141, 4, and 170, respectively, in the main trunk of LAD tree. It is found that
the parabolic flow profile is greatly distorted at the bifurcation of main trunk and
primary branches. Figure 8.6b, c show the distribution of time-averaged WSS and
WSSG over one cardiac cycle, respectively (corresponding to Fig. 8.6a). The pri-
mary branches yield high and low WSS near flow divider and opposite to flow
divider, respectively, at the bifurcations between main trunk and primary branches.

8.5.2 Three-Dimensional Flow Patterns in the Epicardial LAD
Arterial Tree

Similar to the 2-D FE model in the epicardial LAD arterial tree, we investigated
the 3-D pulsatile blood flow based on CT scans in Fig. 8.7a [23]. The inlet LAD
flow velocity was measured using a Doppler in an anesthetized pig and the outlet
pressure boundary condition was estimated based on scaling laws [24, 21]. The con-
tinuity and Navier–Stokes equations are solved using the 3-D Galerkin FE method
(Eq. 8.18). We use the tetrahedron elements of smart size which provide reason-
ably shaped elements during automatic mesh generation (e.g., the concentration of
mesh is implemented at bifurcations and small vessels). Before the final simula-
tion, a mesh dependency was conducted so that the relative error in two consecutive
mesh refinements is smaller than 1% for the maximum velocity for steady-state flow
with inlet flow velocity equal to the time-averaged velocity over a cardiac cycle. A
total of almost 500,000 FEs were required to accurately mesh the computational
domains. The final mesh used for the computations is shown in Fig. 8.7b for the
numerical computation of LAD main trunk and primary branches, where the diame-
ter and length of the LAD trunk (down to 2.0 mm in diameter) and primary branches
(larger than > 1.0 mm) were selected. The backward method was used for the time
integration. A constant time step was employed, where �t = 0.004 s with 124 total
time step per cardiac cycle. At each time step, convergence criteria of 1×10–4 and
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Fig. 8.6 (a) Time-averaged velocity vector fields (grid units/magnitude of velocity = 0.008) over
one period of cardiac cycle; (b) Distribution of time-averaged WSS (unit: dynes · cm–2) over one
cardiac cycle; (c) Distribution of time-averaged WSSG (unit: dynes · cm–3) over one cardiac cycle
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Fig. 8.7 (a) CT scan of
porcine LAD arterial tree, (b)
finite element mesh for
numerical computation of
LAD main trunk (≥2.0 mm in
diameter) and primary
branches (≥1.0 mm in
diameter) [23]

1×10–12 were set for relative error associated with determination of velocity and
pressure, respectively. Three cardiac cycles were required to achieve convergence
for the transient analysis.

Figure 8.8a shows the time-averaged cross-sectional flow velocity vector over
a cardiac cycle. Reynolds and Dean numbers averaged over a cardiac cycle and
Womersley number are approximately equal to 110, 132, and 3, respectively, in main
trunk of LAD artery. It is found that the blunt core velocity profile at the inlet of LAD
is developed into a parabolic velocity profile (fully-developed Hagen–Poiseuille
velocity profile) at about 2.2 cm from the inlet of LAD. The fully-developed
parabolic profile is distorted at the bifurcation of main trunk and primary branches.
The mean flow velocity over the cross-sectional area of main trunk remains uniform
because relative errors are within ±10%. Figure 8.8b, c show the distribution of
time-averaged WSS and WSSG over a cardiac cycle, respectively. It is found that
WSS distribution is complex near bifurcations of main trunk and primary branches.
In particular, Fig. 8.8 depicts that the values of WSSG near bifurcations are much
higher than those of other sites. The fluid flow in the vicinity of bifurcations is
further explored below to understand the complex flow patterns.
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Fig. 8.8 (a) Time-averaged velocity vector (grid units/magnitude of velocity = 0.0085), (b) WSS
(unit: dynes · cm–2), and (c) WSSG (unit: dynes · cm–3) fields over a cardiac cycle in anterior view,
respectively [23]

Because primary branches A–D in Fig. 8.7b have similar diameter ratio to main
trunk (Dpb/Dm is approximately equal to 0.33, where Dpb and Dm are the diameters
of primary branch and mother vessel in main trunk, respectively), branch A was
selected for further analysis. In comparison with primary branch A, branch F with
larger diameter ratio (Dpb/Dm is equal to 0.71) was used to investigate the effect
of diameter ratio. Figure 8.9a, b show the time-averaged WSS (unit: dynes · cm–2)
distribution at bifurcations (primary branch A and F, respectively, in Fig. 8.7b) over
a cardiac cycle. It is found that high (>30 dynes · cm–2) and low time-averaged WSS
(less than <6 dynes · cm–2) occur near the flow divider (defined as the anastomosis
at the downstream wall of primary branch proximal to main trunk, as shown in
Fig. 8.9) and opposite to the flow divider, respectively. There are two areas opposite
to the flow divider: one in primary branches and the other in main trunk, as shown in
Fig. 8.9a, b. Low WSS is approximately crescent-shaped. There are two important
areas with low WSS in the wall of main trunk lateral to the junction orifice of main
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Fig. 8.9 (a) Time-averaged WSS (unit: dynes · cm–2) distribution at bifurcation (primary branch
A in Fig. 8.7b) over a cardiac cycle, (b) time-averaged WSS (unit: dynes · cm–2) distribution at
bifurcations (primary branch F in Fig. 8.7b) over a cardiac cycle. Dash lines represent the flow
direction in main trunk and primary branches [23]

trunk and primary branches. Comparison of Fig. 8.9a with 8.9b shows that zones of
low WSS are enlarged for a larger diameter ratio. It is noted that low WSS is not
exactly opposite to flow divider.

In correspondence to Figs. 8.9a, b and 8.10a, b show the respective OSI distri-
bution at bifurcations over a cardiac cycle. It is found that low WSS approximately
coincides with high OSI, which approximately obeys a power law. Furthermore,
Fig. 8.11a, b show the time-averaged WSSG (unit: dynes · cm–3) distribution at pre-
viously cited bifurcations over a cardiac cycle. High time-averaged WSSG is found
in region of bifurcations and has relatively large value near the flow divider, which
coincides with high WSS zones.

Fig. 8.10 OSI distribution at bifurcations over a cardiac cycle. Figures (a, b), respectively,
correspond to (a, b) in Fig. 8.9 [13]
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Fig. 8.11 Time-averaged WSSG (unit: dynes · cm–3) at bifurcations over a cardiac cycle. Figures
(a, b), respectively, correspond to (a, b) in Fig. 8.9 [23]

Figure 8.12a, b show the distribution of flow velocity vectors and streamlines in
the sectioned area of bifurcations at diastole. Vortical flow occurs at the flow divider
and flow separation and reversal are found opposite to flow divider. Flow separation
and stagnation lead to low WSS, flow reversal induces high OSI, and vortical flow
is associated with high WSSG. The disturbed flows in Fig. 8.12 illustrate the cause
of abnormal hemodynamic parameters in Figs. 8.9, 8.10, and 8.11.

Fig. 8.12 Distribution of (a) flow velocity vectors (grid units/magnitude of velocity = 0.05) and
(b) streamlines in the sectioned area of bifurcation F (primary branch F in Fig. 8.7b) at diastolic
time [23]
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The 2-D and 3-D FE models present several major findings including: (1) low
time-averaged WSS and high OSI, approximately obeying a power law, coincides
with disturbed flows opposite to the flow divider and lateral to the junction orifice;
(2) zones of low time-averaged WSS and high OSI amplify at higher flow rates at
the inlet of LAD and with larger diameter ratio; and (3) high time-averaged WSSG
is found in region of bifurcations with the maximum value at the flow divider.

8.6 Conclusion

The CFD method is a powerful tool to elucidate the local fluid fields which cannot be
experimentally measured in vivo. The presence of flow disturbances causes endothe-
lial dysfunction and coronary heart disease. Since heart failure is a heart/vessel
problem, it is essential to understand the hemodynamic interplay which can lead to
the demise of endothelial function and hence alter cardiac afterload. Clearly, there
is a positive feedback mechanism which causes a spiral demise of the heart. An
understanding of the interplay between the heart and local hemodynamic effects on
the endothelium may help us design therapeutics to stop the vicious cycle of cardiac
deterioration. Much effort is still needed to use the CFD models to understand the
heart/vessel problem in heart failure.

Acknowledgments These studies were supported in part by the National Institute of Health–
National Heart, Lung, and Blood Institute Grants 2 R01 HL055554-11, HL084529, and HL087235
(Kassab, G. S.) and the American Heart Association Scientist Development Grant 0830181 N
(Huo, Y.).

References

1. Fung YC. Biomechanics: circulation, 4th Ed. New York: Springer-Verlag, 1996.
2. Perktold K, Resch M, Florian H. Pulsatile non-Newtonian flow characteristics in a three-

dimensional human carotid bifurcation model. ASME J Biomech Eng. 1991;113:464–75.
3. Buchanan JR Jr, Kleinstreuer C, Truskey GA, Lei M. Relation between non-uniform hemody-

namics and sites of altered permeability and lesion growth at the rabbit aorto-celiac junction.
Atherosclerosis. 1999;143:27–40.

4. Kleinstreuer C, Hyun S, Buchanan JR Jr, Longest PW, Archie JP Jr, Truskey GA.
Hemodynamic parameters and early intimal thickening in branching blood vessels. Crit Rev
Biomed Eng. 2001;29:1–64.

5. Berger SA, Jou LD. Flows in stenotic vessels. Annu Rev Fluid Mech. 2002;32:347–82.
6. He X, Ku DN. Pulsatile flow in the human left coronary artery bifurcation: average conditions.

ASME J Biomech Eng. 1996;118:74–82.
7. Ku DN. Blood flow in arteries. Annu Rev Fluid Mech. 1997;29:399–434.
8. Ramaswamy SD, Vigmostad SC, Wahle A, Lia YG., Olszewski M.E, Braddy KC,

Brennan TMH., Rossen JD, Sonka M., Chandran KB. Fluid dynamics in a human left
anterior descending coronary artery with arterial motion. Ann Biomed Eng. 2004;32:
1628–41.

9. Bird RB, Stewart WE, Lightfoot EN. Transport phenomena. New York: John Willey & Sons,
1962.

10. Panton RL. Incompressible flow. New York: John Willey & Sons, 1984.



8 Governing Equations of Blood Flow and Respective Numerical Methods 139

11. Acheson DJ. Elementary Fluid Dynamics. Oxford applied mathematics and computing
science series. 1990.

12. Li BQ. Discontinuous finite elements in fluid dynamics and heat transfer. London: Springer-
Verlag, 2006.

13. Nichols WW. O’Rourke MF. McDonald’s blood flow in arteries: theoretical, experimental
and clinical principles, 4th Ed. New York: Oxford University Press, 1998.

14. Patankar SV. Numerical heat transfer and fluid flow, Hemisphere, 1980.
15. Fletcher CAJ. Computational techniques for fluid dynamics, Volume I. Berlin: Springer-

Verlag, 1991a.
16. Fletcher CAJ. Computational techniques for fluid dynamics, Volume II. Berlin: Springer-

Verlag, 1991b.
17. Ferziger JH, Peric M. Computational methods for fluid dynamics. New York: Springer-Verlag,

2002.
18. Huo Y, Kassab GS. A hybrid one-dimensional/Womersley model of pulsatile blood flow in

the entire coronary arterial tree. Am J Physiol Heart Circ Physiol. 2007;292:H2623–33.
19. Guo X, Kassab GS. Distribution of stress and strain along the porcine aorta and coronary

arterial tree. Am J Physiol Heart Circ Physiol. 2004;286:H2361–8.
20. Huo Y, Kassab GS. Pulsatile blood flow in the entire coronary arterial tree: theory and

experiment. Am J Physiol Heart Circ Physiol. 2006;291:H1074–87.
21. Huo Y, Kassab GS. A scaling law of vascular volume. Biophys J. 2009b;96:347–53.
22. Kassab GS, Rider CA, Tang NJ, Fung YC. Morphometry of pig coronary arterial trees. Am J

Physiol Heart Circ Physiol. 1993;265:H350–65.
23. Huo Y, Wischgoll T, Kassab GS. Flow patterns in three-dimensional porcine epicardial

coronary arterial tree. Am J Physiol Heart Circ Physiol. 2007;293:H2959–70.
24. Huo Y, Kassab GS. The scaling of blood flow resistance: from a single vessel to the entire

distal tree. Biophys J. 2009a;96:339–46.



Chapter 9
Fluid–Structure Interaction (FSI) Modeling
in the Cardiovascular System

Henry Y. Chen, Luoding Zhu, Yunlong Huo, Yi Liu, and Ghassan S. Kassab

Abstract The cardiovascular system experiences strong fluid–structure interac-
tion (FSI). This chapter presents the theoretical formulations for two powerful FSI
techniques: the arbitrary Lagrangian Eulerian (ALE) and the immersed boundary
(IB) methods. Examples of FSI applications to aortic cross-clamping used during
surgical treatment of heart failure and valveless pumping are also presented.

9.1 Introduction

Nature has an abundance of fluid–structure interaction (FSI) phenomena. Some
examples in the cardiovascular system include valve opening and closure, ventric-
ular ejection, and vessel/myocardial interaction in coronary circulation, and many
others. In systolic heart failure, for example, the ventricular ejection of blood is
weakened which alters the FSI between the ventricle and blood and hence the
passive motion of the heart valves. This change of FSI significantly affects the phys-
iology of the heart and peripheral vasculature and can lead to deterioration of the
cardiovascular system.

FSI problems are generally complex because the structures are usually freely
moving with large deformation. Typically, the Navier–Stokes equations are for-
mulated in Eulerian coordinates, and the solid motion equations are formulated in
Lagrangian. The two sets of partial differential equations are coupled on the mov-
ing interfaces which separates the fluid and solid component. The coupling is not
known at priori and has to be solved as part of the problem; i.e., the FSI is a free-
moving boundary problem. The FSI models have an additional unknown variable
(the time-dependent interface position) and are more challenging than a correspond-
ing fixed boundary problem. Thus analytical solutions to FSI problems are rare and
a computational approach is usually the only option.
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There are a variety of methods for FSI, including the immersed boundary (IB)
[1, 2, 3], the arbitrary Lagrangian Eulerian (ALE) [4, 5, 6], and the fictitious domain
methods [41, 42]. The ALE and IB methods have been widely used in computational
studies of the cardiovascular system. In this Chapter we shall focus on these two FSI
methods for applications to the cardiovascular system.

9.2 The Arbitrary Lagrangian Eulerian (ALE) Method

9.2.1 Governing Equations

The governing equations for the fluid domain are the Navier–Stokes and continuity
equations [7]:

∂ �V
∂t + �V · �∇ �V + �∇p

ρ
− 2 η

ρ
�∇ · D = �0,

�∇ · �V = 0

where V is fluid velocity, P is fluid pressure, ρ is fluid mass density, η is fluid
dynamic viscosity, and �∇ is the gradient operator. D is the fluid rate of deformation
tensor.

The governing equations for the solid are the momentum and equilibrium
equations [35]:

ρai − σij, j − ρfi = 0 in s�(t),
σijnj − ti = 0 on s�(t)

where s�(t) is the structural domain at time t, ti is surface traction vector, σij is stress
of the solid, and ai is the acceleration of the material point along the ith direction.

9.2.2 Material Models

Soft tissues are typically nonlinear pseudo- or hyper-elastic materials [40]. These
materials are best described by strain energy functions such as the Fung and Ogden
models. The Ogden model expresses the strain energy by principle stretches λα ,
α=1,2,3, instead of using strain invariants:

W =
N∑

p=1

μp

αp

(
λ
αp
1 + λ

αp
2 + λ

αp
3 − 3

)
,

where N, αp, and μp are material constants.
The three principle values of the Cauchy stress can be computed as
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σα = p + λα
∂W

∂λα
α = 1,2,3,

where p is pressure. The principle first and second Piola–Kirchhoff stresses are
computed by

Pα = λ−1
α σα Sα = λ−2

α σα .

In the classical anisotropic Fung model, the strain energy density is expressed as
(Fung, 1998)

W = C

2
[ exp (Q) − 1]

and

Q = b1E2
θθ + b2E2

zz + b3E2
rr + 2(b4EθθEzz + b5EzzErr + b6EθθErr),

+b7(E2
θz + E2

zθ ) + b8(E2
zr + E2

rz) + b9(E2
θr + E2

rθ )

where C, b1–9 are material parameters determined experimentally. The various E’s
are components of the Green–Lagrange strain tensor.

9.2.3 The ALE Formulation for Fluid–Structure Interaction

The ALE is an effective way to treat FSI problems. Instead of using either a single
Lagrangian approach or a single Eulerian approach, the ALE describes the motion
of fluid in a moving reference frame whose velocity is almost arbitrary with the sole
constraint that the velocity on the fluid–solid boundary must equal to that of the
boundary. Note that the velocity of the reference frame is usually neither the fluid
particle velocity such as in a pure Lagrangian description nor zero in a pure Eulerian
description.

After introducing a reference frame which moves with some velocity, the
ALE-modified Navier–Stokes equation for a viscous incompressible flow follows
as [4, 5]

ρ

(
∂ui

∂t
+ (uj− �

uj )
∂ui

∂xj

)
− ∂

∂xj

(
μ

(
∂ui

∂xj
− ∂uj

∂xi

))
+ ∂p

∂xi
= 0,

∂uj

∂xj
= 0, i, j = 1, 2, 3,

where uj, j = 1, 2, 3 are the components of the flow velocity;
�
uj, j =1, 2, 3 are

the components of the domain velocity; p is the pressure, ρ is the fluid density, and
μ is the dynamic viscosity. Note that the reference frame velocity only affects the
convection term.
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The boundary conditions for the inflow boundaries could be measured experi-
mentally. The boundary condition for the surface traction can be prescribed at the
outflow boundaries.

9.2.4 A Numerical Procedure for ALE Solutions

The treatment of the two different flow domains G(tn) and G(tn+1) is a major step
of the numerical solution at the time level tn+1. Boukir et al. presented a first-order
approximation based on a numerical procedure which consists of the following three
steps [8, 43]:

(1) Calculate the domain velocity:

ûn
j = xn+1

j − xn
j

tn+1
j − tnj

, j = 1, 2, 3,

where xn+1
j , j = 1, 2, 3 and xn

j , j = 1, 2, 3 are the coordinates of the nodes at

time levels tn+1 and tn.
(2) Compute the solution, u n+1

j , j = 1, 2, 3 and p n+1 in the domain G(tn) by
using the domain velocity �un

j , j = 1, 2, 3 in the ALE-modified Navier–Stokes
equation.

(3) Use a first-order approximation for the velocity un+1
j , j = 1, 2, 3, and the

pressure pn+1 in G(tn+1). Boukir et al. presented that

un+1
j (xn+1) = u n+1

j (xn), j = 1, 2, 3,

pn+1(xn+1) = p n+1(xn), j = 1, 2, 3.

9.2.5 Alternative Approach for Treatment of Fluid
with Moving Boundary

When the moving wall boundary is considered, the moving wall surface, represented
by the equation S(x,t)=0, must always remain a surface (kinematic) condition as

∂S

∂t
+ vwall · ∇S = 0,

where vwall is wall surface velocity. The convective term in the Navier–Stokes equa-
tion is changed to ρ(v + vnode) · ∇v, where vnode is the finite element nodal velocity
due to the wall motion. The boundary conditions of the flow domain include the
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inlet/outlet velocity profile, and moving wall boundary condition on the solid–fluid
interface. The inlet and outlet velocity profiles can be obtained experimentally.

9.2.6 Discretization and Numerical Solution of the Discrete
Equations

The Navier–Stokes and kinematic condition Equations can be solved using the
Galerkin FE method [9, 10]. Briefly, the computational domain of the vessel flow is
first divided into small elements. With each element, the dependent variables v and
P are interpolated by the shape functions, φ(x) and ψ(x), respectively, as

vm(x,t) = φT (x)Vm(t); P(x,t) = ψT (x)P(t),

where Vm(t) and P(t) (superscript m denotes the mth velocity component) are the
unknown column vectors at an element nodal point. The matrix form of the finite
element discretized equations may be written as follows:

[
M 0
0 0

] [
V̇
Ṗ

]
+
[

A(V) + K −C
−C 0

] [
V
P

]
=
[

F1
F2

]
,

where the global matrices M, A(V), C, and K are assembled from the following
element matrices:

Me =
∫
�e
ρφφTdV; Ae =

∫
�e
ρφ(v + vnode) · ∇φT ; (Ce)j =

∫
�e

ej · ∇φψTdV

and

(Ke)ij =
(∫

�e
μ∇φ · ∇φTdV

)
δij +

∫
�e
μ(ei · ∇φ)(ej · ∇φT )dV

in which �
e is the computational domain of an element, ei (i =1, 2, 3) is a unit

vector in the ith coordinate direction. The right-hand side of equation, F1 and F2,
can be obtained from the inlet and outlet conditions, respectively, which is iteratively
updated at every time step in the transient computation.

To incorporate the moving wall kinematic boundary condition, the front tracking
technique can be applied. By this technique, the nodes along the wall surface are
allowed to move such that they remain on the moving surface all the times. Thus,
kinematic condition equation can be solved using the weighted residuals method as

∫
�f

ζ

(
∂S

∂t
+ vwall · ∇S

)
= 0

where �f and ξ are computational domain and the shape function of the wall surface,
respectively. The fluid calculations with moving wall will be solved iteratively with
the time differentials approximated by the implicit time differencing scheme.
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9.2.7 Formulations for Fluid–Structure Coupling

The Navier–Stoke equations for the fluid and the momentum and equilibrium equa-
tions for the solid are coupled on the fluid–solid interface via the kinematic and
dynamic conditions as follows:

d f = d s,

n·τ f = n·τ s.

where n denotes the normal vector of the interface. The symbols d f and d s denote
the fluid and solid displacements. The symbols τ f and τ s denote the fluid and
solid stresses. The underline indicates the variable is evaluated on the solid–fluid
interface.

The solid and fluid models can be coupled by the fluid nodal positions on the FSI
interfaces which are determined by the kinematic conditions. The displacements of
the other fluid nodes are determined so as to preserve the initial mesh quality. The
ALE-modified governing equations for fluid flow are then solved. For the dynamic
case, the fluid stresses are integrated along the fluid–solid interface and applied on
the corresponding solid nodes.

9.2.8 Finite Element Equations of the Coupled System

Let the fluid equations and the solid equations be represented by Gf[f, f] = 0 and
Gs[d, ḋ, d̈] = 0, respectively, where f represents the fluid variables and d represents
the solid displacements. Let the solution vectors of the coupled system be X =
(Xf, Xs), where Xf and Xs are fluid and solid solution vectors defined at the nodes
respectively. Thus, ds = ds = (Xs) and τ f = τ f(Xf). The equations of the coupled
system can be expressed as [11, 5]:

F[X] ≡
[

Ff [Xf , ds(Xs)]
Fs[Xs , df (Xf )]

]
= 0,

where Ff and Fs are finite element equations corresponding to equations Gf and Gs
respectively.

9.2.9 Iterative Computing of Two-Way FSI Coupling

The computational procedure is summarized in Fig. 9.1. For each time step, the
fluid model is solved first, with the imposed boundary condition; then the fluid pres-
sure and shear stress fields are passed onto the solid model, and displacements and
stresses of the solid are solved; with the solid model updated, onto the next time
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Solve for fluid at time t, 
obtain P, V, shear 

Use fluid P, V, shear, 
compute solid wall 

motion & coordinates at t

Use solid V, coordinates for fluid 
BC at  t + dt, solve fluid 

Solve for solid at t + dt 

No, incrementizeDo solid and fluid 
solutions

converge?  

Solve for next 
time step:  t + 2dt 

Fig. 9.1 The flow chart for fluid–structure interaction iterative algorithm

step, the fluid variables are solved again. This process continues until the solutions
converge [5, 11].

9.3 The Immersed Boundary (IB) Method

9.3.1 Introduction

The IB method is a practical and effective method for mathematically formulating
and numerically solving problems involving interactions between an elastic struc-
ture and an incompressible viscous fluid. The immersed elastic structure can be
either passive (e.g., a flapping flag) or active (e.g., a swimming eel); it can either be
neutrally buoyant (e.g., a swimming sperm) or heavier/lighter than the surrounding
fluid (e.g., a flying insect).

The IB method was formulated by Charles S. Peskin [1, 2] for studying the flow
patterns around human heart valves in the 1970s, and has since become a general
method for investigating flexible structure–viscous fluid interaction problems. It has
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been applied to both natural and prosthetic cardiac valves [1, 12–14], and to the
modeling and simulation of the whole heart [15–17].

There exists a variety of different versions of the IB method [3]. The underlying
philosophy is that the entire system (viscous fluid + elastic body) is treated as an
incompressible composite material and an Eulerian description is used to describe
its dynamics as a whole. In addition, a Lagrangian description is used to depict the
motion of the immersed elastic body where the connection between Eulerian and
Lagrangian variables are realized by the Dirac delta function. In general, the incom-
pressible viscous Navier–Stokes equations with additional forcing term from the
immersed boundary (and variable density resulting from the mass of the immersed
body if it is not neutrally buoyant) are used to govern the whole system. The govern-
ing equations are discretized on a fixed Eulerian uniform grid while the equations
of the elastic structure are discretized on a collection of Lagrangian moving points
which do not necessarily coincide with the fixed Eulerian mesh points. It should be
noted that the shape and position of the immersed boundary is not known in advance
and has to be determined from the solution. Thus, the Navier–Stokes solver does not
require the shape and location of the moving elastic body. The influence of the lat-
ter is taken into account by spreading the mass and force to the nearby fluid. The
motion of IB is updated by the surrounding fluid velocity via interpolation because
of the no-slip conditions at the boundary. The interaction between the fluid and the
elastic body is mediated by a smoothed approximation to the Dirac delta function
which plays an important role in the IB method. This smoothed delta function is
used to spread the mass and force of the boundary to the fluid and to compute the
new position of the boundary by interpolating its velocity from the surrounding fluid
velocity field.

9.3.2 Mathematical Formulation

The mathematical formulation for the IB method reads as follows:

ρ

(
∂u
∂t

+ u · ∇u
)

+ ∇p = μ�u + f,

∇ · u = 0,

ρ(x,t) =
∫

M(α)δ(x − X(α,t))dα,

f(x,t) =
∫

F(α,t)δ(x − X(α,t))dα,
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∂X
∂t (α,t) = u(X(α,t),t)

= ∫ u(x,t)δ(x − X(α,t))dx,

F = −℘E

℘X
,

where t is the time, x is a fixed Eulerian coordinate, u is velocity, p is pressure, ρ
is fluid mass density, μ is fluid dynamic viscosity, f is the Eulerian force density
applied by the immersed elastic structure to the fluid, M is the mass density of the
immersed structure, α is the Lagrangian coordinates associated with the structure,
X is the position of the structure, E is the elastic potential energy of the structure,
F is the Lagrangian force density applied by the structure to the fluid, and ℘E

℘X is the
variational derivative of E with respect to X.

9.3.3 Discretization and Numerical Methods

The IB formulation is a nonlinear system of integral–differential equations which
may be numerically solved by different versions of the IB method among which
are the Fast Fourier Transform (FFT) version and the multi-grid version. Typically,
a finite difference method is used for the discretization of the above nonlinear
system on a spatially periodic computational domain. If the immersed flexible
structure is neutrally buoyant in the fluid, the Eulerian mass density is a constant
in space and time. The discrete FFT is routinely used to solve the discretized
incompressible Navier–Stokes equations [2, 18, 3]. If the immersed structure is
not neutrally buoyant, the mass density varies with space and time which pre-
cludes the use of FFT. Instead the multi-grid version of the IB method [18, 3,
19] may be used. In the multi-grid IB method, the Chorin’s classical projec-
tion method [20, 21] extended to the case of variable mass density is used to
discretize the integral–differential equation system on a series of non-staggered
gradually coarsened grids, and a multi-grid method is used for solving the dis-
crete equations. In both cases, the convection term is linearized and a skew-
symmetrical treatment is employed to guarantee the conservation of fluid kinetic
energy.

9.4 Applications

9.4.1 Application of the ALE FSI to Surgical Devices

Vascular cross-clamping is applied in many cardiovascular surgeries such as coro-
nary bypass, aorta repair, valve procedures, and surgical ventricular restoration
for treatment of heart failure. Although some clamps are marketed as so called
“atraumatic”, evidence suggests otherwise [22]). Experimental studies have found
that clamping causes various degrees of damage to the artery, from endothelium
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denudation to severe intima injury as observed by histology [37–39]. Endothelial
damage increases platelet uptake and may progress to thrombus formation with the
risk of vessel occlusion [23, 22].

Studies by Margovsky et al. found that deposition of platelets was proportional
to endothelial damage [36]. Functional studies on vessel reactivity also revealed
long-term effects of clamping on vessel function. Intramural stress concentrations
in the vessel wall and related injuries have been linked to disease processes such
as lipid invasion and calcification via the inflammatory process [24]. The greatest
risk in clamping lies in the compression that can break vulnerable plaque in an
atherosclerotic aorta. Once released, the plaque may cause vessel occlusion and
stroke.

9.4.2 Computational Studies

Since aortic clamping alone is performed in about 500,000 patients per year world-
wide particularly for heart failure surgery [25], a safer clamp would benefit many
patients. A common design feature of popular atraumatic clamps such as the Cooley
clamp involves a protruded clamp area for more gripping and prevents tissue slip-
page. The vessel deformation and stress analysis can provide valuable insights into
the causes of tissue injury [23, 26, 27]. Realistic computational models may lead
to significant improvement of vascular clamp design, and are therefore of potential
interest to surgeons and clamp manufacturers.

Despite the apparent clinical significance, however, there have been few com-
putational studies of clamping. Gasser et al. [26] and Calvo et al. [27] provided
clamp simulations that did not include fluid or FSI. The models were also not able to
occlude completely (90% in Gasser and Holzapfel, and 60% in Calvo et al.) and dif-
ficulties in achieving convergence when the vessel was highly deformed were cited.
Arterial clamping involves large deformations and contact between multiple rigid
bodies and soft tissue which are computationally challenging. A model combining
such multi-body contact with FSI adds additional challenges.

9.4.3 Possible Injury Mechanisms

Recently, Chen and Kassab implemented clamp simulations including large defor-
mation and FSI. They found that in the case of the cylindrical clamp, the radial
compression and axial stresses were of largest magnitude but shear stress was rel-
atively small. Therefore, the injury mechanism is likely to stem from compression
and axial stresses caused by the clamps (Fig. 9.2).

The vessel may be more prone to injury by the large compressive stress during
closure as aorta normally does not experience significant compression. The high
compressive stresses predicted by the model are consistent with vessel injuries from
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Fig. 9.2 The stress distribution with the cylindrical and plate clamps. The wall stresses caused by
the cylindrical clamp were much higher than those of the plate clamp (Chen and Kassab)

clamping as revealed by histological studies. Even stresses that are considered non-
destructive may have long-term effects as revealed by experimental studies on vessel
function such as the ability to relax or constrict [28].

9.4.4 Fluid Dynamics

Figures 9.3 and 9.4 illustrate the dynamic and highly transient nature of the fluid dur-
ing the closure process and support the importance of implementing the FSI model
(Chen and Kassab). Fluid shear stresses became higher towards the endothelium. It
is well known that abnormally low or high WSS have effects on endothelial biology
[29].

Although these effects are transient and hence acute, they may cause thrombo-
sis. Experimental studies by Markulsky et al. found that endothelial damage from
so-called atraumatic clamps increased platelet uptake and may progress to accumu-
lation of thrombus with the risk of thrombosis. They further found that deposition
of platelets on the clamped surface was proportional to the extent of endothelial
lesions.

Fig 9.3 Flow reversal profile in the FSI model (Chen and Kassab)
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Fig. 9.4 Fluid shear stresses induced by the plate-like and cylindrical clamps (zoom in view)
(Chen and Kassab)

Figure 9.3 demonstrates that at about 70% occlusion, flow reversal in the
upstream section was observed as indicated by the negative flow. This has impor-
tant implications as reverse flow can acutely cause endothelium to produce more
superoxides which can scavenge nitric oxide [30].

This FSI model simulates an aortic cross-clamping process for heart failure repair
with emphasis on closure dynamics of both solid and fluid. Both the fluid and solid
mechanics during the closure process are found to be highly transient and dynamic.
The utility of the model is to enable optimization of the design of clamps that may
cause less trauma to arteries. Furthermore, this model may serve as a basis for vir-
tual clamping where surgeons can examine various surgical scenarios in silico and
predict the mechanical stresses in the vessel wall.

9.4.5 Application of the IB Method

The IB method has been successfully applied to numerous problems in compu-
tational biofluid dynamics [3]. Here we shall briefly review two applications as
illustrations: valveless pumping [31] and closing and opening of a couple of flexible
fibers in a flowing viscous fluid [32].

9.4.6 Valveless Pumping

The valveless pump is interesting in that it provides a net flow in the circulatory
system at the early stage of the human embryo when the heart valves have not yet
developed. The net flow is produced by the beating of the premature heart with-
out the valves. Many researchers have worked on the theory and mechanism of
valveless pumping through theoretical studies and laboratory experiments [33]. Jung
and Peskin investigated the valveless pumping through numerical simulations using
the FFT version of the IB method. They considered a periodic rectangular domain
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Fig. 9.5 Velocity vector field
of an anticlockwise net flow
generated by the valveless
pumping [31]

filled with a viscous incompressible fluid. A closed loop (in the shape of a race-
track) was immersed in the domain. The loop was rigid except for the flat bottom
portion that was flexible. The motions were driven by prescribed sinusoidal oscil-
lations of fraction of the flexible portion of the loop. Figure 9.5 shows a typical
simulation result where the dark rectangle is the computational domain and the red
curves represent the loop. The blue dots represent fluid markers and the arrows
visualize the velocity field. A counterclockwise net flow is produced by valveless
pumping.

9.4.7 Flexible Fiber in a Flow Field

Flexible fibers in a viscous flow field represent a number of biological prob-
lems including a glycocalyx on the endothelium, a primary cilia on cell surfaces,
microvilli in the intestines, and others. Experiments were performed by Zhang et al.
[34] on the interaction of a pair of flexible fibers both fixed at the upper tips and
separated by a horizontal distance D in a flowing viscous incompressible fluid. The
elastic fibers form a valve-like structure. When the distance D is large enough com-
pared to the fiber length L (i.e. D/L > 0.21), the valve executes an anti-phase clapping
motion resembling the closing and opening of a cardiovascular valve in two dimen-
sions. Zhu and Peskin [32] performed numerical simulations of the 2D valve–fluid
system using the multi-grid version of the IB method. The simulation was performed
on a rectangular domain with aspect ratio 1:2 (width to height), see Fig. 9.6. A vis-
cous fluid flows from top to bottom. No-slip boundary condition is used for the
two side walls, and measured velocity profiles are used at the inlet (top) and outlet
(bottom).

The simulation results are shown in Fig. 9.6 for two typical time instants (top
panel time = 11, bottom panel time = 11.6). The left panels plot the instantaneous
positions of fluid markers generated in bursts intermittently at the inlet for visual-
ization of fluid particles. The right panels shows vorticity contours for visualization
of the vertical field. After a short adjustment period, the system “forgets” its initial
conditions, and the two fibers settle into their stable anti-phase clapping state. This
motion of closing and opening of the fibers is analogous to that of a heart valve. The
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Fig. 9.6 The clapping
motions (opening/closing) of
two flexible fibers in a
flowing viscous fluid.
Dimensionless time = 11
(top) and 11.6 (bottom)

clapping frequency is about 41 Hz. The closing and opening is periodic in time and
self-sustaining. In these simulations, the valve formed by the flexible fibers was able
to close fully before opening. The FSI involved in the simulation and the actual heart
valves share multiple similarities. In both cases, the valves are passive, flexible, and
are immersed in a viscous incompressible moving fluid. They interact through the
surrounding fluid and execute cyclic closing–opening motion.
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9.5 Conclusion

The cardiovascular system is an extremely complex living system which involves
complicated interactions of flowing blood and distensible soft vessels. The blood is
a non-Newtonian complex fluid consisting of a plasma and numerous suspensions
such as deformable cells (e.g., red blood cells, white blood cells, and platelets),
enzymes, and hormones. The vessels are typically a multiple-layered structure made
of living soft matters which are active, nonlinear, visco-elastic, and whose mechan-
ical properties may be time-dependent. It remains a difficult task to model and
simulate the cardiovascular FSI. The utility of the FSI approach to understand heart
failure remains a laudable goal for the future.
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Chapter 10
Turbulence in the Cardiovascular System:
Aortic Aneurysm as an Illustrative Example

Liang Ge and G.S. Kassab

Abstract Turbulence is a fluid regime characterized by chaotic and stochastic
changes of flow. The onset of turbulence can occur under disease conditions and
is known to have adverse effects on the function of the cardiovascular (CV) sys-
tem. This chapter outlines the basic features of turbulence in the CV system. As
a specific example, simulation of turbulent flow in an abdominal aortic aneurysm
(AAA) is presented. The simulated results show that transition to turbulence occurs
in large aneurysms with high Reynolds number. Onset of turbulence is seen to dras-
tically change the distribution of wall shear stress and fluid pressure. The general
implications are enumerated.

10.1 Introduction

Turbulent flow is a flow status characterized with a large number of chaotic and ran-
dom eddies or vortices. This includes high-momentum convection, low-momentum
diffusion, and rapid fluctuation of pressure and velocity in space and time. Flow that
is not turbulent is called laminar flow. The solutions of the Navier–Stokes equations
governing fluid motion are unstable at large Reynolds numbers where turbulence
occurs. The sensitive dependence of the initial and boundary conditions makes fluid
flow stochastic both in time and in space so that a statistical description is warranted.

The dimensionless Reynolds number (ratio of inertial to viscous forces) char-
acterizes whether flow conditions lead to laminar or turbulent flow. For example,
for flow in a cylinder or vessel, a Reynolds number > 4000 (2100–4000 is known
as transitional flow) will be turbulent. The Reynolds number is defined as ρUD/μ
where ρ and μ are the fluid density and viscosity of blood and U and D are the mean
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flow velocity and vessel diameter. At low Reynolds number where the viscous forces
dominate the inertial forces, the flow is laminar, i.e., smooth. As the Reynolds num-
ber increases (increase in density, speed, or diameter; or decrease of viscosity), the
transition to turbulent flow may occur. In turbulent flow, unsteady vortices appear
on many scales and interact with each other.

Turbulence causes the formation of eddies of many different length scales. The
large-scale structures contain most of the kinetic energy of the turbulent motion.
The energy transport from large-scale to smaller-scale structures occurs mainly by
an inertial mechanism. This process creates smaller and smaller structures which
produce a hierarchy of eddies. Eventually this process creates structures that are
small enough that molecular diffusion and hence viscous forces become important.
The scale at which this happens is the Kolmogorov length scale.

Turbulence occurs ubiquitously in nature, ranging from rising smoke to industrial
flows in a combustion engine. Under normal physiological conditions, the blood
flow in the cardiovascular (CV) system is typically laminar or only weakly turbu-
lent (ventricles and large aorta). Strong turbulent flows, however, can occur under
disease conditions. For example, implantation of a mechanical heart valve or blood
vessel stenosis often leads to flow turbulence [1]. The onset of turbulence in CV
flows has tremendous impact on the CV system. It may increase the mechanical
energy loss, thus imposing larger work load on the heart. It can also promote dis-
ease through an atherogenic response of endothelial cells. Hence, the study of flow
turbulence in CV system is of tremendous importance.

Although the exact role of turbulence in the progression of CV disease is not
fully understood, it is well known to promote pathogenesis of CV system. For
example, turbulent flow causes significantly more blood clots than laminar flow
[2]. Such flow-induced platelet-damage and clot formation is believed to be the
leading cause of blood clotting in patients with implanted mechanical heart valves.
This issue significantly limits the long-term clinical outcome of mechanical heart
valves [3]. Turbulent flow can also impact the progression of atherosclerosis through
flow-mediated mechanotransduction of endothelial cells. In vitro studies show that
endothelial cells subjected to turbulent flows have higher turnover rate than those
subjected to laminar flow [4].

To illustrate some of the features of turbulence, we present computational fluid
dynamics (CFD) model of flow through an abdominal aortic aneurysm (AAA).
AAA is a localized dilation of the infrarenal aorta. Rupture of AAA causes bleed-
ing which is associated with very high mortality and mobility rate. Currently AAA
rupture ranks the 11th leading cause of death in the United States. Although the
exact mechanism governing the genesis, progression, and eventual rupture remains
unknown and somehow controversial [5], it is well appreciated that biomechani-
cal factors, including blood flow shear stress and arterial wall stress, play key roles
in the progression of AAA. Here, we illustrate the impact of AAA geometry on
turbulence transition and consequently impact the aortic wall shear stress (WSS)
through numerical CFD simulations. Transition to turbulence was observed in large
aneurysm models. The onset of turbulence was seen to have tremendous impact on
WSS and fluid pressure.
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10.2 Simulation of Aortic Aneurysm Flow

A simplified AAA geometric model is used as shown in Fig. 10.1. The profile of the
curve is described as:

y(x) = R

[
1 + 1

2
(D − 1)

(
1 − cos

(
2πx

L

))]
. (10.1)

The model geometry is characterized with two simple geometrical parameters:
the size ratio D = Rmax/R and the aspect ratio L = l/R as shown in Fig. 10.1. This
construction of the aneurysm geometry allows easy scaling of the aneurysm size
which has been previously adopted in a number of experimental studies to inves-
tigate the aneurysm flows [6, 7]. Although not physiologically correct, the model
geometry has been shown to reproduce some of the important flow features observed
in real aneurysm flows.

Fig. 10.1 The geometry of
the simulated AAA models

The blood was assumed to be an incompressible Newtonian fluid. The aortic wall
was assumed to be non-deformable solid walls and hence no fluid–structure inter-
action (FSI) was considered. Under these assumptions, the pulsatile flow motion
through an AAA is governed by the unsteady Navier–Stokes equations, whose
dimensionless form reads as

∂ui

∂xi
= 0, (10.2)

∂ui

∂t
+ ∂uiuj

∂xj
= − ∂p

∂xi
+ 1

Re
∇ui, (10.3)

where ui denotes the dimensionless velocity components in space (ui=ui/U, U
the characteristic velocity), p is the dynamics pressure, and Re=(ρUD)/μ is the
Reynolds number of the flow.

The governing equations were solved using an in-house CFD solver. The solver
was originally developed to investigate the flow turbulence often observed in
bileaflet mechanical heart valves. The detail of the flow solver has been presented
elsewhere [8]. Briefly, the solver uses a curvilinear grid system to discretize flow
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domain. A representative grid used to discretize the aneurysm flow domain is shown
in Fig. 10.2. In order to address the well-known odd–even decoupling problem
seen in incompressible flow simulations, the flow solver adopts a staggered-grid
approach to store the velocity and pressure components. Such an arrangement
allows the enforcement of the divergence free condition (Eq. 10.2) up to machine
zero. The combination of staggered-grid storage and curvilinear grid system, how-
ever, is well-known to lead to complicated discretization of the momentum equation
(Eq. 10.3). This issue was addressed by using an innovative hybrid scheme that com-
bines the advantages of staggered-grid (no odd–even decoupling) and non-staggered
grid (easy discretization) approaches [8]. The unsteady governing equations are
advanced in time using a fractional step approach. The momentum equations are
solved using a Newton–Krylov method and the pressure Poisson equation is solved
by a multigrid approach. The combination of these numerical schemes leads to a
very efficient CFD solver. The CFD solver has second-order accuracy in space and
time which has been validated in previous works [1, 8].

Fig. 10.2 Curvilinear grid used to discretize the AAA geometry

The inlet flow condition was based on the physiological flow waveform measured
under resting condition [9]. It is a triphasic waveform (Fig. 10.3), consisting of a
large systolic forward flow, followed by a backward flow during early diastole and
a second (smaller) diastolic forward flow. The peak Reynolds number is 2300 and
the average Reynolds number is approximately 500 (heart rate of 72 beats/min).

Numerical simulations were carried out for three different aneurysm geometries.
The diameter of the upstream aorta is 1.8 cm. The aspect ratio L of each model was
set to 3. The size ratio, which determines the diameter of the aneurysm, of these
models was 1.5, 2.1, and 2.75, respectively. This is equivalent to a 2.7 cm, 3.78 cm,
and 4.95 cm aneurysm, respectively.

For each aneurysm model, the inlet and outlet were placed at 5.5 and 7.5 diame-
ter away from the center of the aneurysm. Each aneurysm model is discretized with
a curvilinear grid with more than 3 million (101×101×321) grid nodes. A plug
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Fig. 10.3 Inlet physiological
flow waveform under resting
conditions

velocity profile was specified at the inlet of aneurysm. Each cardiac cycle was
simulated with 2000 time steps. For each model, the simulations were carried out
for at least five cardiac cycles if the flow is laminar or ten cycles if the flow is
turbulent.

10.3 Simulation Results

In the three models studied, onset of turbulent flow was observed both in the inter-
mediate and large aneurysm models while only laminar flow was observed in the
small aneurysm. Since the majority of flow characteristics are very similar between
the two cases with turbulent flows, only results from the large and small aneurysms
will be presented below.

10.3.1 Two-Dimensional Instantaneous Flow Field

The 2D flow features of the large aneurysm model at selected time instants through
a cardiac cycle are visualized (Fig. 10.4). A characteristic feature of the flow is the
initialization, evolution, and eventual rupture of a vortex ring structure. Initially, the
onset of upstream forward flow at the early systole forms a thin shear layer near
the aortic wall (Fig. 10.4a). This shear layer is initially fully attached to the wall.
The continuous growth of incoming flow causes the shear layer to grow. At a later
time, the strength of the shear layer is too large to be fully attached to the wall,
thus leading to the separation of a small vortex ring structure from the proximal
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Fig. 10.4 Snapshots of instantaneous 2D flow features of the large aneurysm model visualized on
a center plane parallel to the flow direction. The time instants A–H are shown in Fig. 10.3

neck of the aneurysm (Fig. 10.4b). This ring is then transported downstream by the
blood flow which increases the strength of the ring. The ring subsequently reaches
the distal end of the aneurysm wall and impinges on the wall (Fig. 10.4d). The
impinging vortex ring induces a new vortical structure (Fig. 10.4d), which rotates
in a direction opposite to that of the impinging vortex ring. Both the impinging
vortex ring and the newly formed vortical structure move toward the middle of
the aneurysm (Fig. 10.4e) and eventually break into large number of small and
chaotic vortices (Fig. 10.4f–h); i.e., onset of the transition to flow turbulence. It
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should be noted that the turbulent vortices that appear during the late half of cardiac
cycle remain in the intra-aneurysm region and their remnants are visible at early
systole.

The flow in the small aneurysm is characteristically different from the large
model flow (Fig. 10.5). The initial flow separation and formation of a vortex ring
at the proximal end of the aneurysm occur much later into the cardiac cycle. Once
formed, the vortex ring also travels toward the distal end. But the distance trav-
eled is much shorter in the small aneurysm (Fig. 10.5c and d) and unlike the large
aneurysm flow, the vortex ring does not impinge on the aortic wall. Instead, the
strength of the vortex ring decays before the structure reaches the distal end and the
remaining strength is not sufficient to induce a large opposite vortex. As a result,
the onset of small vortices are not observed in this flow. The well-organized instan-
taneous flow pattern in this structure indicates that the flow remains laminar in the
small aneurysm.

10.3.2 Three-Dimensional Flow Structures

To appreciate the complicated flow structures, we analyzed the coherent vortical
structures in these model flows using the Q-criterion approach. The Q-criterion is
defined as:

q = 1

2

(
‖�‖2 − ‖S‖2

)
, (10.4)

where S and � denote the symmetric and asymmetric part of the velocity gradient
tensor, respectively, and ‖•‖ is the Euclidean matrix norm. Positive q indicates that
the rotation rate dominates the strain rate locally. Regions of positive q are therefore
occupied by vortical structures [10]. This approach has been previously used to
visualize the 3D flow features in blood flows through bileaflet mechanical heart
valves [1].

The 3D coherent structures of the large model flow are shown in Fig. 10.8. At
the early systole, small vortical structure remaining from the previous cycle is seen
in the aneurysm region. The incoming systolic flow washes these small structures
downstream, which leads to the formation of a number of elongated longitudinal
vortices (Fig. 10.6b). At the proximal side, a well-organized vortex ring is formed
due to flow separation (Fig. 10.6b). This ring is advected toward the distal end of the
AAA by the intraluminal flow and impinges on the distal wall at a later time instant
(Fig. 10.6d). The interaction between the impinging vortex ring and the distal AAA
wall induces a secondary vortex ring (Fig. 10.6d), which rotates in the opposite
direction to the impinging ring as mentioned earlier. This secondary vortex ring
breaks up into a large number of small vortical structures which leads to the onset
of turbulence in this region (Fig. 10.6e). At the time of secondary vortex ring break-
up, the impinging vortex ring remains coherent as reflected by the ring-like structure
in Fig. 10.6e. This indicates that the small vortical structures primarily originate
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Fig. 10.5 Snapshots of instantaneous 2D flow features of the small aneurysm model visualized on
a center plane parallel to the flow direction. The time instants A–H are shown in Fig. 10.3



10 Turbulence in the Cardiovascular System 167

Fig. 10.6 Three-dimensional
vortical structure of the large
aneurysm model flow
visualized with Q-criterion.
The time instants A–H are
shown in Fig. 10.3

from the secondary vortex ring, not the impinging ring that first emerged from the
proximal aneurysm neck. The interaction between the small vortex structures and
the impinging ring eventually leads to the break of the coherent ring at a later time
instant (Fig. 10.6 g).

The difference between the small and large model flows is once again revealed
in Fig. 10.7. Throughout the cycle, the flow in the small model is dominated by
a well-organized ring. The strength of the vortex ring diminishes due to the vis-
cous effect of the blood and dissipates before it reaches the distal end of the
aortic wall.
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Fig. 10.7 Three-dimensional
vortical structure of the small
aneurysm model flow
visualized with Q-criterion.
The time instants A–H are
shown in Fig. 10.3

10.3.3 Transition to Turbulence Due to Interaction Between Vortex
Ring and Aortic Wall

The difference of the vortex ring dynamics between the two aneurysm models seen
in Figs. 10.6 and 10.7 is likely to be the major factor leading to the different tur-
bulent/laminar flow regimes between the two aneurysm models. Ring-like vortical
structures are widely seen in nature and have been extensively investigated due to
their fundamental fluid mechanics importance [11]. The evolution of the vortex ring
in simplified AAA models has been experimentally measured using the particle
image velocimetry technique [7]. Vortex ring formation has also been demonstrated
in the pulsatile flows through a stenosed aorta [12] and through a bileaflet mechan-
ical heart valve [1]. In both the stenosed aorta and valve flows, the vortex ring was
seen to break into a very chaotic web of small eddies and hence the onset of flow
turbulence. The current results reveal a slightly different vortex-ring break-up mech-
anism. The leading vortex ring induces a second vortex ring near the distal aortic
wall. This induced vortex breaks up into a chaotic system prior to the leading vortex
ring, and subsequently dissolves the leading vortex ring into small and chaotic ones.
These small vortices recirculate within the aneurysm until the onset of flow systole
at the next cardiac cycle, when they are washed away from the aneurysm.
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The different vortex ring dynamics between the small and large aneurysm is
caused by the aortic wall. In the case of the small aneurysm, the growth of the lead-
ing vortex ring is significantly restricted by the aortic wall which limits the growth
of the strength of the ring. The weaker ring in the small aneurysm was seen to not
travel as far as the one in the large aneurysm and was not able to extract a second
ring from the distal end walls. The lack of this second ring significantly reduces the
complexity of the intraluminal flow and likely increases the stability of the flow. As
a result, we did not observe a transition to turbulence in the small aneurysm.

The interaction between the vortex ring and aortic wall clearly demonstrates the
importance of boundary condition on the vortex ring evolution. The majority of
previous vortical ring investigations focus on wall-free vortex rings where the size
of vortex ring is relatively small compared with the size of the ambient fluid flow
domain. The complicated flow pattern induced by the vortex-ring/wall interaction
suggests that the vortex ring dynamics may be very different from wall-free rings.
This is a worthwhile direction for further investigations.

10.3.4 Time History of the Instantaneous Velocity Field

Figure 10.8 shows the time histories of streamwise and spanwise velocity compo-
nents recorded at a center point located near the distal end of the large (Fig. 10.8a)
and small aneurysm (Fig. 10.8b). A stark contrast between the two cases is clearly
seen in the figures. The time history of the small aneurysm is well-organized
throughout the cardiac cycles, revealing the laminar flow nature of this model. The
large aneurysm, on the other hand, is dominated with random velocity fluctuations
which indicate the existence of flow turbulence in this model.

The instantaneous velocity history for the large aneurysm model shows that the
fluctuation of the two spanwise velocity components appears to be more intensive
than the streamwise velocity. This may be attributed to the large number of vortical
structures observed under turbulence conditions which are aligned longitudinally.
The longitudinal vortices create stronger cross-section circular than streamwise fluc-
tuation, thus leading to more dominant velocity fluctuation along the two spanwise
directions.

10.3.5 Impact of Turbulence on Shear Stress Distribution
in the Flow Domain

By definition, shear stress is a second-order tensor whose values are coordinate
dependent. In order to quantitatively evaluate the level of shear stress the con-
cept of local maximum stress was used to analyze the stress distribution. The local
maximum stress is defined as the difference between the maximum and minimum
principle stress; namely:
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Fig. 10.8 Time history of instantaneous velocity components recorded at a center point near distal
end of the aneurysm. (a) Large aneurysm model; (b) small aneurysm model

τmax = 1

2
(σ1 − σ3), (10.5)

where σ 1 and σ 3 are the maximum and minimum principle stress of the stress
tensor τ ij.

The contours of local maximum stress at the near-peak systolic flow distribution
of the large and the small aneurysm models are shown in Fig. 10.9. The peak value
of local maximum stress is not significantly different between the small and large
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aneurysms. Area of regions of relatively high stress, however, is greater in the large
aneurysm case. In the small aneurysm, where flow remains laminar throughout the
cycle, the high stress region is only seen in a relatively thin layer attached to the
aortic wall. The large aneurysm, however, is seen to have islands of high stress in
the middle of aneurysm due to the impact of turbulence transition.

Fig. 10.9 Contours of maximum local shear stress at time instant B (Fig. 10.3) on a center plane
parallel to the flow direction. (a) Large aneurysm model; (b) small aneurysm model

The transition to flow turbulence in the large aneurysm may partly explain the
high incidence of intraluminal thrombus observed in large aneurysms [13]. Animal
models have shown that turbulent flows promote thrombus formation [2]. Possible
mechanisms leading to increased thrombus formation include elevated shear stress
level, elongated particle residence time, and increased cell-to-cell interaction [14].
As seen in Fig. 10.9, the peak value of local maximum stress is not significantly dif-
ferent between the small aneurysm (laminar flow) and the large aneurysm (turbulent
flow) models. Although the area of high stress regions is seen to be greater in the
large aneurysm case, this difference alone is unlikely to cause significantly different
shear exposure. The increased recirculation time caused by the chaotic vortical sys-
tems (Fig. 10.4) may be more significant in the intraluminal thrombus formation.
Quantitative studies on the particle dynamics in these complicated flow fields are
currently underway.

10.3.6 Impact of Turbulence on WSS

To quantify the fluid shear stress acting on the aortic wall, a local wall coordinate
system consisting of a normal vector and two tangential vectors is defined. The nor-
mal vector, n, is the unit vector perpendicular to the wall surface. The two tangential
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vectors, t1 and t2, are two unit vectors located on the surface plane. t2 is defined as
t2 = n×z

|n×z| (where z is the unit vector along z-axis) and t1 is perpendicular to t2. In
order to calculate the stress, the 3D velocity vector at the near-wall nodes was first
projected to this local wall coordinate system as un = �u·�n, ut1 = �u·�t1and ut2 = �u·�t2.

Two important parameters of the WSS, namely the magnitude and direction, can
be calculated as:

τ = μ

√
u2

t1 + u2
t2

d
, (10.6)

θ = arccos

⎛
⎝ ut1√

u2
t1 + u2

t2

⎞
⎠ , (10.7)

where d is the shortest distance from the near-wall grid node to the wall.
The distribution of WSS magnitude in the large aneurysm model is shown in

Fig. 10.10. Similar to the distribution of pressure, the WSS is also inhomogeneous
in the circumferential direction and characterized with pockets of high and low WSS
regions. The distribution of direction (θ ) is more chaotic than the stress magnitude,
which indicates the rapid change of near-wall flow direction. The distribution of
stress magnitude and direction of the small aneurysm case is axisymmetric (results
not shown).

Fig. 10.10 Contours of surface shear stress (large aneurysm model). (a): Time instant B; (b): time
instant E

The time history of stress magnitude and direction was monitored at two points,
P1 (near proximal neck) and P2 (near distal neck) as indicated in Fig. 10.10 and the
results are presented in Fig. 10.11. As expected, the time history is characterized
with random fluctuation, especially the direction of the shear stress.

WSS is known to play key role in the remodeling process of aortic wall. The
magnitude, the strength of stress oscillation (quantified by an oscillatory shear index
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Fig. 10.11 Time history of instantaneous WSS. (a): Magnitude; (b): angle (θ)

[15], which is defined as OSI = 1/2(1 − (| ∫ τdt|/ ∫ |τ |dt)) ), and the gradient of
shear stress have all been suggested to have certain pathological role.

With the onset of flow turbulence, as seen in the large aneurysm models, the shear
stress cannot be identified by the above-mentioned parameters. The surface stress
was seen to point to all directions and no dominant direction can be identified. The
temporal and spatial gradient of WSS is significantly larger than the laminar flow
(small aneurysm) case. The biological significance of this turbulent WSS needs to
be quantified through in vitro and in vivo cell biology experiments.

10.3.7 Model Limitations

The major limitation of the current model is that it did not consider the FSI effect
between the aortic wall and the intraluminal flow. Although it is likely that the FSI
would not significantly affect the fundamental fluid mechanical features (such as tur-
bulent flow transition), the wave propagation caused by FSI can change the vortex
ring dynamics. Therefore, it is important to include the FSI in future studies. A sec-
ond limitation is that the simulation only considered symmetric aneurysm models.
Recent investigations on the blood flow through stenotic aorta show that asymme-
try may promote the transition to turbulence [12]. Since the majority of AAAs have
asymmetric geometry, the simulation of a more realistic geometry is a must in future
studies.

10.4 Implications

The progression and eventual rupture of AAAs are strongly affected by hemody-
namics factors, including blood flow shear stress and blood pressure. Conditions
such as low flow shear stress [16] or elevated blood pressure [17] have been shown
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to upregulate matrix metalloproteinases (MMPs). MMPs are a family of zinc-
dependent proteolysis enzymes that can digest a wide range of extracellular matrix
proteins. The flow-induced upregulation of MMPs leads to the degradation of medial
elastin, a sentinel characteristic of AAA [18]. In animal AAA models, relatively
high flow shear stress is shown to promote endothelial cell and smooth muscle cell
proliferation, and suppress the progression of AAA compared with low shear stress
level [19]. The shear stress-regulated endothelial cell response, such as MMP-9 [20]
and Cathespin L [21], has been suggested as a potential mechanism that limits AAA
progression.

Turbulent AAA flows have been observed under both in vivo [22] and in vitro
[6, 7] conditions and are anticipated to have major impact on the hemodynamics
through AAA. Due to many numerical challenges, the fundamental features of AAA
have not been reproduced in numerical simulations even under relatively simple
geometrical conditions [23]. Here, we used an advanced CFD solver to simulate the
turbulent flows through AAAs. The geometry and flow conditions closely resem-
ble the conditions used in the experimental measurements conducted by Peattie
et al. [6]. The observed flow features from current CFD simulations agree well
with the experimental results previously reported [6]; namely, laminar flow was
observed only in a small aneurysm while the larger aneurysm flows were turbulent.
The key components required to reproduce these flow features numerically include
high-accuracy numerical schemes as well as high-resolution grid systems. The grid
spacing in the aneurysm region was about 0.2–0.3 mm. Such a grid resolution can
fully resolve all scales of eddy motions typically seen in this type of flows [14].
Further validations of the numerical results are needed.

It should be noted that no disturbance was specified at the inlet; i.e., perfectly
stable and symmetric conditions were used at the inlet. The transition to turbulence
observed in the simulation indicates that the turbulence is caused by the nature of
flow instability within the aneurysm region. The observed turbulent flows in current
simulations, combined with in vitro experimental observations, indicate that turbu-
lent flows may occur naturally for clinically important aneurysms (usually larger
than 5 cm), even under resting conditions. It is therefore very important to consider
the impact of turbulent flow on AAA’s progression.

10.5 Future Studies

The onset of flow turbulence was also shown to drastically change the distribution of
pressure field. Since the current study did not consider the FSI effect, we could not
quantitatively evaluate the aortic wall stress. It is reasonable to anticipate, however,
this may have major impact on the aortic wall stress. Under in vivo conditions, the
spatial gradient of pressure is known to propagate as a wave in the CV system [24].
The chaotic flow fluctuation seen in the large aneurysm would clearly change the
pressure wave propagation and hence the distribution of wall stress. This indicates
the importance of incorporating turbulence simulations into future FSI simulations
of AAA hemodynamics.
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10.6 Summary and Conclusions

The velocity field in a turbulent flow is stochastic unlike laminar flow which is deter-
ministic. The flow is normally turbulent in the ventricles and ascending aorta where
the Reynolds number is sufficiently high. In disease states, however, turbulent flow
can extend to other portions of the vasculature and has negative implications on
endothelial function. In AAA, the flow may transition to turbulence if the dilatation
is sufficiently large. This has important implications for energy losses and interac-
tions with the endothelium that may lead to further deterioration of the aortic wall.
A better understanding of the initiation and amplification of turbulence in AAA
may lead to improved diagnostics for early detection as well as therapeutics for
stabilizing the aortic wall.
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Chapter 11
Noninvasive Assessment of Left Ventricular
Remodeling: Geometry, Wall Stress,
and Function

Liang Zhong, Ru San Tan, Yi Su, Si Yong Yeo, Terrace Chua, Tian Hai Koh,
Dhanjoo Ghista, and Ghassan Kassab

Abstract Left ventricular (LV) remodeling after myocardial infarction (MI) plays
an important role in the progression of heart failure (HF). Changes in the shape, size,
and function of the LV are caused by altered mechanical properties of the injured
myocardium. As the survival rate after MI improves with medical advances, the inci-
dence of HF patients increases. Hence, an accurate depiction of the LV remodeling
process facilitates disease surveillance and monitoring of therapeutic efficacy. It may
also help determine the choice of treatment, e.g., surgery to remove the infarcted
wall segment and reduce the LV cavity size. Traditionally, there are several ways of
characterizing LV remodeling: changes in LV diameter, LV volume, ejection frac-
tion, and qualitative or semi-quantitative descriptors of LV shape. In this chapter, we
present a new approach to quantify LV shape (in terms of curvedness), wall stress,
and function by using computational modeling.

11.1 Introduction

Heart failure (HF) is associated with significant morbidity and mortality due to
progressive myocardial dysfunction, accompanied by left ventricular (LV) remod-
eling. LV remodeling may be defined as a change in shape, size, and function of
the LV due to physiological or pathological conditions [1]. Physiological change is
a compensatory change in the dimensions and function of the heart in response to
physiological stimuli induced by exercise such as an athlete’s heart [2]. Pathological
changes can be seen in disorders of the ventricles due to ischemic cardiomyopathy
[3], hypertension [4], hypertrophy [5], and dilated cardiomyopathy [6].

Relatively small increases in ventricular volume are associated with an indepen-
dent increase in the risk of death in patients with coronary artery disease, MI, or
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HF [3]. Interventions having favorable impact on LV remodeling process (or on
restoration of LV remodeling) have been shown to improve mortality in patients
with HF [7]. However, some therapeutic treatments aiming solely at improving
cardiac output or blood flow do not slow HF progression or reduce mortality [8].
Therefore, reversal of LV remodeling (through medical or surgical treatment) has
been recognized as a therapeutic target in HF of all etiologies.

Measures to assess LV remodeling include heart size, shape and mass, wall stress,
and ventricular contractility [1]. Each measure is indicative of a different aspect of
the disease state. Understanding the extent of LV remodeling can help assess the
prognosis of HF: the greater the extent of the remodeling, the poorer the prognosis.

11.1.1 Left Ventricular Structural Remodeling

LV structural remodeling includes molecular and cellular changes which are mani-
fested clinically as changes in LV size and shape. The cellular rearrangement of the
ventricular wall is associated with a significant increase in LV volume and mass.

The LV size and shape changes after MI have been extensively studied in animals,
such as rats [9, 3]. Initially, there is thinning and distension of both the infarcted
and noninfarcted myocardium, causing increased wall stress. The noninfarcted
myocardium subsequently becomes hypertrophied in response to the increased
wall stress. Hypertrophy of surviving myocytes occurs in proportion to the infarct
size for infarctions involving up to 20% of the ventricle. There is little additional
hypertrophy in larger infarctions [9].

During the diastolic phase, the stiffened MI element acts as a stress concentra-
tion insert, causing the neighboring noninfarcted myocardium to be highly stressed.
During the systolic phase, the MI element does not contract. Hence, the neighboring
noninfarcted myocardium will have to contract more strongly (as a compensatory
mechanism) in order to raise the intra-LV pressure to eject the blood. In this way,
the noninfarcted myocardium is more stressed due to the presence of the MI and
hence becomes hypertrophied in response to the increased wall stress.

Progressive LV dilation occurs up to 3–4 months post-infarction and cardiac out-
put begins to fall [3]. The ventricular remodeling that occurs after infarction in
animals is similar to what happens in patients [10]. As the heart undergoes remod-
eling, it becomes less elliptical and more spherical (Fig. 11.1) [11]. There are also
changes in ventricular mass and volume – all of which may adversely affect cardiac
function.

LV structural remodeling occurs regionally. Yet, efforts to characterize the overall
change in LV shape have been made by global LV chamber analysis by the spheric-
ity index (SI), which measures the ratio of either (a) the long-axis to short-axis
[12] or (b) end-diastolic (ED) volume to the volume of sphere having the mea-
sured long-axis diameter [12]. There is a major limitation in the SI analysis of
the entire chamber, since the single plane ratio reflects a linear alteration in the
two axes of the entire ventricular chamber. SI does not focus on regional shape
abnormalities, as these changes may precede secondary global ventricular dilation.
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Fig. 11.1 Late ventricular enlargement, or remodeling, resulting from increased circumference
and sphericity, produces a marked increase in volume. The increase in circumference is due to
lengthening of the contractile tissue rather than due to further expansion of the infarcted, noncon-
tractile segment. The increased sphericity results from a rounding out of the sharp abnormalities in
contour at the margins of the infarct. Adopted from Mitchell et al. [25]

Hence, Fourier analysis [13] or radius curvature analysis is used to quantify LV
shape [14]. Recently, we have developed a curvedness parameter to describe LV
shape by using computational modeling ([6, 15]).

11.1.2 Left Ventricular Functional Remodeling

The initial remodeling phase after a MI results in a necrotic area and scar.
Hypertrophy of the noninfarcted myocardium is a compensatory mechanism for
maintenance of LV function and cardiac output [5] that may initially result in
hyperfunction of the LV. This augmentation has a limit, however, after which
the noninfarcted myocardium is unable to compensate. In fact, concomitantly the
thinned infarcted wall segment will deform. This is because the infarcted wall seg-
ment cannot contract and hence develops increased stiffness. It is hence unable to
sustain the intra-LV pressure and may deform into an aneurysm [16].

After a large MI, muscle function in the noninfarcted myocardium is aug-
mented initially and then eventually deteriorates. Data show that at 6 weeks after
a large infarction, there was contractile dysfunction with increased muscle stiffness,
myocyte hypertrophy, and increased collagen content in the residual noninfarcted
myocardium [17]. It is deemed that a mechanical stimulus (e.g., an increase in wall
stress) is probably responsible for the progressive deterioration in muscle function
[18]. In the rat infarct model, the functional changes are reflected in the mortality
data. The 6-month survival for rats with infarcts is generally 50%, but 35% for rats
with large infarcts [19]. In clinical studies, it is difficult to separate changes in organ
and muscle function. In this regard, the hemodynamic data (of LV pressure and vol-
ume) can at best reflect a summation of changes in ventricular–arterial coupling.
Changes in the peripheral circulation also affect LV function, because a damaged
ventricle is unable to adjust to the demands of peripheral circulation.

Clinically, evaluation of ventricular systolic function often forms the basis for
clinical decisions, because it can be assessed by several widely available imaging
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techniques with different contractility indices (Table 11.1). The relative ease of
determining LV ejection fraction (EF) ensures its ubiquitous use for assessment of
cardiac function in both clinical and experimental studies, despite the fact that it
is highly dependent upon preload and afterload [20]. Furthermore, EF may lead to
misinterpretation of the pathophysiology such as a high EF in severe mitral regurgi-
tation [21] or a low EF with severe aortic stenosis [22]. Hence, much effort has been
devoted to developing load-independent indices to measure contractility, the most
accurate of which requires continuous acquisition of ventricular pressure and/or
volume data during sudden preload change.

Table 11.1 Selected indices and measures of LV contractility

Functional parameters
Preload
independence

Afterload
independence

Clinical
utility

LVEF, % [20] No No Yes
dP/dt max, mmHg/s [23] No No Yes
Ees, mmHg/ml [24] Yes Yes No
PAMP, watt/cm2 [26] Yes Yes No
Ea,max, mmHg/ml [25] Yes Yes No
dσ ∗/dtmax, s–1 [27, 15] Yes Yes Yes
Strain, % [29] No No Yes
Strain rate, s –1 [29] No No Yes
Tmax, (Pa) ([30], [31], Walker et al. 2008) – – Yes

From continuous ventricular pressure and/or volume data these LV contractility
indices can be determined. These indices include dP/dtmax [23], end-systolic (ES)
elastances [24], maximal active elastance [25], and preload adjusted maximal power
[26]. We have specifically developed the dσ ∗/dtmax index [27] and validated it as
being relatively independent of loading conditions in the physiological range. In our
studies, its noninvasive determination enhances its utility in the clinical setting like
quantifying the effect of surgical ventricular restoration in patients with ischemic
dilated cardiomyopathy (IDCM) [28]. In contrast to these global indices, measures
of regional LV contractility, in terms of strain and strain-rate (SR) assessment, have
recently become feasible in routine clinical echocardiography [29]. However, their
acquisition and analysis still present a number of technical challenges and com-
plexities which limits their widespread use. Tmax is the maximum isometric tension
achieved at the longest sarcomere length and maximum intracellular calcium con-
centration, and represents intrinsic regional myocardial contractility ([30], [31],
[45]). MRI-based finite element method for estimating its value confers its potential
clinical utility.

11.1.3 Changes in Left Ventricular Wall Stress After MI

Myocardial infarction produces elevated LV ED pressure (due to enhanced LV
myocardial stiffness), as well as global and regional alterations in ventricular
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geometry and material properties of the myocardium. The net effects of these alter-
ations on the regional distribution of wall stress have not been defined. The effects
of chronic MI on the regional diastolic wall stress have been studied in the rat LV
using finite element models (FEM) [12]. Heterogeneity in wall stress was shown for
infarcted hearts, with higher stresses at the apex and lower wall stresses at the base
of all hearts.

LV wall stress has been studied by several biomechanical models [32]. Some
approaches are limited by idealized geometric assumptions and are only valid for
spherical or ellipsoidal shape (global wall stress). Other approaches are applicable
to any arbitrary shape of the LV [33] but they introduce errors in the measurement of
the thickness of the LV wall and radius of curvature [34]. The technical limitations
of these methods do not permit precise regional measurements of three-dimensional
(3D) wall curvature.

In summary, LV remodeling affects the biology of the cardiac myocyte, the LV
geometry and architecture, and LV wall stress distribution, all of which affect LV
contractile function (Table 11.2). A number of changes that occur during the pro-
cess of LV remodeling may contribute to worsening of HF. Principal among these
changes is the increase in LV wall stress that occurs during LV remodeling. Indeed,
one of the first observations of the abnormal geometry of remodeled ventricle was
that the remodeled heart was not only larger, but also more spherical in shape [35].
The increase in LV size and resultant change in LV geometry from the normal
prolate ellipsoid shape to a more spherical shape creates a number of mechanical
burdens for the failing heart, most notably an increase in LV ED wall stress.

Table 11.2 Left ventricular remodeling in shape, size, and mechanical disadvantage

Alterations in left ventricular chamber geometry 1. Wall thinning
2. Spherical shape

Biomechanical disadvantage created by LV
remodeling

1. Increased wall stress
2. Increased oxygen utilization
3. Afterload mismatch
4. Worsening hemodynamic overloading
5. Diminished LV contractility
6. Worsening activation of compensatory

mechanisms

Since the load on the ventricle at end-diastole contributes significantly to the
afterload of the ventricle, it follows that LV dilation itself will increase the work
of the ventricle and hence oxygen utilization. In addition to the increase in LV ED
volume, LV wall thinning and the increase in afterload created by LV dilation lead
to a functional afterload mismatch that may further contribute to a decrease in for-
ward cardiac output [36]. Moreover, the high ED wall stress may lead to episodic
hypoperfusion of the subendocardium with resultant worsening of LV function [37]
and increased oxidative stress.

In the following sections, we will present (i) LV imaging and 3D reconstruc-
tion from magnetic resonance imaging (MRI), (ii) computational 3D surface shape
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descriptor, (iii) computational 3D regional systolic wall stress and wall thicken-
ing, and (iv) comparison of curvedness and systolic wall stress between normal and
patients with IDCM, based on our recent work [6].

11.2 LV Imaging and 3D Reconstruction

Figure 11.2 depicts the MR short- and long-axes planes or images, during ED
and ES phases. For this purpose, the MRI data were processed using a semi-
automatic technique provided in the CMRtools suite (Cardiovascular Solution, UK).
Short- and long-axis images were displayed simultaneously such that segmenta-
tion in the two planes proceeded interactively to reduce registration errors. For each
phase, every control point on the endomyocardium was constrained to lie on the
intersection of the short- and long-axis views.

Additional long-axis planes (which are orthogonal to the short-axis planes) were
constructed. These long-axis planes serve as the basis for fitting a series of B-spline
curves which represent the contours of the endocardial surface. This allows the addi-
tion or manipulation of control points to obtain the desired boundary locations. In so
doing, a radial set of long-axis contour planes (orthogonal to the short-axis images)
is created which provides a more comprehensive set of contour points for defining
the LV geometry.

The set of LV contour points derived from the segmentation process are then tri-
angulated, using our in-house toolkit to produce the reconstructed 3D LV surface.
The papillary muscles and trabeculae were not included in the chamber volume to
obtain smooth endocardial contours suitable for shape analysis. The 3D reconstruc-
tions of a typical IDCM LV and normal LV during ED and ES phases are shown in
Fig. 11.3.

From the reconstructed LV, we determined LV volume, mass, stroke volume, and
EF. A sixth-order polynomial function was then used to curve-fit the volume–time
data to determine the volume rate (dV/dt). The contractility index dσ ∗/dtmax was
calculated using the formula [1.5×(dV/dtmax)/Vm], where Vm is myocardial volume
at the ED phase, and σ ∗ is a pressure-normalized wall stress as previously reported
[27]. Global LV shape was assessed by calculating the SI in diastole using the for-
mula SI = AP/BA, where BA is measured in four-chamber view from the apex to
the mid-point of the mitral valve and AP is measured as the axis that perpendicularly
intersects the mid-point of the long axis. SI value of unity suggests a spherical LV.

11.3 Computation of 3D Surface Shape Descriptors

Herein, the intrinsic LV surface properties are computed via an analytical approach,
using a surface patch fitting method. Similar surface fitting methods have been
used by researchers to investigate the surface curvatures of anatomical structures
of the human body and also to define anatomical landmarks for various applications
[38, 39].
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Fig. 11.2 Sample segmented
trueFISP 2D cine MR images
of (a) short-axis slices
acquired at the base, middle,
and apex (from top to bottom,
respectively) and (b)
long-axis of the left ventricle.
The end-diastolic and
end-systolic phases are
depicted in the left and right
columns, respectively

11.3.1 Local Surface Patch Fitting

In the vicinity of a point x, the surface can be approximated by an osculating
paraboloid which may be represented by a quadratic polynomial with parameters du
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Fig. 11.3 Three-dimensional
reconstruction of LV
endocardial surface at
end-diastole and end-systole
for (a) IDCM and (b) normal

and dv. This polynomial is represented as a Taylor expansion at x of the paraboloid
surface, by omitting the higher-order terms after the quadratic term

x(u + du,v + dv) = x00 + xudu + xvdv + (xuudu2 + 2xuvdudv + xvvdv2)/2 (11.1)

The coefficients x00, xu, xv, xuu, xuv, and xvv are the zero, first, and second deriva-
tives of x with respect to u and v at the surface point x00 = x(u, v). With these six
derivatives, the curvatures of the surface can be computed. A function given by z =
f(x, y), which is a second-order polynomial of the form

z = c1 + c2p + c3q + c4p2 + c5pq + c6q2 (11.2)

is used to fit the approximating surface patch. In Eq. (11.2), p = x–xo and q = y–yo,
where xo and yo are the x and y coordinates of the center point xo of the surface
patch under consideration. The six coefficients of the paraboloid are then obtained
by the least-squares solution of an over-determined system of linear equations
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where n is the number of points in the neighborhood of a selected surface point,
and the coefficients ci are given by Eq. (11.2).

The coefficients c1–c6 are selected such that the differences of the fitted
paraboloid and the data points are minimized, which is similar to minimizing the
differences between zn (measured value of z) and Z′

n (calculated value of z). The
minimization problem is expressed in terms of an error function:

E(z) =
N∑

n=1

Gn(z′
n − zn)2 =

N∑
n=1

Gn(z(pn, qn) − zn)2, (11.4)

where N represents the number of points within the fitted paraboloid, and G is a
distance weighting function, such that

Gi = f · (e(−(p2
i +q2

i )/d2)), i = 1,2,3, . . .N, (11.5)

where f and d are arbitrary constants which can be adjusted accordingly. The error
function E will have a minimum when

∂E

∂ci
= 0, i = 1,2,3,4,5,6 (11.6)

thus yielding six linear equations required to compute the six coefficients.
The first coefficient c1 is actually the z value of the center point xo on the fitted

surface patch. The other coefficients c2–c6 can be interpreted as the first and second
derivatives of x with respect to p and q at xo. With these coefficients, we can easily
derive the principal curvatures κ1 and κ2, using the theory of differential geometry
[40]. Figure 11.4 represents a sample principal curvature analysis on the endocardial

Fig. 11.4 The plots represent principal curvature analysis done on the endocardial wall of the left
ventricle. The arrowheads represent directions of maximum principal curvature (left panel) and
minimum principal curvature (right panel) of the endocardial surface of (a) IDCM and (b) normal
subjects
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wall of the left ventricle in IDCM and normal heart. The arrowheads represent the
directions of the principal curvature on the surface of the endocardium.

The local shape descriptor, which is based on the curvedness C as presented by
Koenderink and van Doom [41], can then be defined as

C =
√
κ2

1 + κ2
2

2
. (11.7)

The index C is a positive value, and describes the magnitude of the curvedness at
a point, and thus is a measure of how curved a surface is.

11.3.2 Computation of LV Surface Curvatures

As shown in Fig. 11.5, the procedure for determining the LV surface curvatures
(κ1, κ2, and C) from cardiac MR images can be described as follows:

Fig. 11.5 Procedure for acquiring LV surface curvatures from cardiac MR images

1. Interactively segment the LV contours from the cardiac MR images.
2. Reconstruct the LV surface by triangulation of the LV contour points derived

from the segmentation process.
3. For each vertex, select the n-ring neighboring vertices.
4. At each selected vertex, perform quadratic surface patch fitting and compute the

surface curvature.

The choice of the n-ring neighboring points used for the patch fitting is arbitrary.
However, as shown in the previous section, there are six unknowns c1–c6 in the
quadratic function. Therefore, at least five neighboring points around the selected
vertex are required for the local patch fitting, and a one-ring neighborhood may
produce errors in regions with insufficient points. On the other hand, selecting a
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region with too many points (e.g., a six-ring neighborhood) will cause an “over-
smoothing” of the surface patch being considered. Therefore in this work, local
surface fitting and curvature computation at each vertex is performed based on a set
of five-ring neighboring points.

In order to perform regional analysis of the LV surface shape, the reconstructed
LV surface is divided into 16 segments (Fig. 11.6), using the standardized myocar-
dial segmentation and nomenclature described by Cerqueira et al. [42]. In particular,
the LV endocardial surface is divided into three different segments (i.e., basal, mid,
and apical). The point separating the basal anterior and anteroseptal region is identi-
fied from the original MR image, using the intersection of the right ventricular wall
and the LV as a reference point. The basal and mid segments are then divided into six
equal regions, and the apical segment is divided into four regions. The regional (or
mean) curvedness CRgn for each segment is then defined (in terms of the curvedness
Ci of the vertices of the segment) as

CRgn = 1

N

N∑
i

Ci, i = 1,2,3, . . .N, (11.8)

where N denotes the number of vertices within each region and Ci is given by
Eq. (11.7).

Fig. 11.6 Standardized myocardial segmentation and nomenclature for LV

We then define a normalized index to measure the extent of surface curved-
ness change at each LV region from ED phase to ES phase, denoted as the percent
regional curvedness phase-change �CRgn, given by
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�CRgn = CRgn,ES − CRgn,ED

CRgn,ES
× 100%, (11.9)

where CRgn,ED and CRgn,ES are regional curvedness computed at ED and ES, respec-
tively. A positive �CRgn indicates that a region becomes more curved from ED to
ES, and a negative �CRgn indicates that a region becomes flatter during the systolic
phase.

In addition to the evaluation of curvature measures on each point of the surface
mesh, the LV radius (R) and wall thickness (T) are deduced from the 3D geometry
of the LV. The main steps of the method are summarized in Zhong et al. [6].

11.4 Regional Peak Systolic Wall Stress and Wall Thickening

The wall stress is given by the equilibrium of forces between the LV cavity and the
wall. Following Grossman et al. [43], the regional peak systolic wall stress (WS) is
determined from the inner radius (R) and wall thickness (T) at end-systole by

WS = 0.133 × SP × R

2T × (1 + (T/2R))
, (11.10)

where SP is the peak systolic ventricular blood pressure in millimeters of mercury
(mmHg). In this study, SP was assessed by the systolic noninvasive blood pressure
[44]. Here, WS was calculated using the radius and wall thickness values derived
with our 3D curvature approach.

The wall thickening (WT) is expressed at each segment by means of the
following formula:

WT = EST − EDT

EDT
, (11.11)

where EST and EDT are wall thickness at end-systole and end-diastole, respectively.

11.5 Comparison Between Ischemic Dilated Cardiomyopathy
LV and Normal LV

11.5.1 Global LV Function Between IDCM LV and Normal LV

The hemodynamic and volumetric parameters of the subjects are summarized in
Table 11.3. In IDCM patients, the cardiac contractility index dσ ∗/dtmax and LV EF
were significantly lower than that in the control normal subjects. In addition, the LV
ED and ES volumes in IDCM patients were greater than those in control subjects.
By visual inspection, the LV in IDCM patients has a broader apex than in normal
subjects. The increase in dilated volume in the LV with IDCM was accompanied
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Table 11.3 Characteristics of normal control and ischemic dilated cardiomyopathy (IDCM)
patients

Control
(n=10)

IDCM (n=10) p value

Age (years) 39 ± 17 52 ± 9 0.05
Weight (kg) 67 ± 15 71 ± 16 0.57
Height (cm) 169 ± 8 164 ± 8 0.18
Diastolic blood pressure
(mmHg)

73 ± 12 70 ± 9 0.54

Systolic blood pressure
(mmHg)

122 ± 17 113 ± 12 0.19

Heart rate (beats/min) 70 ± 9 81 ± 18 0.10
Cardiac Index (ml/m2) 3.3 ± 0.4 2.3 ± 0.4 < 0.001
EDVI (ml/m2) 73 ± 10 144 ± 27 < 0.001
ESVI (ml/m2) 26 ± 6 114 ± 32 < 0.001
Ejection fraction (%) 65 ± 5 22 ± 9 < 0.001
Sphericity index, SI 0.52 ± 0.06 0.62 ± 0.08 < 0.05
dσ ∗/dtmax (s –1) 5.7 ± 1.3 2.4 ± 0.9 < 0.001

EDVI, end-diastolic volume index; ESVI, end-systolic volume index; dσ ∗/dtmax, cardiac con-
tractility index (=1.5×(dV/dtmax)/Vm), where dV/dtmax is maximum volume rate, and Vm is the
myocardial volume.

by a corresponding increase in sphericity. Consequently, the LVs with IDCM were
significantly more spherical than those in control subjects.

11.5.2 Variation of Curvedness, Peak Systolic Wall Stress, and Wall
Thickening from Base to Apex in Normal LV

In general, normal hearts demonstrate the following regional differences: curved-
ness is highest at the apex, while among the four circumferential zones, the inferior
regions have bigger curvedness than the lateral region, especially at ED. In IDCM,
the curvedness is highest at the apex, while there is no significant difference among
the six circumferential zones. Similar to normal subjects, a gradient from the base
to apex was seen (ANOVA, P<0.001) [6].

Wall thickness and radius of the LV cavity were measured in the short-axis
plane, long-axis plane (perpendicular to the short-axis) and 3D surface. The
wall stress (WS) calculated with these data are shown in Fig. 11.7a (2DSWS),
11.7b (2DLWS), and 11.7c (3DWS). Peak systolic wall stress in endocardium
in the short-axis plane (Fig. 11.7a) and long-axis plane (Fig. 11.7b) revealed
a significant difference from base to apex (ANOVA, P<0.0001). A short-axis
and long-axis analysis showed a 48% ± 17% and 51% ± 14% increase of the
circumferential mean of the peak systolic wall stress between basal and api-
cal sections, respectively. When wall thickness and radius of the cavity were
calculated in the 3D space, the variation of the wall stress (3DWS) from the
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Fig. 11.7 Left ventricular systolic wall stress and wall thickening from base to apex in normal
subjects. Estimation of wall stress (a) 2DSWS in short-axis direction, (b) 2DLWS in long-axis
direction, and (c) 3DWS by taking 3D wall curvature. Estimation of wall thickening (d) 2DSWT
in short-axis direction, (e) 2dLWT in long-axis direction, (f) 3DWT by taking 3D wall curvature.
The values are means ± SD. P, two-tailed significance of paired differences. N.S., not significant

base to apex was no longer observed (Fig. 11.7c). The differences between
2DSWS and 3DWS, 2DLWS and 3DWS were reduced more at the basal level.
The 3DWS values tend to be highest at the anterior and the lowest at the
inferior.

The LV wall thickening (WT) values determined in the short-axis plane, long-
axis plane, and 3D surface are shown in Fig. 11.7d (2DSWT), 11.7e (2DLWT),
and 11.7f (3DWT). There was no significant difference from the base to apex in
the wall thickening. The comparison between 3DWT and a 2D assessment of wall
thickening (i.e., 2DSWT and 2DLWT) did not reveal significant differences at the
basal and mid-zone, anterior, septal, and lateral regions.
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11.5.3 Comparison of Curvedness, Peak Systolic Wall Stress,
and Wall Thickening in Ischemic Cardiomyopathy LV
and Normal LV

Significant differences in ED curvedness, CED, were noted in all regions, except in
base and anterior. Also, significant differences in ES curvedness, CES, were noted
in all regions between normal and IDCM groups [6].

In patients with IDCM, peak systolic 3DWS was significantly increased com-
pared with normal values (Fig. 11.8a). There is a gradient of mean wall stress from
the base to apex with 3DWS. It was also observed that 3DWS was highest at the apex
in IDCM, and 3DWT was significantly decreased in all regions compared with nor-
mal LV values (Fig. 11.8b). In addition, 3DWT is minimal at the inferior segments

Fig. 11.8 Variation of peak
systolic wall stress, 3DWS, of
the left ventricle in normal
subjects and in patients with
ischemic dilated
cardiomyopathy (IDCM). (a)
3DWS assessment from 3D
curvature; (b) 3DWT
assessment from 3D
curvature. Values are depicted
as mean ± SD. ∗Significant
difference between ischemic
dilated cardiomyopathy vs.
normal subjects
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and maximal at the anterior segments. There is also significant variation among the
four circumferential regions (ANOVA, P<0.001) and from base to apex (ANOVA,
P<0.001).

11.6 Summary

There is no doubt that LV remodeling and its role in HF progression are multi-
mechanistic and complex. A key issue is the characterization of cardiac remodeling
generated from clinical imaging must be accurately characterized functionally to
ensure that patients receive optimal therapy. The challenge is to develop even more
specific measures of LV remodeling that can be incorporated into the clinical man-
agement pathway. This will help to improve the choice of suitable treatment and
prognosis.

A framework has been developed for the analysis of LV regional curvature, wall
stress, and wall thickening as applied to normal subjects and patients with IDCM.
The methodology relies on MR anatomical data and local surface fitting techniques
to interrogate LV geometry at ED and ES. The 3D approach proposed in this work is
found to be better than the 2D approaches for precise evaluation of the regional wall
stress. In patients with IDCM, a decrease of ES curvedness and an increase of peak
systolic wall stress, and decrease of global contractile functional index are observed
compared with normal subjects. This decrease in wall surface curvature, correspond-
ing increase in regional peak systolic wall stress, and associated decrease in global
LV contractility index (dσ ∗/dtmax) can constitute important functional prognostic
indices of LV remodeling.
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Chapter 12
Surgical Left Ventricular Remodeling
Procedures

Jonathan F. Wenk, Choon-Sik Jhun, Kay Sun, Mark B. Ratcliffe,
and Julius M. Guccione

Abstract Perhaps the most straightforward clinical application of validated
regional ventricular mechanics models for diseased hearts is the simulation of a
novel surgical procedure or medical device for treating heart failure or ischemic
cardiomyopathy. In each study our cardiac biomechanics laboratory uses one of two
different approaches: (1) an axisymmetric truncated ellipsoidal model with left ven-
tricular (LV) cavity and wall volumes typical of the failing human heart or animal
model of heart failure to determine efficacy of the surgical procedure or device; or
(2) an animal- or patient-specific fully 3-D model of the infarcted LV created using
echocardiography or MRI to optimize the design of the surgical procedure or device.
This chapter is concerned with brief descriptions of the studies from our laboratory
that provide the best examples of these two approaches.

12.1 Introduction

Probably without ever knowing it, Dr. Randas Batista, MD, has forever changed
the field of cardiac mechanics or at least its application to cardiac surgery. While his
novel (if not radical) surgical procedure for treating heart failure probably will never
be performed again in the United States, the Batista procedure or ventricular volume
reduction surgery (VVRS) appears to have been the primary catalyst for a number
of “startup” companies concerned with developing novel devices for treating heart
failure. In other words, Dr. Batista’s failed attempt to treat heart failure by surgically
remodeling the LV must have inspired the inventions of, for example, the MyocorTM

Myosplint R©, the Acorn Cardiovascular CorCapTM Cardiac Support Device or CSD,
and the Paracor Medical HeartNetTM Ventricular Support System or VSS.
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12.2 Residual Stress Produced by Ventricular Volume
Reduction Surgery Has Little Effect on Ventricular
Function and Mechanics

VVRS is a surgical therapy that includes the resection of a viable slice of the lateral
left ventricular (LV) wall in patients with dilated cardiomyopathy (DCM) and end-
stage congestive heart failure. The primary objective of this therapy is to reduce
the size of the LV to restore a more optimal physiologic volume/mass relationship.
It has been suggested that VVRS can reconstitute the residual stress–strain state
of the LV. To determine the extent to which residual stress is involved, we used a
three-dimensional (3-D) finite element model to simulate the effect of VVRS under
two different conditions: (1) when the unloaded postoperative configuration is stress
free and (2) when the unloaded postoperative configuration is subjected to residual
stress. This was done to examine the effects on LV stroke volume (SV)/end-diastolic
pressure (Starling) relationships as well as on regional distributions of stress in the
local muscle fiber direction (fiber stress) [1].

A finite element model of the dilated poorly contractile LV was developed
(Fig. 12.1a). Finite element meshes were created with 3-D solid elements (eight
nodes, trilinear nodal displacement interpolation in prolate spheroidal coordinates,
and constant hydrostatic pressure within each element). Converged solutions were
obtained when the mesh was refined into only 5 elements transmurally and 14
elements longitudinally. The unloaded dilated LV shape is a thick-walled axisym-
metric truncated ellipsoid with the same cavity and wall volume as those used in the
study of Ratcliffe et al. [2]. Longitudinal displacement of all nodes at the apex and
base, and circumferential displacement of the epicardial nodes at the base, were
constrained. The model was loaded with a range of physiologic intraventricular
pressures with the use of the 3-D method of Costa et al. [3]. The mathematical
descriptions for diastolic and systolic myocardial material properties (nonlinear
stress–strain relations), which are assumed to be homogeneous and anisotropic

Fig. 12.1 (a) Globally dilated, poorly contractile LV model in unpressurized state. LV wall is
represented as a wire frame, and endocardial surface (smooth interior) has been rendered. (b) Same
finite element model as in (a) but with 20% of LV wall removed. (c) Unpressurized state of model
after 20% VVRS. (From Guccione et al. [1, 19], with permission from Elsevier.)
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[4], are given in Chapter 3. The muscle fiber orientation throughout the LV was
assumed to vary (linearly) in the transmural direction from 60◦ clockwise from the
circumferential direction at the endocardium to 60◦ counterclockwise from the cir-
cumferential direction at the epicardium on the basis of experimental measurements
made by Streeter et al. [5] in canine hearts, owing to the absence of these data from
patients with DCM.

The effects of VVRS were simulated with the use of the globally dilated heart
model. Ten percent and 20% of LV mass was removed from the initial unloaded
configuration as slices or wedges subtending angles of 36◦ and 72◦, respectively
(Fig. 12.1b). Then new unloaded configurations were obtained by closing up the
openings (Fig. 12.1c). Specifically, circumferential displacements of the nodes on
the resected surfaces were prescribed, longitudinal displacements of the nodes at
the apex and base were constrained, and pressures on the endocardial and epicardial
surfaces were set to zero. In one set of simulations, the new unloaded configura-
tions were considered to be stress free. In another set, residual stresses in the new
unloaded configurations were taken into account by treating the initial unloaded
configurations with the wedges missing as the stress-free reference configurations.

The calculations of the diastolic and systolic pressure–volume relationships as
well as the Starling relationship are outlined in Guccione et al. [1]. For each sim-
ulation (DCM, and 10% and 20% VVRS with and without residual stress), stress
in the local muscle fiber direction was computed throughout the LV wall at end-
diastole and end-systole of the initial pressure–volume loop (end-diastolic pressure
= 20 mmHg; end-systolic pressure = 100 mmHg). To obtain overall end-diastolic
and end-systolic fiber stresses, we calculated the mean values from the centers of
the 70 finite elements (where the hydrostatic pressure component of stress is most
accurate). It should be noted that these values do not correspond to those calculated
by a global force balance (the law of Laplace), which does not take into account the
transmural variation in muscle fiber orientation (or myocardial material properties).

The effect of VVRS on the SV/end-diastolic pressure (Starling) relationship is
shown in Fig. 12.2. Ten percent and 20% VVRS shift the pre-resection Starling rela-
tionship progressively downward. When residual stress is implemented in the model
simulation of VVRS, the additional decrease in SV at fixed LV end-diastolic pres-
sure is small (10% VVRS: 2.0% at 1 mmHg and 2.0% at 20 mmHg; 20% VVRS:
2.2% at 1 mmHg and 3.1% at 20 mmHg). It should be noted that SV decreases
and ejection fraction increases with VVRS. As in the study of Ratcliffe et al. [2],
SV was reduced in all cases because the decrease in diastolic compliance was not
sufficiently compensated by the improvements in end-systolic elastance. Again,
these results suggest that residual stress produced by VVRS has little effect on LV
function.

The effect of VVRS on end-diastolic and end-systolic transmural distributions of
fiber stress from a midventricular location of the model is shown in Fig. 12.3. First,
notice that VVRS decreases fiber stress progressively at all transmural locations.
Second, notice that the residual stress produced by VVRS had very little effect on
fiber stress in this case, except perhaps at the epicardium (where it caused a decrease
in end-diastolic fiber stress and an increase in end-systolic fiber stress). The effects



200 J.F. Wenk et al.

Fig. 12.2 The effect of VVRS on the stroke volume/end-diastolic pressure (Starling law) rela-
tionship. Ten percent lateral VVRS without residual stress (short dashes), 10% lateral VVRS with
residual stress (triangles), 20% lateral VVRS without residual stress (long dashes), and 20% lateral
VVRS with residual stress (circles) progressively decrease stroke volume at the same end-diastolic
pressure. Note that VVRS has a much greater effect on the LV Starling relationship than does
residual stress. LR, Lateral VVRS; RS, residual stress; SV, stroke volume. (From Guccione et al.
[1, 19], with permission from Elsevier.)

of the residual stress produced by VVRS on fiber stress at different locations were
either so small or variable that the effect on mean fiber stress was negligible.

It is interesting and perhaps surprising that both the finite element model of
Ratcliffe et al. [2] and the one used in the present study simulated end-diastolic
pressure–volume relationships that shifted more to the left (to lower LV volumes)
than the end-systolic pressure–volume relations, especially because the myocar-
dial material properties of these models were quite different (i.e., isotropic vs.
anisotropic). Moreover, this was still the case when we repeated our simulations
of VVRS with a more ellipsoidal unloaded DCM model. Because the net effect of
VVRS was a depression of ventricular function (as measured by the Starling rela-
tionship) regardless of the choice of myocardial material properties and baseline
ventricular geometry, this suggests that there is something fundamentally wrong
with this surgical therapy from a global cardiac mechanics point of view. On the
other hand, surgical therapies that both reduce ventricular fiber stress and maintain
or increase SV are ideal.



12 Surgical Left Ventricular Remodeling Procedures 201

Fig. 12.3 The effect of VVRS on transmural distributions of end-diastolic (a) and end-systolic (b)
fiber stress through a midventricular region. Note that VVRS has a much greater effect on these
stresses than residual stress. The primary effect of residual stress in this region is to decrease end-
diastolic fiber stress near the epicardium but increase end-systolic fiber stress at the same location.
LR, Lateral VVRS; RS, residual stress; endo, endocardium; epi, epicardium. (From Guccione et al.
[1, 19], with permission from Elsevier.)
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12.3 Effect of Ventricular Size and Patch Stiffness in Surgical
Anterior Ventricular Restoration

Surgical anterior ventricular restoration (SAVER) has been proposed for dilated
ischemic cardiomyopathy with an akinetic distal anterior LV wall [6, 7]. Briefly,
the SAVER procedure uses a Fontan purse-string suture and a pericardium patch to
reconstruct the LV by reducing the circumference of the aneurysm “neck.” After
the infarct is incised, the residual akinetic myocardium is closed over the patch
in two layers, as shown in the Introduction. Of note, surgical tools designed for
use in the SAVER operation including endoventricular mannequins and pre-formed
pericardial patches with attached sewing ring are now commercially available [8, 9].

We used our FE model of the LV with an akinetic but contractile anterior LV wall
[10] to simulate the SAVER operation. Separate versions of the model with normal
and dilated LV sizes were developed and used to simulate the SAVER operation with
and without patch of varying stiffness. We hypothesized that SAVER increases SV,
reduces mean myofiber stress, and that optimal results are achieved without a patch.
The pre SAVER finite element model is shown in Fig. 4.5 of Chapter 4. Details
about the boundary conditions, material properties, and mesh generation, which is
based on hand-traced ecocardiographs of the epicardial and endocardial surfaces,
are given in Dang et al. [11].

Thirty-two cardiac contour points were used to construct a 2-D mesh of the LV
in prolate spheroidal coordinates. Using a focal length of 25.0 mm, the FE soft-
ware Continuity (Cardiac Mechanics Research Group, University of California, San
Diego, CA) interpolated a 3-D model composed of 16 elements. The FE mesh was
subdivided into eight elements circumferentially and three elements transmurally
producing the end-diastolic LV model. This subdivision allowed regional, non-
axisymmetric variation of the ventricular wall. To evaluate SAVER on a markedly
dilated LV representative of clinical candidates, the focal length of the model was
scaled and wall thickness reduced, resulting in a 75% increase in chamber volume
at early diastole. Diastolic and systolic material responses are described in Chapter
3. A sharp boundary was assumed between the infarcted and noninfarcted regions.
The noninfarcted region was assigned normal diastolic stiffness and systolic mate-
rial. Reduction of the infarct ability to develop active stress was accomplished by
scaling Tmax by a “percentage of contracting myocytes.”

The SAVER operation was simulated by causing a constant volume deformation
of the normal myocardium. Specifically, a FE model with infarct elements removed
underwent an isochoric (constant volume) deformation by application of an inward
force to border zone (BZ) nodes. Partial excision (40% of akinetic area) of the
infarct was simulated by manually inputting nodes representing the wall thickness
and shape of the infarct. In patch simulations, patches averaging 2-mm thickness
lined the chamber wall from the edges of the BZ. In the absence of material property
data for surgical materials, diastolic stiffness of 10.0 kPa was considered standard.
Owing to software limitations, a stiff patch was simulated as 50.0 kPa in the dilated
model and as 100.0 kPa in the normal-sized model. Two-dimensional early diastolic
(a), and 3-D end-diastolic (b) and end-systolic (c) FE meshes after SAVER are
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shown in Fig. 12.4. The wireframes represent the ventricular wall. In panels b and
c, the endocardium is represented by the interior grid.

Fig. 12.4 Postoperative 2-D mesh (a) and 3-D meshes at end-diastole (b) and end-systole (c).
Arrows indicate infracted elements, the dark region indicates a patch

Figure 12.5 shows the effect of SAVER on the SV/end-diastolic pressure
(Starling) relationship. The SAVER operation shifts the Starling relationship down-
ward and rightward. It should be noted that SAVER was more beneficial in

Fig. 12.5 Stroke volume/end-diastolic pressure (Starling law) relationship before and after a
simulated surgical anterior ventricle restoration (SAVER) operation on a dilated LV. Circles = pre-
operative simulation; triangles = SAVER without patch; squares = SAVER with compliant patch;
diamonds = SAVER with stiff patch. (From Dang et al. [11], with permission from Elsevier.)
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dilated ventricles. The SV reduction after patchless SAVER in the dilated ventri-
cle was minimal. Increasing patch stiffness, C, progressively increases the shift. As
described by Guccione et al. [1], SV consistently diminished because the decreased
diastolic compliance was not sufficiently compensated by the improved end-systolic
elastance.

The effect of SAVER on end-diastolic (a) and end-systolic (b) longitudinal distri-
butions of myofiber stress is shown in Fig. 12.6. Preoperative end-diastolic myofiber
stress is mildly increased in the BZ but more than doubled in the infarct itself.
Preoperative end-systolic myofiber stress is substantially increased in the BZ. The
SAVER operation reduces end-diastolic and end-systolic BZ and infarct myofiber
stress. This result may prevent further damage and improve contractility over time.
Increasing patch stiffness progressively reduces myofiber stress.

In conclusion, the SAVER operation reduces myofiber stress in the akinetic
infarct at the expense of a reduction in the Starling relationship. The reduction in
SV after SAVER without patch in the dilated ventricle was minimal. Effects of
patch stiffness were mixed. A patch made of stiffer material should cause a greater
reduction in stress but also has the greatest negative effect on SV. These simulations
support the use of SAVER in the dilated heart without a patch.

12.4 MRI-Based Finite Element Stress Analysis of Linear Repair
of Left Ventricular Aneurysm

Surgical ventricular remodeling or restoration has been proposed as a way to reduce
LV volume and improve long-term mortality after anteroapical myocardial infarc-
tion (MI). Linear repair was initially popular; however, results were mixed, and more
recently patch aneurysmorrhaphy has been in favor. On the other hand, results are
difficult to interpret because objectively evaluating the effect of the repair itself is
complicated by concomitant procedures such as valve repair and coronary revascu-
larization. By using the methodology proposed in previous studies [12], the present
study used FE analysis to compute mid-wall stress in sheep hearts that have under-
gone aneurysm plication. Material properties were determined that allowed the FE
models to reproduce end-systolic 3-D strain measurements made with tagged MRI.
FE models included myocyte fiber angle measurements made for the first time after
this procedure [13]. The present study was undertaken to test the hypothesis that
end-systolic stress is reduced in all areas of the LV after infarct plication [14].

The infarct procedure performed on the sheep has been described in detail [15].
After development of a ventricular aneurysm, aneurysm plication was performed
without cardiopulmonary bypass (13.4 ± 2.3 weeks post-MI). A partial lower
sternotomy was performed under general anesthesia, and pericardial adhesions
were divided. The transition between infarcted and noninfarcted myocardium was
palpated, and the LV aneurysm was plicated between two strips of Dacron felt.
Polypropylene sutures (2-0 Prolene, MH needle, Ethicon Inc, Sommerville, NJ)
were passed through the felt, through and through the aneurysm at its border, and
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Fig. 12.6 Regional myofiber stress at end-diastole and end-systole for (a, b) a dilated LV.
Connecting lines only associate simulation groups; particularly in the border zone, linear inter-
polation is inappropriate. Dashed line = infarct versus noninfarct; solid circles = preoperative;
open triangles = SAVER without patch; solid squares = SAVER with compliant patch; diamonds
= SAVER with stiff patch. (From Dang et al. [11], with permission from Elsevier.)
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through the opposite strip of felt in a horizontal mattress fashion. The sternotomy
was closed, and the sheep recovered from anesthesia. Six weeks after the plication
procedure (20.0 ± 2.9 weeks post-MI, 6.6 ± 0.5 weeks post-plication), systolic
strains were measured with tagged MRI [16]. Systolic myocardial strains were cal-
culated from tag-line deformation [17] in cardiac coordinates (i.e., circumferential,
longitudinal, and radial) at the mid-wall in 12 equally spaced “sectors” around the
circumference in each short-axis slice.

Helix angle measurements made using diffusion tensor magnetic resonance
imaging (DTMRI) in the same hearts [13] were incorporated into the FE model by
aligning geometry from the two data sets and sampling the nearest points from the
DTMRI data set [12]. The FE analysis followed the same methodology as described
in [12]. The material laws used in the model have been described in Chapter 3. In
the septal aneurysm, material parameters determined from biaxial stretching exper-
iments were used [18]. In the BZ, T max was reduced by 50% in accordance with
results from Guccione et al. [19] and Walker et al. [12]. Because of a lack of experi-
mental data of aneurysm tissue under shear loading, b fs was kept constant across all
regions. In accordance with biaxial stretching experiments of Lin and Yin [20] and
results from our previous study [12], an in-plane, cross-fiber stress was added equal
to 40% of that along the muscle fiber direction. By following an iterative approach
described previously [12], transversely isotropic material parameters were system-
atically varied and T max scaled to reproduce measured ventricular volumes and
myocardial strains.

Compared with our previous study on sham-operated animals [12], models of lin-
ear repair reproduced tagged MRI measurements equally well (overall RMS error:
plication = 0.060 ± 0.009, sham = 0.054 ± 0.011, P =.37; Fig. 12.7). Passive mate-
rial properties for two of the animals were closer to those determined previously by
Okamoto et al. [21] (C = 0.512 kPa, bf = 67.1, bt = 24.2, bfs = 21.6). Values for

Fig. 12.7 Root mean square error of model predictions relative to strain measurements made
with tagged MRI. Root mean square error in the plication models was the same as rms error in
the aneurysm models, indicating both FE models reproduced strain measurements with the same
certainty. rms, Root mean square. (From Walker et al. [12, 13], with permission from Elsevier.)
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four of the animals converged closer to those from Omens et al. [22] (C = 1.1 kPa,
bf = 9.2, bt = 2, bfs = 3.7).

In general, mid-wall fiber stress after a linear repair was lower than in sham-
operated animals (Fig. 12.8). In the retained infarct, fiber stress decreased by 52%
(sham = 36.6 ± 5.7 kPa, plication = 17.5 ± 5.3 kPa, P = .003). In the BZ, overall
fiber stress decreased by 39% (sham = 32.5 ± 2.5 kPa, plication = 19.7 ± 3.6 kPa,
P = .001); moreover, fiber stress in this region decreased to the level of remote
regions after plication. In the septum, however, BZ fiber stress remained high
(sham = 31.3 ± 5.4 kPa, plication = 23.8 ± 5.8 kPa, P = .29).

Fig. 12.8 End-systolic midwall fiber stress in a representative aneurysmal heart (a) and post-
plication heart (b), septal-posterior view. Averaged across all models (c), fiber stress decreased in
the border zone and infarct but did not significantly decrease in remote regions. After plication,
border zone stress was at the same level as remote regions. ∗P < 0.05 plication versus sham. BZ,
Border zone (From Walker et al. [12, 13], with permission from Elsevier)

Cross-fiber stress decreased after plication in BZ and infarct regions (Fig.
12.9). Cross-fiber stress decreased by 47% in the retained infarct (sham = 38.7 ±
5.0 kPa, plication = 20.6 ± 7.1 kPa, P <.01) and decreased 41% overall in the BZ
(sham = 13.0 ± 1.5 kPa, plication = 7.7 ± 2.1 kPa, P = .01). However, in the septal
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Fig. 12.9 End-systolic midwall cross-fiber stress in a representative aneurismal heart (a) and post-
plication heart (b), septal-posterior view. Cross-fiber stress concentration exists in the infarct of the
aneurysmal heart (a) and remains in the nonexcluded septal infarct after plication (b). Averaged
across all models (c), cross-fiber stress decreased in the border zone and infarct but not in remote
regions. After plication, border zone cross-fiber stress was still significantly elevated above remote
regions. ∗P < 0.05 plication versus sham. †P < 0.05 plication remote versus border zone. BZ,
Border zone. (From Walker et al. [12, 13], with permission from Elsevier.)

BZ the cross-fiber stress was still 75% higher than in remote regions after plication
(remote = 5.9 ± 1.9 kPa, BZ = 10.3 ± 3.6 kPa, P <.01).

Although there have been several FE studies of MI [19], to our knowledge none
have been performed on LV aneurysm plication. Because of the simplifying assump-
tions made to develop the closed form equation used in other studies [23, 24] and
the regional validation to tagged MRI presented in the current study, we expect that
our stress calculations are more accurate. FE analysis demonstrates that aneurysm
plication decreases fiber stress without depressing SV. On the basis of these results,
aneurysm plication should be an effective therapeutic strategy relative to no treat-
ment. However, a high cross-fiber stress remains in the BZ of the retained septal
infarct. Surgical remodeling procedures that exclude the septum may decrease stress



12 Surgical Left Ventricular Remodeling Procedures 209

in this region and warrant future studies. Future work will also include comparison
of our method with analytic and competing FE methods.
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Chapter 13
Passive Left Ventricular Constraint Devices

Choon-Sik Jhun, Namrata Gundiah, Kay Sun, Hani N. Sabbah,
E. Elaine Tseng, Mark B. Ratcliffe, and Julius M. Guccione

Abstract Both myocardial infarction and volume overloading associated with
regurgitant valve lesions lead to eccentric left ventricular (LV) hypertrophy. The
mechanism is presumed to be positive feedback between diastolic LV wall stress
and eccentric LV hypertrophy. Further, in each case, an increase in LV size is an
important adverse prognostic finding. The experience with skeletal muscle car-
diomyoplasty led to the hypothesis that passive constraint of LV enlargement
would interrupt the diastolic stress and eccentric hypertrophy cycle, in addition to
halting and possibly reversing the adverse LV remodeling. A number of passive
constraint devices such as the Acorn CorCapTM Cardiac Support Device (CSD),
Paracor Medical HeartNetTM Ventricular Support System (VSS), and MyocorTM

Myosplint R© have been used. Most recently, an Adjustable Fluid Filled Balloon CSD
was proposed by Ghanta and colleagues. In this chapter we model the effect of pas-
sive constraint devices, with the exception of the Paracor Medical HeartNetTM VSS,
on the LV stroke volume/end-diastolic pressure (Starling) relationship and regional
distributions of stress in the local muscle fiber direction.

13.1 Introduction

An increase in left ventricular (LV) size after myocardial infarction (MI) [1–4] is the
most important adverse prognostic finding. For instance, relatively small changes
(25 cc) in end-systolic volume (ESV) after MI are associated with exponential
increases in mortality [4]. An increase in LV size in patients with non-ischemic
cardiomyopathy is also associated with increased mortality [5]. The underlying
mechanism is assumed to be positive feedback between diastolic LV wall stress and
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eccentric LV hypertrophy [6]. Several studies of cardiomyoplasty [7–9] have sug-
gested that passive diastolic constraint can improve the mechanical and functional
performance of the LV by preventing its further dilation.

The Acorn CorCapTM Cardiac Support Device (CSD) (Acorn Cardiovascular,
Inc., St. Paul, MN) is an ellipsoidal “sock” of loosely woven PET-polyester
fabric that, when placed over the left and right ventricles, prevents LV distention
(Fig. 13.1a). The underlying hypothesis is that the CSD and other passive constraint
devices will reduce the strain and stress associated with progressive ventricular dila-
tion and, therefore, halt progressive cardiac remodeling, improve cardiac function,
and encourage reverse ventricular remodeling. Because of concern that the CSD
would produce ventricular constriction, the CSD is loosely sized to the epicardial,
end-diastolic size of the combined left and right ventricles. The Acorn device has
been shown to reduce the end-diastolic volume (EDV) [10,11], shear strain [11],
and infarct area [12] when applied early after MI. Histological investigation also
showed reduced myocyte hypertrophy and attenuation of interstitial fibrosis [13].
A randomized clinical trial of 300 patients with heart failure, with and without
mitral regurgitation, is now complete. The composite endpoint favored the Acorn
device (p=0.024) although there was no difference in mortality [14]. In addition,
patients treated with the Acorn device had lower EDV and ESV over 3 years of
follow-up [15].

Fig. 13.1 (a) Cartoon showing the Acorn Cardiac Support Device (Jacket) placed around the
left and right ventricles. (b) The Paracor Medical HeartnetTM Ventricular Support System. (c) A
section through the ventricles with the three MyocorTM Myosplint R© rods in the LV. (d) Adjustable
fluid-filled balloon
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The Paracor Medical HeartNetTM Ventricular Support System (VSS) is a passive
constraint device made of silicone-coated nitinol wire (Fig. 13.1b). In addition to its
“shape memory” properties, nitinol can undergo large strain at relatively constant
stress (super-elastic) [16]. As a consequence, the compliance of the Paracor device
is flat over a large range of volume. Presumably, this allows the Paracor device
to apply epicardial pressure at end-diastole and at end-systole, and to continue to
apply pressure as the LV becomes smaller [17, 18]. The Paracor device has been
placed on dogs after serial intracoronary microsphere injection [19] and volume
loops obtained 2 weeks after Paracor device implantation show significant reduction
in both EDV and ESV. Similar results were obtained by Magovern, who placed
Paracor devices in sheep immediately after anteroapical MI [17].

The MyocorTM Myosplint R© (Myocor, Inc., Maple Grove, MN) is a transcavi-
tary tensioning device (Fig. 13.1c) designed to change LV shape and reduce wall
stress [20]. Typically, three Myosplints, each consisting of two epicardial pads con-
nected by a tension member, are placed along the long axis of the LV. This draws
the opposing anterior and posterior walls of the LV together and creates a bilobular
cross-section with decreased chamber radius [16]. Recently, the adjustable fluid-
filled balloon CSD (Fig. 13.1d) was developed by Ghanta and colleagues [21].
They suggested an optimized ventricular restraint as 3 mmHg to prevent and reverse
pathological LV dilatation.

In this chapter, we quantify the effect of these passive constraint devices, with
the exception of the Paracor Medical HeartnetTM, on the LV stroke volume/end-
diastolic pressure (EDP) (Starling) relationship and regional distributions of stress
in the local muscle fiber direction.

13.2 Acorn CorCapTM Cardiac Support Device on the Failing
Left Ventricle: Original Polyester Mesh Fabric Design

By using a 3-D finite element (FE) model, we tested the hypothesis that the CSD
reduces end-diastolic wall stress with minimal depression of pump function at the
time of implantation. The Acorn CorCapTM CSD is composed of a fabric with
an open mesh structure, which greatly complicates mechanical engineering anal-
ysis of the CSD. To use the principles of continuum mechanics to model the CSD
fabric, we obtained CSD fabric samples, embedded them in a silicone gel, and per-
formed biaxial mechanical testing on the composite material (CSD fabric + silicone)
[22]. The CSD composites and silicone controls (no CSD fabric) underwent biax-
ial testing and the results were separately fit to the passive myocardial material
law, described in Eq. (3.2) in Section 3.2 in Chapter 3. Here Section 3.2 refers
to “Passive Material Properties of Intact Ventricular Myocardium Determined From
a Cylindrical Model” in Chapter 3. The two sets of material parameters were sub-
tracted from each other leaving the parameters of the CSD alone (Table 13.1). From
biaxial stress–strain relationships obtained in the composite material and in the sil-
icone gel alone, we were able to derive a constitutive (stress/strain) equation that
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Table 13.1 Passive material properties of Acorn fabric-silicone composite and pure silicone were
obtained by planar biaxial mechanical testing

bf bt bfs

C
(kPa) RMS

Acorn CSD/silicone composites 4.48 7.18 0.00 450.22 21.88
Silicone controls 3.16 2.66 0.00 369.73 6.15
Acorn CSD 1.33 4.51 0.00 80.50

Fig. 13.2 The biaxial
mechanical properties of the
Acorn CSD fabric were
extracted simply by
subtracting the material
properties of the silicone
controls from those of the
composites (i.e., Acorn CSD
+ silicone) (• = fitted stress
vs. strain in x-direction, ◦ =
fitted stress vs. strain in
y-direction)

describes the mechanical properties of the CSD for any orientations of the pri-
mary and secondary fabric populations (Fig. 13.2). A FE model of a globally dilated
canine LV was created (see Section 1.3 in Chapter 1). Because the Acorn CSD is
attached onto the epicardium, we assume that the implant acts as a layer added to the
myocardium. The CSD was modeled using two thin layers, with one layer having
fibers at 90◦ and one layer at 18◦ (Fig. 13.3).

We utilized a hyperelastic model describing the diastolic myocardial material
properties [23, 24] to model the CSD. In contrast, the myocardium was modeled
to have active and passive properties that were given by Walker and colleagues
[25]. The generated stress/strain curves were fitted to the hyperelastic model in
order to obtain the diastolic material constants of the CSD fabric (C, bf, bt, bfs),
which were subsequently used as inputs to a 3-D FE model. An end-systolic
pressure (ESP) of 90 mmHg and EDP of 17 mmHg, empirically observed, were
applied to the model. The CSD was not pre-stretched in the simulation. Our results
showed that the CSD greatly reduced end-diastolic wall stress by more than 40%
(Fig. 13.4). Diastolic stiffness was increased by the CSD, but no notable alteration
of end-systolic pressure–volume relationship was found (Fig. 13.5). The Starling
relationship was depressed ∼12% at a given physiologic pre-load by the CSD
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Fig. 13.3 Schematics of
structural mesh of canine left
ventricle with the Acorn
CSD; the muscle fiber
orientation of left ventricle
(60◦/0◦/–60◦ for inner wall,
mid-wall, and outer wall,
respectively) is shown in
circled area A. The fabric
orientation of the Acorn CSD
(primary angle of 90◦ and
secondary angle of 18◦) is
shown in circled area B

Fig. 13.4 End-diastolic (ED)
fiber stress of preoperative
(�) and the Acorn CSD
treated (�) (10 hPa = 1 kPa)

Fig. 13.5 End-systolic
pressure–volume relationship
(ESPVR) and end-diastolic
pressure–volume relationship
(EDPVR)
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Fig. 13.6 Stroke volume
(SV)/End-diastolic pressure
(Starling) relationship (�:
preoperative, �: Acorn CSD
treated)

(Fig. 13.6). In conclusion, the CSD greatly reduces end-diastolic wall stress with
some depression of pump function at the time of implant. This finding suggests that
the optimal wrap tightness may be very important at the time of implant as well.

13.3 Acorn CorCapTM Cardiac Support Device on the Failing
Left Ventricle: Modified Polyester Mesh Fabric Design

The geometric profile of the Acorn CSD before application is approximately a
hemi-ellipse. At the time of application, a matching Acorn CSD size is selected
and placed over the diseased heart. Excess fabric is loosely gathered into a cus-
tom clamp and then excised [26]. Cheng and associates [11] noticed that the Acorn
CSD can cause significant fabric reorientation during the sizing, resulting in alter-
ation of initial anisotropic compliance characteristics [27]. However, no study on
the Acorn CSD has reported on the effect of variations in fabric orientation despite
the potential variability of ventricular function and myocardial properties caused
by the alteration of initial fabric design. To quantify if the Acorn CSD design
is optimal as far as regional LV mechanics and pump function are concerned,
we used the mathematical model that we derived for the Acorn CSD and re-ran
the simulations performed in the previous section after modifying the orienta-
tion of the fabric weave. We tested the hypothesis that an alteration of structural
and mechanical anisotropy of the Acorn CSD induced by the fabric reorienta-
tion has little or no effect on end-diastolic myofiber stress distributions and pump
function.

Two cases of fabric orientations were simulated: (i) both the primary and
secondary fabric populations were reoriented from the original fabric design and
(ii) only the secondary fabric population was reoriented. Both the primary and sec-
ondary fabric populations were rotated by 15◦, 30◦, and 45◦ from the initial fabric
orientation (i.e., 90◦ and 18◦ from the circumferential direction for the primary and
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Fig. 13.7 (a) Both the primary and secondary fabric populations were rotated by 15◦, 30◦, and 45◦
from the initial fabric orientation, thus the fabric structures that we simulated were (a1) 105◦/33◦,
(a2) 120◦/48◦, and (a3) 135◦/63◦, where 90◦ and 18◦ are initial fabric orientations for the primary
and secondary fabric populations, respectively. (b) Rather than rotating the secondary fabric popu-
lation from the initial secondary fabric orientation of 18◦, the secondary fabric population was set
to (b1) 0◦, (b2) 15◦, (b3) 30◦, and (b4) 45◦ while the orientation of the primary fabric population
was held constant as 90◦

secondary fabric populations, respectively). Thus the fabric structures that we sim-
ulated for this case were 105◦/33◦ (= 90◦/18◦ + 15◦), 120◦/48◦ (= 90◦/18◦ + 30◦),
and 135◦/63◦ (= 90◦/18◦ + 45◦). Figure 13.7 (a1–a3) shows the Acorn CSD fabrics
with the LV that represent the primary/secondary fabric orientations. Next, keeping
the orientation of the primary fabric population constant at 90◦, only the secondary
fabric population was reoriented. The orientation of the secondary fabric popula-
tion was set to 0, 15, 30, and 45◦. Thus the fabric structures that we simulated for
this case were 90◦/0◦, 90◦/15◦, 90◦/30◦, and 90◦/45◦. Figure 13.7 (b1–b4) shows
the Acorn CSD fabrics with LV that represent the secondary fabric orientations. By
using the mathematical model that describes the mechanical properties of the CSD
for any orientations of the primary and secondary fabric populations,

T11 = 2wisoψ1(λ2
1 − λ2

3) + 2waniso λ
2
1

[
ψ4 cos2 α + ψ6 cos2 α′]

T22 = 2wisoψ1(λ2
1 − λ2

3) + 2waniso λ
2
1

[
ψ4 sin2 α + ψ6 sin2 α′] (13.1)

the stress/strain curves corresponding to each fabric orientation were generated
shown in Eq. (13.1) (Fig. 13.8). In our previous modeling study with an initial fabric
structure of the Acorn CSD, we assumed that since the Acorn CSD is attached onto
the epicardium, the implant can be interpreted to act as an extra myocardial layer.
As such, we utilized the same hyperelastic model that describes diastolic myocardial
material properties [23, 24] to model the CSD. For all seven fabric reorientations,
the generated stress/strain curves were fitted to the hyperelastic model in order to
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Fig. 13.8 (a) The constitutive curves associated with the primary/secondary fabric orientation of
the Acorn CSD. P.S. Rot is the primary/secondary fabric rotation, T11 and T22 and E11 and E22
are the Cauchy stresses and Green strains in the primary and secondary directions, respectively.
As the orientation of the primary/secondary fabric populations expand, the stiffness in the primary
fabric direction is decreased but the stiffness in the secondary fabric direction is increased. Note
that, at rotation of 45◦ for the primary/secondary fabric populations, the stiffness in the secondary
fabric direction becomes greater than that of the primary fabric direction. The stress/strain curves
for a rotation of 30◦ and 45◦ are close to each other, except for the transposed stiffness between the
primary and the secondary fabric populations. (b) The constitutive curves associated with the sec-
ondary fabric orientation of the Acorn CSD. S. Ang is the secondary fabric angle. As the secondary
fabric population approaches the primary fabric orientation, it slightly increases the stiffness in the
primary fabric direction but decreases the stiffness in the secondary fabric direction

obtain the diastolic material constants of the CSD fabric (C, bf, bt, bfs), which were
subsequently used as inputs to a 3-D FE model (Table 13.2).

Our results showed that variation in fabric orientation did not alter the amount
of reduction in the end-diastolic muscle fiber stress and the pump function as com-
pared to the case of the initial fabric structure of the Acorn CSD (Fig. 13.9 and
13.10). In conclusion, any alteration of structural anisotropy of the Acorn CSD fab-
ric induced by the fabric reorientation during implantation has little or no impact on
end-diastolic myofiber stress distributions and pump function.

Table 13.2 The material properties associated with the primary/secondary fabric orientation and
the secondary fabric orientation of the Acorn CSD (C = material stiffness parameter in unit
of kPa)

Material properties C bf bt bfs RMS

Prim./Sec. Rot = 15◦ 38.59 2.69 7.16 0.50 12.58
Prim./Sec. Rot = 30◦ 36.39 4.34 6.31 0.50 11.81
Prim./Sec. Rot = 45◦ 33.18 6.73 5.16 0.50 12.01
Sec. Ang = 0◦ 39.64 2.12 7.44 0.42 13.07
Sec. Ang = 15◦ 39.83 1.97 7.52 0.50 13.22
Sec. Ang = 30◦ 40.55 1.56 7.72 0.50 13.65
Sec. Ang = 45◦ 41.47 1.03 7.99 0.50 14.31
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Fig. 13.9 (a) The end-diastolic (EDPVR) and end-systolic (ESPVR) pressure–volume relation-
ships associated with the primary/secondary fabric orientation. No notable change in systolic
elastance, E ES, and ventricular volume intercept, V 0, associated with the fabric orientation for
both (a) the primary/secondary and (b) the secondary fabric populations were found. The alteration
of the diastolic compliance was also negligible

Fig. 13.10 The Starling relationships associated with (a) the primary/secondary fabric orientation,
and (b) the secondary fabric orientation of the Acorn CSD. At any structural anisotropy, there were
no significant differences in the ventricular pump function by either the primary/secondary or the
secondary fabric. The stroke volume at the same given physiological pre-load (i.e., 17 mmHg)
for the primary/secondary fabric orientations was 18.16 ± 0.018 ml. The stroke volume for the
secondary fabric orientations was 18.12 ± 0.006 ml. This represents the depression of the pump
function by ~20% at the time of implantation and this amount of depression is nearly identical to
the case of the initial fabric structure

13.4 Adjustable Passive Constraint on the Failing Left Ventricle

There has been concern about the effect of passive constraint on diastolic LV
chamber stiffness and pump function. To quantify this effect, Ghanta and associates
placed a fluid-filled balloon around the LV [21]. In that study, a balloon pressure
of 3 mmHg caused no acute change in mean aortic pressure but reduced the tension
time index and pressure–volume area by 12% and 20%, respectively, and caused
a chronic 30% reduction in LV EDV in sheep that had remodeled after occlusion
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of left anterior, descending diagonal, coronary arteries 1 and 2 [21]. However, it
should be noted that there was an acute 10% reduction in cardiac output [17].

By using a realistic 3-D FE model, the effect of the adjustable passive constraint
on a failing canine heart was quantified. In addition to confirming the findings by
Ghanta et al. [21], this study determines the relationship between the ventricular
constraint, diastolic wall stress, diastolic chamber stiffness, and pump function by
Starling’s Law. We tested the hypothesis that passive constraint at 3 mmHg reduces
diastolic wall stress without a change in pump function.

After creating a FE model of the globally dilated canine LV, ESP of 90 mmHg
and EDP of 17 mmHg were applied outwards at the inner endocardial wall. EDV
and ESV with no constraint were set to 65 ml and 45 ml. The levels of passive con-
straint, 3 mmHg, 5 mmHg, 7 mmHg, then 9 mmHg, were implemented by applying
inward pressure on the epicardium. The material constants in Eq. (3.2) in Chapter 3
bf, bt, and bfs were chosen as 49.25, 19.25, and 17.44, respectively. A material con-
stant, C, was selected to be 0.33 kPa, enabling us to obtain the prescribed EDV.
Active material parameters in Eq. (3.3 and 3.4) in Chapter 3 were selected to the
following values: Ca0 = 4.35 μmol/l, (Ca0)max = 4.35 μmol/l, m = 1.0489 s/μm,
b = –1.429 s, B = 4.75 μm–1, and l0 = 1.58. To achieve the prescribed ESV, we
chose Tmax to be 128 kPa.

It was found that if the reduction in cardiac output is to be less than 10%, passive
constraint should not exceed 3.63 mmHg. At that amount of constraint, end-diastolic
fiber stress was between 35.3% (mid-wall) and 48.8% (outer wall) of stress without
constraint (Fig. 13.11). The compliance curves shift to the left as the level of con-
straint increases. Passive constraint on the Starling relationship causes progressive
tapering of stroke volume at the same end-diastolic pressure. Both stress and cardiac
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output decrease in a linear fashion as the amount of passive constraint is increased.
In summary, if the reduction in cardiac output is to be less than 10% (Fig. 13.12),
passive constraint should not exceed 3.63 mmHg, which appears sufficient to reverse
eccentric hypertrophy after myocardial infarction.

13.5 Myosplint Decreases Wall Stress Without Depressing
Function in the Failing Heart

Regional wall stress cannot be measured in the intact heart and LV function after sur-
gical remodeling is often confounded by inotropic agents and mitral repair. We used
a realistic mathematical (FE) model of the dilated human LV to test the hypothesis
that Myosplint decreased regional ventricular fiber stress and improved LV func-
tion. A FE model was used to simulate the effects of the Myosplint on the LV
stroke volume/EDP (Starling) relationship, and regional distributions of stress in
the local muscle fiber direction (fiber stress) for a wide range of diastolic and end-
systolic material properties. The nonlinear stress–strain relationship for the diastolic
myocardium was anisotropic with respect to the local muscle fiber direction. An
elastance model (Eq. (3.3)) for active fiber stress was incorporated in an axisymmet-
ric geometric model of the globally dilated LV wall. Both diastolic compliance and
end-systolic elastance shifted to the left on the pressure–volume diagram. LV EDV
and EDV were reduced by 7.6% then 8.6% (Fig. 13.13). Mean end-diastolic and
end-systolic fiber stress was decreased by 24% and 16%, respectively (Fig. 13.14).
Although the effect of the Myosplint on the Starling relationship was not signifi-
cant, there were trends toward an improvement in this relationship at low diastolic
stiffness, C, high peak intracellular calcium concentration, Ca0, and high arterial
elastance, EA. Of note, the effect of C was twice that of Ca0 and EA (Fig. 13.15).

Constraint Level [mm Hg]

1 3 5 7 9

S
tr

ok
e 

V
ol

um
e 

[m
l]

0

10

15

20

25

10% Reduction in Stroke Volume

0

3.63 mm Hg

Fig. 13.12 Relationship
between stroke volumes at
initial end-diastolic pressure
(17 mmHg.). Note that any
amount of constraint is
associated with a reduction in
stroke volume. An arbitrary
cut of 10% reduction in stroke
volume occurs at 3.63 mmHg
(y-axis label cutoff)



222 C.-S. Jhun et al.

Fig. 13.13 Baseline
(preoperative) diastolic (a)
and end-systolic (b and c)
pressure–volume
relationships. (a) Diastolic
compliance associated with C
of 0.88 kPa, 1.10 kPa, and
1.40 kPa, respectively. (b)
End-systolic elastance curves
associated with Ca0 =
266 μmol/L, 2.30 μmol/L,
and 2.00 μmol/L,
respectively, and C =
0.88 kPa. (c) Similar to (b)
but with C = 1.4 kPa. Note
that the elastance is
dependent on both the
diastolic stiffness variable
and peak intracellular calcium
concentration

Diastolic function would, therefore, be expected to be the prime determinant of suc-
cess with Myosplint. The Myosplint reduces fiber stress without a decrement in
the Starling relationship. The Myosplint should be much more effective than partial
ventriculectomy as a surgical therapy for patients with dilated cardiomyopathy and
end-stage congestive heart failure. Unfortunately, the Myosplint, CorCap CSD, and
HealthNet VSS are all rather difficult to implant.
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Fig. 13.15 The effect of a 25% reduction in end-diastolic diameter on the Starling relationship. (a)
Preoperative E A is calculated by fixing LV pressure at 100 mmHg. (b) Preoperative EA is fixed at
2, 2.5, or 3. In all cases preoperative EA = Myosplint EA. Although changes were not significantly
different, (all cases) there is a trend toward an improvement in the Starling relationship at high EA.
Note the change in scale in panel B

13.6 Conclusion

Passive mechanical constraint devices are potentially viable alternative surgical
therapies for heart failure. However, comprehensive evaluations of the devices are
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imperative for effective treatment. In this chapter, we looked at the functional prop-
erties of several of the passive constraint devices, Acorn, Fluid Filled Balloon, and
Myosplint, using FE analysis, to determine their impact on ventricular function. Our
studies provide the insight into the functionality of passive constraint devices on the
ventricular function and mechanics.
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Chapter 14
Left Ventricular Implantation of Biomaterials

Samuel T. Wall, Jonathan F. Wenk, Choon-Sik Jhun, and Julius M. Guccione

Abstract In recent years, there has been a significant effort to restore heart function
by the addition of stem cells directly into the myocardium. These cells are normally
carried in a synthetic extracellular matrix and implanted into the injured heart. While
there has been little demonstration of actual tissue regeneration using such methods,
there has been long-term improvement from these techniques, and surprisingly, from
the implantation of biomaterials alone, without any included cells. This has in fact
led to therapies that directly add passive materials into the ventricle to help prevent
heart failure. Therefore, theoretically evaluating the addition of passive material vol-
umes into the myocardium is of clinical importance to understand the mechanisms
for the improvement of ventricular mechanics and for optimizing such treatments.
In this chapter we discuss the role of finite element studies in investigating the direct
addition of non-contractile materials into the myocardium.

14.1 Introduction

With an estimated associated cost of $34.8 billion in 2008 [1] in the US alone, heart
failure (HF) continues to present a significant and growing medical and economic
burden throughout the developed world. While there are numerous mechanisms for
the development of HF, one central hypothesized cause for the progression of the
condition is an elevation of left ventricular (LV) muscle fiber (myofiber) stress and
strain that results from progressive LV enlargement and maladaptive shape changes.
This hypothesis has led to research on novel treatments, such as the direct injection
of non-contractile material [2, 3] into the myocardium to reduce elevated myofiber
stress during the cardiac cycle and to retard the progression of HF. One of the
limitations in clinical testing, with regards to implanting passive materials into the
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myocardium for the reduction of wall stress, is that there have been no successful
methods developed to measure forces or stresses in the intact LV wall – primarily
because of its large deformations and the tissue injury caused by implanted transduc-
ers. Thus, determining whether wall stresses have been reduced requires alternative
methods, such as the use of finite element (FE) simulations.

14.2 FE Studies of Non-contractile Material Addition to the
Infarct-Injured Ventricle

Acute myocardial infarctions (AMIs) are a significant source of HF. One of the
actively pursued approaches to treating CHF associated with AMI is cellular trans-
plantation into the infarct or border zone region to improve regional and global
pump function. Many types of cells have been injected into the injured myocardium,
and in addition to cells alone, studies have also included ECM materials with or
without the cells. FE studies on a ventricle with non-contractile regions have inves-
tigated how adding new contractile elements should improve systolic function [4],
demonstrating global changes to ventricle function. However, it has recently been
confirmed that adding cells to the myocardium creates little functional regenera-
tion but still alters ventricular function. Therefore, the current study investigates the
acute ventricular mechanical effects assuming the implanted materials, such as syn-
thetic ECMs, act only as passive materials [5]. We tested the hypothesis that even
small fractional changes in LV wall volume can significantly alter cardiac mechanics
when properly located.

Development of models to accurately reflect the addition of non-contractile mate-
rial requires careful mesh changes to best simulate the desired effect. We used
a previously developed and validated FE model of an ovine LV suffering from
an antero-apical, transmural, dyskinetic infarct [6]. Injection of material into the
anterior wall of the infarct border zone was simulated by changing the transmu-
ral coordinates of epicardial and endocardial mesh nodes to create local bulging
in the apical anterior wall. In the first set of simulations, the resulting deforma-
tion in the three chosen elements and surrounding nine elements was varied to
achieve a total wall volume increase of 0.5–1.5 mL. To simulate the addition of
non-contractile volume, contractility of these elements, as defined by the active con-
traction Tmax parameter [7], was reduced to an extent proportional to the change in
volume. In addition, to investigate the role that stiffness of the injected material
contributes to changes in cardiac mechanics, the passive material parameters of the
strain energy constitutive equation, described in Chapter 3, of the combined mate-
rial/myocardium elements were modified to model added material with the use of a
volume-mixing rule.

A second simulation tested the global effect of injected material as a potential
therapy, with a total of 4.4 mL (∼4.5% of total wall volume) added in multiple loca-
tions in the infarct border zone. In this simulation, a total of 12 border zone elements
in 4 surgically accessible locations (in the anterior, posterior, and septal walls) were
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modified. A third set of simulations determined the effect of adding material directly
to the non-contractile infarct region. In these simulations, two regions of the apical
infarct mesh were modified by transmural modifications to the epicardial nodes to
model the geometry of material added to the infarct wall.

Midwall end-systolic fiber stresses in the local injection area were calculated
at an LV pressure of 10.24 kPa for a range of injected volumes (0.5–1.5 mL) and
a range of material properties (1–200% of normal diastolic stiffness). There are
12 elements in the volume-altered anterior region of these simulations, 6 of which
are infarct elements and 6 of which are remote and border zone. Mean volume-
weighted stress of each of these two groups of elements shows a linear decrease
with increasing added volume. Material properties also appear to have an effect,
with the higher stiffness materials bearing more of the load in the softer remote and
border zone regions than the stiffer infarct, therefore resulting in a greater reduction
in remote and border zone stresses. The small fractional volumes used in this single-
injection simulation have no significant effect on ejection fraction (EF) or global
function.

In the simulation, to investigate the effect of a potential treatment of multi-
ple implantations throughout the peri-infarct border zone, results indicate that the
addition of ∼4.5% of the total wall volume to the border zone can bring mean
volume-weighted end-systolic fiber stress in the border zone back down to near-
normal levels in the remote myocardium (Fig. 14.1a). However, cross-fiber stresses
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Fig. 14.1 Changes in average fiber (a) and cross-fiber (b) end-systolic stress as a function of the
simulated injection of a total of 4.4 mL of material to the infarct border zone region in multiple
injection sites [5]
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Fig. 14.2 Depiction of midwall end-systolic stress fields in the infarct-injured ventricle, both
before (a) and after (b) the theoretical addition of ∼4 mL of non-contractile material to the infarct
border zone. Differences in stress are localized in the areas of simulated addition (c) [5]

are not dramatically decreased (Fig. 14.1b), and the other four stress components are
not changed significantly (data not shown). Figure 14.2 shows a three-dimensional
color representation of mean end-systolic fiber stress before (Fig. 14.2a) and after
(Fig. 14.2b) the injection of material to the ventricle wall, with yellow-red indicating
areas of elevated fiber stress compared with the rest of the ventricle. Figure 14.2c
shows the difference between the two states, with blue regions indicating localized
areas of decreased stress in the regions of injection.

In addition, material added to the border zone in this simulation caused slight
shifts to both the end-systolic and end-diastolic pressure–volume relationships,
EDPVR and ESPVR, respectively [5]. Meanwhile, global heart function as esti-
mated by the Starling relationship was not significantly altered by the model
changes, with the multiple injections providing no change over the control sim-
ulation. The relationship between stroke volume and volume at end-diastole
(SV/V ED), as well as EF, see Fig. 14.3a, were only slightly altered.

Results of the third simulation show that direct injection of material to the infarct
region can alter the EDPVR and ESPVR proportionally to the amount added, mov-
ing the EDPVR and ESPVR leftward, with a slight upward change to the slope of
the ESPVR [5]. These changes result as a combination of two factors, the increased
elastance of the ventricle from added material and the changes to ventricular vol-
ume. Although not significantly altering the Starling relationship, these geometric
changes can lead to observed differences in SV/VED relationships and the often-
reported metric EF, seen in Fig. 14.3b. A modest fractional increase in volume of
the infarct (5.3 mL compared with 97 mL total wall volume) is capable of increasing
the EF by ∼2 percentage points over the infarct control (24 versus 22), which is a
10% change in magnitude.

Our studies indicate that a small fractional change (0.5–5%) in myocardium wall
volume can alter cardiac mechanics, decreasing wall stresses, affecting ESPVR
and EDPVR, and increasing EF and SV/VED without improving the Starling
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Fig. 14.3 EF as a function of end-diastolic pressure for the simulated injection of non-contractile
volume to the border zone (a) and infarct (b) regions. Little observed difference is seen in the
border zone injection, but in the infarct a 2% increase in wall volume produces a 1 percentage
point increase in EF over control simulations, whereas a 5% increase in wall volume creates a 2
percentage point increase in EF [5]

relationship. These short-term mechanical effects are dependent on the location of
the injection, the fractional volume of material added, and its relative stiffness to
the local myocardium. Although simulating the long-term effect of these changes
is beyond the scope of this FE study, the short-term calculated effects have direct
relevance to ongoing clinical research that involves injecting cells and materials into
the ventricle to treat the after effects of AMIs. These simulations have demonstrated
that changes to global function can result from the addition of purely passive mate-
rials into the myocardium and that care needs to be taken when making claims of
regeneration occurring due to cells being added to the myocardium, when in fact
the changes may result directly from mechanical aspects of adding material to the
border zone or infarct.

14.3 FE Studies of Non-contractile Material Addition to a
Globally Failing Ventricle

While the infarct-injured ventricle presents one target for FE studies, many people
suffer from a globally failing heart without an infarct. In this case, the ventri-
cle can become substantially enlarged, and have poor contractile function, with
increased wall stresses compared to a healthy heart. An FE model was devel-
oped to realistically simulate the mechanics of the globally failing canine LV [8].
An axisymmetric mesh was made to match end-diastolic and end-systolic metrics
from dogs with coronary microembolization-induced HF [9]. These ventricles were
enlarged, had thinner walls, and poor contractility. The baseline FE model, depicted
in Fig. 14.4a with a cutaway view in Fig. 14.4b, was constructed in a prolate spher-
ical coordinate system and consisted of 16 × 5 × 1 (longitudinal × transmural
× circumferential) cubic hermite elements. Myofiber angles were assigned at the
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nodes, and rotated from the circumferential direction by 60◦ at the endocardium and
–60◦ at the epicardium, as previously described [10]. The non-linear, anisotropic
stress–strain properties, as well as the time-varying elastance model of active
contraction, have been previously described with the strain energy relation given in
Chapter 3.

In order to simulate the weakly contracting ventricle of the failing heart, the
active force at end-systole was reduced by changing the Ca0 parameter, which gov-
erns the myofiber force–length curve, and can be loosely interpreted as a reduction
in calcium handling in the heart. This parameter was varied to produce a final EF
of approximately 30%, indicative of a weakly contracting, failing, ventricle and
comparable to the in vivo measurements.

The baseline model of the failing heart was then modified to evaluate the effects
of adding axisymmetric bands of non-contractile material into the ventricle. The
bands were placed at one location in the ventricle midwall (Fig. 14.4c), as well as
four bands along the longitudinal direction of the ventricle (Fig. 14.4d). For these
simulations, the selected elements in the middle of the heart wall had contractility
eliminated and the material properties modified, while the endocardial wall of the
LV was deformed so that the total myocardial active wall volume remained constant
after the mesh changes. Simulations were run with the total added volume ranging
from 1 mL to 6 mL for the single band, and 0–8 mL for the four-band model. In
addition to placement and volume studies, this type of analysis was also used to
examine the role that the stiffness of added material has on the LV stress field.

Addition of passive material alters the predicted geometry at end-diastole and
end-systole. Small changes in diastolic expansion (Fig. 14.5) are seen with vol-
umes of even low stiffness, and changes in base-to-apex lengthening are observed
at both end-diastole and end-systole. Mean stress is reduced in the ventricle, at both
end-diastole and end-systole. By modeling the non-contractile material as discrete
elements, this allows one to separate out the decrease in stress in the myocardial
elements alone versus the entire mesh (Fig. 14.6). This is important, as decreases in
myocardial stress are the desired effect of the implantation. It can be seen that the
mean myofiber stress decreases as the volume of non-contractile material increases.
The addition of multiple bands also result in a decrease in mean myofiber stress, but
produce a much more complex stress field in the region around the non-contractile
material.

The main purpose of this work was to quantify the effect of added mate-
rial on end-diastolic and end-systolic myofiber stress distributions. Such models
are useful as they allow better control over the addition of material compared to
those in the previous section. With discrete elements of added material, individ-
ual mechanical properties can be assigned, and stress can be output for only the
myocardium elements, instead of the lumped approach that does not differentiate
between myocardium and added material. Simulation output indicates that addition
of polymeric material into myocardium can acutely reduce myofiber stress in the
failing LV. Thus, therapeutic use of such materials to reduce myofiber stress may be
a beneficial strategy for treatment of advanced HF.
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Fig. 14.4 Depiction of a
simple axisymmetric FE
model of the failing heart
(a,b) with the addition of
non-contractile material in
one (c) and four (d) discrete
axisymmetric bands

Fig. 14.5 Changes in ventricle motion with the addition of non-contractile material in a sin-
gle midventricular band. Increasing added volume decreases the midventricular inflation during
diastole, and increases apical lengthening during both diastole and systole
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Fig. 14.6 Changes in LV midwall myofiber stress, (a) end-systole and (b) end-diastole, as a func-
tion of added volume for a single band of added material. Mean volume-weighted stress is plotted
for both the entire FEM mesh, as well as for only myocardial elements

14.4 A Method for Automatically Optimizing the Pattern
of Injected Non-contractile Material for Treating
Heart Failure

Novel treatments involving the injection of polymeric materials into the
myocardium of the failing LV are currently being developed which may reduce
elevated myofiber stresses during the cardiac cycle and retard the progression of HF
[5]. The objective of the present study is to develop an FE simulation-based opti-
mization that can automatically determine the most effective injection pattern of the
polymeric “inclusions”. Moreover, this automatic optimization method should be
applicable to the design of any novel medical device for treating HF [11].

The FE models used in the optimization were generated using the scheme
described in Chapter 1. In this case, the injections are modeled as discrete spher-
ical inclusions with a fixed volume of roughly 0.18 mL, rather than bands like the
previous section. The number of inclusions in the longitudinal and circumferential
directions was chosen as the design parameter in the trial run of the optimization.
The number of inclusions in the longitudinal direction varied between 1 and 3,
whereas the number of inclusions in the circumferential direction varied between 1
and 10. No inclusions were placed in the septal region of the LV. Nearly incompress-
ible, transversely isotropic, hyperelastic, constitutive laws for passive and active
myocardium were modeled in a user-defined material subroutine in the FE solver,
LS-DYNA (Livermore Software Technology Corporation, Livermore, CA). The
material response is described in detail in Chapter 3. The commercial optimization
software, LS-OPT (Livermore Software Technology Corporation, Livermore, CA),
uses a systematic search methodology to automatically explore the parameter space
and find an optimum design. LS-OPT is based on the successive response surface
method (SRSM). For further details on the optimization scheme see [11, 12].

The focus of this work is to generate a robust, simulation-based, optimization
scheme for determining the injection pattern that minimizes the mean end-diastolic
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and end-systolic myofiber stress throughout the LV myocardium, as well as
maximizes LV stroke volume (difference between end-diastolic and end-systolic
volume). It should be noted that the stress and volume are normalized, such that
each term in the objective function has the same magnitude. The influence of each
term in the objective function is controlled by adjusting the respective weight factors
described below.

The initial optimization only examined the effects of minimizing mean myofiber
stress (with wSV = 0, weight factor for stroke volume). The results corresponding
to several of the simulated patterns, shown in Fig. 14.7, are given in Table 14.1. The
optimal pattern was found to contain the maximum number of inclusions, which
are three in the longitudinal direction and ten in the circumferential (3 by 10), as
shown in Fig. 14.7c. For the optimal pattern the predicted mean end-diastolic stress
is 2.80 kPa and the end-systolic stress is 21.43 kPa. The difference between the pre-
dicted stress from the optimization and the stress computed from the FE simulation
is less than 1% for the 3 by 10 pattern.

In the case of no inclusions in the myocardium, the mean myofiber stress at end-
diastole is 3.28 kPa and at end-systole is 22.5 kPa. Thus, the optimal pattern reduces
the mean stress by 0.491 kPa (15%) and 1.11 kPa (5%) for end-diastole and end-
systole, respectively. The decrease in stress occurs locally near the inclusions, but

Fig. 14.7 Sampling of designs used for optimization, with injection patterns for the (a) 1 by 1
model, (b) 2 by 5 model, and (c) 3 by 10 model
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Table 14.1 Mean myofiber stress for tree sample designs computed from FE simulations used in
the optimization

Design point
Number of
longitudinal

Number of
circumferential

Mean
end-diastolic
stress (kPa)

Mean
end-systolic
stress (kPa)

A 1 1 3.275 22.481
B 2 5 3.117 22.088
C 3 10 2.785 21.380

Minimum myofiber stress is shown in bold

this leads to a reduction in the global mean stress in the myocardium. Cross-sections
of the myofiber stress distribution for the pattern of 2 by 5 are shown in Fig. 14.8. It
can be seen that the stress at the endocardium, near the inclusions, is reduced relative
to the surrounding wall. This is due to the thickening effect that is produced by the
inclusions. The reduction in stress that is caused by a single inclusion is amplified
when more are added.

The overall influence of varying the two design parameters, in the initial opti-
mization, is outlined in [11]. It was observed that as the number of inclusions
increases, the mean myofiber stress in the LV decreases. This trend occurs at both
end-diastole and end-systole. Additionally, the reduction in mean myofiber stress
is greater when the maximum number of inclusions is used in the circumferential
direction, rather than the longitudinal. This is because there is more space in the LV
wall to add inclusions in the circumferential direction.

While the result of the initial optimization is an intuitive one (i.e., the largest
number of inclusions represents the minimal mean myofiber stress), this verifies that
the optimization scheme is functional. Such a method is valuable for quantifying
the precise amount of stress reduction per inclusion. However, it is preferable to
reduce stress without negatively impacting the pump function of the LV. Thus, a
second optimization was conducted with wED = wES = 0.25 (weight factors for end-
diastolic and end-systolic stress) and wSV = 0.5 as a specific compromise between
maximizing reductions in end-diastolic and end-systolic mean myofiber stress while
minimizing a reduction in stroke volume. The second optimization resulted in a
pattern of 2 by 1 as an optimal pattern, which is not an intuitive result at all. To
confirm that changes in the weighting factors produce unintuitive relative results,
a third optimization was conducted with wED = wES = 0.285 and wSV = 0.43.
The result was an optimal pattern with more inclusions, which was 3 by 1. These
results imply that the optimal pattern produced by the optimization is sensitive to
the influence of the selected weight factors. In addition, assessing the influence of
stress and stroke volume together produces a result that deviates from the maximum
or minimum number of inclusions.

Ongoing and future studies will add more design parameters to the optimization
problem, with emphasis placed on the shape and size of the inclusions. In addition,
the effects of the inclusions on the contractility of the myocardium will be explored
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Fig. 14.8 Myofiber stress distribution at midventricle with an injection pattern of 2 by 5: (a)
end-diastolic myofiber stress, and (b) end-systolic myofiber stress
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by locally altering the material properties around the inclusions. MRI tagging of
beating hearts before and after injection would help determine if myocardial mate-
rial properties are affected by this treatment. This data can then be used to help
determine the proper weight factors.
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Chapter 15
Computational Modeling of Heart Failure with
Application to Cardiac Resynchronization
Therapy

Roy C.P. Kerckhoffs and Lawrence J. Mulligan

Abstract In recent years, cardiac resynchronization therapy (CRT) has become
an effective and popular approach to the treatment of heart failure with a con-
duction disturbance, but it is unclear why 30% of patients do not respond. With
improvements in computer power, diagnostic and therapeutic medical technologies,
it is increasingly feasible to apply patient-specific modeling to guide and predict
the response to CRT. In this chapter we discuss strategies as to how computa-
tional modeling of CRT could be used to try to predict the outcome of this therapy
patient-specifically.

15.1 Introduction

The heart has a strong ability to adapt its cardiac output to a change in demand of
blood. In the short term – within seconds – the heart can quickly increase its beat-
ing rate and strength of contraction as a response to exercise, thus increasing its
output. It can do this because of signals it receives from the brainstem and sensing
an increase in certain hormones circulating in the blood stream. In the long term –
days to months – the heart can increase its left and right cavity volumes and thicken
its walls when a more chronic increase in demand is needed (as in the athlete’s
heart). However, the normal functioning of the heart can be disturbed by, for exam-
ple, an infarct – when a part of the wall does not receive enough oxygen due to a
coronary occlusion – or by conduction disorders, such as left bundle branch block
(LBBB). During the latter disturbance, the septal and lateral walls contract out of
phase. In addition, the right ventricle and left ventricle also contract out of phase.
The development of the dyssynchronous contraction creates a stimulus for several
maladaptive events to begin.
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15.1.1 Heart Failure

Heart failure (HF) is a condition when the heart fails to keep up with the amount
of blood that is demanded by the body. Additional abnormalities – on top of the
disorder that caused failure – may worsen cardiac function. In dilated cardiomy-
opathy, the ventricular walls become thinner, cavities enlarge, and venous pressures
increase. At the cellular level, the cardiac action potential is prolonged, the transient
outward and inward rectifier potassium currents are downregulated, and respon-
siveness to β-adrenergic stimulation is decreased [1]. Magnitude and relaxation
of calcium transients are reduced and prolonged, respectively, resulting in altered
contractile function, such as reduced myofiber peak force and prolonged relaxation
[2, 3]. If left untreated, premature myocardial cell death may occur.

15.1.2 Dyssynchronous Heart Failure

Patients with HF and dyssynchronous mechanical contraction have among the worst
overall prognosis and left ventricular (LV) dysfunction of all HF patients [4]). These
patients can often see significant clinical and functional improvement following car-
diac resynchronization therapy (CRT). CRT requires that a pacing lead is placed in
the LV venous anatomy along with leads in the right ventricle and right atrium. This
form of ventricular pacing is used to restore a more synchronous mechanical activa-
tion pattern. Currently, patients indicated for CRT have severe HF (New York Heart
Association functional Class III or IV) and a QRS duration of more than 120 ms.
Indeed, CRT acutely enhances cardiac function [5] and, in the longer term, can result
in beneficial smaller cavity volumes and thicker walls (referred to as reverse ventric-
ular remodeling) in responders [6–8]. CRT has also been seen in studies to increase
quality of life and reduce mortality [9, 10].

However, 30% of patients receiving a CRT system do not respond. There appears
to be an enhanced lack of response to those with post-infarct myocardial scar. The
relationship between electrical and mechanical activation – which does not appear
to be one-to-one [11] – may be complicated by the presence of scar. Clinically
it has been shown that QRS widening is not a reliable predictor of mechanical
dyssynchrony and LV dysfunction [12, 13], but that there exists a strong correlation
between mechanical synchrony and global LV function [13]. In the longer term, it
has been shown that synchronicity of contraction is an accurate independent pre-
dictor of reverse remodeling [14], even in the presence of transmural scar [15]. A
large clinical trial is required to understand how scar impacts short- and long-term
clinical and functional outcomes.

Moreover, there are no well-defined criteria for predicting outcomes or select-
ing pacing sites and protocols. These criteria include improvements in the distance
walked in 6 min, in the peak oxygen utilization during exercise, and a decrease
in LV end-systolic volume. Although these factors make it difficult to optimally
select patients for CRT, this remains of paramount importance to reduce unnecessary
implants, procedural risks, and healthcare expenses.
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15.1.3 Patient-Specific Modeling

A new approach to CRT – and to medicine in general – might arise from the mat-
uration of computational biology. During the last 5–10 years, improvements in
diagnostic medical technologies such as multi-slice cardiac CT imaging and 3D
electroanatomic mapping, combined with more powerful computing and more accu-
rate predictive models, [17] have made it increasingly feasible to begin developing
multi-scale patient-specific models that may help inform diagnosis, guide therapy
or surgery, and predict outcomes, at least acutely. Indeed, in recent years there have
been notable successes in patient-specific modeling in areas such as musculoskeletal
[18, 19] and vascular [20] surgery. Such models will also provide pathophysiologic
insights from cell to tissue to organ system, and therefore help to understand why
specific interventions succeed or fail.

Therefore, this chapter focuses on computational modeling of cardiac electrome-
chanics, applied to patient-specific CRT.

15.2 Computational Modeling of Cardiac Electromechanics

The patient-specific heart model should generate output that will predict success-
fully the outcome of CRT, and thus aid the cardiologist in his/her decision-making.
This means that the model should contain key components that will influence model
output. An important factor in predicting the outcome of CRT, in patients with HF
and wide QRS, is mechanical synchrony of contraction in the ventricular walls (see
Section 15.1). Logically, the model would include ventricular geometry and fiber
architecture. The latter is important because of the distinct orientation of fibers in the
heart, which affects both impulse conduction and mechanical contraction. Secondly,
because ventricular pacing changes the electrical activation pattern, another impor-
tant component is an impulse conduction model, in which conservation of current
needs to be satisfied. Thirdly, to calculate synchrony of mechanical contraction, the
model needs passive mechanical and myofiber contractile properties. And finally,
because the heart pumps blood, a model of the closed circulation is needed. The
coupling of a circulation model with a model of the ventricles allows for the quan-
tification of pump function through stroke volumes, rate of change of LV pressure,
and end-diastolic pressures and volumes.

15.2.1 Ventricular Anatomy and Fiber Architecture

Patient-specific ventricular anatomy can be obtained with computed tomography
(CT, Fig. 15.1), preferably with cardiac contrast, or with magnetic resonance imag-
ing (MRI, Fig. 15.2). Ventricular endocardial and epicardial surfaces (Figs. 15.3
and 15.4) can be mapped onto the nearest point on the surfaces of ellipsoidal finite
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Fig. 15.1 CT image of a
patient’s heart (taken at the
Veterans Affairs Medical
Center, San Diego,
California) with ischemic and
dilated cardiomyopathy and
left bundle branch block,
showing the left ventricle
(with contrast), right
ventricle, and left atrium

Fig. 15.2 Magnetic
resonance image of a
longitudinal cross-section of
a dog’s heart

element meshes and fitted using finite element least squares methods [21] with root
mean square error lower than 1 mm. The meshes thus generated will serve as the



15 Computational Modeling of Heart Failure with Application 243

Fig. 15.3 Left and right
ventricular endocardial
surfaces of a patient with HF,
fitted to a CT data set (Fig.
15.1). A fiber data set has
been mapped to the mesh
surfaces

Fig. 15.4 Higher-order finite
element mesh of a normal
dog heart, fitted to a MRI data
set (Fig. 15.2)

domain to solve for impulse conduction in the model of electrophysiology and force
equilibrium in the model of cardiac mechanics.

Not all data can be obtained patient-specifically, such as fiber architecture.
Fortunately, this seems to be fairly highly conserved across individuals and
species, at least when geometric variations are accounted for [22]. Fiber archi-
tecture can only be obtained accurately post-mortem with diffusion tensor MRI
(DTMRI) or histologically. Therefore, cardiac fiber angles can be taken from
existing databases (for example, the Johns Hopkins University public database
http://www.ccbm.jhu.edu/research/dSets.php) of a human heart measured with
DTMRI. The fiber architecture will be morphed into the already obtained patient-
specific ventricular geometry [23]. Fiber architecture defines material reference axes
for anisotropic electrical conductivities and mechanical properties in the models of
impulse conduction and biomechanics, respectively.

15.2.2 Impulse Conduction

There are several ways of obtaining information on a patient’s ventricular electrical
activation pattern. The easiest, but least accurate, would be to use the electrocar-
diogram (ECG). The ECG contains global information on activation patterns (for
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example LBBB or RBBB) and total ventricular activation time. Conductivities and
origin of impulse conduction can be adjusted in the model (i.e., for models of
impulse conduction see [24–27]) such that modeled and measured QRS complex
match. This is a crude approach since little is known about regional activation.

A better approach is to measure endocardial electrical activation in both ven-
tricles, obtained using clinical electroanatomic mapping tools. Electroanatomic
mapping [28] has proven utility for this purpose in subjects with HF. With this tech-
nique, the cardiologist digitizes several hundred locations and activation times on
the endocardium using a catheter. The disadvantage is the invasive nature. From
these maps, earliest activated regions serve as external stimuli in the model, and
conductivities are adjusted to minimize errors between mapped and predicted endo-
cardial activation patterns. The model will “fill in” the activation of the remaining
myocardium.

A third approach is to solve inversely for epicardial activation from body surface
potentials measurements [29]. Electrocardiographic imaging (ECGI) is a modality
for noninvasive epicardial mapping [30] using body surface potentials and CT mea-
surements of torso and heart geometry. This means that also a model of the torso
is necessary in order to inversely calculate potentials on the ventricular epicardium
(inverse model). Then, in the ventricular model of impulse conduction (forward
model), stimuli locations and conductivities need to be estimated that will minimize
the differences between the calculated epicardial potentials from the inverse and
forward models.

The activation patterns thus obtained are then used to activate fibers in the cardiac
mechanics model.

15.2.3 Cardiac Mechanics

For most biological tissue, there exists a large variety in values of material prop-
erties. This also applies to normal (non-failing) hearts, but is accentuated in the
failing heart where a large variety of alterations in (mechanical and geometric) cel-
lular properties have been demonstrated in which active properties such as peak
force is reduced, force–frequency relation is depressed, and relaxation prolonged
[2, 31, 32]. Increase in passive mechanics has also been reported due to alterations
of the cytoskeleton [33, 34]. Therefore, material properties for passive and active
mechanics also need to be determined patient-specifically, for these properties are
continuously changing with HF stage [33].

In the model, passive mechanics can be described by an exponential anisotropic
strain-energy function. This strain-energy function contains parameters for scaling
the magnitude of the stress, (in)compressibility, and several parameters for handling
the anisotropy of the tissue. Cardiac anisotropy can be modeled to be transversely
isotropic or orthotropic [35]. Active stress can be described with, for example, a
time-varying stiffness model which is dependent on time, sarcomere length, and
intracellular calcium concentration (Fig. 15.5) [36] or in more detail with a model
of excitation-contraction coupling [1, 37].
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Fig. 15.5 Isometric fiber
active stress as a function of
time at three sarcomere
lengths (1.6 μm, 1.9 μm and
2.4 μm) from a dog model
with a non-failing (black) and
failing (gray) heart [52]. The
properties for the failing heart
were based on force
measurements on human
trabeculae [63]

An estimation of (regional) material properties can be obtained from global mea-
surements of ventricular volumes and pressures or from regional measurements such
as MRI tagging.

15.2.3.1 Estimation of Properties from Global Measurements

Cardiac 2D ultrasound and LV pressure recordings provide dynamic ventricular
pseudo-volumes and pressures, respectively. From the 2D echo images LV vol-
umes can be calculated [38]. Accuracy of cavity volumes estimation from 2D echo
images will be enhanced, because LV cavity volume is known from the 3D CT or
MRI data, necessary for ventricular geometry. From these measurements, pressure–
volume loops can be constructed. End-diastolic pressures and volumes are used to
determine the diastolic relation between LV volumes and pressures (EDPVR) [39].
Volume-normalized EDPVRs, by appropriate scaling of LV volumes, have a com-
mon shape, despite different etiology and species (tested on human, canine, and rat
hearts). For this technique, the root mean square error in pressure between measured
and predicted EDPVRs over the range of 0–40 mmHg was 3 mmHg of measured
EDPVR in all settings. This allows the entire end-diastolic pressure–volume curve
to be predicted from only a few measurements.

For end-systole a similar approach has been developed, obtaining the end-systolic
pressure and volume relation (ESPVR) [40]. It has been shown that single-beat esti-
mations of the ESPVR is only reasonably accurate [41]. However, a more accurate
ESPVR can be obtained from different end-systolic pressures and volumes by induc-
ing a premature ventricular contraction, which is a common clinical approach to
change ventricular preload, by means of altering the program of the pacemaker.

Having obtained the diastolic and systolic LV pressure–volume relation, pas-
sive and active mechanical material properties can be estimated as follows. The
mechanical parameter estimation procedure has been published before, applied to a
model of sheep cardiac mechanics [42]. Initial mechanical parameters are available
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in the literature [43]. Next, the model of cardiac mechanics, in which 3D geometry
is patient-specific, will be inflated passively and when it is fully active. This will
yield the EDPVR and ESPVR for the model. The passive stress-scaling factor, pas-
sive exponential shape coefficient, and active stress-scaling factor in the model are
then iteratively adjusted until the sum-of-squared differences between the clinically
obtained pressure–volume relations and those from the model are smaller than a
predetermined value.

15.2.3.2 Estimation of Properties from Regional Measurements

In cardiac MRI tagging, the heart is “tagged” with a spatially alternating pattern
of magnetic saturation, visibly on MR images as alternating light and dark lines
or checkerboard pattern [44]. From these tagged images, strains can be calculated
[45–47], providing information on regional deformation of the tissue [48]. Walker
and coworkers [42] have used a combination of MRI tagging and finite element
modeling to determine sheep active material properties, in the presence of a myocar-
dial scar. Cardiac circumferential, longitudinal, and radial strains in the LV midwall
were calculated using the 4D spline method [46].

Meshes of the left ventricle were fitted to the geometry at end-isovolumic relax-
ation. Passive and active material properties were estimated specifically for each
sheep, using an iterative approach, such that measured and calculated ventricular
volumes and strains matched. First, the passive and active stress scaling coefficients
were estimated such that end-diastolic and end-systolic volumes, respectively, were
reproduced in the model for a given end-diastolic and end-systolic pressure. Next,
the remaining coefficients in the passive strain-energy law that determine anisotropy
were estimated such that the error between model and MR tagging strains was
minimized.

15.2.4 Scar Tissue

A part of the cardiac wall becomes ischemic when a coronary artery that nor-
mally perfuses this region, becomes occluded. If left untreated, cardiac cells die
and are replaced by collagen fibers, forming scar tissue. The infarct expands, thins,
and over time, dead tissue is continuously resorbed and replaced with scar tissue
[49]. Because of the increase in collagen density, the passive stiffness increases
in that region, and since remodeling is an ongoing process, so does the passive
stiffness change over time. Because myocardial cells are – mostly – absent in the
scarred region, the generation of active stress is zero or almost zero (Fig. 15.6) and
impulse propagation is much slower. Thus, the mechanical and electrical proper-
ties of scarred tissue are important determinants of regional (Fig. 15.7) and global
cardiac function.

More than 50% of patients eligible for CRT show some degree of scar formation
as a result of a prior myocardial infarct [50]. The location of scar tissue [51] or the
degree of mechanical synchronization that can be obtained due to the location of the
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Fig. 15.6 Fiber stress–strain loops in the anterior LV free wall obtained from a canine model of
failing cardiac electromechanics [52] with (black) and without scar (gray). Note the larger area
of the black loop during left bundle branch block (LBBB, left) due to later activation than during
biventricular pacing (BIV, right). In the simulation with the scar, the scar extended into this region.
Therefore, the fibers in this region were passively stretched (gray), causing the disappearance of
the loop

Fig. 15.7 Fiber strain during the ejection phase in a longitudinal cross-section (view is from pos-
terior to anterior) of a canine model of electromechanics [52] without (left) and with (right) scarred
tissue during left bundle branch block (top) and biventricular pacing (middle). Arrows denote the
origin of stimulus. Note the more uniform strains during biventricular pacing without scar com-
pared with LBBB without scar. In the hearts with scar, ejection strain is slightly positive in the
scarred region. The strain pattern is less non-uniform in the LV with biventricular pacing compared
with the LV with LBBB
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pacing site with respect to the scar [15, 52] might be important determinants for the
success or failure of CRT.

Therefore it is also important to obtain information on location, size, and electri-
cal and mechanical properties of scar tissue and include these in the patient-specific
model. Location and size can be determined from gadolinium-enhanced MRI or
endocardial electroanatomical mapping. For the latter, scar will manifest itself as
reduced magnitudes of measured potentials. This will also provide information
on how, if at all, the impulse conducts through scar. Passive, and possibly active,
mechanical properties can be estimated from MRI tagging [42].

15.2.5 Hemodynamics

Embedding the finite element model of the heart in a closed circulation allows for
more realistic hemodynamic boundary conditions and for investigating steady-state
conditions [53]. In order to save calculation time, lumped parameter systems mod-
els are preferred, of which several have been published in literature [54, 55]. One
of these models is the “CircAdapt” model of the circulation [56]. This a model
of the circulation that makes use of adaptation rules of the blood vessels in order
to estimate resistance and compliance parameter values throughout the circulation
patient-specifically. These calculations are not compute-intensive but have been
shown to give good parameter estimates for a variety of clinical indications. In these
adaptation rules, a locally sensed signal results in a local action of the tissue. The
applied rules include dilation of the vessel wall due to flow shear stress (affecting
resistance and compliance), whereas tensile stress thickens the wall (affecting com-
pliance). This technique reduces the number of model parameters that need to be
determined [57].

15.3 Model Prediction of CRT

The models need to be designed according to the native, dyssynchronous state of
the patient’s heart. The models can be validated by comparing the ventricular pacing
results of the model with those obtained from the patient’s measurements when the
pacemaker was turned on – if available. Thus, the patient-specific models are tested
by their ability to predict the observed short-term functional improvements seen in
the recruited patients following CRT, whether clinically successful or not.

Long-term results can be predicted from the strong correlation that has been
shown to exist between synchronicity of contraction and reverse remodeling [14].
The models provide contraction patterns throughout the cardiac walls, from which
outputs of regional function can be calculated, just as in the clinic [58, 6, 14]. Among
others, these outputs can include synchronicity of mechanical contraction [14], the
CURE index [59], and variance of fiber strain [60]. These indices have been used
before in models to assess regional function [57, 61, 52].
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Although acute parameters may accurately predict long-term outcome, another
useful application to enhance the predictive capabilities of patient-specific mod-
els after an intervention is the implementation of adaptation algorithms [62].
Developmental processes involve the growth, change of material properties (remod-
eling), and shape changes (morphogenesis) of tissues, which are controlled by
biochemical signals. However, relatively few theoretical models have been pub-
lished for adaptation of the heart, most of all because current modeling efforts
suffer from a lack of experimental data required for adequate testing. Until such
data become available, most models of adaptation can be only speculative. For an
overview of these types of models see Taber [62].

Whenever possible, long-term model predictions should be validated by com-
parison against clinical follow-up. If model predictions and clinical follow-up are
not congruent, components of the patient-specific model may be oversimplified. If
so, these inadequate components should be replaced with more detailed models that
may require additional measurements.
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Chapter 16
Computational Modeling of Aortic Heart Valve
Mechanics Across Multiple Scales

Laura R. Croft and Mohammad R. Kaazempur Mofrad

Abstract Computational modeling is an excellent tool with which to investigate
the mechanics of the aortic heart valve. The setting of the heart valve presents
complex dynamics and mechanical behavior in which solid structures interact with
a fluid domain. There currently exists no standard approach; a variety of strate-
gies have been used to address the different aspects of modeling the heart valve.
Simplifications reduce computational costs, but could compromise accuracy. As
advancements in modeling techniques are made and utilized, more physiologically
relevant models are possible. Computational studies of the aortic valve have con-
tributed to an improved understanding of the mechanics of the normal valve, and
insights into the progression of diseased valves.

16.1 Introduction

The aortic heart valve poses a complex mechanical problem both for the physicians
repairing the valve and for the engineers seeking to design replacements for the
living valve. Approximately 26,000 people die annually in the United States with
an aortic valve disorder as a contributing cause [1], and it is predicted that by the
year 2020, nearly 800,000 people worldwide will require heart valve replacements
annually [2]. Like other cardiovascular diseases, the number of people affected by
heart valve disease will continue to rise as the average age of the world’s population
increases.

Many aspects of the mechanical environment of the heart valve have been stud-
ied in recent decades (see review by Sacks and Yoganathan [3]). In vitro studies
have been performed investigating the mechanics of the valvular components on the
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cellular level [4] and the tissue level [5]. The dynamic function, including hemo-
dynamic data, of physiological and replacement valves has been examined using in
vitro methods such as laser Doppler anemometry [6] and using in vivo imaging such
as magnetic resonance imaging [7]. All of those experimental methods have limi-
tations in fully characterizing mechanical behavior of the assembled physiological
valve, particularly data such as spatially and temporally detailed stresses.

Computational modeling of the valve provides a robust means of investigation
that can quantify many types of data and can simulate a variety of pathophysiologi-
cal situations. As is the case when modeling any biological situation, simplifications
and assumptions must be defined. A variety of approaches have been developed to
tackle the difficulties associated with simulating complex biological material, recre-
ating the large deformation of a solid structure within a fluid domain, and other
aspects of the aortic valve which are not trivial to capture numerically. Using these
computational methods, researchers have been able to provide a better illustration of
the functioning biomechanics of the valve. Studies have examined specific aspects
of the valve, and how changes in the valve environment, such as developing disease
conditions, can perpetuate abnormal changes to the valve through the communica-
tion of deviant mechanical conditions. The insight gained through computational
studies on the aortic valve can aid in the prevention and repair of valvular disease.

16.2 Background on Modeling the Aortic Valve

The aortic valve and its dynamic function present an interesting interplay of solid
and fluid mechanics. This valve is responsible for the regulation of blood flow exit-
ing the left ventricle into the aorta, presenting the gateway for the oxygenated blood
which is being pumped from the heart to the peripheral circulation. In order to cre-
ate a computational model of a complicated biological system like the aortic valve,
simplifications and assumptions must be imposed on the geometrical and material
properties. However, complexities are added at the cost of increased computation
time and resources. The advent of fluid–structure interaction (FSI) capabilities has
expanded the field of study to include the fluid mechanics associated with the prob-
lem, enabling a more physiologically relevant model. Throughout the cardiac cycle,
the valve undergoes varied dynamic and mechanical changes, which can be simu-
lated and examined using computational techniques to better understand this aspect
of cardiac biomechanics.

The aortic valve is situated within the supporting aortic root between the left ven-
tricle of the heart and the aorta. Like the pulmonary valve, which also controls blood
flow exiting a ventricle, the aortic valve is a semilunar valve and has three cusps:
the right coronary, left coronary, and noncoronary cusps. The cusps are attached to
the wall of the aortic root at the crown-shaped annulus, circling the perimeter of the
root. Each cusp is connected to its neighboring cusps at sites known as the com-
missures, which are the peaks of the crown-shaped annulus. Each cusp also has a
corresponding sinus, which is a bulbous portion of the root. The sinus is defined
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at one end by the cusp attachment and by the sinotubular junction at the end near-
est the aorta. The left and right coronary sinuses have coronary ostia which supply
blood to the heart muscle itself. For more information on the valvular structure see
Thubrikar [8] and Misfeld and Sievers [9]. There exist two approaches most com-
monly used for recreating valve anatomy. One method is to construct an idealized
geometry based on experimentally measured parameters (basic protocol described
by Thubrikar [8]) based on the assumption that the three cusps and sinuses are iden-
tical. An example is shown in Fig. 16.1. Some studies have expanded this approach
to include the coronary ostia [10] or variations in cusp thickness within a single
cusp [11, 12]. To create a more realistic but computationally demanding geometry,
magnetic resonance imaging data, generally of ex vivo specimens, can be used to
create a geometry which accounts for differences between the left coronary, right
coronary, and noncoronary cusps and sinuses such as areas, perimeters, thicknesses,
and the presence of the coronary ostia in the left and right coronary sinuses [13,
14]. Additionally, variations in thickness within each cusp and within the root in the
axial direction are included in the geometry.

Fig. 16.1 Example of the
computational mesh of the
valve using geometry based
on idealized parameters [11]

The cusp tissue is outwardly covered by a layer of endothelial cells, and beyond
that is composed of fibrous extracellular matrix. Valvular interstitial cells, which
have characteristics of both smooth muscle cells and fibroblasts, exist throughout the
matrix. As displayed in Fig. 16.2, there are three main layers of the cusp: the ventric-
ularis, the spongiosa, and the fibrosa, in order of inflow surface to outflow surface.
The ventricularis is the thinnest layer and contains collagen and elastin fibers, the
elastin being mainly radially oriented. This arrangement permits large radial strains
of the cusp tissue. The spongiosa is gel-like, comprised primarily of glycosoamino-
glycans, and likely acts as a shock and shear absorber. The layer nearest the outflow,
the fibrosa, is predominantly composed of collagen fibers oriented circumferentially
and strongly contributes to enduring the heavy loads experienced by the closed cusps
[15]. The fibrosa has corrugations in the unstressed state which unfold as the valve
opens, aiding the cusp in its ability to undergo considerable stretch. The differing
constituents and characteristics of these layers integrate to compose cusps that are
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Fig. 16.2 Histology of cusp tissue and its three tissue layers [15]

capable of withstanding the heavy and varied mechanical demands of the valve func-
tion. Few computational studies have attempted to separately characterize the layers
of the cusp [16, 12].

In reference to the designation of material properties of the cusp, this tissue
is most accurately described as a nonlinear, pseudoelastic, incompressible, and
anisotropic material. The fibrous layers, the fibrosa and ventricularis, contain colla-
gen fibers oriented mainly in the circumferential direction and elastin fibers oriented
mainly in the radial direction. This arrangement, illustrated in Fig. 16.3, causes the
elastic modulus to be significantly greater in the circumferential direction than in

Fig. 16.3 Elastin and collagen arrangement during valve motion [15]
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the radial direction, producing strong anisotropic behavior. A low elastic modulus
is associated with systole when fiber crimping is present, which reduces flexion
stresses on the cusps. When the cusps are closed during diastole, the tissue tran-
sitions to a much greater elastic modulus as the waviness of the fibers straighten,
enabling the tissue to withstand the great pressure load without bulging or pro-
lapse [17]. The stress–strain relationships of collagen and elastin are displayed in
Fig. 16.4. This fiber crimping and two elastic modulus transition phases contribute to
the nonlinear property of the cusp tissue. Many computational models have made the
simplifications of isotropy [18, 11], linear elastic behavior [13, 14], or both [19, 20].
In the past, many of the commercial finite element modeling software packages
were not capable of assigning both nonlinear and anisotropic material properties to
the same structure. Studies have shown that the consideration of nonlinear elastic
properties [21, 22] and anisotropy [23, 24] can significantly influence the results
and accuracy of aortic valve simulations.

Fig. 16.4 Stress–strain
relationship of elastin and
collagen throughout cardiac
cycle [15]

The aortic valve is mainly a passive structure, in which the cusps open and close
based on the pressure difference across the valve, which varies with the cardiac
cycle. This cycle has two main periods, systole and diastole. During the beginning of
systole, pressure is high in the contracting left ventricle, forcing the valve open and
propelling blood from the ventricle. As the pressure in the ventricle is relieved and
the aortic pressure rises, the valve closes. During diastole, the left ventricle relaxes
and is refilled via the mitral valve and left atrium, and the closed cusps of the aor-
tic valve experience a mounting pressure load as the cycle approaches the start of
systole once more. The valve and its surrounding structures of the sinuses and aor-
tic root undergo dynamic local contractions and relaxations throughout the cardiac
cycle (see review by Cheng et al. [25]). Computational studies have focused on both
specific portions of the cycle and the entire cycle. Static models have focused on
the stresses and strains experienced due to the increasing or maximum pressure load
experienced after valve closure during diastole [26, 13, 22]. Dynamic models have
broadened the scope of study to the deformations and stresses that occur throughout
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the cardiac cycle as the valve opens and closes [19, 11]. FSI has enhanced the abili-
ties of the dynamic valve study by incorporating the movement of both the solid and
fluid [18, 16, 14, 10, 12]. In addition to measures of the solid deformations, hemo-
dynamic data become available with which one can examine the fluid mechanics
of the valve setting. Whether static or dynamic, solely structural or with FSI, the
load imposed on the valve model is generally a spatially uniform pressure differ-
ence across the valve, which reasonably replicates the primary driving force of the
physiological valve environment as supported by the study by Carmody et al. [18].

As advancements in computational modeling techniques have been achieved,
more accurate and informative models of the aortic valve have been developed.
Complex valve geometries and material properties can be included in these models;
simplifications of the aortic valve setting are selected depending on the scope and
aim of the study to maintain computational costs to an acceptable level. FSI studies
have demonstrated how blood flow through the valve is altered by the anatomical
structures present, and how correspondingly the movement of blood instigates and
participates in the opening and closing of the valve cusps. Computational studies on
the aortic valve are excellent tools to investigate the mechanical environment of the
valve and to characterize how various factors can substantially alter this mechanical
environment.

16.3 Regional Differences in the Aortic Valve

Organ-scale models of the aortic valve have provided information on the native
state of the undiseased valve. These studies have demonstrated that computational
modeling can be a very expedient tool for investigating the mechanics of the native
aortic valve and can quantify values such as stress which are difficult to obtain in an
in vitro or in vivo setting. These simulations have shown how the three cusps and
three sinuses function together in a complex manner to distribute the heavy pressure
load of diastole and to be capable of the high flexion required during systole.

Grande et al. [13] used commercial software to model the aortic valve and the
aortic root to investigate regional variations in stress and strain. The valve geometry
was obtained from MRI images of ex vivo specimens and also accounted for local
variations in cusp and root thickness. Many FEM studies assume cusp symmetry,
uniform thickness, and that all three cusps and corresponding sinuses are identical;
in contrast, this study had a very complex geometry by which to more accurately
characterize and compare local stress and strain magnitudes. The study was a static
simulation of end systole to the end of left ventricular isovolumetric relaxation,
focusing on the stresses generated as the pressure across the valve reaches a max-
imum during diastole (the coupling of fluid was not included in this model). The
results showed that the asymmetrical and nonuniform nature of the simulated geom-
etry led to asymmetrical and nonuniform distributions of stress and strain values in
both the cusps and sinuses. The noncoronary cusp was shown to have the highest
values of peak principal stress, which the authors conjectured to be partially due to
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the fact that it is the cusp with the greatest area, perimeter, and thickness as well as
radius of curvature which could cause higher values of stress. Peak principal stresses
in cusps were seen in the free margin and in the belly near regions of coaptation,
and stresses in the sinuses were higher near the annulus of the valve as opposed to
near the sinotubular junction. Of the sinuses, the right coronary sinus and the non-
coronary sinus had the greater values of stress. These results correspond well with
clinical results which show that these two sinuses more commonly develop dilata-
tion or an aneurysm [27]. This study showed that the regional anatomical differences
of the aortic valve and root do have influences on the stresses and strains imposed
during diastole, which could provide further information on which localized areas
are more susceptible to disease or require special consideration during repair.

Grande et al.’s work sheds light on the differences in stress experienced by the
three different cusps and sinuses, essential information on understanding the local
variation within the valve. A thorough understanding of the condition of the physi-
ological undiseased state provides a basis with which to compare the mechanics of
pathological, repair, and replacement settings. A severe deviation from the native
conditions could indicate a potential site for a pathological response. Grande-Allen
extended her earlier work to incorporate a pathological model of Marfan’s syn-
drome, a genetic disorder shown to have an adverse effect on elastic fibers. As
these fibers become fragmented and disorganized, the aortic root can begin to stretch
and stiffen. Grande-Allen et al. [28] investigated the mechanical effects which this
abnormal aortic root could have on the cusps of the valve. Using a similar compu-
tational model to that discussed previously [13], the three aortic cusps and sinuses
were modeled based on normal human specimens. The geometry of the model was
altered to recreate four levels of aortic root dilation, 5%, 15%, 30%, and 50%, which
subsequently moved the cusps radially outward. The elastic modulus of the root for
the four models of Marfan syndrome was doubled to simulate the stiffened aortic
root. A static analysis of diastolic loading was investigated. Regional stresses and
strains of the cusps were significantly increased by root dilation and stiffening as
compared to the undiseased model, particularly near the attachment to the root and
the coaptation area (stress distributions are shown in Fig. 16.5). At 50% dilation,
increases in stresses ranged from 77% to 357%, and increases in strain ranged from
57% to 195%. For the 30% and 50% dilation models, cusp coaptation decreased.
For the 5% and 15% dilation models, increases in stress and strain were present
without loss of coaptation, a scenario which could also be representative of cusp
calcification. This study illustrated that the abnormal aortic root which develops in
patients with Marfan syndrome can significantly alter the natural stresses and strains
on the aortic valve cusps and can decrease coaptation, evidence which supports the
instances of cusp thickening and regurgitation often seen in such cases. Information
on the resulting cusp conditions including coaptation area, regional stresses, and
regional strains can better inform surgeons on the most effective surgical repair or
replacement to proceed with for patients with a dilated and stiffened aortic root such
as that associated with Marfan syndrome.

Computational modeling can provide detailed information on how deviant condi-
tions in the aortic valve and root may have a significant impact on the mechanics of
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Fig. 16.5 Stress distributions in aortic valve models of Marfan syndrome: 5% dilation model (a,b),
15% dilation model (c,d), 30% dilation model (e,f), 50% dilation model (g,h) [28]

the valve. These subsequent changes have the potential to further precipitate abnor-
mal biological responses. As more information on the effects of diseased conditions
becomes available using this modality, clinicians can obtain a better understanding
of the implications of these valvular pathologies. These types of studies also enable
physicians to make a more informed decision on the course of treatment or surgical
procedure, keeping in mind the mechanics which play a vital role in maintaining
valve function.
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16.4 Examining Aortic Root Compliance

One factor which has been studied extensively using computational methods is the
compliancy of the aortic root, which has been demonstrated to have a significant
impact on the cusps of the valve as well as the root itself. In a dynamic study by
Gnyaneshwar et al. [19], the aortic root was seen to dilate at the level of the com-
missures before the cusps began to open. When the pressure load on the cusps was
removed in the simulation, the cusps still opened up to 20% in response to the aor-
tic root dilation alone, demonstrating the important relationship between the cusps
of the valve and the aortic root. A healthy aortic root is elastic and able to expand
and contract during the cardiac cycle. The loss of the ability of the aortic root to
dilate and function alongside the cusps could be a factor in diseased conditions and
could be important to maintain or recreate during repair or replacement. Sripathi
et al. [20], Howard et al. [11], and De Hart et al. [16] studied the effects of aortic
root stiffening on the cusps of the valve. The increasing rigidity of the aortic root
and sinuses is associated with several conditions including aortic root disease as
well as the loss of elastic fibers due to aging. The models by Sripathi and Howard
were of a dynamic simulation, did not incorporate FSI, and had idealized geometry,
whereas the model by De Hart differed by advancements in the inclusion of FSI and
fiber-reinforced cusp properties.

The cusps of the compliant root model of the model by Sripathi opened smoothly
into a symmetrical orifice, whereas the cusps of the rigid root had asymmetries
and wrinkling of the cusps. Folding of the cusps also occurred in the rigid root
model in Howard’s study, particularly at the free edges of the cusps. Howard sug-
gests that this abnormal folding would lead to increased bending at the free edge as
well as increased compressive stresses within the cusps. De Hart’s study did report
increased bending at the free edges of the cusps of the rigid root model and that
a flexible root reduces compressive stresses by 68% as compared to a rigid root
model. Sripathi also compared the stresses of the two root models. No significant
increase in maximum principal (tensile) stress was observed due to the wrinkling
present in the stiffened root model; however, increased values of minimum princi-
ple (compressive) stress did exist and in increased area. It has been speculated in a
study with similar findings that the cusp wrinkling and associated abnormal stresses
caused by a stiffened aortic root may lead to cusp calcification [29]. These aberrant
stresses may be damaging to biological tissue such as that of the cusp and could lead
to a further decline in cardiac health.

The dilation of the aortic root which precedes and presumably aids cusp opening
was seen in the compliant root model by Sripathi as seen in Gnyaneshwar et al.
[19], and the root was able to increase effective valve orifice area as increases in
root pressure and transvalvular gradient were imposed. In the stiffened root model,
the root was no longer capable of these actions. The root was unable to adapt to
changing conditions or to expand to facilitate cusp opening, and the opening of
the cusps was delayed. The results from Howard’s model were similar to that of
Sripathi; the compliant aortic root facilitated cusp opening, allowing opening to
occur sooner and at lower pressures than compared to the rigid root. In a stiffened
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root the orifice area was reduced [11] and due to the folding of the cusps the orifice
became triangular as opposed to circular [20]. Fig. 16.6 illustrates how orifice area
and commissure displacement were affected.
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Fig. 16.6 Comparison of compliant and stiffened aortic root models: orifice area expressed as a
percentage of cross-sectional area and displacement of the commissures [11]

As described earlier, the loss of elasticity of the aortic root does likely have
adverse effects on the root’s ability to dynamically aid valve function. Related stud-
ies on repair and replacement draw similar conclusions. Grande-Allen et al [30]
used computational modeling to ascertain which synthetic material for an aortic
root replacement graft best minimized deviations from the normal stress distribu-
tion of both the aortic root and cusps. Of the three materials simulated, the most
compliant material was found to best preserve normal stress values throughout the
cusps and root. Studies on artificial heart valves have examined whether a rigid
or a flexible stent promotes an optimal stress distribution; the stent structure sup-
ports the artificial cusps and is in interface between these cusps and the natural root.
These computational studies have also shown that the devices which do not hinder
the ability of the root to dilate and contract minimize cusp stresses [31–33]. Aortic
root contraction and expansion of the commissures aids valve opening and is an
important component of the complex valvular stress-sharing and dynamics.

16.5 The Importance of the Sinuses of Valsalva

With the advent of FSI it became possible to study the role of the aortic valve sinuses
using computational modeling. In the numerical study by De Hart et al. [16] it was
illustrated that back flow along the aortic wall generates flow into the sinus, creating
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a large vortex in the sinus cavity (shown in Fig. 16.7). This recirculation in the
sinus region serves to promote valve closure as the flow through the valve begins to
decelerate. The existence of vortices in the sinus cavity and their influence on valve
closure has been discussed since the work of Leonardo da Vinci [34]. Computational
modeling can further reveal the importance of the aortic sinuses, and much of this
work has been done with the motivation of studying repair techniques.

Fig. 16.7 Vortex formation in the sinus cavity during systole. At the bottom of each frame, the
left curve represents the applied velocity curve and the right curve represents the applied pressure
curve. [16]

For patients with a dilated aortic root, the common repair is to replace the aortic
root with a synthetic graft while preserving the natural valve cusps. The optimal
design of these grafts should be determined to provide the most restorative and
durable repair, and a common debate is the necessity of restoring the sinus shape to
the root as opposed to a simple cylindrical graft shape. Computational studies have
been performed examining the two graft root shapes and the resulting comparative
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stress and strain values present in the cusps. Grande-Allen et al. [30] and Ranga et al.
[10] have both performed computational studies comparing roots with and without
sinuses. Grande-Allen used a static computational model based on MRI data that
simulated the load experienced during diastole whereas the model used by Ranga
was a dynamic model with idealized geometry which incorporated FSI of the full
cardiac cycle.

Grande-Allen observed that for both graft shapes the stresses in the root region
were increased and strains were decreased. The stresses near the cusp attachment
area were lower than those of other regions such as near the sinotubular junc-
tion, creating an altered stress distribution from that of the natural aortic root. Both
graft shapes increased cusp coaptation as compared to the normal valve, but the
percent increase for the cylindrical graft shape was double that of the pseudosi-
nus graft, and directional strains implied that the valve may be displaced into the
left ventricular outflow. The cylindrical grafts also produced severely altered stress
and strain patterns and magnitudes in the cusps; the graft models which recre-
ated the sinus regions had comparable values to that of normal valves. Ranga also
observed that the cylindrical graft significantly altered the distribution of stress
in the cusps, and compressive stresses were increased as compared to that of the
normal valve, whereas the results of the graft with sinuses were relatively similar
to the native condition. Another computational study by Beck et al. [35], which
compared a cylindrical graft to the native root, also found that the tubular graft
increased deformation and stress, particularly along the cusp attachment region,
which was also the site where Grande-Allen observed the greatest increases in stress
and strain in the cusps. The normal allocation of load between the root/graft and
cusps was disturbed, causing atypical stress and strain distributions in the aortic
root and cusps in the case of the cylindrical graft in which there is a lack of sinus
region.

Although these results all imply that reimplantation with a cylindrical graft is not
a durable repair, clinical results indicate otherwise. Long-term results by David et al.
[36] showed that 94% of patients with a cylindrical graft were free from moderate
or severe aortic insufficiency after 10 years and 96% did not require reoperation.
The long-term clinical results of a remodeling procedure, which tailored the graft
to the patient’s valve and more physiologically recreated the sinuses and normal
valve motion, were also examined. In this case, only 75% of patients were free
from returning aortic insufficiency after 10 years. While computational studies can
characterize the stresses and strains present under very controlled conditions, the
studies did not consider the biological processes which may ensue after surgery. In
many cases, annular dilation will continue or return depending on the pathology,
and a more rigid constraining repair may better prevent future remodeling and the
reoccurrence of aortic insufficiency. Further development of grafts which reproduce
the sinuses is being pursued; while these clinical results are still not as positive as
those of the standard cylindrical graft, they are promising [37].

The cylindrical conduit also affected the normal function and dynamics of the
valve as seen in Ranga’s simulation of the complete cardiac cycle. These results indi-
cated loss of expansion of the commissures during opening, decreased opening and
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closing times, and the introduction of abnormal folding of the cusps. Grande-Allen
also concluded that the cusps within the cylindrical graft may experience folding
as a consequence of increased coaptation and increased cusp strains in the attach-
ment and belly regions. The fluid component of Ranga’s study provided further
information on the implications of the absence of the sinuses. Peak velocities were
increased in the cylindrical graft model (those of the pseudosinus graft were similar
to normal values), and without the sinuses the vortices which aid in closing were
no longer present. The lack of sinuses was disadvantageous to maintaining normal
hemodynamics as well as normal deformations and stress distributions of the solid
structures. The aortic valve sinuses appear to play a role in maintaining an optimal
stress distribution in the cusps and, through an influence on fluid mechanics, aid in
valve closure.

16.6 Fiber-Reinforcement of Aortic Cusps

As previously mentioned, the aortic cusp tissue contains collagen fibers, which bear
the bulk of the load on the cusps. These fibers are oriented primarily in the cir-
cumferential direction, causing the tissue to be less extensible circumferentially as
opposed to radially. Although these fibers are integral components of the valve’s
structure, most computational studies do not consider them in the material defini-
tion of the cusp tissue. A few studies have specifically focused on these fibers and
how their arrangement is related to the mechanics of the valve.

Experimental work has demonstrated that collagen fiber alignment changes in
response to the mechanical environment; throughout the cusp, collagen fiber direc-
tion changes and becomes highly aligned as transvalvular pressure increases from
zero to 4 mmHg [3]. Computational work by Driessen seeks to imitate this adaptive
response and thereby better understand this process. This valve model is a purely
structural static model of idealized geometry of the fibrosa layer. In earlier work,
Driessen assumed that fiber direction aligns with principal stretch directions [38].
The final computed fiber directions resembled those of experimental work by Sacks
(displayed in Fig. 16.8), with the fibers running from commissure to commissure in
the circumferential direction. However, this model also predicted a secondary pop-
ulation of fibers which were oriented in the radial direction, which is not physically
realistic. In a later study, Driessen revised his model so that in areas of biaxial load-
ing, such as the belly region of the cusp, the preferred fiber direction was assumed
to be located between the principal stretch directions [26]. Regions such as that near
the free edge which are loaded primarily uniaxially were still assumed to have pre-
ferred fiber directions which coincide with the principal stretch direction. The final
computed fiber alignments of the cusp agreed with experimental data. The areas of
tissue near the free edge and commissures had circumferential fiber alignment simi-
lar to the previous study, whereas the fibers in the belly region had a more branched
architecture.
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Fig. 16.8 Computed preferred fiber direction (right) compared to experimental results (left).
Orientation index (OI) scale denotes degree of alignment; low OI values indicate highly aligned
networks, and high OI values represent randomly oriented networks [38]

For implementation into the construction of synthetic artificial heart valves, De
Hart has explored the use of fiber-reinforcements within the cusp material, recre-
ating the network of collagen fibers of the native valve and simulating proposed
fiber-reinforcements for synthetic valve design. The computational models are
dynamic models of idealized geometry which include FSI. For the simulations of the
native valve, two fibrous layers of the cusp are simulated: one with radially aligned
fibers and one with those oriented circumferentially. The use of fiber-reinforcement
(imitating that of the native valve) compared to a non-reinforced valve stabilized the
cusps in the open configuration and eliminated high bending deformations during
closure. Fiber-reinforcement also decreased maximum tensile stresses by 31% and
reduced maximum compressive stresses by 33% [16]. Cauchy stresses and opening
configurations are comparatively depicted in Fig. 16.9. In studies examining various
arrangements of fibers, the number and orientation of the fibers were seen to have
an effect on stress distribution and magnitudes [39]. These studies have shown the
strong mechanical impact of the presence and alignment of fibers embedded within
the valve tissue. This data demonstrates the importance of including fiber families in
computational models to accurately recreate the cusp tissue, and shows the impor-
tance of fiber-reinforcement design in synthetic valves so as to maintain a favorable
stress distribution across the cusp tissue to enhance artificial valve durability.

These studies strive to elucidate the development and role of the collagen fiber
network within the cusp tissue. By testing hypotheses on what determines fiber
alignment, one can find a way to recreate their network structure and gain insight
on why these networks form as they do. Models comparing fiber-reinforced and
non-reinforced valves demonstrate how collagen fibers serve to alleviate stress from
the cusps while also aiding in opening and closing stability. This organization of
sturdy fibers is crucial to valve function and durability, and through computational
techniques a better comprehension of them can be gained.
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Fig. 16.9 Maximum principle Cauchy stresses during systole. Upper right cusp is from the non-
reinforced model in comparison to the fiber-reinforced model (left and bottom cusps). MPSr is the
ratio of maximum principle stress of the fiber-reinforced and non-reinforced models. Stress scale
is in kPa. [16]
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16.7 Multiscale Studies

In a model developed by Weinberg and Mofrad [12], not only are the individual lay-
ers of the valvular tissue described using nonlinear anisotropic designations and
simulated within a fluid domain, but the model is capable of simulations at the
organ, tissue, and cell levels of the system as well. This multiscale approach makes
it possible to analyze a problem from the organ level which includes the complex
multi-structure and fluid interplay to the cellular level where cellular deformation
could indicate a biological response. Multiscale methods have also been employed
in other areas of research [40, 41].

In Weinberg and Mofrad [12], a set of reference configurations were defined to
describe the state of the tissue from the individual layers to a loaded assembled valve
and are derived from those created by Stella and Sacks [5]. In the first configuration
�0, the fibrosa and ventricularis are separate and free from stress; the layers are then
combined with the appropriate corrugations and arrangement to construct configu-
ration �1. Next the tissue is assembled into the valve structure, pressure-free �2.
For the next configuration �3, a pressure is applied to the valve to create a phys-
iological initial state. Finally �t represents the functioning valve as it varies with
time. Radial and circumferential extensibilities were assigned to the tissue in each
configuration; these values were based on published experimental studies. These
reference configurations were used as the framework for the multiscale simulations.
Simulations were first performed in the organ scale and the resulting element strains
were then used as boundary conditions imposed on the tissue-scale model. Similarly,
the strains from the tissue-scale model were then used as boundary conditions for
the cell scale model. In this manner, simulations are executed with data passing
down from the largest to smallest scale.

The organ-scale simulations included FSI and used an idealized geometry. A
constitutive model was used for the material in which discrete isotropic solid ele-
ments had embedded one-dimensional cable elements on their top and bottom
perimeters. Time-varying physiological pressures were applied as boundary con-
ditions to the fluid inlet and outlet sources, and the motion created by ventricular
contraction was also included in the model by applying experimentally-derived
radial displacements to the base of the valve. For continuation to the tissue-
scale model, the element deformations at three points throughout the radius of
the cusp were tracked to be transferred to the tissue-scale model. The three
individual tissue layers were included in the tissue-level simulation. The ventric-
ularis and fibrosa were modeled as isotropic exponential materials with embedded
exponential fibers [42] which traversed in the circumferential direction to simu-
late collagen fibers, whereas the spongiosa was modeled as a nonlinear isotropic
material. The constants for these functions were adapted from published exper-
imental data with respect to configurations �0 and �1. A radial stretch was
then applied to modify the tissue from �1 to �2, and the element deforma-
tions from the organ-scale model were imposed for configurations �2 to �t.
The deformations of a selected element of either fibrosa or ventricularis were
tracked to use as boundary conditions for the cell-scale model. The model for
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the cell scale was comprised of a single cell surrounded by matrix. The same
constitutive models as the tissue-scale model were utilized for that of the cell level,
and the matrix could represent either the fibrosa or the ventricularis. The element
deformations from the tissue-scale model were applied as boundary conditions to
the outer faces of the matrix, and simulations began from reference configura-
tion �2. The results obtained from this level of simulation were cell aspect ratio
(CAR) data.

Like the preceding computational models of the aortic valve, this model can
demonstrate the deformation occurring during the opening and closing of the valve,
and the stress and strain distributions which result. With its FSI facilities, the mutual
effects of the solid and fluid domains are included in the analysis, and fluid flow
data can be acquired in addition to that of the solid structures. However, unlike pre-
viously developed models of the valve, the capabilities of this model extend beyond
the organ scale (see Fig. 16.10). The mechanical response of the individual layers
of the tissue can be investigated, examining the distributions of stress and strain
throughout the layers, accounting for the unique corrugated nature of the fibrous
layers. Most interesting is the information available on cellular deformation at key
points in the tissue assembly, to better ascertain which conditions are truly sensed
on the cellular level and therefore capable of eliciting a biological change. This utile
model shows great promise as a tool to investigate pathologies such as aortic calci-
fication which are triggered by the interstitial cells of the cusp tissue in response to
abnormal mechanical stimuli.

Fig. 16.10 Deformations experienced at each of the three levels of the multiscale model [12]
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This multiscale model has been used to investigate the congenital disease con-
dition of a bicuspid aortic valve. Whereas the normal aortic valve has three cusps
and three sinuses, 1–2% of the population is born with only two cusps and two
corresponding sinuses. These patients are more likely to develop valvular diseases
such as calcific aortic stenosis and generally present symptoms at an earlier age.
Weinberg and Mofrad [43] utilized the multiscale model described [12] to investi-
gate the mechanical effects of this cusp geometry on the organ, tissue, and cellular
levels. The two different valve geometries are shown in Fig. 16.11. At the organ
level, the bicuspid valve did not open as fully, creating a jet formation differing
from that seen in the fluid phase of the tricuspid valve. Higher levels of flexure
were observed for the bicuspid valve in both the coaptation area and the region near
the cusp attachment to the root wall, and the cusps opened with visible wrinkling.
Cellular deformation values were computed for the regions of high flexure on the
aortic surface of the cusp (the surface where calcification develops) for both the
bicuspid and tricuspid valves and compared. Although the bicuspid had aberrant
deformation on the organ level, cellular deformations were similar for both models,
and therefore no significant difference may be detected on the cellular level. Since
calcific aortic stenosis is thought to be regulated at the cellular level, this study
concluded that the higher occurrence of calcification in bicuspid valves is not nec-
essarily caused solely by the geometric difference of the reduced number of cusps.
Bicuspid valves may be more susceptible to disease due to other genetic differences
such as abnormal matrix components. Further information outside the capabilities
of computational modeling is needed to identify the reason bicuspid valves are vul-
nerable to disease; however, computational modeling was successful in providing
evidence against the simple assumption that the geometric difference of two cusps
was fully responsible for diseases such as calcification and demonstrates that further
investigation is warranted.

Fig. 16.11 Trileaflet (left)
and bileaflet (right)
geometries used in Weinberg
and Mofrad [43]

16.8 Conclusion

Computer simulations of the aortic valve have provided mechanical information
on the valve which may have otherwise been unattainable. Heart valve diseases
are a widespread problem and in many cases are linked to mechanical factors and
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abnormalities. Modeling studies have presented a platform to elucidate the mechan-
ical environment of the healthy valve and have provided insight into the progression
of pathological conditions. Continuing improvements in numerical simulations are
eliminating past modeling limitations so that new models can more closely replicate
the physiological problem. This field shows great promise in continuing to supply
vital information to improve heart valve healthcare.
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Chapter 17
Blood Flow in an Out-of-Plane Aorto-left
Coronary Sequential Bypass Graft

Meena Sankaranarayanan, Dhanjoo N. Ghista, Leok Poh Chua,
Tan Yong Seng, Kannan Sundaravadivelu, and Ghassan S. Kassab

Abstract Coronary artery bypass graft (CABG) is a major therapy for ischemic
heart disease which if left untreated can progress to failure of the heart. Restenosis,
a leading cause of CABG, can be correlated with the geometric configuration and
the hemodynamics of the graft. In this chapter we use computational fluid dynam-
ics (CFD) to investigate the hemodynamics in a 3D out-of-plane sequential bypass
graft model. Using a finite volume approach, quasi-steady flow simulations are per-
formed at mid-ejection and at mid-diastole. Plots of velocity vectors, wall shear
stress (WSS), and spatial WSS gradient (WSSG) distribution are presented in the
aorto-left coronary bypass graft domain. Simulation results reveal a more uniform
WSS and spatial WSSG distribution in the side-to-side (sequential graft) anastomo-
sis configuration over the end-to-side (multiple graft) anastomosis. Results for the
multiple bypass graft model show the peak magnitudes of the spatial WSSG are
higher compared to the sequential bypass graft model. These findings suggest that
sequential bypass grafting may be preferable over multiple bypass grafting to avoid
non-uniformities of WSS.

17.1 Introduction

The sequential coronary artery bypass grafting (CABG) technique, as described in
early years [1, 2], is a technique in which two or more coronary artery anastomoses
are made with a single graft, usually the saphenous vein. The distal anastomosis is
constructed in an end-to-side fashion, while the proximal anastomosis is constructed
in a side-to-side fashion. The advantages of this technique over the single graft
technique include fewer anastomoses and higher graft flow [3, 4]. Higher patency
rates have also been observed through post angiograms in the proximal side-to-side
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anastomoses as compared to the distal (end-to-side) anastomoses. Similar results
were reported by O‘Neill et al. [5], who confirmed that the proximal segment of the
sequential graft has a higher velocity than that seen in a single bypass graft. Kerem
et al. [6] found that higher patency rates are achieved by using sequential grafts in
bypass surgeries that involve coronary arteries with small diameter (around 1.5 mm)
or with a poor run-off.

Despite the apparent advantages of sequential bypass grafting, this technique has
been criticized because revascularization depends on a single proximal anastomosis
[7]. A comparison of the results of single venous grafts with those of patients with
sequential grafts revealed that the latter have the same 10-year outcome as single
venous grafts [8].

Earlier works reported that formation of intimal hyperplasia plays a vital role in
bypass graft failure [9, 10]. Several factors contribute to anastomotic intimal hyper-
plasia, including boundary layer separation [11], compliance mismatch [12], and
other hemodynamic factors [13]. A wealth of literature on both experimental and
computational fluid dynamics (CFD) studies in CABG have been cited in a recent
publication [14] to investigate the role of various issues including the 3D aspects of
the flow.

Previous works on CABG have been confined to limited segments of total CABG
blood flow field. The present chapter expands the CFD study of blood flow in the
entire flow field domain in a complete sequential bypass graft model as compared
to multiple grafts. The objective is to investigate the flow patterns, velocity distribu-
tions, wall shear stress (WSS) distributions and their spatial gradients (WSSG) in
two different anastomotic configurations, namely the side-to-side anastomosis and
an end-to-side anastomosis of the out-of-plane aorto-left coronary sequential bypass
graft. Although there are experimental studies on the hemodynamics of sequential
bypass grafts [15, 16], this chapter presents the first CFD simulation of a sequential
bypass.

17.2 CFD Analysis

17.2.1 Geometry

The sequential CABG model to simulate the flow field in the anastomoses of the
aorto-left coronary bypass graft is constructed using dimensions based on surgi-
cal observations from patients (Fig. 17.1.). The 3D geometry of the aorto-coronary
bypass graft model is constructed using the commercial fluid dynamic software
GAMBIT.

As indicated in Fig. 17.1, the saphenous vein originates from the aorta at point A
and is anastomosed to the 90% proximally occluded obtuse marginal OM1 branch
at point B in a side-to-side anastomosis. It is then anastomosed in an end-to-side
fashion with the 80% proximally occluded obtuse marginal (OM2) branch at C. The
intersection between the graft and the OM1 results in a diamond-shape anastomosis
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Toe
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A

Aorta

Fig. 17.1 A schematic of out-of-plane aorto-left coronary sequential bypass graft model (model I)
includes the ascending aorta, the right coronary artery inlet (RCA), the left main coronary artery
(LMCA) and its branches LCx and LAD. The proximal portion of the branches of the LCx artery
namely the obtuse marginals OM1 and OM2 are 90% and 80% occluded respectively; B and C
denote proximal and distal anastomoses

geometry, while that between the graft and the OM2 artery has an elliptical shape.
The latter is caused by the deformation of the larger diameter graft sutured to the
smaller LAD vessel as observed in surgery.

In order to avoid competition of flow between the obtuse marginal branches, the
OM1 artery is assumed to be more severely occluded (90%) than the OM2 artery
(80%). From a clinical point of view, it is desirable to have both branches well
perfused in a sequential graft.

17.2.2 Material Properties and Flow Conditions

Blood is assumed to be an incompressible, Newtonian fluid with a dynamic vis-
cosity (μ) of 0.00408 Pa s. The density (ρ) of blood is taken as 1050 kg/m3. The
inlet Reynolds numbers are 421, 128, 40, and 106 for the aorta, the LCx, and the
branches OM1 and OM2. The vessels are considered as rigid conduits and the no-
slip conditions are applied at the walls. For a 3D flow, the conservation of mass and
linear momentum are expressed by the equations of continuity and Navier–Stokes,
respectively, as

∇.q = 0, (17.1)
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ρ

(
∂q

∂t
+ q.∇q

)
= −∇p + μ∇2q, (17.2)

where p denotes the pressure andqdenotes the velocity vector in 3D space. The
flow dynamics were analyzed at mid-ejection and mid-diastole. A quasi-steady flow
analysis is carried out by taking into account the cardiac cycle data on blood flow-
rate waveforms at the entrances to the aorta, LAD, LCx, and RCA. The velocity
distribution is obtained by solving Equations (17.1) and (17.2), subject to the input
boundary conditions given below.

The input conditions to the model are the measured time-varying flow-rate
waveforms at the aorta entrance, LAD entrance, RCA entrance, and the LCx
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Fig. 17.2 (a) Flow-rate waveform at the inlet of the aorta. (b) Flow-rate waveform at the ascending
aorta exit. (c) Flow-rate waveform at the entrance of the LAD artery. (d) Flow-rate waveform at
the entrance of the LCx artery. (e) Flow-rate waveform at the entrance of the RCA
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(Fig. 17.2 a–e). A detailed explanation of the input flow conditions are reported in
an earlier work [14].

The flow discharges were set proportional to the third power of the branching
vessel diameter according to Murray’s law [17]. Throughout the analysis, the flow
discharge values (as a percentage of the LCA inlet flow) fixed at the various outlet
branches of the LCA tree (namely, LCx, OM1, OM2, and LAD) were set to 22.4,
5.82, 15.4, and 56.3, respectively.

17.2.3 Computational Setup

The CFD simulations were performed using a control volume-based technique,
implemented in the CFD code Fluent (Fluent User’s Guide, Fluent, Lebanon, NH).
In the Fluent solution algorithm, the governing equations (conservation of mass and
linear momentum) are solved sequentially. As the equations are non-linear (and cou-
pled), several iterations of the solution loop are needed before a convergent solution
obtained. Using this approach, the resultant algebraic equations for the dependent
variables (namely the velocities) in each control volume are solved sequentially, by a
point implicit (Gauss-Seidel) linear equation solver in conjunction with an algebraic
multi-grid method.

In order to carry out a mesh sensitivity test, numerical simulations were per-
formed by varying the number of grid cells in the computational domain. The mesh
sensitivity on the flow variables (namely the velocity and WSS) are tested by vary-
ing the number of grid cells. It is found that the computational domain of 146,825
cells was sufficient for convergence. The simulation results did not show any differ-
ence when the convergence criterion set was changed from 10–5 to 10–6. Hence, the
study was carried out with the convergence criteria of 10–5.

17.3 Simulation Results

17.3.1 Sequential Bypass Graft

The flow characteristics are analyzed at two instances of the cardiac cycle: (1) during
mid-ejection (t=0.15 s) when there is maximum flow entering the aorta, and (2)
during mid-diastole (t=0.57 s) when the aortic valve is fully closed and there is
maximum perfusion in the coronary arteries.

To study the influence of the geometry on the flow field, the velocity distribution
of the entire flow field is computed. Due to the complex out-of-plane geometry,
the computed velocity vectors are illustrated in the respective plane of symmetry of
the conduits. The WSS distributions are also likewise illustrated for the respective
instances of the cardiac cycle along with the WSSG in the bypassed regions.

At mid-ejection, the majority of LV flow enters the ascending aorta with very
little blood entering the coronaries, as noted in Fig. 17.3. The flow in the aorta is
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Fig. 17.3 At the mid-ejection phase t=0.15 s, the velocity vectors are displayed in the center
plane of the aorta. Flow enters the aorta with a higher uniform velocity. Regions of recirculation
are observed at the graft entrance and at the entrance of the LMCA

nearly uniform with a very high velocity. Due to the high pressure gradient, strong
regions of recirculation are seen at both the entrance of the graft and at the LMCA
branch.

The recirculation regions observed at the entrances of the graft and the LMCA
reduces the amount of blood flow from entering into other branches (LCx, OM1, and
OM2). Due to the large variation in the magnitude of velocity, the velocity vectors
around the side-to-side anastomosis (B) region and the end-to-side anastomosis (C)
region are shown separately (Figs. 17.4 and 17.5). The 90% stenotic region in the
proximal portion of OM1 allows negligible flow into the distal end of OM1. The
majority of the flow in the distal branch of OM1, however, comes from the graft
(Fig. 17.4). The flow profile of LCx is skewed due to the curvature of the vessel.
Blood flow from the graft impinges on the bed of OM2. The majority of the flow
issuing out of the graft progresses into the distal end of OM2 (Fig. 17.5), while a
small amount passing through the proximal portion of the constricted OM2 vessel
enters the LCx.

Despite the flow patterns remaining qualitatively similar at the start of ejection
(not shown), the slight increase in graft flow (0.0074 l/min) compared to the start
of ejection contributes to a small increase in the magnitude of velocity in OM1 and
OM2 vessels. The respective flow rates in the distal ends of OM1 and OM2 are
0.0021 l/min and 0.0057 l/min. The magnitude of mean velocities at the different
vessels, namely, the aorta, graft, LCx, OM1, and OM2 are 0.738 m/s, 0.01 m/s,
0.08 m/s, 0.018 m/s, and 0.068 m/s respectively.
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Fig. 17.4 The velocity vectors (m/s) in the side-to-side anastomosis region at t=0.15 s. The
regions of recirculation (at the entrance of the graft and LMCA) do not allow much blood to
enter the left coronary artery and its branches

Fig. 17.5 The velocity vectors (m/s) in the end-to-side anastomosis region at t=0.15 s. Skewing
of blood flow profile is predominant in the LCx artery, reflecting the influence of the curvature of
the vessel wall
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At mid-ejection, it is observed (Fig. 17.6) that the peak WSS is increased by a
factor of 4 compared to that observed at the start of ejection phase due to the increase
in magnitude of velocity entering the aorta from the LV.

Fig. 17.6 The WSS at mid-ejection t=0.15 s. Maximum WSS of around 5.7 N/m2 observed
around the entrance of the RCA and at the graft entrance. Within the aortic domain, the WSS
distribution is relatively uniform (around 2.29 N/m2), reflecting the smooth flow pattern

The maximum WSS (∼5.7 N/m2) is observed around the RCA region with a
WSS distribution in the range of 2.29 N/m2 in the aortic domain and the distal
regions of the branches of the LCA. This may be attributed to the steep velocity
gradients seen in those regions.

The peak WSS at the side-to-side anastomosis region B is much smaller than the
peak WSS that is observed at the toe of the end-to-side anastomosis C (Fig. 17.7).

There is a low WSSG in the side-to-side anastomosis region, and sharp gradients
at the toe of the end-to-side anastomosis, reflecting the non-uniform distribution of
WSS (Fig. 17.8).

At mid-diastole (t=0.57 s), the aortic valve is fully closed and the blood perfuses
the coronary vessels from the ascending aorta (inlet flow rate of 0.0937 l/min). At
the graft entrance, strong skewing of blood toward the outer wall of the graft is
observed which gradually changes its path due to the curvature of the graft ves-
sel (Fig. 17.9). The flow field pattern remains qualitatively the same as compared
to the start of diastole (t=0.32 s), except with a rise in the magnitude of velocity
observed in the LCx and its branches OM1 and OM2 (not shown). The increase
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Fig. 17.7 WSS distribution seen around the side-to-side anastomosis is very small (of magnitude
0.75 Pa) compared to the high WSS (2.3 N/m2) seen at the toe of the end-to-side anastomosis.
However, an increase in WSS is observed in the distal end of the branches compared to the proximal
portions (that may be attributed to the complexity of the vessel geometry)

in flow rate to the graft during mid-diastole results in good perfusion of the OM1
artery (0.0217 l/min), Fig. 17.10. Prominent skewing of flow profile is seen in the
LCx branch, resulting in good perfusion of the distal portion of the LCx. The high
graft flow impinges on the floor of the OM2 artery with a large force, thus allowing
a significant amount of blood to enter the 80% constricted region, with the majority
of blood flow (0.0628 l/min) proceeding toward the distal end of the OM2 artery
(Fig. 17.11). A significant rise in the mean velocities during mid-diastole phase is
observed.

The maximum WSS observed at the distal end of the LCx vessel wall reflects
the prominent skewing of the flow field. As observed earlier, the WSS in the aortic
domain is negligible (Fig. 17.12). The proximal portion of OM1, where the flow
is almost stagnant, results in very low WSS. The region close to the side-to-side
anastomosis and further downstream has a nearly uniform WSS (around 4 N/m2). In
contrast, there is a large spatial variation in WSS distribution (ranging from 0 N/m2

to 48 N/m2) in the OM2 branch of LCx, due to the strong impingement of blood
on the floor of the artery and the complex geometry of the end-to-side anastomosis
(Fig. 17.13).

The WSSG distribution is qualitatively similar to t=0.32 s, except for an increase
in magnitude of the WSSG to around 25.9 N/m3 seen at the toe of the end-to-side
anastomosis (Fig. 17.14).
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Fig. 17.8 The spatial distribution of the wall shear stress gradients at t=0.15 s

17.3.2 Comparison of Sequential and Multiple Bypass Graft

In order to have a clearer comparison of sequential bypass graft and multiple bypass
grafts, the WSS and WSSG are also computed at the same instances of the car-
diac cycle in a multiple bypass grafts model for the same input conditions of flow
discharges. For convenience, we refer to the sequential CABG model (shown in
Fig. 17.1) as model I and the multiple bypass graft model as model II (Fig. 17.15).

Since the main focus is to understand how the hemodynamics varies in the anas-
tomosis regions of the two models, the WSSG plots pertaining to the anastomosis
regions are shown which reflect distinct differences. Except for the toe region of
model I (Fig. 17.8) which experiences a steep gradient (about 1.15 N/m3), all other
regions show a relatively small variation in WSSG. In model II, however, the spa-
tial gradients are steeper (with maximum gradient seen at the toe) and the variation
along the bed of the artery is more pronounced (Fig. 17.16).

During mid-diastole phase, t=0.57 s, the spatial WSSG is qualitatively similar to
that observed during mid-ejection. The peak WSSG is higher in model II (around
28 N/m3) as seen in Fig. 17.17, compared to the sequential bypass grafts model I
(around 26 N/m3), Fig. 17.14.

For both instances of the cardiac cycle, the multiple bypass graft model gener-
ally experiences a higher WSSG compared to the sequential bypass graft model.
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Fig. 17.9 At the mid-diastole t=0.57 s, the velocity vectors (m/s) are displayed in the center plane
of the aorta. Blood from the ascending aorta perfuses the coronary vessels

Fig. 17.10 The velocity vectors (m/s) in the side-to-side anastomosis region at mid-diastole,
t=0.57 s. Maximum perfusion of the stenosed vessels occur during mid-diastole phase, with a
maximum velocity of 0.375 m/s. A small recirculation region is observed at the entrance of the
OM1 artery
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Fig. 17.11 The velocity vectors (m/s) in the end-to-side anastomosis region at t=0.57 s. Maximum
perfusion of distal OM2 occurs during mid-diastole phase, with a maximum velocity of 1.05 m/s.
Significant skewing of the velocity profile is seen in the LCx artery toward the outer wall as a result
of the high flow rate and the vessel curvature

The reason for lower WSSG in the sequential bypass graft model may be attributed
to the flow splitting caused by the side-to-side anastomosis. In the case of sequential
bypass grafting, the flow splitting in the graft causes the parabolic graft flow profile
to change to a flat profile thus resulting in a plug flow and consequential reduc-
tion of the velocity gradient. Hence the influence of the side-to-side anastomosis B
on the end-to-side anastomosis C contributes to better WSSG environment which
is in agreement with other reports [18]. These findings are also in agreement with
Pietrabissa et al. [19] who also showed that sequential bypasses exhibited better
hemodynamics (velocity, WSS, and spatial WSSG) in the graft segments upstream
from the first anastomosis (side-to-side anastomosis). In addition to this, angio-
graphic studies have also shown that a sequential bypass grafting may result in better
patency than the conventional bypass grafting [6].

It is well known that fluid shear stresses have a definite bearing on endothe-
lial cell shape and function. It has been shown that, in lesion-prone regions, the
endothelial cells are polygon shaped, whereas in non-atherosclerotic regions they
are elongated and aligned in the flow direction [20]. Lei et al. [21] have shown that
in disturbed flow regions the elongation and alignment of endothelial cells are dif-
ficult to achieve because of high WSS gradients. Another numerical study on flow
in two-way bypass grafts [18] reported that spatial WSSG could best relate to the
initiation of disease formation, and the decrease of spatial WSSG may contribute
to the improved hemodynamic condition. From this, we may infer that the toe and
the floor of the end-to-side anastomosis region (in the sequential grafting) are more
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Fig. 17.12 The wall shear stress distribution (WSS) at the mid-diastole instant t=0.57 s indicates
that magnitude of WSS increases from the proximal to the distal part of the LCx and its branches

prone to lesion development as these are regions that experience a high WSSG. This
may be a reason for considering sequential bypass over multiple single grafts.

17.3.3 Critique of Simulation

Firstly, the elasticity of the vessel walls has not been considered since earlier work
by Friedman [22] has suggested that wall elasticity is of lesser importance (than
geometry) as far as the gross features of the flow is concerned. Steinmann and Ethier
[23] have reported that the effects of wall distensibility were less pronounced than
those of arterial geometry and flow conditions. Despite the fact that the coronary
arteries move considerably throughout the cardiac cycle, Zeng et al. [24] have shown
that pulsatility is the main characterizing factor of WSS distributions. Another study
by Santamarina et al. [25] has revealed that the movement of coronary arteries has
little effect on the velocity.

The model also does not take into account the non-Newtonian rheology of blood.
This is because it is observed that there is variation of less than 6% observed in
the peak WSS magnitude between the Newtonian model and the non-Newtonian
Carreau model (data not shown).
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Fig. 17.13 WSS distribution seen around the side-to-side anastomosis is relatively high (around
10 N/m2) while the toe of the end-to-side anastomosis and the floor of the OM2 artery experiences
a very high WSS (around 48 N/m2)

Models by Myers et al. [26] have shown that non-Newtonian nature of blood did
not affect the inlet velocity profiles. Numerical simulations of non-Newtonian flow
in a 2D end-to-side anastomosis investigated by Ballyk et al. [27] under pulsatile
conditions have also shown only minor effects on WSS distributions.

17.4 Implications and Limitations of Simulations

17.4.1 Patency of CABG Procedures

Clinical studies [3, 28] have demonstrated that sequential vein bypass grafts retain
their patency longer than single vein grafts. McNamara et al. [29], however, con-
cludes that there is no significant difference between single graft and multiple grafts.
This is in agreement with a recent work [30] that predicted similar patency of both
single and sequential types of bypass. Al-Ruzzeh et al. [31] have shown that the
combination of sequential bypass grafting and off-pump techniques was safe, and
provided good early clinical and angiographic outcomes.



17 Blood Flow in an Out-of-Plane Aorto-left Coronary Sequential Bypass Graft 291

Fig.17.14 The spatial distribution of the wall shear stress gradients (WSSG) at t=0.57 s. Peak
WSSG of magnitude 25.95 N/m3 is seen at the toe of the end-to-side anastomosis. The region just
after the toe experiences negligible WSSG

17.4.2 WSS, Spatial WSSG, and Atherosclerosis

Although the mechanism for the initiation and progression of atherosclerosis is not
completely understood, studies have shown that local flow dynamics play a major
role in the localization of atherogenesis [32, 33]. The major reason for this pre-
disposition is the WSS and its temporal and spatial gradients. Numerous studies
have shown that local blood flow characteristics and WSS distribution are strongly
influenced by vessel geometry and by the anastomosis configuration (see review in
Meena et al. [14]). When blood flow is disturbed, the frictional force exerted by the
flowing blood on the endothelial surface (WSS) plays an important role in the patho-
genesis of atherosclerotic plaque. Significant departure from uniformity of laminar
flow imparts changes in endothelial cell behavior, which alters the biology of the
monolayer and subsequently the susceptibility of conduit vessels to atherosclerotic
disease. When the flow is uniform, however, the distribution of WSS is also uniform
and thus results in low spatial WSSG. It is the low WSSG that results in a uniform
hemodynamic environment that may contribute to better graft patency.
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Fig. 17.15 Geometry of the multiple bypass graft model (model II). The dimensions of the vessels
are the same as that of model I. Both the grafts are of uniform diameter, 4 mm

Both in vivo and CFD studies have shown that in unbranched arterial portions,
the normal range of WSS that forces the endothelial cells to generate molecules that

Fig. 17.16 Spatial WSSG (N/m3) distribution in the anastomosis regions in model II at mid-
ejection, t=0.15 s
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Fig. 17.17 Spatial WSSG (N/m3) distribution in the anastomosis regions in model II at mid-
ejection, t=0.57 s

promote a vasodilatory, anti-coagulant, anti-inflammatory, and growth-inhibitory
surface is around 1.0–7.0 N/m2 [34, 35]. On the other hand, a recent experimen-
tal study [36] revealed that at branches, bifurcations, and inner curvatures where
disturbed flow occurs, abnormal WSS of less than 1.0 N/m2 stimulates mechanosen-
sors located on endothelial cells. This results in gene alterations which in turn causes
structural changes of the endothelial cells. A detailed study [37] on flow in carotid
arteries has determined some of the important hemodynamic factors (WSS, WSSG)
by combining medical images (obtained using magnetic MRI and 3D ultrasound)
with CFD simulations. Their results were closely in agreement with those of Malek
et al. [38], who showed that values of WSS below 0.4 N/m2 are known to stim-
ulate proatherogenic endothelial phenotype while WSS > 1.5 N/m2 is found to
induce endothelial quiescence. Endothelial regions with WSS > 10 N/m2 are prone
to denudation.

The simulations reveal that there is a large variation in WSS in the distal
anastomotic region owing to the non-uniform flow patterns resulting from the
impingement of blood flow from the graft into the artery. This flow behavior results
in non-uniform WSS distribution in the CABG, resulting in the possibility of intimal
hyperplasia. In particular, peak WSS is seen at the toe of the end-to-side anastomosis
which may be due to the sharp anastomotic geometry. Other regions that experience
high WSS are the distal ends of the LCx and its branches. This may be attributed to
the tapering of the vessels and the lack of consideration of smaller branches.
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17.5 Summary and Conclusions

To our knowledge, this is the first CFD analysis of a sequential CABG in a fully
integrated model that accounts for factors such as a realistic geometry and physio-
logical inlet flow conditions. The analysis demonstrates the utility of CFD models
to compare various CABG procedures. The simulation results suggest advantages
of sequential grafting over multiple grafts. These findings call attention to further
experimental and clinical studies to improve the long-term outcome of CABG.
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Chapter 18
Computational Fluid Dynamics Models
of Ventricular Assist Devices

Karen May-Newman

Abstract A ventricular assist device (VAD) is a pump surgically connected to the
heart and aorta in order to boost systemic blood flow in heart failure patients. The
design of these devices has evolved over the past 30 years, with improvements and
innovations enabled through the synergistic use of experimental research, clinical
studies, and computational models. The application of computational fluid dynamics
models has allowed the design of VADs to shift from large, bulky devices designed
for patients with severe cardiac failure to a variety of smaller devices designed for a
range of patients and cardiovascular conditions.

18.1 Introduction

Heart failure is a debilitating condition in which patients have enlarged hearts and
decreased pumping function [1]. Therapy to improve function includes pharma-
cological treatment and, if the condition does not stabilize or improve, eventual
transplant. Unfortunately, each year only 2300 of the 100,000 Americans with CHF
receive heart transplants, while 300,000 CHF patients die [2]. Patients unable to sur-
vive until transplant have been aided by mechanical circulatory support as a “bridge”
to transplantation (BTT) and even as a long-term therapy. Support devices have
been researched and developed for decades and include both total artificial heart
and ventricular assist devices (VADs). The total artificial heart aims to completely
replace the native heart with a positive displacement pump that functions much like
the native heart. VADs assist the native ventricle to pump blood through the body
thereby reducing its workload [3].
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18.2 Clinical Impact

VADs augment hemodynamic function by increasing systemic blood flow. A long
wait for a donor heart is faced by many patients eligible for cardiac transplantation,
and a VAD can provide a BTT for up to several years [4]. Patients who are ineligible
for transplant receive a VAD as destination therapy (DT), which provides chronic
support [5]. For other patients unable to wean from cardiopulmonary bypass, VADs
can provide support during the post-cardiotomy recovery period and, for patients in
acute hemodynamic compromise, give time for long-term treatment decisions to be
made [6].

The documented benefits of mechanical circulatory support include the restora-
tion of cardiac output and blood flow, resumption of daily living with a significant
reduction of heart failure symptoms, improved end-organ function, and molecular
and cellular improvements in the myocardium. Mechanical circulatory support has
facilitated a consistent improvement in NYHA functional class from Class IV to
Class I or II for most patients [7–9]. Under some circumstances, patients’ hearts
recover sufficiently to be weaned off the device, and the recovered heart is able
to sustain them without additional support, known as bridge-to-recovery (BTR)
[10–15]. In many cases, however, the patients remain on the device for several years.

18.3 History of VAD Use

The first VADs were developed in the wake of the artificial heart program at NIH
in the 1960s and 1970s. Originally, VADs were designed as positive displacement
pumps that mimic the native heart, filling during the diastolic phase of the cycle and
ejecting during the systolic phase. These pulsatile VADs (PF-VADs) use valves on
the inflow and outflow sides to ensure unidirectional flow. They have been used since
1970 to improve the cardiac output of cardiac failure patients, as demonstrated in the
REMATCH trial [7], and have been implanted in over 10,000 patients. Implantable
PF-VADs have been successful as a BTT device in thousands of patients since 1980.
The most popular PF-VAD has been the Thoratec HeartMate XVE, received by
over 4500 patients worldwide [16]. The results of clinical studies demonstrated an
81% improvement in 2-year survival among patients receiving HeartMate XVE ver-
sus optimal medical management [7]. A DT study following the REMATCH trial
demonstrated an additional 17% improvement (61% vs. 52%) in 1-year survival of
patients receiving the HeartMate XVE [17, 18]. The WorldHeart Novacor LVAS
device has been implanted in over 1700 patients, with a BTT success rate simi-
lar to the HeartMate XVE [19]. Because the design of these PF-VADs resembles
the native heart, they are large and bulky devices with noisy pumping and poor
reliability due to bearing wear.

The PF-VAD is surgically connected to the apex of the left ventricle (inflow
conduit) and the aorta (outflow conduit), as shown in Fig. 18.1. Blood entering the
left ventricle exits through the PF-VAD inflow conduit as well as through the native
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Fig. 18.1 Schematic of the
HeartMate XVE PF-VAD
placement in the human body.
From Thoratec
Corporation [22]

aortic valve. In many patients, especially in the early weeks following PF-VAD
implantation, flow through the aortic valve is minimal, and the pump is said to be
operating in series with the heart (see Fig. 18.2). In this case, flow into the aortic
sinus and the coronary vessels occurs via retrograde flow from the pump. In some
patients, the heart begins to recover function and contributes to the cardiac output
by pumping blood through the native valve, at which time it is operating in parallel
with the PF-VAD. This native flow merges with the PF-VAD flow at the junction of
the aortic outflow conduit. The fluid mechanics of the circulation is thus significantly
altered with the addition of the PF-VAD, which gives rise to a variety of concerns
in these patients.

The design of most PF-VADs are similar, using flexible membranes or pusher
plates and valves to ensure unidirectional flow. An example is the HeartMate XVE
pump design, shown in Fig. 18.3, in which the housing is fabricated from sintered
titanium and contains a flexible, textured polyurethane diaphragm bonded to a rigid
pusher plate which is actuated by an electromechanical motor. A percutaneous line
is required for energy transfer and an air vent to equalize pressure in the motor cham-
ber [20]. Porcine bioprosthetic valves are positioned in the inlet and outlet conduits,
which are made of a Dacron vascular graft material. Power is provided by an exter-
nal console or battery packs. The blood-contacting surfaces are porous to encourage
formation and adherence of a pseudoneointima to optimize biocompatibility and
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Fig. 18.2 a. When the aortic
valve does not open, the left
ventricle (LV) functions in
series with the VAD. b. If the
heart pumps strongly enough
to open the valve, the LV is
operating in parallel with the
VAD

minimize thrombosis [21]. Once this tissue layer has formed, anticoagulant therapy
can be greatly reduced or eliminated.

PF-VADs are often referred to as first-generation pumps. Blood flows into these
devices during the filling phase, when the pusher plate is down and the chamber
volume is at maximum (top of Fig. 18.3b). As the pusher plate moves up, pressure
is generated within the chamber until the level exceeds the afterload of the aortic
pressure in the outflow conduit. At this point, the valve opens and the chamber emp-
ties while the pusher plate advances until the end of the stroke is reached (bottom of
Fig. 18.3b). As the pressure falls in the PF-VAD chamber, the outflow valve closes
and the pusher plate moves down, filling the chamber through the open inflow valve.
The time course of pressure and volume in the HeartMate XVE VAD is shown in
Fig. 18.6a [22].

The second, third, and fourth generation of VADs have all been designed with
a rotating element that provides continuous flow (CF-VADs). These CF-VADs are
valveless and are sensitive to the pressure gradient across the pump. There are a
wide variety of CF-VAD designs that are generally classified as either axial or cen-
trifugal flow pumps. The axial-flow blood pump functions as an Archimedes screw,
which can be successfully miniaturized to provide support for small or pediatric
patients. The impeller of the axial-flow pump typically rotates at approximately
10 krpm and is designed following the principles of turbomachinery. The centrifu-
gal pump uses a spinning top inside the chamber to move blood through the pump.
Its impeller typically rotates at one-third to one-fifth of the rate of the axial pump,
at approximately 2000–3000 rpm. Because of this lower rotational speed, the bear-
ing life is expected to be longer than an axial pump and its endurance life greater
than 2 years. Centrifugal blood pumps have been widely used for short-term support
during cardiopulmonary bypass for many years and are relatively atraumatic to the
blood in that application.



18 Computational Fluid Dynamics Models of Ventricular Assist Devices 301

Fig. 18.3 a. Cross-section of
the Thoratec HeartMate XVE
pump. b. Sequence of
movement of bearings and
diaphragm of HeartMate
XVE pump. The diaphragm is
filled in the top image and
emptied in the bottom image.
From Nose and Motomura
[20]

The second-generation devices are axial-flow devices that use a magnetic cou-
pling between the housing and the rotating element positioned with blood-washed
bearings. These CF-VADs include the Berlin Heart Incor VAD, the Thoratec
HeartMate II, and the Micromed Debakey VAD. Many of these devices have
received CE certification, but only one of these has been approved by the FDA, the



302 K. May-Newman

HeartMate II by Thoratec. This CF-VAD has been implanted in over 1000 patients,
with very good results. Seventy-nine percent of the BTT patients were success-
fully bridged to transplant, demonstrating a 10% improvement over PF-VAD results.
Over 200 patients have received this CF-VAD for DT as part of an ongoing clinical
trial [16]. Another device, the Micromed Debakey VAD, has been used in over 400
patients, and the Jarvik 2000 Flowmaker in over 200 patients. Updated information
on the clinical results of approved devices can be found at the INTERMACS registry
website (www.intermacs.org).

A cross-sectional view of an axial-flow pump, the Micromed Debakey VAD, is
shown in Fig. 18.4. In this CF-VAD, a rigid inflow cannula is inserted into the apex
of the left ventricle. The housing around the inflow tube has a brushless motor sta-
tor which provides a rotating magnetic field. The inducer, impeller, and diffuser
are mounted close together. The flow straightener is mounted foremost to main-
tain a laminar fluid stream and acts as a suspension for the front shaft bearing; the
impeller blades contain permanent magnets and act as a rotor. Behind the impeller
is the diffuser, which converts tangentially directed fluid into axial flow, as well
as supporting the rear bearing of the impeller shaft [20]. The fluid dynamics of

Fig. 18.4 a. Cross-section of
the Micromed Debakey
axial-flow pump (from
Debakey, Ann Thorac Surg.
1999;68:637–40). b.
Configuration of the VAD
placement in the
cardiovascular circuit. From
Nose and Motomura [20]



18 Computational Fluid Dynamics Models of Ventricular Assist Devices 303

these pumps resemble typically turbomachinery performance. They are sensitive to
the pressure gradient decreasing their flow with increasing pressure at a constant
rotational speed, as shown in Fig. 18.6b. They are designed to pump 5–6 L/min at
100 mmHg pressure.

The third generation are CF-VADs that eliminate all mechanical contacts
between the impeller and drive mechanism. This improvement gets rid of mechani-
cal wear and heat production at the impeller-housing contact points. These designs
gave way to the fourth-generation pumps, which include both axial and centrifu-
gal designs and have magnetically suspended impellers. Pumps in this category
are still in clinical trials, and include the Levacor, DuraHeart, and VentrAssist
pumps. Magnetically levitating impellers have replaced coupled systems that require
bearings and have greater reliability.

In centrifugal pumps, the fluid enters through the inlet tube into the center of the
pump, where an impeller that resembles a spinning top moves the fluid towards the
outside of the pump, where it is collected and expelled through the outflow tube
(see Fig. 18.5). Hydraulic levitation of the impeller occurs at a certain rotational
speed, usually 1500–2000 rpm, and can achieve a wide range of flow rates at a fairly
constant pressure. Impeller position, shape, and size are very important, as they
affect the magnitude of the vortex force on the blood. Eliminating stagnant areas,
typically at the bottom of the impeller, is important for reducing thrombogenicity
and is sometimes accomplished with secondary channels [20].

Fig. 18.5 Cross-section of
the HeartMate III centrifugal
pump. From Thoratec
Corporation [16]



304 K. May-Newman

−4 −2 0
0

30
7.5 kRPM

10.0 kRPM

12.5 kRPM

60

90

D
el

ta
 P

re
ss

ur
e 

(m
m

H
g)

120

150

180

2 4

Flow (L /min)

6 8 10

A

B

Fig. 18.6 a. Performance of the Thoratec HeartMate XVE LVAS (from Operating Manual). b.
Hydraulic performance curve of the MicroMed DeBakey VAD. From Nose and Motomura [20]

18.4 Design Concerns with VADs

Compatibility of a device with blood is difficult to predict with any standardized
test, in vitro or animal [23]. The goal, therefore, of design research for a blood-
contacting device is to minimize undesirable blood reactions, which is unfortunately
rather vague. Clotting can occur at the surface of the device or the tissue, forming
a thrombus. Some devices can also exhibit regions of stasis, where disturbed or
stagnant flow could lead to the formation of whole blood clots. In either case, cir-
culating clots (emboli) can enter the brain circulation and cause stroke. Techniques
for reducing thrombogenicity in a device vary widely, from coating surfaces with
anticoagulant to engineering the flow pattern to minimize abnormalities.
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In general, integrating a blood-contacting device with the human body increases
the risk of thrombus formation and stroke. This is particularly true with VADs, as
they often attach to the aorta proximal to the arteries that supply blood to the brain
[24, 25]. Although it is well known that abnormalities in flow and shear patterns
can lead to platelet activation and clot formation, the mechanisms involved are not
well understood. In general, regions of flow stagnation are correlated with clot-
ting [26–28], and reversing or recirculating flow can produce shear gradients that
make blood “hypercoagulable” or even lead to red blood cell damage and hemolysis
[29, 30].

18.4.1 Blood Damage Models

Changes in the blood flow profile can lead to damage to the blood, specifically the
red blood cells. Mechanical shear stress is seen as the major cause of this type of
damage with current medical devices [31]. With enough damage the cells burst,
termed hemolysis. This is quantified experimentally by looking at the increase in
plasma-free hemoglobin over the hemoglobin concentration [32]. However, shear-
induced alterations to the cells are produced that affect function, termed sub-lethal
blood damage. Exposure to shear can induce a stiffening of the cell membrane,
causing more difficulty in deforming while passing through capillaries [33, 34]. In
reality, many of the red blood cells in VAD patients have been chronically exposed
to the high-shear environment of the pump, which has been shown to shorten their
normal lifetime [33].

Hemolysis can be estimated from the flow field with one of the many models that
have been developed. The first and widely adopted was the Giersiepen model [35]
in which the percentage of hemoglobin released from red blood cells is a function
of the magnitude of shear stress (τ ) and the exposure time (t)

�Hb

Hb
(%) = 3.62 × 10−5 • τ 2.416 • t0.785 (18.1)

This is usually calculated from particle tracking a large number of cells through
the flow field. Cumulative damage to red cells can be calculated with an integral
approach evaluating the blood damage index, D, which reflects the percentage of
red cells damaged [36].

D =
outlet∑
inlet

1.8 × 10−6τ 1.991�t0.765 (18.2)

The shear stress term was modified to include viscous and turbulent contribu-
tions [37]. The Normalized Index of Hemolysis (NIH) gives the amount of free
hemoglobin (g/100 mL):

NIH = (Hb)D(t,τ ) (18.3)
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where Hb is the hemoglobin concentration (g/dL) [38]. All of these methods have
had good correlation with experimental measurements under specific experimental
conditions.

Thrombosis, rather than hemolysis, is the major clinical problem associated with
blood-contacting medical devices [39]. The primary cause of thromboembolism in
blood-contacting devices is platelet activation, which can occur by contact with for-
eign surfaces and by nonphysiological flow patterns or their combination. Generally
speaking, blood needs to be in constant motion to avoid clotting and thrombosis.
Platelets are very sensitive to the flow conditions and respond to shear stresses by
initiating procoagulant activity in several ways. The ideal flow path through the
pump should be smooth and nonobstructive in order to maintain a continuous wash
over all surfaces and to avoid recirculation or stagnant flow regions that would
encourage platelet deposition [40]. A smooth flow path and laminar flow patterns
near surfaces can reduce potential deposition and activation of the coagulation cas-
cade. Recent studies demonstrate that device thrombogenicity is due primarily to the
nonphysiological flow patterns and stresses that activate and support the aggregation
of platelets, increasing the risk of thromboembolism and stroke [39].

18.5 CFD Modeling of VADs

Computational fluid dynamics can provide a simple and cost-effective way to study
multiple boundary conditions for a fluid mechanics problem. The time and resources
necessary to run a computational model are much less than those needed for a phys-
ical model. Computational methods often provide a greater level of detail, provided
they are formulated correctly.

Most of the recent CFD studies in VADs have focused on the design of CF-VADs.
In fact, CFD is considered an important design tool not only for assessing per-
formance, but for design optimization [41]. When based on parameterized designs
combined with automated grid generators, a matrix of parameter combinations can
be solved to optimize performance that provides a cost-effective and timely way to
make good design decisions. CFD models of VADs have been used to detect vortex
and stagnation points in the flow fields, to predict blood damage induced by high
shear stresses, and to calculate hydraulic parameters such as fluid forces, moments,
torque, and efficiency.

The flow inside the blood pump is usually turbulent due to highly disturbed flow
caused by the moving impeller. The choice of turbulence models is an important
factor for the CFD simulation of VADs. Several turbulence models are available,
but include assumptions that must be valid for the specific flow conditions of the
pump. Another issue is the small gap for fluid flow and the relatively low absolute
speed of the blood, which makes wall effects influence the flow field more strongly.
The treatment of near-wall regions, their constraint for grid distribution, and their
compatibility with turbulence models are critical for the accuracy and feasibility
of CFD prediction [42]. Finally, the clinical performance of VADs is evaluated by
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connecting the fluid dynamics with blood damage and thromboembolism, which is
influenced by a variety of both patient and device-specific factors.

18.5.1 Turbulence Models

The majority of VAD CFD models incorporating turbulence have adopted the k-e
scheme, where k and e denote the turbulent kinetic energy and turbulent dissipation
rate, respectively [37, 43]. The k-e model utilizes the eddy viscosity assumption to
relate the Reynolds stress and turbulent terms to the mean flow variables [42]. An
alternative to the k-e model is the k-w description, which uses a two-layer approach.
An analytical expression for w, turbulent frequency, is obtained for the viscous sub-
layer, enabling an automated switch to a different near-wall calculation scheme.
This feature makes the grid design in k-w model more flexible and robust. [42]

18.5.2 Validation With Experimental Data

CFD predictions cannot be used without validating with experimental measurements
of flow, pressure, and blood damage under matched conditions. PIV is the most
common technique for validating flow fields, but requires transparent models for
flow visualization. For many pumps, transparent housings are used for flow visual-
ization models, but it is impossible to make the electromagnetic components with
any other materials. Thus, experimental data are compared to predictions for perfor-
mance and flow, and if there is good correlation, the model predictions for conditions
and locations that cannot be experimentally measured are presumed valid.

18.6 CFD Model Results

There are considerably fewer reports of the use of CFD for the design of PF-
VADs than for CF-VADs. One group has used CFD models to redesign a PF-VAD
to decrease pump size and blood damage. In these studies, transient and turbu-
lent blood flow through the PF-VAD were performed using solid models built in
CAD/CAM software. Fluid dynamics analysis using Ansys-Flotran was used to
evaluate the effect of a seamless polyurethane blood sac, showing that this design
eliminated an area of stasis and reduced the level of blood damage using the NIH
model given above [44]. Another study by this group used an index of pump geom-
etry, IPG, to optimize the positions and angles of the inflow and outflow conduits,
selecting the pump design with the lowest IPG that produced a spiral flow around
the housing which reduces thrombus formation [45]. A novel approach to simulating
the dynamics of PF-VAD pusher plate and valve motion by Medvitz [46] showed
good agreement with experimental measurements during transient simulations of
pulsatile flow (Fig. 18.7). Valve closure was simulated with a sharp increase in fluid
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Fig. 18.7 a. A comparison of computational (left) and experimental (right) velocity fields in the
50-cc Penn State PF-VAD showing good agreement. From Medvitz et al. [46]
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viscosity at that boundary, and pusher plate motion approximated with a boundary
with a changing velocity during the cardiac cycle.

CFD has been used in several CF-VAD pump designs, including both long- and
short-term devices. For axial-flow pumps, the design goal is to produce a stream-
lined, nonobstructive flow path that minimizes shear stress to the blood and areas
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Fig. 18.9 CFD results for a centrifugal pump. From Song et al. [49]

of stasis that may lead to thrombus formation. The pump should develop a pressure
rise of 100 mmHg at a flow rate of 6 L/min [40]. Axial pumps are designed on the
principles of turbomachinery, in which energy is transferred from the motor to the
fluid using a rotating impeller.

Additional design considerations include minimizing high fluid forces and con-
trolling the position of the impeller in the flow stream. CFD simulations have been
valuable in enabling these design considerations in a systematic fashion when opti-
mizing a new pump. Recent studies of the LEV-VAD, a collaborative effort between
the Virginia Artificial Heart Institute and the Utah Artificial Heart Institute, have
used CFD for a series of prototype pumps for Heartquest [40]. A suite of software by
ANSYS was used, including Bladegen, GridPro, and TascFlow. Bladegen, designed
especially for turbomachinery, can automatically generate different geometries for
the inducer, impeller, and diffuser. GridPro is used to generate a mesh of the fluid
region based on rules defined by the user. TascFlow is then used to simulate the
flow through the device. A k-e turbulence model is used and H-Q curves, axial fluid
forces, and hydraulic efficiencies are calculated over a range of flow rates. In gen-
eral, there was good agreement but the CFD model consistently overpredicted pump
performance and fluid forces by 10–18% (Fig. 18.8) [47].

Probably the most extensive use of CFD has been for optimizing centrifugal
blood pump design. CFD has been an invaluable tool for developing the design of
short-term extracorporeal blood pumps based on centrifugal designs [38, 43]. This
design for CF-VADs has become more popular than axial pumps due to the lower
rotational speeds of the impeller. The Virginia-Utah collaboration has applied CFD
to a series of prototype designs for the Heartquest magnetically levitated centrifugal
VAD. The ANSYS software suite was used to optimize impeller design by systemat-
ically varying blade height, angle, and sweep. Pressure head, efficiency, and net fluid
force was used to evaluate fluid flow and blood damage [36]. The optimized design



310 K. May-Newman

demonstrated improved fluid characteristics and reduced blood damage when com-
pared with earlier prototypes (Fig. 18.9) [48, 49]. Transient behavior in these models
can predict different peak values than steady-state condition and must be considered
during simulations [50]. A study of the HeartMate III using the Fluent software
package found good agreement with experimental measurements of flow fields in
the pump inlet, outlet, and volute, although there analysis was for a laminar flow
field, which may not adequately represent the behavior at higher speeds [51]. A con-
cern in the design of rotary pumps is regions where reverse flow can occur against a
positive pressure gradient. Reverse flow generally occurs in the impeller blade chan-
nels, particularly near the exit. High shear stresses are found in this region, as well as
at the cutwater, which are associated with high blood trauma [52]. The magnetically
levitated impeller design for a centrifugal VAD generates a secondary blood flow
path through the clearances between the pump housing and the rotating impeller
[49]. This secondary flow path may create possibilities of flow stagnation and high
shear stresses, which could lead to hemolysis and possible thrombosis. In contrast
to centrifugal VADs, the magnetically levitated impeller design for an axial-flow
pump does not include a secondary blood flow path. Furthermore, axial pumps have
better anatomic fit because of their compact sizes and tubular configurations. As a
result, axial-flow pumps require less time to implant, thereby decreasing the cost
and invasiveness of the procedure. [53, 54].

18.6.1 Pediatric VADs

Over the last few years, substantial progress has been made in pediatric mechani-
cal support. VADs are being used more often in children with cardiac failure as a
long-term BTR or BTT [55]. The importance of CFD for pump design becomes
critical when miniaturizing CF-VADs for pediatric patients. The design of both
short-term and long-term devices is optimized by reducing high shear stress, stasis,
and blood damage in these smaller pumps. Simply shrinking the design of adult-size
blood pumps does not adequately address these considerations. An axial-flow pump
design for pediatric patients described in a paper by Throckmorton, et al. produces
a pressure rise 75 mmHg at a flow rate of 1.5 L/min that has good flow characteris-
tics such as minimal blood damage and good control of impeller position [37], and
demonstrates the successful use of CFD in the design of a CF-VAD.

A study of the Levitronix Maglev pediatric centrifugal pump used Fluent to
optimize impeller design and select the most optimal configuration that improved
pressure rise without sacrificing hemocompatibility [55]. An extensive CFD opti-
mization effort by Wu et al. found that secondary blades along the back or
sides of the impeller can minimize reverse flow in the clearance gap, which was
confirmed by experimental measurements [41]. Smooth operation of centrifugal
pumps for pediatric patients relies on minimizing flow perturbations by balanc-
ing forces on the suspended impeller. A study by Throckmorton and coworkers
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developed a CFD methodology for estimating these forces, which compared favor-
ably to experimental results and contributed to the design of an improved pump
[56].

The pump operational speed is inversely proportional to the pump’s size, a
smaller pump corresponds to a higher rotational speed of the rotor. Unfortunately, a
higher rotor speed implies a higher value of shear stress, which could have a trau-
matic effect on blood. Therefore, the second important constraint becomes the rotor
rotational speed and the clearance gaps between the rotor and the stationary housing.
The larger the clearance gaps, the smaller the shear stress value under a given rota-
tional speed. However, wider clearance gaps create more challenges to the CF-VAD
designs [3].

18.6.2 Host–VAD Interaction

The fluid mechanics of specific VAD designs have been thoroughly studied, but
without a direct link to the interaction with the host tissue. Therefore many long-
term physiological effects have not been evaluated despite recommendations that
VADs be used as DT [7, 21].

As the duration of support with implantable VADs lengthens, longer term issues
such as device durability and cardiac remodeling have emerged. Previous studies of
the host–VAD interaction have focused on the geometry of the interface between the
native aorta and the VAD outflow conduit. The geometry of this junction is likely
to have a significant effect on the specific flow patterns that arise, which may be
correlated with both short- and long-term consequences. Both the angle of attach-
ment of the outflow conduit and its location along the aorta can be varied. The
outflow conduit of a VAD is usually attached to the ascending portion of the aorta,
a few centimeters away from the aortic valve. However, in some cases, previous
sternotomy has resulted in excessive fibrosis in the patient’s chest, and the VAD
is connected instead to the descending aorta, which is anatomically more accessi-
ble. Unfortunately, this has led to reports of extensive aortic thrombosis, even with
pulsatile VADs [57]. The convergent branched flow of the aorta and VAD outflow
conduit is a simple geometry that has not been studied much in medicine, compared
with its cousin, the divergent branched flow such as seen in vessel bifurcations.
Studies in classical fluid dynamics, however, have shown that the angle of insertion
of a jet into a slower flow affects vortex formation in the distal vessel [58], indi-
cating that this factor may have an important influence on the flow dynamics of the
VAD–aorta system.

CFD models were developed to investigate the altered fluid dynamics of the
native aorta in VAD patients. The effect of VAD aortic outflow conduit (AOC)
anastomosis geometry on the flow in the native aorta was evaluated using software
package CFD-RC (ESI, Inc. France). Results demonstrate that the flow patterns are
significantly affected by the angle of insertion of the AOC into the native aorta,
both during series and parallel flow conditions. Zones of flow recirculation and



312 K. May-Newman

high shear stress on the aortic wall can be observed at the highest angle, gradu-
ally decreasing in size until disappearing at the lowest angle of 30◦. The highest
velocity and shear stress values were associated with series flow. The results suggest
that connecting the VAD outflow conduit to the proximal aorta at a shallower angle
produces fewer secondary flow patterns in the native cardiovascular system [59].
The fluid mechanics of three different anastomoses geometries ((P) proximal, (D)
distal, and (IP) in-plane) were studied and the implications for short- and long-term
medical consequences explored by evaluating the flow fields, wall shear, and hemol-
ysis (Fig. 18.10). The greatest disruptions in the normal aortic flow pattern occurred
with series flow conditions, when flow through the aortic valve was minimal. Under
series conditions, circulation in the proximal aorta is retrograde, originating from
the VAD outflow conduit. The (P) geometry provided the most blood washout of
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Fig. 18.10 A CFD study of flow in the aorta of a CF-VAD user shows that circulation of blood is
limited during series flow unless the VAD conduit is placed in the proximal (P) position. (D) for
distal, (IP) for in-plane. From [60]
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the proximal aorta, with a larger region of slow-moving flow observed in the (D)
and (IP) models. Wall shear stress was reduced for the (IP) geometry, which lacks
the direct flow impingement present in the (P) and (D) models. Clinically, the (D)
and (IP) geometries require less traumatic surgeries and are likely better tolerated
by the patient. In this situation, the (IP) geometry suggests improvement in both
increased flow to the proximal aorta and decreased shear stress compared with (D).
However, the (D) and (IP) configurations are not recommended for patients with
low or no flow from the heart, due to the lack of blood washout near the aortic valve
and therefore possible thrombus formation in that area [60].

More recent studies evaluating the host–VAD interaction have begun using
fluid–structure interaction (FSI) theory to understand longer-term responses to the
abnormal biomechanics introduced by the VAD. In particular, the aortic valve is the
cardiovascular structure most affected by these abnormal biomechanics, which can
induce structural remodeling, potentially causing aortic valve dysfunction over time
([61], submitted). These host responses will continue to play an important role in
evaluating the long-term success of VADs.

18.7 Conclusions

VADs have been shown to improve patient health and quality of life, and dramati-
cally reduce the mortality of patients with severe cardiac failure. PF-VADs provided
the first implantable mechanical circulatory assistance over 30 years ago with large,
noisy pulsatile devices that functioned as a BTT but were unreliable for long-term
usage. These older designs have been superseded by continuous flow devices, which
are smaller, quieter, and designed for DT. The designs of these CF-VADs have
been optimized by the use of CFD, which provides details of fluid flow through
the devices. Predicting clinically relevant flow results depends on using appropri-
ate models, which should include turbulence as well as blood damage. A continued
effort is underway to develop better models for predicting thrombus formation in
VADs as well as other blood-contacting devices, as this affects the potential for
neurological damage. The interaction of the VADs with the native cardiovascu-
lar system can produce abnormal flow patterns in the aorta and ventricle which
may lead to thrombus formation or soft tissue remodeling, as VADs greatly alter
the host biomechanics. VADs hold great promise and their continued improvement
will enable their use in patients with a wider variety of cardiovascular conditions,
addressing an unmet need in the treatment of heart failure.
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