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Series Preface

This five-volume Hierarchical Ecotoxicology Series is intended to bridge a
widening gap between general ecotoxicology textbooks and technical books
focused on specific ecotoxicological topics. Important, narrowly focused books
abound, and textbooks appear yearly but are necessarily broad treatments of the
field of ecotoxicology. This series was conceived from the belief that a synthesis
is needed that provides the student with an understanding beyond that afforded by
a general textbook but, unlike that from more specialized books, remains focused
on paradigms and fundamental methods.

This series has separate volumes for the ecotoxicology of individuals, popu-
lations, communities, ecosystems and landscapes, and the entire biosphere.
Although these topics are treated separately, the intent is to integrate ecoto-
xicology as a science across these hierarchical levels.
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1 Introduction to Community
Ecotoxicology

1.1 DEFINITIONS – COMMUNITY ECOLOGY

AND ECOTOXICOLOGY

Ecology is the science of communities. (Shelford 1913)

There is little agreement among ecologists about what a community is and how its
structure is regulated. (Ricklefs 1990)

Doing science at the community level presents daunting problems because the
database may be enormous and complex. (Begon, Harper and Townsend 1990)

1.1.1 COMMUNITY ECOLOGY
A community is defined as a group of interacting populations that overlap in time
and space. However, the study of communities transcends simple descriptions of
demographic and life history characteristics of individual populations. Instead of
describing birth rates, death rates, and other autecological features of isolated pop-
ulations, community ecologists focus on the interactions among these populations
in nature. Rather than measuring fluctuations in abundance of a particular species
over time or quantifying differences in population density between locations, the
community ecologist considers changes in species diversity and composition of
dominant taxa. The primary goal of community ecology is to describe patterns in
the organization of communities and to explain the underlying processes that reg-
ulate these patterns (Wiens 1984). In particular, the community ecologist seeks to
quantify the relative importance of biotic and abiotic factors that influence tem-
poral and spatial variation in community structure. Key issues in contemporary
community ecology include questions such as ‘Why are more species found in
some habitats than in others?’ or ‘How important are species interactions relative
to abiotic factors in regulating community composition?’

The boundaries of communities have been defined based on spatial overlap of
populations, trophic structure, strength of species interactions, and taxonomic
relationships. In our coverage of community ecology and ecotoxicology, we
will not restrict our definition of a community to any arbitrarily-selected tax-
onomic group, although this is a common practice in terrestrial ecology (e.g.
a subalpine forest bird community). We feel that interactions among different
taxonomic groups (e.g. between fish and zooplankton or between birds and ter-
restrial insects) are at least as relevant to ecotoxicology as interactions within
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these groups. Similarly, instead of limiting our definition of a community to
populations within a single trophic level, we will adopt a ‘vertical’ definition of
communities that includes populations within several trophic levels. Our reason-
ing is that the potential interactions between predators and their prey are among
the most interesting, best studied, and most relevant to the field of ecotoxico-
logy. Resource–consumer interactions form the basis for the transfer of energy
and contaminants across trophic levels. Finally, we distinguish between the terms
‘community’ and ‘assemblage’ based on spatial scale and the potential for inter-
actions among populations. Both terms refer to groups of populations; however,
a community consists of populations that have the potential to interact, whereas
an assemblage generally consists of populations at a larger spatial scale with no
implied interactions.

1.1.2 COMMUNITY ECOTOXICOLOGY

Community ecotoxicology is the study of the effects of chemicals on species
abundance, diversity, and interactions. Community ecotoxicologists are also inter-
ested in describing patterns in community structure (e.g. number of species,
trophic organization) and explaining mechanisms responsible for these patterns.
However, unlike research in basic ecology, community ecotoxicologists are espe-
cially concerned with separating effects of anthropogenic disturbance, such as
chemical stressors, from natural variability. Community ecotoxicology is distinct
from population and ecosystem ecotoxicology. While an understanding of the
life history characteristics, habitat requirements, and other autecological features
of a particular species is important for predicting consequences of exposure to
chemical stressors, the endpoints investigated in community ecotoxicology typi-
cally integrate responses of numerous species. Finally, community ecotoxicology
is unique from ecosystem ecotoxicology in its focus on structural measures such
as species diversity and trophic organization instead of ecosystem processes such
as energy flow, detritus processing, and nutrient cycling.

Community ecotoxicology has adopted many of the approaches and modi-
fied many of the questions derived from basic community ecology to predict
effects of chemical stressors. For example, just as community ecologists quantify
patterns of species diversity along natural habitat gradients (e.g. elevation, vege-
tation type), similar study designs allow community ecotoxicologists to measure
changes in community composition along pollution gradients. Empirical studies in
basic community ecology have provided important insights into how communities
respond to contaminants and other anthropogenic disturbances. In particular, the
study of community responses to natural disturbance has been a productive area
of research in ecology for the past 30 years. Community ecotoxicologists have
used these results to help understand ecological responses to chemical stressors.
Many of the characteristics of successional change in community composition
over time are analogous to patterns of recovery from anthropogenic disturbance.
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Finally, basic research on food webs and trophic interactions in community ecol-
ogy has greatly improved our ability to predict contaminant transport among
trophic levels and their effects on trophic structure.

1.2 HISTORICAL PERSPECTIVE OF COMMUNITY ECOLOGY

AND ECOTOXICOLOGY

Although the basic definition of a community seems obvious in light of the
hierarchical nature of biological organization (e.g. individuals → populations →
communities → ecosystems), it underscores several of the more controversial
aspects of community ecology. Since the early 1900s ecologists have struggled
to delineate communities and their spatiotemporal boundaries. The early history
of ecology reveals considerable disagreement over the use of terms such as
community, association, assemblage, and guild. A review of major ecology
textbooks reveals considerable variation in the definitions of these terms
(Fauth et al . 1996). Our definition of community ecotoxicology emphasizes the
spatial and temporal overlap of populations and the potential for interspecific
interactions. We recognize that species interactions in some communities
are relatively weak, and therefore the patterns observed are best explained
by autecological processes affecting individual populations. However, in
communities where interspecific interactions do play an important structuring
role, the relative strength of these interactions will influence how communities
respond to anthropogenic disturbance. The potential interactions among species
represent emergent properties of communities (Odum 1984; Box 1.1) that define
this level of biological organization.

Our treatment of community ecology also highlights three significant develop-
ments in the history of ecology that greatly influenced the way ecotoxicologists
study the fate and effects of contaminants (Table 1.1). First, the deep-rooted

Table 1.1. Historical developments in community ecology and their influence
on community ecotoxicology

Historical development in
community ecology Reference

Implications for community
ecotoxicology

Debate between proponents
of holism and
reductionism

Clements 1936
Gleason 1926

Limitations of single species toxicity
tests for predicting ecological
effects on communities and
ecosystems

Importance of food webs
and energy flow

Elton 1927
Lindeman 1942

Food chain transfer of contaminants;
Importance of trophic structure on
contaminant levels in top predators

Rise of experimental
ecology

Connell 1961
Paine 1966

Use of microcosms, mesocosms and
ecosystem manipulations for
measuring ecological effects



4 COMMUNITY ECOTOXICOLOGY

philosophical differences between proponents of holism and reductionism in
ecology are at least partially responsible for the emergence of ecotoxicology
as a distinct discipline. Criticism of the underlying assumption that protection of
individual species will protect communities and ecosystem processes motivated
researchers to question traditional approaches in toxicology (Cairns 1983, 1986).
Second, recognition of the importance of trophic interactions by early researchers
influenced a generation of ecologists and significantly contributed to the devel-
opment of contaminant transport models employed by ecotoxicologists. Finally,
the experimental approaches developed by field ecologists who recognized the
shortcomings of purely descriptive studies are slowly being integrated into eco-
toxicological research. We will show that these historical developments had a
profound influence on community ecology and continue to influence the current
generation of ecotoxicologists.

1.2.1 HOLISM AND REDUCTIONISM IN COMMUNITY ECOLOGY
AND ECOTOXICOLOGY

The relationship between classical ecologists and environmental toxicologists has
never been a strong one, and an uncharitable person might well describe it as tenuous.
(Cairns 1995)

While few ecologists disagree with the definition of communities as groups of
interacting populations, the relative importance of these interactions in structur-
ing communities has been the focus of intense debate throughout the history
of ecology. Some ecologists argue that species interactions are a basic property
of all communities, whereas others describe communities as a random collec-
tion of populations that coincidentally occupy the same habitat because of their
similar environmental requirements. Thus, since its inception the field of commu-
nity ecology has struggled to define itself within the broader context of ecology
(Box 1.1).

Box 1.1 Historical perspective of holism and reductionism in community
ecology

As in other sciences, the philosophical division between proponents of holism
and reductionism is prevalent in ecology. Adherents of holistic approaches
argue that complex systems have certain emergent properties that cannot be
understood by studying component parts in isolation. Supporters of reduction-
ism counter that there are no emergent properties of systems and that the most
efficient way to describe the functioning of a system is by detailed study of the
component parts. There are few examples in the history of ecology where the
debates between holism and reductionism have been more contentious than
in the field of community ecology.
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One of the most significant developments in the history of ecology was
the recognition that different geographic locations supported unique and often
predictable associations of plants and animals. As 19th century naturalists
began their intercontinental travels to collect field observations on the distri-
bution and abundance of organisms, they were intrigued by the similarity of
plant associations that occurred in similar climates. In the early 1900s, Freder-
ick E. Clements, a plant ecologist studying grasslands in Nebraska, proposed
that in the absence of disturbance, plant communities progressed in an orderly
fashion to a final climax community. This predictable sequence of changes
in vegetation, termed succession, was determined primarily by competitive
interactions among species and resulted in predictable and discrete bound-
aries between plant communities. Clements’ ‘superorganism’ concept, which
likened the functioning of a community to that of an individual organism, was
undoubtedly one of the more extreme holistic interpretations of community
ecology. His viewpoints were rigorously challenged by other plant ecologists,
particularly Henry A. Gleason, who argued that plant communities lacked
definite boundaries and consisted only of fortuitous associations of species.
To Gleason, communities were nothing more than stochastic collections of
independent species. Because species interactions are the emergent properties
which define communities, these ideas challenged not only Clements’ view on
succession but also the very existence of communities. If species interactions
are relatively weak or unimportant, then communities may simply represent
ecologists’ futile attempts to force random associations of species into nonex-
istent organizational units. The ultimate demise of Clements’ ‘superorganism’
hypothesis was in part a result of the shift from the study of whole systems
to individual populations that began in the 1940s (Simberloff 1980).

Debate over the relative importance of species interactions and the exis-
tence of emergent properties of communities is ongoing among contemporary
ecologists and ecotoxicologists. At the very least, the concept that commu-
nities are organized into functional units has a ‘long and troubled history’
(Wilson 1997). Strong et al . (1984) note that ecology has historically been
dominated by the neo-Malthusian perspective that interspecific competition is
the major force structuring communities. Some ecologists take the extreme
position that communities lack any predictable patterns and have questioned
the validity of community ecology as a legitimate science (Schrader-Frechette
and McCoy 1993).

Although most contemporary ecologists readily dismiss Clements’
superorganism concept (but see papers on the Gaia hypothesis, Lovelock
1979), there is much support for the hypothesis that communities are
more than the sum of their component populations. Predictable patterns in
species associations exist, and these patterns are often determined by species
interactions. Experimental research on multilevel selection theory (Goodnight
1990a,b) suggests that communities are shaped by natural selection and
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possess functional organization (Wilson 1997). Indeed, some researchers
have noted a resurgence of the holistic paradigm in ecology and argue
that Clements’ superorganism concept provided a foundation for the study
of systems ecology (Simberloff 1980). There is also evidence that species
interactions can play a major role in structuring communities (Schoener
1974, 1983; Diamond 1978; Schoener). However, this evidence emerged
slowly because of the historical focus on descriptive approaches and the
late development of experimental procedures in community ecology. The
credibility of hypotheses concerning the relative importance of species
interactions was further undermined when researchers invoked untestable
explanations, such as the ‘ghost of competition past’ (Connell 1980), to
explain the negative results of competition experiments. Because conducting
meaningful experiments on communities is challenging, most community
ecologists have relied on anecdotal accounts, observations, and mathematical
formulations to argue for the importance of species interactions. As described
below, the transition of community ecology from a descriptive to an
experimental science has greatly increased the credibility of this discipline. We
argue that a similar transition is slowly occurring in community ecotoxicology.

The debate between proponents of holistic and reductionist approaches has
been especially acrimonious in the field of community ecotoxicology. Because
of the need to make definitive regulatory decisions, often without an ecologi-
cal perspective, there has been an historical focus on reductionist approaches in
toxicology (Cairns 1983, 1986). The implicit but often untested assumption that
results of single-species laboratory toxicity tests can predict the effects of contam-
ination on more complex systems in nature is a classic example of reductionism in
ecotoxicology. Many field assessments of natural systems, especially in terrestrial
habitats, also emphasize population-level analyses and dismiss community-level
approaches. However, the focus of ecotoxicological research on populations can
lead to misleading conclusions regarding the broader impacts of environmental
pollutants on higher levels of biological organization. There is an inherent bias
that results from the emphasis on economically-important or charismatic species,
which often receive special attention under the natural resource damage assess-
ment laws. For example, failure to account for responses of all taxa, including
those resilient to oil, provided an incomplete picture of the responses of seabird
communities following the 1989 Exxon Valdez oil spill in Prince William Sound,
Alaska (Wiens et al . 1996).

Because of the opportunity to evaluate the responses of numerous species
simultaneously, we suggest that community ecotoxicology can provide a much
broader context for the assessment of environmental contamination than the study
of individual species. Due to differences in life history characteristics and tol-
erance, different species in a community respond differentially to contaminants
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and other stressors. Thus, the composition of communities at different locations
or at two points in time provides useful information about these environmental
conditions. Communities also provide the ‘ecological and evolutionary context
for populations’ (Angermeier and Winston 1999). Variation in responses among
taxa due to differences in physiology, feeding habits, habitat use, and reproduc-
tive characteristics can provide insight into the direct mechanisms of toxic effects
on species.

As illustrated by the quotes at the beginning of this chapter, there is an opinion
that results of community and ecosystem studies are complex, highly variable, and
difficult to interpret. For example, Luoma and Carter (1991) state that ‘at no level
of biological organization is it more difficult to adequately understand the dose of
a metal to the system than at the level of community’. The primary difficulty in
studying higher levels of biological organization is the need to understand both
direct and indirect effects of contaminants. Direct effects of contaminants may
result in reduction or elimination of local populations and are generally easier
to interpret than indirect effects. In contrast, indirect effects of contaminants,
such as increased susceptibility to predation or the elimination of an important
prey species in the diet of a predator, are much more difficult to detect and
interpret. We suggest that a better appreciation of the importance of indirect
effects is fundamental to predicting how communities respond to anthropogenic
disturbances.

1.2.2 TROPHIC INTERACTIONS IN COMMUNITY ECOLOGY
AND ECOTOXICOLOGY

The study of trophic interactions in communities represents the second major
development in the history of ecology that has greatly influenced ecotoxicology.
Since Lindeman’s thermodynamic formalization of Elton’s trophic pyramids in
the mid-1900s (Lindeman 1942), ecologists have used feeding relationships to
characterize the structure of communities. This development triggered a long-
standing controversy in ecology: that systems with high diversity and trophic
complexity are more stable than less complex systems. Hutchinson’s ‘Homage
to Santa Rosalia’ (1959) and the classic paper published by Hairston, Smith and
Slobodkin (1960) stimulated a flurry of research attempting to relate population
abundance and community structure to trophic complexity.

Information on feeding habits and trophic relationships is of fundamental
importance for predicting the transfer of contaminants through communities. It
is well established that trophic position greatly influences levels of some con-
taminants in organisms. The mechanistic explanation for elevated concentrations
of organochlorines and other persistent contaminants observed in top predators
represented one of the first attempts to integrate basic ecological principles (e.g.
trophic ecology) into toxicology. In aquatic ecosystems, an understanding of the
relative importance of dietary and aqueous exposure to contaminants is required
to predict bioaccumulation (Dallinger et al . 1987). Recent studies have shown
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that, in addition to trophic position, the number of trophic levels determines the
levels of certain contaminants in top predators.

1.2.3 IMPORTANCE OF EXPERIMENTS IN COMMUNITY
ECOLOGY AND ECOTOXICOLOGY
The final and perhaps most significant development in basic ecology that influ-
enced the field of community ecotoxicology was the recognition that experimental
studies are necessary to demonstrate cause-and-effect relationships. The historical
focus in ecology was almost entirely on descriptive studies. Early ecologists char-
acterized natural history and habitat requirements, described patterns of plant and
animal associations, and relied exclusively on observational studies to determine
which biotic and abiotic factors limited the distribution and abundance of organ-
isms. Reliance on these descriptive approaches is at least partially responsible
for the relatively slow progress in ecology from the early 1920s until the 1960s.
Ecology emerged as a rigorous science only after ecologists began to employ
manipulative experiments to test explicit hypotheses. In particular, the pioneer-
ing experiments by researchers assessing species interactions in the marine rocky
intertidal zone (Connell 1961; Paine 1966) revolutionized the way a generation
of community ecologists investigated nature. The profusion of field experiments
that followed these classic studies have greatly increased our understanding of
the importance of species interactions and our appreciation of the complexity of
ecological systems.

The field of community ecotoxicology has experienced a similar transformation
in the past 20 years from purely observational approaches to the use of experi-
mental procedures. Prior to 1980, most research in community ecotoxicology was
limited to descriptive studies that related species richness, diversity, and commu-
nity composition to measured levels of chemical stressors. Comparative studies of
reference and polluted sites can provide support for the hypothesis that a chemi-
cal stressor is responsible for observed differences in community composition.
Descriptive studies contribute significantly to our understanding of how commu-
nities respond to specific chemicals and remain the primary focus of state and
federal monitoring programs in the US. However, as in basic community ecology,
the major shortcoming of descriptive approaches is the inability to show cause-
and-effect relationships between stressors and community responses. The use of
manipulative approaches, such as mesocosms, ecosystem experiments, and nat-
ural experiments, have played an increasingly important role in ecotoxicological
research over the past 20 years.

1.3 ARE COMMUNITIES MORE THAN THE SUM

OF INDIVIDUAL POPULATIONS?

Although general ecology textbooks devote significant coverage to the topic of
communities, the focus in most ecotoxicological investigations has been on indi-
viduals and populations. Moriarty (1988) questioned the need to study effects
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of contaminants on communities and concluded that for ecotoxicology, popula-
tions are the most appropriate level of organization. Interestingly, Suter’s (1993)
excellent treatment of ecological risk assessment includes separate chapters on
organism, population, and ecosystem-level effects, but there is no corresponding
chapter describing community-level responses. Dickson (1995) suggests that the
historical emphasis on individuals and populations in ecotoxicological research
is unlikely to change because water resource managers and the general public
do not appreciate the significance of responses at higher levels of organization.
It is much easier to argue for the protection of an economically-important or
charismatic species than for the need to maintain ecosystem functional charac-
teristics such as detritus processing or nutrient cycling. However, the study of
communities will likely uncover patterns not readily observable through popula-
tion analyses. We agree with the statement of Sir Robert May (1973) that ‘if we
concentrate on any one particular species our impression will be one of flux and
hazard, but if we concentrate on total community properties (such as biomass in
a given trophic level) our impression will be one of pattern and steadiness’.

1.3.1 THE NEED TO UNDERSTAND INDIRECT EFFECTS
OF CONTAMINANTS

If communities were abstractions and only represented a tidy way to organize
populations into manageable units, then predicting the effects of contaminants at
higher levels of organization would be greatly simplified. For example, suppose
we knew the direct toxicological effects (e.g. LC50 or EC50 values) of a partic-
ular chemical on all species in a community. If species interactions and indirect
effects were unimportant, predicting responses of communities would simply be
a matter of book-keeping. With a matrix showing the species names, abundances,
and LC50 values for all species we could predict the community-level effects at
a particular concentration. We know, however, that in many situations species
interactions are important and indirect effects complicate ecological assessments.
Just as laboratory toxicologists recognize the influences of certain abiotic factors
(e.g. temperature, water hardness, dissolved organic carbon) on chemical effects,
community ecotoxicologists understand that responses of individual populations
cannot be measured in isolation from other populations.

One of the more revealing examples demonstrating the importance of indirect
effects occurred when the World Health Organization (WHO), in an attempt to
eliminate malaria-bearing mosquitoes, sprayed the pesticides DDT and dieldrin
on numerous villages in Borneo. In addition to controlling mosquito populations,
the pesticides contaminated cockroaches, which formed the base of an unnatural
food chain in the villages. The cockroaches were consumed by geckos, which
were ultimately ingested by cats. Biomagnification of DDT and dieldrin by cats
resulted in significant mortality and a subsequent increase in rat populations.
The somewhat artificial food chain was eventually restored by parachuting large
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numbers of cats into the villages, a program referred to as ‘Operation Cat Drop’
by the WHO and Royal Air Force.

Numerous examples of indirect effects of contaminants on populations have
been reported in the literature; however, separating direct and indirect effects
is difficult and often requires field experimentation. Ecosystem manipulation
experiments conducted by Schindler (1987) demonstrated that reductions in lake
trout abundance resulted from loss of forage fish and not from direct toxicolog-
ical effects of lower pH. Similar whole-lake manipulations have demonstrated
the importance of predator–prey interactions in regulating aquatic communities
(Box 1.2). Indirect effects have long been recognized as important causes of
reduced abundance of bird populations exposed to pesticides (Powell 1984). Pes-
ticide spray programs are designed to eliminate large numbers of insects, and
it should not be surprising that reductions in insect prey may negatively affect
bird populations. In addition, spray programs often coincide with critical periods
of nestling growth and development because many species have adapted to take
advantage of large numbers of prey during periods of insect outbreaks. Reduced
prey abundance has been associated with reduced nestling growth and increased
risk of predation, presumably because parents are spending more time away from
nests searching for prey.

Box 1.2 Trophic cascades in aquatic and terrestrial communities

The most convincing examples demonstrating tight linkages among species
and the relative importance of trophic interactions are from a series of
studies investigating trophic cascades in aquatic and terrestrial communities
(Chapter 8). Whole-lake manipulations conducted by Steve Carpenter and
colleagues (Carpenter and Kitchell 1993) have investigated the relative
importance of nutrients and top predators on lake productivity. Much of the
limnological research conducted in the 1970s focused on the role of nutrients,
especially phosphorus, in controlling productivity of lakes. According to
the ‘bottom-up’ hypothesis, discharge of nutrients increased phytoplankton
biomass, providing greater resources for higher trophic levels. Although there
was anecdotal support for the bottom-up hypothesis, it could not explain all
of the variation in productivity of the world’s lakes. More recent studies
have tested the hypothesis, that while nutrients determine the potential range
of productivity, predation regulated actual productivity measured in lakes.
In a simple three-level food chain, planktivorous fish reduce abundance of
algal-grazing zooplankton and allow phytoplankton populations to expand
(Fig. 1.1). Based on the trophic cascade hypothesis, it is expected that algal
biomass and primary productivity are generally greater in systems with three
trophic levels. In a four-level food chain typical of many lakes, piscivorous
fish (e.g. lake trout, bass) control abundance of planktivorous fish, thereby
allowing densities of algal-grazing zooplankton to increase. Thus, increased
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Fig. 1.1. Trophic cascades in three- and four-level food chains. The relative
size of each compartment reflects the biomass of the trophic level. In the
three-level trophic food chain planktivorous fish control zooplankton, thus
allowing phytoplankton to increase in abundance. The addition of piscivores
in a four-level trophic food chain reduces abundance of planktivorous fish
and allows zooplankton to regulate phytoplankton populations

abundance of top predators releases grazing zooplankton from predation and
ultimately limits primary productivity. This ‘top-down’ hypothesis has been
tested in a number of biomanipulation experiments where top predators are
added or planktivorous fishes are removed (Carpenter and Kitchell 1993).
These manipulations have been employed as management tools to control
moderate eutrophication in lentic systems (see Box 8.1, Chapter 8).

Analogous cascading trophic relationships between producers and
consumers have been observed in terrestrial communities with three trophic
levels. Long-term investigations on Isle Royale National Park (MI) have
shown that density of moose populations is largely determined by wolf
predation. The studies also provided strong evidence for top-down control by
demonstrating close linkages between balsam fir, the winter forage of moose,
and moose density (McLaren and Peterson 1994).

These examples show that indirect effects and species interactions can play
a major role in regulating communities. Because of the importance of species
interactions and the difficulty in predicting these indirect effects, community
responses to chemical stressors cannot be understood by merely studying indi-
vidual populations in isolation. To measure effects of contaminants on these
systems it will be necessary to account for interactions within and among
trophic levels. For example, without information on the role of trophic cas-
cades and top-down control, it would be impossible to predict that the loss
of top predators from a chemical stressor could actually increase primary
productivity.
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In summary, understanding potential indirect effects of contaminants is often
cited as a primary justification for testing at higher levels of organization (Cairns
1983). However, indirect effects have received relatively little attention in the
ecotoxicological literature (Clements 1999). This paucity of information results
from the difficulty of conducting experiments to isolate direct and indirect effects.
Developing novel approaches to estimate the influence of contaminants on species
interactions and associations is a significant challenge in community ecotox-
icology. Although experimental manipulation of contaminant levels and prey
abundance is the best way to distinguish direct and indirect effects, conducting
planned field experiments in ecotoxicology is difficult. In the absence of direct
experimentation, an understanding of natural history requirements of individual
species can be used to assess the relative importance of direct and indirect effects
on natural communities. Eeva, Lehikoinen and Pohjalainen (1997) compared the
breeding success of the Pied Flycatcher and Great Tit to smelter emissions (Cu
and SO4) in southwestern Finland. Because of known differences in feeding habits
and habitat preferences between species, these researchers were able to separate

Acidification Deposition

Forest
habitat

Heavy metal
residues in food

Reduced calcium
sources

Reduced prey
abundance

Increased
ectoparasites

Pied flycatcher

Eggshell
thinning

Reduced
clutch size

Reduced
growth

Nestling mortality,
low fledging success 

Great Tit

SO2

Cu2+ Ni2+

Pb2+
H+

Fig. 1.2. Direct and indirect effects of smelter emissions on breeding success of
birds. Pied flycatchers are directly affected by exposure to heavy metals in food,
resulting in eggshell thinning and reduced clutch size. In contrast, Great Tits
suffer reduced growth due to lower food abundance. (Modified from Figure 12
in Eeva, Lehikoinen and Pohjalainen 1997)
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the direct toxicological effects of Cu exposure from the indirect effects of reduced
prey abundance (Fig. 1.2). In the absence of experimental evidence, comparative
studies among species can provide a reasonable way to estimate the relative influ-
ence of direct and indirect effects. In Chapter 2 we will describe experimental
and descriptive approaches for assessing the influence of contaminants on species
interactions.

1.4 COMMUNITIES WITHIN THE HIERARCHY

OF BIOLOGICAL ORGANIZATION

Communities represent an intermediate level of complexity in the hierarchy of
biological organization. They are distinct from populations and ecosystems, but
have close linkages to these lower and higher levels of organization (Fig. 1.3).
The changes in community composition observed at polluted sites are a result of
differences in sensitivity among populations as well as the interactions between
populations. Many of the measures of contaminant effects developed by com-
munity ecotoxicologists exploit these known differences in sensitivity among
species. The most frequent observation at polluted sites is the loss of sensi-
tive species and their replacement by tolerant species. The presence or absence
of known pollution-tolerant and pollution-sensitive species enables community
ecotoxicologists to estimate the relative degree of contamination in the field.
For example, since the early 1900s community-level measures of contamina-
tion have been employed to assess organic enrichment. The Saprobien system
of classification, first developed in Europe, was used to characterize streams
as either clean or polluted based on the abundance of sensitive and tolerant
species (Kolkwitz and Marsson 1909). Contemporary approaches used by com-
munity ecotoxicologists to quantify pollution are generally more sophisticated
and include a diverse assortment of biotic, comparative, and diversity indices
(Johnson, Wiederholm and Rosenberg 1993). However, most measures are still
based on the simple assumptions that the absence of pollution-sensitive taxa and
the presence of pollution-tolerant taxa are indicative of degradation. Pollution
indices, such as Hilsenhoff’s (1987) biotic index, integrate estimates of species-
specific sensitivity to pollutants with measures of relative abundance to assess the
levels of degradation in aquatic ecosystems. The application of these approaches
for assessing contaminant effects in the field will be described in Chapter 3.

There are also close connections between community-level properties and
higher levels of biological organization. Recent studies have shown that struc-
tural characteristics of communities (species diversity, community composition)
influence the functioning of ecosystems (Chapin et al . 1998). In a series of field
experiments, Tilman and colleagues have shown that species diversity signif-
icantly influences plant productivity and nitrogen dynamics, with more diverse
plots having greater productivity (Tilman et al . 1997). Similar results from model
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Fig. 1.3. Effects of contaminants across levels of biological organization.
Responses at lower levels of biological organization (biochemical, physiological)
are generally more specific and are better understood in terms of mechanisms.
Consequently, cause and effect relationships are more obvious with
sub-individual responses. Responses at higher levels of biological organization
(communities and ecosystems) occur at broader spatiotemporal scales and have
greater ecological relevance but often lack mechanistic explanations. (Modified
from Figure 1 in Clements 2000)

ecosystem experiments showed that depauperate communities had lower produc-
tivity and reduced CO2 uptake compared with species-rich communities (Naeem
et al . 1994). In addition to demonstrating a linkage between community compo-
sition and ecosystem function, these results have important implications for the
study of anthropogenic disturbance, especially contaminants. These experiments
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suggest that loss of functionally important species due to chemical stressors is
likely to impact ecosystem processes.

The study of community-level processes also provides insight into the poten-
tial effects of natural and anthropogenic disturbance on community stability.
The enduring controversy in basic ecology concerning the relationship between
species diversity and stability has been tested in grassland plots subjected to
severe drought (Tilman and Downing 1994). As predicted, diverse communities
were better able to withstand disturbance than species-poor communities. If the
relationship between resistance and species diversity illustrated in these experi-
ments is applicable to anthropogenic disturbances, we would expect that naturally
depauperate communities would be especially susceptible to chemical stressors.
Furthermore, we speculate that communities which have lost species because of
exposure to chemical stressors would be more susceptible to other anthropogenic
disturbance (e.g. global climate change). The relationship between community
structure and functional characteristics of ecosystems and its relevance to eco-
toxicology are discussed in Chapter 6.

1.5 CONTEMPORARY TOPICS IN COMMUNITY

ECOTOXICOLOGY

The contemporary research topics in community ecotoxicology fall into five gene-
ral categories: (1) better understanding of the basic ecological factors that regu-
late communities; (2) development and application of improved biomonitoring
approaches; (3) integration of experimental approaches into community ecotoxi-
cology; (4) influence of trophic structure on food chain transport of contaminants;
and (5) influence of global atmospheric stressors on community responses to
contaminants. Each of these topics will be covered in detail in the chapters that
follow. Here, we briefly describe some of the key issues that will be presented
in these chapters.

1.5.1 THE NEED FOR AN IMPROVED UNDERSTANDING
OF BASIC COMMUNITY ECOLOGY
For community ecotoxicology to thrive as a discipline, researchers must acquire
a better understanding of the biotic and abiotic factors that regulate community
structure. As noted above, the absence of a sensitive species at a contaminated
site is often assumed to be a direct result of contamination. Alternatively, the
absence of this species may be a result of a myriad of biotic and abiotic fac-
tors unrelated to the stressor. In order to understand how contaminants affect
community structure, it is critical that ecotoxicologists develop better tools for
distinguishing between natural and anthropogenic variation in communities. The
relationship between species diversity and ecosystem function is a good example
where basic ecological research could contribute to our understanding of com-
munity responses to contaminants. An appreciation of the role that community
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structure plays in controlling ecosystem function will improve our ability to
predict the consequences of reduced biodiversity on higher levels of organiza-
tion. Similarly, current interest in the relationship between species diversity and
stability has significant implications for community ecotoxicology. An under-
standing of the quantitative relationship between species diversity and natural
disturbance may allow community ecotoxicologists to predict which communi-
ties will be most sensitive to anthropogenic disturbance. We will examine the
influence of biotic and abiotic factors on species associations and interactions
within the context of community ecotoxicology in Chapter 2.

Continued research on successional changes in plant and animal communities
following natural disturbance will allow ecotoxicologists to predict trajectories
in systems recovering from anthropogenic disturbance. Our failure to establish
well-defined goals for measuring the success of contaminant remediation impedes
our ability fully to characterize ecological recovery. The rapidly emerging field
of restoration ecology relies extensively on concepts developed by early plant
ecologists studying community succession. Finally, basic community ecologists
continue to address issues of spatiotemporal scale in their investigations. Because
the spatial and temporal scale of anthropogenic stressors do not necessarily coin-
cide with the endpoints being measured in an ecological assessment (Suter 1993),
community ecotoxicologists must also consider scale when investigating effects
of contaminants.

1.5.2 DEVELOPMENT AND APPLICATION OF IMPROVED
BIOMONITORING TECHNIQUES

The second general area of research in contemporary community ecotoxicol-
ogy is the development and application of improved biomonitoring approaches.
One major goal of these improvements is to streamline biological assessments
and reduce costs so that biological monitoring programs can be more efficiently
implemented by state and federal regulatory agencies. The cost of quantitative
assessments of community structure, especially those that require species-level
identification of taxonomically difficult groups, is considered a major impedi-
ment to these programs. Research questions related to the appropriate number of
samples and the necessary level of taxonomic resolution required to character-
ize disturbed sites are receiving considerable attention. Chapter 3 will focus on
descriptive approaches in community ecotoxicology and highlight recent attempts
to streamline biological monitoring programs. Other improvements in biologi-
cal monitoring involve application of more sophisticated statistical procedures,
especially multivariate techniques and the development of regional multimetric
indices. Because responses of communities to contaminants and environmen-
tal factors are inherently multivariate, the statistical approaches employed to
analyze these data should reflect this complexity. Although the relative merits
of multivariate and multimetric approaches have been debated in the literature
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(Fausch et al . 1990; Fore, Karr and Wisseman 1996), recent attempts to inte-
grate these approaches is a promising development in biomonitoring research.
We will describe the application of multimetric and multivariate approaches in
community ecotoxicology in Chapter 5.

Finally, biomonitoring studies designed explicitly to distinguish the effects of
natural and anthropogenic variation are a significant improvement in community-
level assessments. Natural variation in community composition is a serious prob-
lem in most biomonitoring studies, and often confounds interpretation of field
results. Situations where natural variation in abiotic characteristics can be quan-
tified and used as covariates provide the best opportunity to assess the relative
importance of natural and anthropogenic effects. Similarly, study designs that
allow community ecotoxicologists to separate effects of multiple and potentially
interacting stressors are also necessary. The practical but simplistic emphasis of
toxicology on single stressors provides a very unrealistic perspective of nature.
Natural communities are often exposed to several anthropogenic stressors simul-
taneously, and identifying the relative importance of each stressor is necessary
to understand observed community responses.

1.5.3 APPLICATION OF CONTEMPORARY FOOD WEB THEORY
TO ECOTOXICOLOGY
The third area of significant research in community ecotoxicology is the integra-
tion of contemporary food web theory into fate and transport models to predict the
movement of contaminants through communities. It is well established that levels
of contaminants in predators are influenced by physiological (e.g. lipid content,
metabolism) and life history (e.g. age, sex feeding habits) features. However,
recent studies have shown that ecological characteristics, such as the length and
type of food chain, also explain a significant amount of variation. Research on
the influence of predator–prey interactions and trophic structure on energy flow
will make significant contributions to our understanding of contaminant transport
through food chains. The application of stable isotope analyses to characterize
feeding relationships and to quantify contaminant transport among trophic levels
is a significant development in community ecotoxicology (Kiriluk et al . 1995).
Although most research describing the relationship between food chain structure
and contaminant levels has been conducted in aquatic ecosystems (Rasmussen
et al . 1990), it is likely that similar patterns will be observed in terrestrial habitats.
Studies showing trophic linkages between ecosystem types (e.g. terrestrial and
aquatic) demonstrate the importance of energy input and potential for contami-
nant movement between communities. For example, field experiments conducted
by Nakano, Miyasaka and Kuhara (1999) illustrated that limiting input of ter-
restrial arthropods in small headwater streams had dramatic indirect effects on a
benthic community food web. We will examine the direct application of food web
theory and new methodological approaches to the study of contaminant transport
in Chapter 8.
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1.5.4 THE NEED FOR IMPROVED EXPERIMENTAL APPROACHES
The fourth general area of contemporary research in community ecotoxicology
is the application of experimental procedures, both laboratory and field, to assess
effects of contaminants. Motivated by the realization that observational studies
alone cannot show causal relationships and the need for better mechanistic under-
standing of contaminant effects, ecotoxicologists are beginning to employ more
complex experimental procedures in community-level assessments. Experimental
approaches which include microcosms, mesocosms, and field manipulations have
been used to validate traditional single species toxicity tests (Pontasch, Nieder-
lehner and Cairns 1989) and to support results of descriptive studies (Clements,
Cherry and Cairns 1988). Recently, more complex factorial designs have been
employed to assess interactions of multiple stressors (Genter 1995) and quantify
the influence of trophic structure (Pratt and Barreiro 1998), location (Kiffney and
Clements 1996), and previous exposure to stress on community-level responses
to contaminants (Courtney and Clements 2000). The most serious limitation of
microcosm and mesocosm experiments is the loss of ecological realism that
occurs when studies are conducted at smaller spatial scales. Some investigators
are especially critical of small-scale experiments and have suggested that micro-
cosm studies have little relevance in ecology (Carpenter 1996). Understanding
the influence of spatial and temporal scale on responses to contaminants is critical
for predicting how communities will respond in natural systems. In Chapter 4
we will highlight the transition of community ecotoxicology from a descriptive
to an experimental science and discuss the important tradeoffs between spatial
scale, replication, and ecological realism.

1.5.5 INFLUENCE OF GLOBAL ATMOSPHERIC STRESSORS
ON COMMUNITY RESPONSES TO CONTAMINANTS
The final area of research in contemporary community ecotoxicology relates to
the interactions between chemical and global atmospheric stressors. Although
responses to global atmospheric stressors are generally not considered in most
ecotoxicological investigations, increased CO2, ultraviolet radiation (UVR), and
acidification are major environmental issues that will significantly affect natural
communities. In addition to their well-documented direct effects, these stres-
sors will likely influence the way that communities respond to contaminants. In
fact, some researchers speculate that indirect effects of global warming, acid-
ification, and UVR on communities will be greater than direct effects (Field
et al . 1992). Increased temperatures resulting from global climate change will
likely influence contaminant bioavailability, uptake, and depuration in complex
and often unpredictable ways. The photoactivation of certain contaminants after
exposure to UV-B radiation, most notably the polycyclic aromatic hydrocarbons,
is well documented in the toxicological literature (Oris and Giesy 1986). Finally,
decreases in pH of soils and in aquatic ecosystems as a result of acid deposition
will increase concentrations and bioavailability of certain metals.
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In addition to the direct and indirect influence of global atmospheric stressors
on community responses to contaminants, interactions among global warming,
UV-B radiation, and acidification are also possible. For example, acidic depo-
sition and climate-induced changes in hydrologic characteristics of watersheds
will likely alter the quality and quantity of dissolved organic material (DOM)
in aquatic ecosystems. Because DOM plays an important role in reducing light
penetration and controlling contaminant bioavailability, these changes will influ-
ence exposure of aquatic communities to UV-B radiation and chemical stressors.
The effects of global atmospheric stressors on communities and the interactions
among these stressors are discussed in Chapter 7.
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2 Biotic and Abiotic Factors
that Regulate Communities

2.1 CHARACTERIZING COMMUNITY STRUCTURE

AND ORGANIZATION

The organization of a community results from the outcome of interspecific competition
for the available resources, and is expressed both in the relative abundance and the
spatial distribution of constituent species. (Hairston 1959)

Despite recent advances, both in the acquisition of data and in its analysis, I doubt that
any multispecies community is sufficiently well understood for us to make confident
predictions about its response to particular disturbances, especially those caused by
man. (May 1984)

As with most scientific endeavors, the field of ecology is concerned with identi-
fying patterns in the natural world and then explaining the underlying processes
responsible for these patterns. Community ecologists specifically focus on charac-
terizing variation in the numbers and types of species found at different locations
and understanding the role of biotic and abiotic processes responsible for these
differences. Changes in species diversity across broad environmental gradients or
between habitats have occupied the interest of community ecologists for several
decades. Variation in the distribution and abundance of species may be a result of
broad geographical patterns (e.g. ‘Why are there so many species in the tropics
compared with temperate regions?’) or small-scale, local phenomena (e.g. ‘Why
is community composition different between headwater streams and mid-order
streams?’). An appreciation of factors that determine natural spatial and tempo-
ral variation in community composition is essential for ecotoxicologists. In order
to characterize community responses to contaminants and other anthropogenic
disturbances, we must first understand the influence of natural spatiotemporal
variation on species diversity and composition. This natural variation in commu-
nity structure is of practical importance because it complicates assessments of
anthropogenic disturbances. Similarly, temporal changes in species diversity and
community composition provide the context for understanding how communities
will recover from anthropogenic disturbance.

In their attempt to identify predictable features of communities, ecologists
have identified numerous ways to categorize communities. Taxonomic groupings,
trophic organization, morphological features, and life history traits are a few of
the characteristics that ecologists have employed to classify community structure.
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As evidenced by Hairston’s quote, for many ecologists community structure was
synonymous with species interactions, specifically competition. Other ecologists
felt that definitions of a community should include both biotic and abiotic char-
acteristics. Recognizing that community structure was influenced by factors other
than competition, Roughgarden and Diamond (1986) proposed the idea of ‘lim-
ited membership’ as a unifying theme for defining community structure. Basically
their approach focuses on a single question: Why does the unique combination
of species found in a particular location or region represent only a subset of what
could occur? Roughgarden and Diamond argue that membership of any species
in a community is a result of three primary factors: the physical environment,
dispersal ability, and species interactions. The relative importance of these three
factors will vary among community types and across habitats.

Another way to characterize community structure is to consider factors that
limit membership in a community as a series of filters operating at different
spatial and temporal scales. This idea was proposed by Poff (1997) to describe
associations of species traits across spatial scales from microhabitats to entire
watersheds. Using this model, Roughgarden and Diamond’s (1986) concept of
limited membership could be extended to include factors at regional and global
scales (Fig. 2.1). While species interactions, physical characteristics, dispersal
ability, and anthropogenic factors play a prominent role at local scales, evolu-
tionary and biogeographical factors determine species composition at global and
regional scales. As we proceed from global to local filters, the characteristics that
limit community membership become increasingly fine. The concept of limited
community membership is attractive because it requires that we consider factors
operating at the local level as well as historical and biogeographical character-
istics. Using this model, species-specific sensitivity to contaminants is simply
another filter that restricts community membership. If we are to make significant
progress in predicting how communities respond to chemical stressors, an under-
standing of factors that limit community membership at these different spatial
and temporal scales is required.

2.1.1 COLONIZATION AND COMMUNITY STRUCTURE
Ecologists recognize that historical factors and regional-scale processes often
interact to regulate local community composition. Colonization studies of newly
created habitats provide opportunities to assess the influence of historical fac-
tors and species’ dispersal abilities on community composition. If communities
were regulated entirely by local, deterministic factors, we would expect that
communities established in similar habitats would have similar composition.
Jenkins and Buikema (1998) tested this hypothesis by measuring structural and
functional characteristics of zooplankton communities in 12 newly established
ponds. Samples collected over a 1-year period showed that physical and chemical
characteristics of these ponds were essentially identical. However, communities
established in each of the ponds were distinct, reflecting the unique colonization
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Fig. 2.1. Historical, biogeographical, and environmental factors that determine
membership of species in a community. Each factor is represented as a filter
that operates at different spatial and temporal scales to determine regional,
local, and microhabitat species pools. The pore size of each filter reflects its
relative influence on species pools. Using this model, contaminants and other
anthropogenic stressors are simply another filter that determines community
composition. (Modified from Figure 1 in Poff 1997)

abilities of dominant zooplankton species. Dispersal ability regulated composition
among ponds because species that arrived first had a lasting effect on community
structure. These results have important implications for how we view the estab-
lishment and regulation of communities. Failure to account for regional processes
may explain the apparent stochastic behavior observed in some communities. The
results also demonstrate that historical factors can have lasting, subtle impacts
on communities, thus complicating our ability to locate reference sites and assess
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the importance of anthropogenic stressors (Matthews, Landis and Mathews 1996;
Landis, Mathews and Mathews 1996).

2.1.2 DEFINITIONS OF SPECIES DIVERSITY

A variety of approaches have been developed by community ecologists to define
and quantify species diversity. Species richness is a simple count of the number of
different species within a local habitat or a region. Some ecologists are uncom-
fortable with measures of species richness because rare and common species
are treated equally. Assuming that abundance of a species is related to its eco-
logical importance, estimating relative abundance of different species may be a
more effective way to characterize community structure. Diversity indices that
account for both species richness and distribution of individuals among species
are commonly used in biological assessments. These measures are described in
Chapter 3. Here, our discussion of spatial and temporal patterns in diversity will
focus on the number of species within a sample or within a region. To char-
acterize spatial variation in community structure, ecologists distinguish among
three different measures of species diversity. Alpha diversity refers to the species
richness within a local area. Because assessments of anthropogenic disturbance
are generally site specific, alpha diversity is the measure most relevant to ecotox-
icologists. Beta diversity is the change in number of species and is an expression
of species turnover between two adjacent habitats. Gamma diversity is the total
number of species within a relatively large geographic area and represents the
species pool available to colonize local habitats. Gamma diversity is a product
of alpha and beta diversity and therefore will be greatest in regions with high
local diversity and high species turnover.

Although concern about the global loss of species has increased awareness
of the importance of biodiversity, this is a relatively recent occurrence. Ecology
textbooks published in the 1940s and 1950s made little mention of species diver-
sity, attributing differences in community structure among locations primarily
to historical and evolutionary events (Schluter and Rickleffs 1993). In contrast,
experimental studies conducted in the 1960s and 1970s emphasized local regula-
tion of diversity by species interactions and environmental heterogeneity, almost
to the exclusion of historical features. Today we know that spatial and temporal
variation in diversity results from a complex interplay of historical, evolutionary,
climatic, energetic, environmental, and anthropogenic phenomena. The challenge
in community ecology is to understand the relative influence of these different
factors on species diversity. The challenge in ecotoxicology is to interpret anthro-
pogenic effects on species diversity within the context of these local and historical
features. Some progress has been made with the recognition that natural varia-
tion and historical factors can influence community responses to contaminants
(Matthews, Landis and Mathews 1996; Landis, Mathews and Mathews 1996;
Clements 1999).
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2.2 CHANGES IN SPECIES DIVERSITY AND COMPOSITION

ALONG ENVIRONMENTAL GRADIENTS

Natural changes in community composition and species diversity across envi-
ronmental gradients have fascinated ecologists for many years. Early explorers
frequently reported broad scale changes in species diversity and community
composition with latitude and elevation. Because these changes were often pre-
dictable, ecologists developed confidence that underlying biotic and abiotic mech-
anisms could be identified by analysis of spatial patterns. In some instances the
observed transition from one community type to another was relatively abrupt,
whereas in others it was much more gradual. These differences were most often
related to species-specific tolerance for a particular environmental factor, such
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Fig. 2.2. Hypothetical changes in relative abundance of species along an envi-
ronmental gradient. Some communities show relatively abrupt transition in
abundance of dominant species, while others are characterized by gradual
changes. Abrupt transitions in community composition are often a result of
interspecific interactions (competition, predation). Changes in community com-
position along a contaminant gradient are likely to be abrupt for some species
and gradual for others depending on relative sensitivity to the stressor. (Modified
from Whittaker 1975)
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Fig. 2.2. (continued)

as temperature, moisture, or soil type. Some species within a community are
more tolerant of environmental variation and will be distributed across a broader
range of habitats than others. Whittaker (1975) noted that patterns of species
replacement along environmental gradients fall into several categories (Fig. 2.2).
The forest communities studied by Whittaker and colleagues showed that species
replacement was gradual and that species behaved independently of each other.
In contrast, marine invertebrate communities in the rocky intertidal zone show
relatively abrupt transitions resulting from strong environmental gradients and
intense species interactions. Finally, longitudinal changes in stream communities
described in the River Continuum Concept (Vannote et al . 1980) and geographic
changes in community composition across broad latitudinal gradients are rela-
tively gradual, but often show distinct community types.

An understanding of how species respond to natural environmental gradients
has direct relevance to community ecotoxicology. First, because contaminants
are often distributed along a concentration gradient, the same analytical tech-
niques employed to study natural patterns (e.g. gradient analysis, ordination)
can be used to investigate community responses to chemical stressors. Second,
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understanding the processes responsible for species replacement along natural
gradients will allow ecotoxicologists to develop improved models for assess-
ing contaminant-induced variation. We expect that changes in communities in
response to contaminants will be relatively abrupt, but that recovery along a con-
taminant gradient may be more gradual. Finally, natural environmental gradients
are often superimposed on contaminant gradients and will complicate biological
assessments of community structure. In order to predict community responses
to chemical stressors, ecotoxicologists require information on how these natural
changes will modify and interact with contaminants.

2.2.1 GLOBAL PATTERNS OF SPECIES DIVERSITY

The most consistent response to an environmental gradient reported by commu-
nity ecologists at a large spatial scale is the increased species diversity from the
arctic to tropical ecosystems. This pattern has been observed for most groups of
organisms, and a variety of hypotheses have been proposed to explain the greater
diversity in tropical communities (Table 2.1). Tropical ecosystems are more pro-
ductive, predictable, structurally complex, and are less influenced by extreme
climatic events compared with arctic and temperate ecosystems. It is important
to note that these four hypotheses are not mutually exclusive, and it is likely
that each will play a role in accounting for changes in diversity across latitudi-
nal gradients. For example, Connell and Orias (1964) dismissed environmental
harshness per se as an explanation for the paucity of species in extreme habitats.
Their conceptual model predicts that greater species diversity will be observed
in productive habitats with high stability. In his classic paper ‘Homage to Santa
Rosalia or Why are there so many kinds of animals?’, G. E. Hutchinson (1959)
speculated that the earth’s rich biodiversity was a result of an interplay among
energetics, evolution, species interactions, and habitat complexity.

Table 2.1. Four hypotheses to explain the increased biological diversity from
arctic to tropical ecosystems

Hypothesis Explanation

Productivity Tropical ecosystems have greater primary productivity, thus
providing more food resources and greater food web
complexity

Heterogeneity Tropical ecosystems are physically more complex and
heterogeneous, thus providing more habitats and opportunities
for specialization

Stability Tropical ecosystems are more stable and predictable, thus
allowing species to specialize on a particular resource

Evolutionary time Tropical ecosystems are ‘older’ in the sense that they have not
been subjected to recent glaciation, thus providing more time
for speciation
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In an assessment of progress over the past 20 years since the publication of
Hutchinson’s paper, Brown (1981) noted that the inability of contemporary ecol-
ogy to answer the question ‘Why are there so many kinds of animals?’ resulted
from their failure to focus on energetics. He noted that soon after publication of
Hutchinson’s seminal paper, ecologists were divided between two camps. The
‘ecosystem processes camp’ considered energetics, but the research questions
were not directed towards community ecology. The ‘species interactions camp’
focused on community dynamics, but largely ignored the importance of energet-
ics. Brown (1981) proposed a general theory of biodiversity based on availability
of energy, the apportionment of energy among species, and environmental harsh-
ness. More recently, Brown and Lomolino (1998) presented a more synthetic
explanation for patterns of species diversity that included elements of productiv-
ity, abiotic stress, and species interactions, all within a broad historical context
of time and space. According to this model, abiotic stress in extreme environ-
ments limits community composition to a few widely distributed, stress-tolerant
species capable of dividing up the limited resources. Biotic interactions in this
harsh environment play a relatively minor role. In contrast, abiotic factors are less
important in benign environments where predators and competitors limit densi-
ties of most species, allowing a large number of relatively uncommon species to
partition the abundant resources.

Brown and Lomolino’s (1998) synthetic explanation of community organi-
zation is intellectually satisfying for several reasons. First, it recognizes the
importance of several key factors in controlling species diversity across broad
environmental gradients. It is also consistent with the observation that species
found in more variable habitats have a greater tolerance for environmental con-
ditions compared with species occupying benign environments (Fig. 2.3). The
positive relationship between the range of latitudes occupied by a species and
the latitude of its center of distribution is called Rapoport’s Rule (Rapoport 1982).
A similar phenomenon has also been observed in communities across elevation
gradients. The implication is that species found in stable habitats are less able to
tolerate variation in environmental conditions than species occupying harsh con-
ditions of higher latitudes or higher elevations. The inverse relationship between
species diversity and elevation is probably a result of lower productivity and
greater stress of high elevation habitats. This pattern, which has been observed
for mollusks, birds, mammals, and trees, may provide important insights into vari-
ation in sensitivity to contaminants among locations. Similarly, lower diversity of
some plant communities that has been observed along gradients of increased arid-
ity and salt stress is most likely associated with the increased physical harshness
of these environments. This explanation is consistent with Menge and Suther-
land’s (1987) hypothesis of environmental stress gradients, which has been used
to account for local patterns of species diversity in benign and stressful environ-
ments (see Section 2.5.1). Factors influencing local patterns of species diversity
are of particular interest to ecotoxicologists because they may help us understand
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Fig. 2.3. Hypothetical example of Rapoport’s Rule showing the relationship
between species richness and breadth of distribution along an environmental
gradient. Although the total number of species is reduced at higher elevations
and at higher latitudes, the tolerance of individual species for environmental
conditions is greater. These results suggest that species living in stable envi-
ronments are less able to tolerate extreme conditions. Variation in tolerance
may have important implications for understanding how species from different
environments respond to anthropogenic stressors

how communities respond to contaminant gradients. Assuming this pattern is con-
sistent across communities, it suggests that species occupying more predictable
environments may be more sensitive to anthropogenic disturbances than species
from harsh environments. This hypothesis could be tested by comparing responses
of communities from different locations to the same anthropogenic stressor.

Another consistent pattern across broad geographical regions relates to changes
in abundance distributions from temperate and tropical habitats. In general, trop-
ical communities are characterized by a more even distribution of individuals
among species (Fig. 2.4). In other words, tropical communities not only contain
many more species than temperate communities, but the most common species
account for a relatively small portion of the total community. In contrast, temper-
ate communities are often dominated by a relatively few species which account
for most of the individuals and biomass. Similar patterns have been observed
across elevation gradients, suggesting that this may be a general phenomenon
(Brown and Lomolino 1998). Because dominance of some species increases in
response to stressors, the distribution of individuals among species is a sensi-
tive indicator of anthropogenic disturbance and has been used in biomonitoring
studies. These concepts will be further developed in Chapter 3.
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Fig. 2.4. Variation in species abundance curves between temperate and tropical
communities. In contrast to temperate systems, tropical communities are char-
acterized by greater species richness and a more even distribution of individuals
among species. The shape of species abundance curves is considered a result
of species interactions and environmental conditions and has been used to
characterize effects of anthropogenic disturbance (see details in Chapter 3)

2.2.2 SPECIES–AREA RELATIONSHIPS

One of the most predictable relationships in community ecology is the increase
in number of species with area. The species–area relationship, described as one
of the few laws in ecology (Schoener 1974), has been reported across most
taxonomic groups and a variety of habitats. In addition to explaining differences
in species richness on islands with different area and varying distances from a
source of colonists (Box 2.1), the species–area relationship has been applied to
conservation biology and the design of wildlife refuges. Contemporary research
questions regarding the size, shape, and degree of isolation of wildlife refuges
and other natural areas have been addressed using this relationship.

Box 2.1 The special case of islands

MacArthur and Wilson’s (1963) theoretical treatment of the equilibrium theory
of island biogeography was a major conceptual advance in community ecol-
ogy. Few discoveries in ecology have had greater impact, and the practical
applications of their mathematically simple but conceptually elegant models
are still being realized decades later. The equilibrium theory was developed to
explain the observation that island flora and fauna often represent a subset of
species available from the mainland species pool. Distance from the mainland
source of colonists and island area were primarily responsible for variation
in the equilibrium number of species among islands (Fig. 2.5). Small, remote
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Fig. 2.5. The relationship between number of species and rates of immi-
gration and extinction on islands. Immigration and extinction rates are
influenced by island size (large versus small) and distance from a main-
land source of colonists (near versus far), resulting in a unique equilibrium
number of species (S) for each island type. Because recovery of commu-
nities from disturbance is largely determined by immigration rate and the
proximity of local colonists, these theoretical relationships have important
implications for community responses to anthropogenic stressors. (Modified
from MacArthur and Wilson 1967)

islands generally had fewer species than larger islands close to a mainland
source of colonists. MacArthur and Wilson (1963) also recognized that while
the actual number of species was relatively consistent, community composition
varied significantly due to species replacement and turnover. The importance
of species turnover was evidenced by studies of the recolonization of Krakatau
Islands following a massive volcanic eruption in 1883. Surveys of these islands
several decades later showed a relatively constant numbers of species, support-
ing the equilibrium perspective; however, community composition changed
significantly over time.

Experimental support for the equilibrium theory of island biogeography was
provided by a large-scale manipulation of insect communities in the Florida
Keys. Daniel Simberloff, a graduate student working with Wilson, fumigated
mangrove islands with the pesticide methyl bromide and followed subsequent
recolonization (Simberloff and Wilson 1969, 1970). Results generally sup-
ported the equilibrium theory and showed that isolated islands had lower
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rates of colonization and a lower equilibrium number of species compared
with islands located near a mainland species pool.

While much of the research on island size has focused on structural mea-
sures (e.g. community composition and species richness), there is evidence that
ecosystem function may also be related to area. The theoretical motivation for
this concept is based on the observation that individual species in a community
are important regulators of ecosystem processes. Wardle et al . (1997) tested
this hypothesis in an island archipelago of a Swedish boreal forest. Several
ecosystem processes, including respiration, decomposition, and nitrogen loss,
varied with island area because of differences in community composition.
Variation in community composition among islands resulted from the greater
frequency of fires due to lightning strikes on larger islands. These results show
that historical events (e.g. frequency of fire) play an important role in deter-
mining both community composition and ecosystem function. By developing a
better appreciation for the role of historical events we can begin to understand
how natural communities will respond to anthropogenic disturbance.

The species–area relationship takes the form:

S = cAz

where S = the number of species, c is a constant, A = area, and z represents
the slope of the relationship between S and A when both are plotted on a loga-
rithmic scale. Although the constant c varies among taxonomic groups, various
field studies have reported that the exponent z is approximately 0.25. The consis-
tency of z among taxonomic groups suggests that some universal principle may
be operating (May and Stumpf 2000); however, recent attempts to estimate the
slope of the species–area relationship across a range of habitats have reported
greater variation than previously believed. Crawley and Harral (2001) measured
species richness of plant communities across a wide range of habitat scales (0.01
to 108 m2). They reported that z values were lowest at small spatial scales (due
to interactions among species) and at very large spatial scales (due to low species
turnover with distance). The greatest rate of species accrual was observed at inter-
mediate scales, where increases in area resulted in increases in habitat diversity.
These findings indicate that while species accrual rates may be similar within
a small range of spatial scales, different processes operate to determine species
diversity across geographic regions.

Despite its intuitive appeal and broad explanatory power in community ecol-
ogy, the species–area relationship has not received much attention in ecotoxi-
cology. The basic principles of island biogeography have important applications
to the study of contaminant effects and recovery. The rate of recovery and the
composition of communities during the recovery process are greatly influenced
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by distance from the source of colonists and colonization abilities of species.
These ideas will be considered in Chapter 6.

2.2.3 ASSUMPTIONS ABOUT EQUILIBRIUM COMMUNITIES

MacArthur and Wilson’s (1963) equilibrium theory of island biogeography was
consistent with the predominant view of ecology at the time. Many ecologists
believed that natural communities are orderly, balanced, and maintain a natural
equilibrium unless subjected to extrinsic disturbance. Although ecologists rec-
ognize the dynamic nature of this equilibrium, the underlying assumption that
communities are regulated primarily by biotic interactions remains prevalent in
ecology. The emergence of equilibrium theories in ecology was supported by our
deep-seated belief that attributes of natural communities are predictable and that
historical factors, stochastic events, and small-scale environmental perturbations
are relatively unimportant. Much of the controversy surrounding the relative
importance of species interactions results from this uncritical acceptance that
communities are at equilibrium (see Section 2.4).

Ecologists now recognize that few communities are regulated exclusively by
predictable, deterministic processes. Long-term data collected from a variety of
systems reveal temporal changes in abundance of dominant species that do not
appear to be regulated by equilibrium processes. For example, detailed studies of
grassland bird communities have shown few consistent patterns and little indica-
tion that biotic interactions are important (Wiens 1984). The most likely explana-
tion for the observed non-equilibrium characteristics of these communities relate
to the stochastic environmental conditions of prairie and shrub-steppe habitats.

Studies conducted in streams suggest that communities may shift from equilib-
rium to non-equilibrium conditions seasonally or among locations along a river
continuum (Minshall, Petersen and Nimz 1985). In his classic paper ‘The paradox
of plankton’, Hutchinson (1961) observed that the high diversity of phytoplankton
in simple, homogeneous environments was contrary to deterministic predictions
of the competitive exclusion principle. The proposed explanation for this para-
dox was that planktonic communities did not achieve equilibrium conditions.
Interestingly, recent studies conducted in lakes suggest that resource competition
can structure communities even in environments where equilibrium conditions
are rarely observed. Interlandi and Kilham (2001) reported a strong relationship
between the number of limiting resources (nitrogen, phosphorus, silicon, and/or
light) and diversity of phytoplankton in lakes (Fig. 2.6). Clearly, the dichotomy
between equilibrium and non-equilibrium communities is somewhat artificial.
Instead of defining communities as either equilibrium or non-equilibrium, Wiens
(1984) proposes that communities should be arrayed along a gradient based on
a suite of characteristics. This model is analogous to the continuum between
r-selected and K-selected species described in population ecology.
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Fig. 2.6. The relationship between the number of limiting resources and species
diversity of plankton communities. (Modified from Figure 6 in Interlandi and
Kilham 2001)

2.3 THE ROLE OF KEYSTONE SPECIES IN COMMUNITY

REGULATION

It is generally accepted that some species have disproportionate effects on com-
munity composition and ecosystem function (Power et al . 1996). These ‘key-
stone’ species are often large, highly mobile consumers, which are especially
susceptible to habitat loss and chemical stressors. Because of their impact on
communities, loss of keystone species is expected to influence other species in
the community. Identifying species that play a significant role in structuring com-
munities is necessary for predicting ecological consequences of contaminants and
other anthropogenic stressors.

Determining the relative importance of a species in a community will often
require experimental manipulations. Experiments conducted in the marine rocky
intertidal zone demonstrated that removal of the predatory starfish Pisaster
ochraceus had significant effects on other species in the community (Paine 1966).
Selective predation of Pisaster on mussels, the competitively dominant species in
the community, maintained a diverse assemblage of subordinate species. Paine
(1969) introduced the keystone species concept to describe a species that has
significantly greater effects on a community than expected based on its abundance
or biomass. Since the publication of Paine’s conceptual paper, investigators have
identified keystone species in a variety of ecosystems (Power et al . 1996), and the
keystone species concept has been referred to as a ‘central organizing principle’
in community ecology (Menge et al . 1994). Currently, we know that keystone
species are widely distributed among many ecosystem types and that their effects
on structure and function are often far reaching (Table 2.2).

Paine’s initial experiments described effects of a keystone predator, and
most subsequent studies of keystone species have focused on similar
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Table 2.2. Examples of suspected or likely keystone species and their target
groups in a variety of aquatic and terrestrial habitats (modified from Power
et al. 1996)

Habitat Keystone species Target group Reference

Rocky
intertidal

Predatory starfish Mussels Paine (1966)

Coral reefs Sea urchins Algal communities Carpenter (1990)
Lakes and

ponds
Planktivorous fish Zooplankton Brooks and Dodson

(1965)
Rivers and

streams
Predatory steelhead and

omnivorous minnow
Invertebrates and

fish fry
Power (1990)

Grasslands Rabbits Herbs and grasses Tansley and Adamson
(1925)

Woodlands Wolves Moose McLaren and
Peterson (1994)

Desert Kangaroo rats Seeds Brown and Heske
(1990)

resource–consumer interactions. However, a broad definition of a keystone
species should also include effects such as physical restructuring of the
environment (ecosystem engineers such as beavers in the Pacific Northwest)
and mutualistic interactions (plant-pollinator systems). Similarly, we know that
the effects of keystone species extend well beyond regulation of species diversity
and include effects on community structure, productivity, nutrient cycling, and
energy flow (Ernest and Brown 2001). In fact, an operational definition of
keystones species should include any species that has a disproportionate impact
on a community, regardless of the mechanism (Power et al . 1996). Figure 2.7
shows the relationship between total community impact and relative abundance
or biomass in a community. Species that fall on the diagonal line influence the
community in proportion to their abundance. Species to the right of the diagonal
are dominant in the community but their impact is less than expected based on
abundance or biomass. Species to the left of the diagonal are defined as true
keystone species because they have a disproportionate influence on community
structure or function.

2.3.1 IDENTIFYING KEYSTONE SPECIES

Identifying keystone species and quantifying their effects on community struc-
ture are not trivial issues, and criticism of the keystone species concept is at least
partially a result of these difficulties. While manipulating density of an individual
species remains the most direct approach for assessing its role in a community,
conducting experiments at appropriate spatial and temporal scales is logistically
challenging. Conclusions about the importance of species interactions relative to
abiotic processes are clearly scale-dependent. Because the size of study plots and
the duration of experiments may influence patterns that we observe, it follows
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Fig. 2.7. Relationship between total community impact and relative abundance
or biomass of a species. The effects of a species on community structure and
function are not necessarily related to its abundance or biomass. Species in the
upper right hand quadrant are dominant in the community, but their impact is
less than expected based on their abundance or biomass. Species to the left
of the diagonal have greater impact than expected and are considered true
keystone species. (Modified from Figure 3 in Power et al. 1996)

that more attention should be given to spatial and temporal scale when interpret-
ing results of manipulative experiments (see Chapter 4). The tremendous success
of rocky intertidal ecologists is at least partially a result of the relative ease with
which these communities can be manipulated. The reluctance of some ecologists
to embrace the keystone species concept is likely due to difficulty obtaining exper-
imental evidence in systems that are less amenable to manipulation (Box 2.2).
Comparative approaches and natural experiments, in which community struc-
ture and function are measured in areas with and without a particular species,
are practical alternatives to actual manipulation and will play an important role
in identifying keystone species. Well-designed studies that take advantage of
species reintroductions could also contribute to our understanding of keystone
species. For example, recovery of otter populations off the California coast and
beaver populations in the Pacific Northwest provide excellent opportunities to
track ecosystem changes due to increased abundance of keystone species.

Box 2.2 Keystone species in terrestrial communities: an experimental
demonstration

Because most experimental evidence for the keystone species concept has
been obtained from aquatic ecosystems, many terrestrial ecologists have been
reluctant to accept this hypothesis. However, support for the keystone species
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hypothesis has been obtained from a long-term study in the Chihuahuan desert
of southeastern Arizona (USA). To investigate competitive interactions in a
rodent community, Brown and Munger (1985) used semi-permeable fences
to exclude larger kangaroo rats (Dipodomys spp.) from experimental plots.
Control and experimental plots were identical except that the fences sur-
rounding controls had slightly larger holes that allowed free movement of
both kangaroo rats and smaller species. Populations were sampled monthly
for over 20 years, providing one of the few long-term assessments of the
effects of species removal. Results of this study showed that the compet-
itively superior kangaroo rats suppressed abundance and altered foraging
behavior and habitat use of the smaller species. More importantly, kanga-
roo rats were shown to have larger than expected impacts on energy flow and
community composition of plants, thus satisfying the definition of a keystone
species.

Between 1977 and 1996, six species of seed-eating rodents colonized exper-
imental plots where kangaroo rats were removed at densities approximately
twice as high as controls. Nonetheless, these species only consumed about
14% of the available energy consumed by kangaroo rats on the control plots.
Thus, for almost 20 years there was no evidence of compensation by subor-
dinate species following removal of the keystone species. Remarkably, this
changed in 1996 when a species of pocket mouse (Chaetodipus baileyi ), never
previously observed in the study site, colonized the experimental plots at den-
sities 20 times greater than controls (Ernest and Brown 2001). Within 2 years,
this species consumed most of the resources and was able to compensate for
the excluded kangaroo rats. This experiment demonstrates that previously
rare species are capable of restoring community structure and function. It also
demonstrates the difficulty of identifying keystone species without experimen-
tal and/or long-term data.

Quantifying the relative impacts of keystone species on community structure
and function is also complicated by spatial and temporal variation in abundance.
Species that regulate community structure in one location or during one time
period may be less important in other areas or at other times. This context-
dependency of the keystone species concept has been demonstrated in rocky
intertidal communities (Menge et al . 1994). Power et al . (1996) also present
several scenarios in which the structuring role of a species could be modified
under different environmental circumstances. However, our understanding of the
physical, chemical, and biological factors that influence the impact of a particular
species is incomplete. Research in rocky intertidal habitats has focused primarily
on the role of physical disturbance, and conceptual models have been devel-
oped to quantify the relative importance of species interactions under varying
levels of physical stress (Menge and Sutherland 1987). These ideas are quite
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relevant for community ecotoxicology because chemical stressors may directly
influence abundance of keystone species as well as modify their structuring role
in communities.

2.3.2 SUMMARY
One of the greatest challenges in ecotoxicology is to develop an understanding
of the potential indirect effects of species loss on communities. By definition,
the loss of a keystone species due to an anthropogenic stressor will have dispro-
portionate impacts on a community. In keystone-dominated communities, other
species have relatively minor effects and are often considered redundant in terms
of structure and function. Long-term consequences of the loss of keystone species
may be influenced by the ability of these redundant species to compensate and
assume similar roles as the keystone species. Compensation for the loss of a key-
stone predator occurred relatively quickly in a rocky intertidal habitat, and was
considered an important contributor to community stability (Navarrete and Menge
1996). In contrast to these findings, experiments by Ernest and Brown (2001)
showed that compensation for the loss of kangaroo rats required almost 20 years.

2.4 THE ROLE OF SPECIES INTERACTIONS

IN COMMUNITY ECOLOGY AND ECOTOXICOLOGY

No living thing is so independent that its abundance and distribution are unaffected
by other species. (Brown and Lomolino 1998)

Considerable research in community ecology is devoted to assessing the relative
importance of biotic interactions on distribution and abundance of organisms. As
discussed in Chapter 1, while many ecologists define communities by the strength
of species interactions, determining the role of competition, predation, mutualism,
etc. in community regulation is challenging. Although the evolutionary conse-
quences of competition can be studied at broad scales by measuring character dis-
placement and resource partitioning, these studies cannot demonstrate that com-
petition regulates communities (Schluter and Ricklefs 1993). Despite acrimonious
debate among community ecologists over the importance of species interactions,
most would agree that positive and negative interactions are common in nature.
For example, all heterotrophic organisms necessarily interact with their food sup-
ply. However, we do not always know if these interactions significantly influence
the abundance or distribution of prey species relative to other factors. In the fol-
lowing sections we will show that contaminants have the potential to change the
outcome of species interactions and therefore influence community structure.

Although there is empirical support for the hypothesis that species interac-
tions are common and can play a pervasive role in structuring communities
(Diamond 1978; Schoener 1983; Menge and Sutherland 1987), the effects of
contaminants on species interactions have been largely ignored by ecotoxicol-
ogists. This is somewhat surprising given the prominent role that research on
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predation, competition, mutualism, etc. has played in basic community ecology.
Previous reviews that focused on aquatic ecosystems (Sandheinrich and Atchi-
son 1990; Clements 1997) showed that chemical stressors frequently alter the
outcome of species interactions. We suggest that the failure to consider indirect
effects of contaminants on species interactions is a major limitation of single
species toxicity tests.

2.4.1 DEFINITIONS

Species interactions in natural systems are generally defined by the direction and
magnitude of effects (Table 2.3). Although most basic research on species interac-
tions has focused on predation and competition, other types of interactions occur
in communities and may be affected by exposure to contaminants. In particular,
strong mutualistic interactions, such as those observed in obligate plant-pollinator
systems, may be especially sensitive to chemical stressors. One potential limita-
tion to understanding the importance of species interactions in nature has been
the emphasis on simple pairwise interactions. A review of 1253 papers published
in Ecology between 1981 and 1990 showed that >60% considered only one or
two species (Kareiva 1994). The emerging view from contemporary ecologists is
that higher order interactions or interaction modifications are probably common
in natural systems. Trophic cascades are probably the best examples of higher
order interactions that have been studied in aquatic communities. Another note-
worthy example involves defensive strategies that some plants employ to reduce
herbivory. Plants produce a variety of chemicals designed to reduce the incidence
of attack by herbivores. Some plants have significantly improved this defensive
strategy and ‘enlisted’ the support of other species. Kessler and Baldwin (2001)
showed that emissions of volatile organic compounds by plants during attack by
herbivores actually attracted insect predators, thus reducing the number of her-
bivores by 90%. Identifying higher order interactions in nature will require that
ecologists significantly expand the scope of their investigations beyond typical
pairwise studies. The greater challenge will be to determine when these complex
interactions play an important role in organizing community structure.

Table 2.3. Types of species interactions considered in community
ecology. Interactions between two species may be positive (+),
negative (−), or neutral (0)

Type of interaction Effects on species A Effects on species B

Competition − −
Predation − +
Parasitism − +
Mutualism + +
Commensalism + 0
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2.4.2 EXPERIMENTAL DESIGNS FOR STUDYING SPECIES
INTERACTIONS

The long history of theoretical research on species interactions has provided an
important conceptual framework for designing laboratory and field studies. Rel-
atively simple mathematical models for predation and competition predict how
changes in abundance of one species will influence abundance of another species.
While verifying these models with experimental studies has proved challenging,
manipulations that involved removal or addition of species have provided the
most convincing evidence for the importance of competition and predation. A
variety of enclosure and exclosure experiments have been conducted in aquatic
and terrestrial habitats to quantify species interactions in the field. Key strengths
of manipulative experiments are the potential for replication (thus allowing the
appropriate use of inferential statistics) and the ability to control confounding
variables. One of the more basic questions in studies of competition involves
assessing the relative importance of interspecific and intraspecific interactions.
Different experimental designs have been used by ecologists to measure the
strength of interactions within and between species (Table 2.4). An additive
experimental design allows researchers to determine if the presence of a com-
petitor has any effect on a second species, all other factors being equal. This
design would be especially useful for studying impacts of an exotic species on
a native species (Fausch 1998). A substitutive experimental design holds total
density constant and allows researchers to quantify the importance of interspe-
cific competition relative to intraspecific competition. This design would be most
appropriate for assessing the effects of contaminants on species interactions.

Because field experiments are often limited in spatial and temporal scale, some
researchers advocate the use of natural experiments for assessing the role of
species interactions (Diamond 1986). The merits of field experiments and nat-
ural experiments are discussed in Chapter 4. Natural experiments often involve

Table 2.4. Two types of experimental designs used to assess the importance
of interspecific and intraspecific competition. The table shows the number
of individuals that would be included in different treatments for additive and
substitutive experimental designs. Additive designs allow for assessment
of the presence of a competitive effect. Substitutive designs allow for
the quantification of the magnitude of this effect relative to intraspecific
competition. (After Fausch 1998)

Design Treatment 1 Treatment 2 Treatment 3

Additive
Density of species A 5 5
Density of species B 5 5

Substitutive
Density of species A 10 5
Density of species B 5 10
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comparison of abundances, morphological features, and habitat use of species
in sympatric and allopatric populations. For example, if competition played an
important role in community organization, we would expect that morphologi-
cal features related to resource use (e.g. beak size in the Galapagos finches is
related to feeding habits) would show greater dissimilarity in sympatric pop-
ulations compared with allopatric populations. This comparative approach has
been especially effective for assessing the long-term evolutionary consequences
of species interactions over broad spatial scales.

Experimental designs for assessing the influence of contaminants on species
interactions add another layer of complexity because they require manipulation of
both contaminant levels and predator/competitor abundances. Accomplishing this
in the field will be difficult in many types of communities. Previous studies have
compared the importance of species interactions in different habitats or under
different levels of environmental stress (Menge and Sutherland 1987; Peckarsky,
Horn and Statzner 1990). Conducting species enclosure or exclosure experiments
at sites with and without contaminants would allow researchers to determine if
stressors modified the outcome of species interactions (Clements 1999).

2.4.3 THE INFLUENCE OF CONTAMINANTS
ON PREDATOR–PREY INTERACTIONS

Research measuring effects of contaminants on predator–prey interactions falls
into two general categories. Some studies consider the ecological consequences
associated with alterations in predation intensity. For example, contaminant-
induced changes in predation in communities regulated by top-down effects
may alter the structure of lower trophic levels. Others studies are primarily
concerned with developing a mechanistic understanding of how contaminants
influence predator–prey interactions. Many of these predominantly laboratory
studies have attempted to relate changes in prey capture efficiency or predatory
avoidance to individual bioenergetics.

Much of the laboratory and field research on predator–prey interactions has
considered alterations in prey abundance due to direct mortality. However, a more
subtle influence on prey populations, which may be more common in some sys-
tems, is predator-induced alterations in prey behavior. Changes in prey foraging
rates due to predator avoidance may have important consequences for prey fitness
(Ball and Baker 1995, 1996). Studies in aquatic systems have shown that prey
organisms will alter their behavior in response to biochemical cues emitted by
predators (Stirling 1995). Peckarsky and McIntosh (1998) reported that mayflies
responded to fish odors by reducing the time spent grazing, resulting in lower
size at emergence and reduced fecundity. Increased algal biomass in experimen-
tal streams where mayflies were subjected to these chemical cues resulted in a
‘behavioral trophic cascade.’ These subtle responses of prey to predators will be
much more difficult to detect than direct prey mortality.
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Table 2.5. Behavioral characteristics of predators and prey known to be sensitive
to contaminant exposure

Predator behavior Prey behavior

Prey selection Predator detection
Searching ability for prey Predator avoidance and escape responses
Capture and handling time of prey Defense mechanisms against predators

Contaminants may influence various aspects of predation, and mechanistic
studies of predator–prey interactions generally focus on behavioral changes in
either predators or their prey (Table 2.5). In order for a predator to feed, it must
locate, select, capture, and handle its prey. Any one of these behaviors may
be influenced by exposure to contaminants. Predators generally rely on visual,
olfactory, and/or auditory cues to locate prey species. Prey selection is often
an immediate behavioral response to prey abundance and availability; however,
items included in the diet of a predator may be ultimately determined by costs
and benefits. Finally, prey capture is a function of predator efficiency (the num-
ber of captures per attack) and handling time. Assuming that diet is influenced
by natural selection, we expect that prey are selected to maximize caloric gains
and minimize expenditures and risks associated with foraging. These basic pre-
dictions of the optimal foraging theory have been demonstrated in a variety of
organisms including fish, birds, and mammals. Because optimal foraging theory
integrates several important aspects of prey selection, capture, and handling, it
provides a useful conceptual framework from which to evaluate stressor-induced
changes in diet.

Not surprisingly, most field studies of contaminant effects on predator–prey
interactions tend to focus on the consequences of reduced foraging success, but
are unable to demonstrate clear mechanistic explanations. Field studies of birds
have shown reduced foraging success in areas contaminated by organophosphate
pesticides compared with uncontaminated habitats (Grue, Powell and McChesney
1982). These reductions in feeding may cause lower growth rates of adults or
poor survival of dependent fledglings. However, because pesticides have both
direct and indirect effects, it is often difficult to determine if these changes are a
result of poor performance by the birds or reduced prey abundance.

Some researchers have attempted to distinguish the direct toxicological effects
of contaminants from the indirect effects due to reduced prey abundance. The best
examples of this research are from large-scale studies of bird populations exposed
to pesticides. Aerial application of insecticides to control grasshoppers in grass-
lands of the US often exceed 1 million hectares per year (USDA 1987). Because
grasshoppers and other non-target species are important prey items for many
grassland birds, indirect effects are expected. Furthermore, the breeding season
of many birds coincides with peak abundance of grasshoppers, the period when
sprays are most likely to occur. Fair, Kennedy and McEwen (1995) measured
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the direct and indirect effects of the insecticide carbaryl on killdeer (Charadrius
vociferous) in a large-scale experimental study in North Dakota. Despite dramatic
reductions in abundance of grasshoppers and other prey species, killdeer foraging
rate was actually greater in sprayed plots compared with controls. Increased forag-
ing rate was attributed to greater numbers of available prey resulting from prey
immobilization after pesticide exposure. The increased availability of exposed
prey species creates the intriguing possibility that killdeer could receive a large
dose of carbaryl while foraging on intoxicated prey.

Mechanistic-based studies of contaminant effects on predator–prey interactions
have generally been restricted to the laboratory (Table 2.6). In order to distin-
guish effects on predator foraging from prey avoidance and escape responses,
many experiments focus on behavior of either predators or their prey. These
experiments have been criticized because they fail to consider the ecological
consequences of alterations in predator–prey interactions and because they do
not pose hypotheses that can be tested in the field. Sandheinrich and colleagues
(Sandheinrich and Atchison 1989, 1990; Bryan, Atchison and Sandheinrich 1995)
have conducted some of the most comprehensive analyses of contaminant effects
on predator–prey interactions. Their focus on behavioral ecology has provided
a solid mechanistic understanding of how contaminants affect various aspects of
foraging success.

Equally important in determining the outcome of predator–prey interactions
are changes in vulnerability of prey species to predation. The ability of an organ-
ism to detect, avoid, escape from or defend itself from predators is likely to be
influenced by contaminant exposure. The majority of studies that have exposed
both predators and prey species to chemical stressors have shown that prey
vulnerability is increased (Beitinger 1990). Similarly, much of the research in
terrestrial and wildlife populations has reported that alterations in the behavior
of prey species, such as increased activity, will increase susceptibility to preda-
tion (Martin et al . 1998). Buerger et al . (1991) observed increased predation on
birds exposed to pesticides compared with unexposed individuals. It was unclear
if greater susceptibility to predation resulted from inability to detect or avoid
predators. Lefcort et al . (1998) reported that exposure of Columbia spotted frog
tadpoles (Rana luteiventris) to metals decreased predator avoidance response. In
a subsequent study, Lefcort et al . (1999) showed that predation-induced shifts
in habitat use by R. luteiventris decreased ingestion of metal-rich sediments and
increased ingestion by competing snails. In a community-level assessment of
predator impacts, Clements (1999) reported that several macroinvertebrate species
collected from a metal-polluted habitat were more sensitive to stonefly predation
than those collected from an unpolluted stream. These results suggest that alter-
ations in predator–prey interactions may occur as a result of previous exposure
to stressors.

In a novel experiment that investigated the influence of cadmium on foraging
success, Wallace et al . (2000) exposed grass shrimp (Palaeomonetes pugio) to
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prey organisms collected from contaminated sites in the Hudson River (Foundry
Cove, NY). Experiments showed that prey capture was significantly reduced
in predators exposed to cadmium compared with unexposed organisms. These
researchers also showed that capture success decreased with body burdens of
cadmium and with the fraction of metals bound to high molecular weight proteins
(Fig. 2.8). The significance of this study is that environmentally realistic levels
of a contaminant in the field significantly altered the outcome of predator–prey
interactions.

In summary, the majority of studies attempting to measure the influence of con-
taminants on predator–prey interactions have shown significant effects. In some
instances, effects were observed at concentrations below those considered toxic,
based on single species toxicity tests (Sullivan et al . 1978; Clements, Cherry and
Cairns 1989; Sandheinrich and Atchison 1990; Ham, Quinn and Pascoe 1995;
Kiffney 1996). These findings highlight not only the sensitivity of behavioral
endpoints to contaminants but also the inadequacy of testing procedures based
exclusively on single species. This does not imply that results of single species
toxicity tests are totally ineffective for predicting indirect effects. The most con-
sistent pattern that emerges from an analysis of these data is that the outcome of
predator–prey interactions is dependent on the relative susceptibility of predators
and prey to a particular stressor. Thus, information on species-specific differences
in sensitivity derived from single species tests may provide some insight into
the direction of effects (e.g. increased or decreased predation); however, under-
standing the magnitude and ecological consequences of these effects relative to
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Fig. 2.8. The influence of cadmium levels in grass shrimp (Palaeomonetes
pugio) on prey capture ability. Predators fed cadmium-contaminated prey
showed reduced capture success compared with unexposed predators. (Modi-
fied from Figure 5 in Wallace et al. 2000)
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direct toxicity will require integration of field experiments with mechanistic-based
laboratory research.

2.4.4 THE INFLUENCE OF CONTAMINANTS ON COMPETITIVE
INTERACTIONS

While the evidence that predation is an important organizing force in communities
is generally unequivocal, the role of competition in nature has been the subject
of intense debate. In contrast to the direct and readily observable effects of
predation, competition is generally much more subtle and difficult to quantify.
While predation almost invariably involves the removal of individuals from a
population, effects of competition may include habitat shifts, changes in feeding
habitats, reduced growth, and delayed reproduction. Ecologists recognize that
these subtle changes have important consequences for fitness, but there is serious
disagreement over their importance relative to abiotic factors.

In general, relatively few studies have measured the influence of contaminants
on competitive interactions. Early research on competition and chemical stres-
sors was initiated by Antonovics, Bradshaw and Turner (1971) and their classic
studies of metal tolerance in plants (see Newman 2001 for a detailed descrip-
tion of these experiments). Observations that metal-tolerant species performed
poorly when grown on uncontaminated soils suggested these species were at a
competitive disadvantage. Hickey and McNeilly (1975) measured competitive
interactions in four species of metal-tolerant plants. Results showed that fitness
and competitive ability of tolerant species was significantly lower than for intoler-
ant species. Taylor, Johnson and Anderson (1994) report that alterations in forest
communities due to air pollution may result from both direct phytotoxic effects
and changes in competitive ability. They suggest that phytotoxicity can reduce
growth and ability to acquire resources, thus changing competitive relationships
among dominant species.

Several studies have tested the hypothesis that acidification can alter compet-
itive interactions among species. Hunter et al . (1986) measured growth rates of
black ducks (Anas rubripes) in acidic and non-acidic ponds. They noted signif-
icant overlap in the diets of ducklings and fish and speculated that the higher
growth rates of ducks in acidic ponds resulted from the elimination of fish com-
petitors. Observations of tree frog populations (Hyla andersonii ) showed that the
distribution of this species was primarily limited to acidic ponds (Pehek 1995).
Competition experiments between H. andersonii and two other anuran species
tested the hypothesis that acidity created a refuge from predation for this acid-
tolerant species. Despite strong competitive interactions among the three species,
there were no differences in breeding success between low (pH = 3.9) or ambi-
ent (pH = 6.2) treatments. Graham and Vinebrooke (1998) conducted exclosure
experiments to investigate trade-offs between resistance to grazing and competi-
tive ability in periphyton communities from acidified lakes. Certain algal growth
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forms are known to be highly sensitive to grazing and competition. While filamen-
tous growth forms generally outcompete closely attached, adnate species for light
and nutrients, these species are generally more sensitive to herbivory. Graham and
Vinebrooke developed a conceptual model to contrast how recovery of grazers
and improvements in water quality in acidified lakes differentially affected these
growth forms (Fig. 2.9). They suggest their model can be used to understand the
relationship between chemical and biological recovery in acidified lakes.

Most studies of the influence of chemical stressors on competition have either
measured changes in population abundance in the field or focused on mech-
anisms in the laboratory. For example, Blockwell et al . (1998) developed a
laboratory bioassay to measure the effects of several contaminants on compe-
tition between amphipods (Gammarus pulex ) and isopods (Asellus aquaticus).
Results showed that effects of the pesticide lindane on amphipod feeding rates
were greater in the presence of the competitor (Fig. 2.10). While these laboratory
investigations are useful for demonstrating that species interactions are sensitive
to chemical stressors, they provide little context for understanding the signif-
icance of these changes in natural systems. If ecotoxicologists are to develop
an understanding of the role of species interactions, integration of laboratory
and field experiments is essential. Lefcort et al . (1999) used field and laboratory
experiments to develop a mechanistic understanding of heavy metal effects on
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Fig. 2.9. Conceptual model contrasting how biological and chemical recovery
will result in different growth forms of algae in an acidified lake. (Modified from
Figure 6 in Graham and Vinebrooke 1998)
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Fig. 2.10. Effects of lindane on competitive interactions between amphipods
(Gammarus) and isopods (Asellus). Feeding time of Gammarus is significantly
increased only at the highest lindane concentration in the absence of competi-
tors. When Asellus is present, effects of lindane on feeding time are increased
due to competitive interactions. ∗Significantly different from controls (P = 0.05).
(Data from Tables 1 and 3 in Blockwell et al. 1998)

competition between snails (Lymnaea pulustris) and spotted frogs (Rana luteiven-
tris). Results showed that in the absence of heavy metals, tadpoles were able to
reduce snail recruitment. However, because tadpoles were more sensitive to met-
als than snails, the presence of metals eliminated this competitive advantage
and had a net positive effect on snails. This research was especially signifi-
cant because it not only described ecological changes associated with altered
competitive interactions but it also identified the mechanisms responsible for
these interactions. Contaminant-induced changes in competition have also been
observed in terrestrial communities. Sheffield and Lochmiller (2001) exposed a
small mammal community to diazinon in replicate 0.1 ha (32 × 32 m) enclosures.
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Results showed that the normally strong competitive interactions between hispid
cotton rats (Sigmodon hispidus) and prairie voles (Microtus ochrogaster) were
altered by insecticide exposure that favored the competitively inferior species.

2.4.5 SUMMARY

As the previous 20 years of experiments in ecology have shown, demonstrating
that predation and competition are important organizing forces in communities
has been difficult. Quantifying the influence of chemical stressors on species
interactions will be especially challenging and may not be possible in many sys-
tems because of difficulties conducting experiments at appropriate spatial and
temporal scales. However, there is strong evidence that species interactions are
context-dependent and that environmental factors will determine the intensity and
outcome of these interactions. If community ecotoxicologists accept that species
interactions are important, then some focused research should be directed at
understanding the influence of contaminants on these interactions. Because of
the sensitivity of behavioral endpoints to contaminants it may be possible to use
behavioral responses as an assay to measure species interactions. Clearly, behav-
ioral avoidance of predators is adaptive, and alteration of this response would be
detrimental to populations in the field. Thus, one relatively simple test would be
to measure behavioral avoidance in the presence or absence of chemical stres-
sors. Stirling (1995) developed a ‘behavioral bioassay’ with Daphnia to detect
the presence of predatory fish. Similar experiments investigating alterations in
behavioral responses in other communities could provide an efficient way to
assess the indirect effects of chemical stressors.

2.5 ENVIRONMENTAL FACTORS AND SPECIES

INTERACTIONS

After several decades of attempting to identify individual factors that organize
communities, ecologists now accept that multiple and often interacting factors
are most likely responsible for the patterns observed in nature. There is also
general agreement that the importance of biotic and abiotic processes vary with
location, trophic level, and spatial scale. Simple theoretical treatments of the rela-
tive importance of disturbance, environmental variability, or species interactions
have been replaced by more sophisticated models that integrate each of these
processes. In a 10-year analysis of factors that organize stream fish communities,
Grossman et al . (1998) determined that environmental variation was much more
important than predation or competition. There is also increased awareness that
environmental factors can interact with biotic processes in complex and often
unpredictable ways. Peckarsky, Horn and Statzner (1990) reported that the role
of predation in community regulation decreased with environmental harshness.
Although ecologists have long recognized the direct influence of abiotic factors on
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populations, there have been few attempts to determine how these environmental
characteristics influence species interactions. Dunson and Travis (1991) attribute
this shortcoming to a cultural gap between community ecologists and physiolo-
gists. A similar cultural gap between ecologists and toxicologists may account
for our poor understanding of how contaminants influence species interactions.

Recognition that the ‘winners’ and ‘losers’ in resource competition depend on
environmental conditions is nothing new. Indeed, early laboratory experiments
investigating species interactions showed that the outcome of competition was
influenced by abiotic conditions (Park 1954). Dunson and Travis (1991) provide
a conceptual framework for fish communities, suggesting that the ability of an
organism to tolerate physiological stress is inversely related to its competitive
ability. They argue that in addition to limiting the pool of species in a specific
area, abiotic factors may also determine the outcome of species interactions. By
exposing closely related species to a variety of stressors, they show that differ-
ences in physiological tolerance can strongly influence resource competition. This
finding has significant implications for ecotoxicological investigations because it
suggests that species-specific differences in tolerance to chemical stressors may
be related to differences in competitive ability.

Some researchers have taken exception to the emerging paradigm that compet-
itive interactions are reduced and coexistence is favored in harsh environments.
Because environmental harshness may directly reduce population growth, the
opportunities for coexistence in stressful environments may be limited. Chesson
and Huntly (1997) present a model that accounts for both the positive effects of
reduced competition and negative effects of stress in harsh environments. Results
show that the ability of a population to tolerate competition may be reduced in
harsh environments. In other words, lower levels of competition may have dis-
proportionate effects on populations when species are competing for resources in
harsh environments. These are the types of changes we would expect to see in
response to chemical stressors.

2.5.1 ENVIRONMENTAL STRESS GRADIENTS
Menge and Sutherland’s (1987) model of community regulation is a promising
development in the field of ecology with direct applications in ecotoxicology. The
Menge and Sutherland (hereafter, MS) model presents a conceptual framework of
community organization that recognizes the importance of disturbance, competi-
tion, and predation along gradients of environmental stress. The model integrates
several previous attempts to synthesize factors that determine community organi-
zation, including Hairston, Smith and Slobodkin’s (1960) trophic model and the
intermediate disturbance hypothesis. Although developed in marine rocky inter-
tidal systems, Menge and Sutherland suggest that their model could be applied to
a variety of terrestrial and aquatic habitats. More importantly, because environ-
mental stress gradients may include physical and chemical stressors, the model
is relevant to the study of contaminants.
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One major goal of the MS model is to provide a framework for testing the
hypothesis that communities respond predictably to variation in disturbance, com-
petition, and predation. The model also examines how these processes vary along
a gradient of environmental stress (Fig. 2.11). The stress gradient may be physical
(e.g. waves crashing into organisms on the rocky intertidal shore), chemical (e.g.
exposure to contaminants), or physiological (e.g. temperature and desiccation
stress of organisms exposed during low tide). Important community responses
to changes in the relative importance of disturbance, competition, and predation
include species diversity, food chain length, and trophic complexity. The MS
model predicts that predation will be a major regulator of communities under
conditions of low environmental stress, whereas competition plays an increas-
ingly important role at intermediate levels of stress. Under harsh environmental
conditions, the importance of these biotic interactions will diminish and com-
munities will be controlled largely by disturbance. The model also considers the
influence of trophic level and recruitment on these processes.

The strongest support for the MS model is from rocky intertidal communities
where the primary limiting resource is space (Menge and Sutherland 1987).
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Fig. 2.11. Conceptual model showing the influence of environmental stress on
the relative importance of species interactions. At low levels of environmental
stress, predation is considered the major factor regulating community structure.
As environmental stress increases, predators become less effective and inter-
specific competition regulates the community. The role of species interactions
is generally reduced under high stress conditions. Based on this model, we
expect that contaminants would reduce the importance of species interactions
in a community. (Modified from Figure 4 in Menge and Sutherland 1987)
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Attempts to verify this model in more complex systems have met with mixed
success. Locke (1992) analyzed zooplankton communities from acidified lakes
and found that only three of 10 studies showed the expected increase in species
richness at intermediate levels of pH stress. In a subsequent study, Locke and
Sprules (1994) analyzed zooplankton communities from 46 lakes (pH range =
3.8 to 7.2) sampled in the 1970s and again in 1990. The results supported two
of the four predictions of the MS model (increased food web complexity and
food chain length with stress). The presence of tolerant fish predators in some
acidic lakes was cited as a potential explanation for the poor performance of the
model. The relationship between physical disturbance and chemical stressors will
be described in Chapter 6.

Despite relatively weak support in lentic communities, the MS model should
be tested in other aquatic and terrestrial systems. The MS model is of
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Fig. 2.12. Consumer-stress and prey-stress models showing expected differ-
ences in performance of consumers and prey based on differences in sensitivity
to stress. If consumers are more sensitive to stress than prey species, the CSM
predicts that abundance of prey species will increase and abundance of con-
sumers will decrease along a stress gradient. If prey species are more sensitive,
the PSM predicts that abundance of prey will decrease more in the presence of
predators. (Modified from Figure 2 in Menge and Olson 1990)
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particular relevance to ecotoxicology because it can be applied directly to
chemical stressors. One key requirement is to locate systems with well-defined
stressor gradients, a task familiar to researchers conducting environmental
assessments of contaminants. Clearly one of the critical questions that must be
addressed before the MS model can be applied to the study of contaminants is how
effects of physical disturbances will compare with those of chemical stressors.

A refinement of the MS model that may have greater applicability to ecotox-
icology was proposed by Menge and Olson (1990). They distinguish between
two types of environmental stress models: consumer stress models (CSMs) and
prey stress models (PSMs) (Fig. 2.12). They propose that the influence of envi-
ronmental stress on the outcome of consumer–resource interactions is a result
of differences in species-specific sensitivity. If consumers are more sensitive to
the stressor than their prey, as predicted by CSMs, consumer effects should be
reduced in stressful habitats. Conversely, if prey are more sensitive to the stressor,
as predicted by PSMs, consumers should have greater effects on prey populations
in stressed habitats. Results shown in Table 2.6 indicate that there is support for
both PSMs and CSMs in the literature. Similar models could be developed to pre-
dict the outcome of competitive interactions based on species-specific sensitivity
to other environmental stressors (Dunson and Travis 1991).
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3 Biomonitoring and the
Responses of Communities
to Contaminants

3.1 BIOMONITORING AND BIOLOGICAL INTEGRITY

Biomonitoring is defined as the use of biological systems to assess the structural
and functional integrity of aquatic and terrestrial ecosystems. Karr and Dud-
ley (1981) define biological integrity as the ability of an ecosystem ‘to support
and maintain a balanced, integrated, adaptive community of organisms having a
species composition, diversity, and functional organization comparable to natu-
ral habitats in the region’. Measurements (endpoints) used to assess biological
integrity may be selected from any level of biological organization; however,
historically the focus has been on populations, communities, and ecosystems.
Community-level biological monitoring, which is the focus of this chapter, is
based on the assumption that composition and organization of communities reflect
local environmental conditions and respond to anthropogenic alteration of those
conditions. A second important assumption of community-level biomonitoring
is that species differ in their sensitivity to anthropogenic stressors, resulting in
structural and functional changes at polluted sites.

Karr and Dudley’s definition of biological integrity underscores the two most
significant challenges to the development and implementation of community-
level monitoring: the selection of endpoints and the identification of reference
conditions. Although Karr and Dudley provide some suggestions for endpoints
(e.g. species diversity and composition), there is little consensus among ecolo-
gists as to what key features of communities are the most appropriate indicators
of biological integrity. There is, however, widespread agreement that no single
measure will be effective and that approaches integrating several endpoints are
often necessary to assess effects of contaminants.

The selection of appropriate reference sites and the determination of what
exactly constitutes ‘natural habitats in the region’ have been equally troublesome
to natural resource managers. Identifying reference conditions and separating
natural variation from contaminant-induced changes are currently major areas
of research interest. Community ecotoxicologists have utilized a variety of study
designs to distinguish the effects of contaminants from natural variation. If natural
changes in community composition are predictable and occur along well-defined
gradients (e.g. the longitudinal changes in stream communities along a river
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continuum), then this variation can be explained using an appropriate study design
and statistical analyses. In situations where natural variation is more stochastic,
it may be difficult to quantify all but the most extreme examples of perturbation.
Regardless, an understanding of the natural spatial and temporal variation of
community structure is essential for any biomonitoring program.

Although biomonitoring studies have been conducted in almost every type of
aquatic and terrestrial ecosystem, community-level assessments of contaminant
effects are largely restricted to aquatic habitats. Excellent historical descriptions
of the early development of biological monitoring in aquatic habitats have been
published (Cairns and Pratt 1993; Davis 1995). Biological monitoring of com-
munity attributes in aquatic systems has occurred since the early 1900s. More
recently, conservation biologists have begun to employ community-level moni-
toring techniques to estimate biodiversity and to prioritize sites for preservation.
However, assessments of contaminant effects at the level of communities are
much less common in terrestrial systems. We consider the lack of information on
responses of terrestrial communities to contaminants to be a significant research
limitation in ecotoxicology.

3.2 CONVENTIONAL APPROACHES

Conventional approaches in biological monitoring begin with a species list (or
some other taxonomic category) for the study site or sampling unit. The species
list consists of species names and the numbers of individuals present for each.
Depending on the taxonomic group, other units besides individuals might be used,
such as species biomass or groundcover. Some lists may indicate simple presence
or absence from the sample instead of the actual numbers of individuals. None
of the methods retain information on the spatial relationship among individuals
in the community other than the implicit understanding that all organisms came
from the same sampling unit. An associated sampling site is defined operationally
based on tractability and the assumption of homogeneity within the site (Pielou
1969). The species being enumerated might all be associated with a particular
part of the habitat or microhabitat (e.g. a benthic community) or with a specific
taxonomic group (e.g. tree canopy insects). Interpretation of the resulting indices
must be done thoughtfully because the data will never reflect the entire ecological
community.

Species diversity or heterogeneity indices include both evenness and richness.
This blending may be seen as convenient or confounding depending on one’s
ultimate goal. Due to the computational ease for calculating these indices, tandem
computation of species richness, evenness, and diversity seems the best way
of extracting the most meaningful information. A few of the more common
community indices are described below, with alpha diversity (see Chapter 2)
being considered the most relevant for ecotoxicological investigations. The reader
is referred to Pielou (1969), May (1976), Ludwig and Reynolds (1988), Magurran
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(1988), Newman (1995), and Matthews, Matthews and Landis (1998) for more
detail and theory associated with these metrics.

3.2.1 INDICATOR SPECIES CONCEPT
The impacts of degraded water quality on biological communities were first noted
in the early 1900s by German biologists describing effects of organic enrichment
on benthic fauna. The Saprobien system of classification (Kolkwitz and Mars-
son 1909) distinguished three categories of streams (polysaprobic, mesosaprobic,
and oligosaprobic) based on the abundance of pollution-tolerant and pollution-
sensitive species. The partially subjective index was based on well-established
lists of species and their observed tolerances of conditions at various distances
from a waste source. Primary among the factors considered is oxygen tolerance
as it strongly influences the ability of a species to flourish in the different zones
below the discharge. These early attempts to characterize water quality based on
presence or absence of indicator species launched a significant but highly contro-
versial period in biological monitoring. The use of indicator species, which are
defined as species known to be sensitive or tolerant to a specific class of envi-
ronmental conditions, has received considerable attention in the literature (Cairns
and Pratt 1993).

Although their specific life history characteristics will vary, pollution-tolerant
species generally include organisms with high intrinsic rates of increase, rapid
colonization ability and/or morphological and physiological adaptations that
allow them to withstand exposure to toxic chemicals or habitat alteration
(see Chapter 6). In contrast, pollution-sensitive species are defined as those
species that are consistently absent from systems with known physical or
chemical disturbances. The classic example of indicator organisms in aquatic
systems, which figured prominently in the development of the original Saprobien
system, are the large numbers of pollution-tolerant chironomids (Diptera:
Chironomidae) and oligochaete worms that commonly replace sensitive mayflies
(Ephemeroptera) and stoneflies (Plecoptera) at sites with high levels of organic
enrichment.

While the notion that presence or absence of a particular species could indicate
the degree of environmental degradation has intuitive appeal, there are obvi-
ous limitations with this approach. The indicator species concept has received
rather unfavorable reviews in the USA (Cairns 1974). One of the most obvious
shortcomings of this approach is the difficulty of defining pollution tolerance for
species without resorting to inherently tautological arguments (e.g. species are
defined as pollution-sensitive because they are absent from polluted habitats).
The second limitation, which is considerably more serious, is the need to distin-
guish the relative importance of chemical stressors from the multitude of other
biotic and abiotic factors that influence the presence or absence of a species.
This is especially problematic in aquatic systems because many of the species
which are sensitive to chemical stressors are also sensitive to other natural or
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anthropogenic disturbances. The absence of a pollution-sensitive species from a
contaminated site provides only weak support for the hypothesis that its absence
is due to contamination. Similarly, the presence of pollution-tolerant species (e.g.
chironomids and oligochaetes in aquatic systems) does not necessarily imply that
a site is degraded. Roback (1974) summarized his opinion of the indicator species
concept, which is probably shared by many stream ecologists, stating that ‘. . .the
presence or absence of any species in a stream indicates no more or less than
the bald fact of its presence or absence’.

Before dismissing the indicator species concept we should recognize its general
contributions to biological monitoring and its applications outside of water quality
assessments. Although the absence of a particular species tells little about envi-
ronmental conditions, its presence may be much more informative. For example,
in the Pacific Northwest the endangered spotted owl (Strix occidentalis) is a
habitat-specialist known to be highly dependent on old growth forests. Because
factors other than the availability of old growth forests can influence its distri-
bution, the absence of spotted owls from an area is not especially informative.
However, the presence of this old growth specialist provides useful information
on habitat suitability. Similarly, the presence of a species known to be sensi-
tive to a particular type of pollutant provides strong evidence that the chemical
is either not present or not bioavailable. With careful application, the indica-
tor species concept could be employed to locate potential reference sites or
to document recovery following pollution abatement. Because of the ability of
some species to either acclimate or adapt to chemical stressors (Wilson 1988;
Mulvey and Diamond 1991; Newman 2001), it is important to consider that tol-
erance developed during exposure may allow sensitive organisms to persist in
polluted habitats.

The hasty abandonment of the Saprobien system and the indicator species
concept is at least partially responsible for the relatively slow progress in the field
of biological monitoring. Cairns and Pratt (1993) note that the unwillingness of
stream ecologists to accept the indicator species concept supported the dominant
viewpoint that water quality monitoring programs could focus exclusively on
physical and chemical measures. Despite the poor initial support, the indicator
species concept and Saprobien system are credited with initiating interest in
the development of numerical criteria (Davis 1995). Furthermore, the modern
approach of using indicator communities to assess environmental perturbation
was at least partially inspired by this early work.

3.3 BIOMONITORING AND COMMUNITY-LEVEL

ASSESSMENTS

3.3.1 SPECIES ABUNDANCE MODELS
During the early history of ecology, field biologists were satisfied to char-
acterize communities based on extensive species lists showing the presence
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or absence of individual taxa. There were few attempts to quantify species
abundance distributions or to propose ecological explanations for these patterns.
Frank Preston’s (1948) seminal paper on the ‘Commonness and rarity of species’
was considered a significant turning point in the maturation of community ecol-
ogy. Ecologists had long observed that some species in nature are quite rare and
represented by relatively few individuals whereas other species are very abun-
dant. Preston’s contribution provided one of the first opportunities to quantify
this relationship.

Species abundance models are a useful way to summarize data from community
surveys. Models are fit to tabulated species abundances and model parameters
become the summary statistics for the data set. However, more useful information
can be extracted from these models (Pielou 1975), such as estimates of the total
number of species in the community. Some variables, such as the parameter α of
the log series model, are commonly employed diversity indices. The steepness of
species abundance curves (Fig. 3.1 top panel) suggests the evenness with which
individuals are distributed among species (Tokeshi 1993). As will be shown
shortly, evenness increases in the following model sequence: geometric series <

log series < discrete lognormal < broken stick.
Although many models exist (Tokeshi 1993), abundance data are commonly

fit to only four models: logarithmic series, geometric series, discrete lognormal,
and broken stick. All have been interpreted in the context of resource com-
petition, with the relative species abundance being used to imply the portion of
resources or niche volume secured by a species. Whether competition is a reason-
able foundation for such a model depends very much on the community, species
assemblage, or taxonomic group being studied. It may be very appropriate for
studying an ecological guild but quite inadequate for a collection of functionally
divergent species. Although explanations based on realized niche and resource
allocation ‘are useful in suggesting possibilities underlying community organiza-
tion’ (Tokeshi 1993), interpretation based on competition theory should be done
cautiously (Hughes 1986). Some researchers prefer to view species abundance
models as statistical models because of this loose theoretical foundation. How-
ever, the cost of such freedom from theory is a severely restricted ability to
assign ecological meaning to results.

The simplest and earliest model, the geometric series (Motomura 1932), is
based on the niche preemption concept (Fig. 3.1). According to this model, one
species takes kth of the available niche space, leaving only 1 − k for the remaining
species to share. A second species then takes kth of the remaining 1 − k niche
space. This niche preemption sequence continues until all species have secured
their portion of the available niche space. Any variation from k among species
is attributed to stochasticity.

There will be a few very abundant species in such a community, as might be
expected during early stages of succession in which r-selected strategies dominate
or for a community associated with a severe environment in which one or a few
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Fig. 3.1. Species abundance curves for summarizing community data. The top
panel depicts three conventional models including the extremes (geometric
series and broken stick) and most commonly used (lognormal) models. The
bottom panel illustrates Preston’s (1948) approach to analyzing species abun-
dance data with a lognormal model. Notice that there is a veil line on the
x-axis. For most such curves, there is some minimal count (e.g. one indi-
vidual/species), below which abundance cannot be quantified. Much of the
mathematics associated with Preston’s analysis of the lognormal model is asso-
ciated with estimating distributional parameters with such a left-truncated curve

factors determine species success (May 1976). The associated model is given in
equation (3.1) (Magurran 1988).

Ni = kN

[
1

1 − (1 − k)S

]
[1 − k]i−1 (3.1)

A log series model is similar to the geometric series except that species arrive
and occupy niche space randomly, not in the regular intervals as described for
the geometric series. The result is a community with a few dominants and more
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rare species than the geometric model would predict. The curve for the log series
would be intermediate between the geometric series and lognormal models in
Fig. 3.1. The expected number of species with n individuals is αxn/n, with x

being a sample size-dependent constant less than 1 and α being a community-
dependent constant. The log series model is often described as the model most
useful for ‘samples from small, stressed, or pioneer communities’ (Hughes 1986).

The discrete lognormal model fits most communities (Magurran 1988) and
is often advocated as universally acceptable for species abundance modeling
(May 1976). The competition theory behind it is that a species’ success in
occupying niche space is determined by many factors. The result is more inter-
mediate abundance species and fewer rare species than for the geometric series
model (Fig. 3.1). In contrast to the geometric series model in which r-selection
strategists often dominate, this model might be more suggestive of equilib-
rium or K-selection strategies such as those occurring in climax or unstressed
communities.

The lognormal model cannot be fit by simply calculating the central tendency
and dispersion parameters because values for some observations to the left of
the veil point are not known (Fig. 3.1, bottom panel). Preston (1948) speculated
that lognormal distributions were truncated because of the difficulty sampling all
rare species in a community and that the distribution would shift to the right
with larger sample sizes. Preston developed the classic method for analyzing
the truncated lognormal species abundance curve by first separating all species
into abundance classes. The most convenient abundance categories were octaves,
grouped by doubling in numbers such as 1 to 2, 2 to 4, 4 to 8, 8 to 16, 16 to 32
and so forth. The number of species in each octave was plotted to produce a graph
similar to the bottom panel of Fig. 3.1. The octaves are often labeled relative to
the modal octave, e.g. R = 0 denotes the modal octave, R = −1 denotes one
octave to the left of the mode, and R = 2 denotes two octaves to the right of the
mode. In samples containing large numbers of species, when the log abundance
of species is plotted against the number of species in each category a normal
distribution is obtained.

The original method of Preston (1948) or the more simplified approach of
Newman (1995) can be used to estimate the distribution parameters and subsidiary
information such as the estimated number of species in the community. The
predicted number of species in octave R(SR) is estimated from the number of
species in the modal octave (S0) and the variance of the lognormal distribution σ 2.

Preston’s lognormal distribution was found to be widely applicable for explain-
ing the rank abundance of many taxonomic groups. Although Preston did not
provide an ecological explanation for the generality of lognormal distributions in
nature, other ecologists discussed the evolutionary implications. Using the broken
stick model, MacArthur (1960) proposed that species abundance distributions
resulted from interspecific competition and allocation of resources among species.
According to this model, the niche space available to any species is allocated
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much as a length of stick would be if a stick were randomly snapped along its
length to produce S pieces. In more formal terms, S − 1 points are randomly
identified along the length of the stick and the stick is broken at these points.
The length of each segment reflects the amount of niche space (inferred from
species abundance) allocated to each species. In such a model, the niche space
would be randomly distributed among the S species to produce a community with
many moderately abundant species but relatively few rare or extremely abundant
species (Fig. 3.1 bottom panel). As such, this model is most likely to describe an
equilibrium assemblage of very similar species (e.g. a specific guild in a climax
community).

Magurran (1988) provides estimators of the expected number of individuals
(Ni) for the ith most abundant species (equation (3.2)) and the expected number
of species (Sn) for the nth abundance class (equation (3.3)) based on the broken
stick model.

Sn = S0e
−
(

1√
2σ 2

)2

R2

(3.2)

Ni = N

S

S∑
n=i

1

n
(3.3)

Which specific model best fits the data statistically can be determined by
deferring to the advice of experts (e.g. May’s preference for the lognormal
model), or by applying conventional goodness-of-fit methods. Magurran (1988),
Ludwig and Reynolds (1988), and Newman (1995) provide the details for for-
mally assessing relative model goodness-of-fit. Regardless of how relative model
goodness-of-fit is examined, one is ultimately faced with the difficult task of
deciding which model best fits the ecological reality of the species assemblage
being studied.

In general, attempts to seek underlying biological processes for lognormal
distributions were unsuccessful. Recent analyses of lognormal distributions and
MacArthur’s broken stick model have revealed their statistical inevitability
(Gotelli and Graves 1996). Despite the lack of an evolutionary explanation,
comparisons of the distribution of individuals among species is a powerful tool
in community ecology and ecotoxicology. Because of differences in sensitivity
among species, shifts in the relative abundance of tolerant and sensitive species
at polluted sites should be reflected in the shape of species abundance curves
(Fig. 3.2). As the classic example, Patrick (1971) used the shapes of such curves
to interpret shifts in diatom communities impacted by pollution. Because the
shape of the lognormal distribution also reflects whether the contaminant is
toxic or has a stimulatory influence (e.g. nutrient enrichment), the curves could
be employed to distinguish between stressors. Thus, species abundance models
extract more information than simple species lists, but are applied much less
frequently than diversity, evenness, and richness metrics.
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Fig. 3.2. The predicted rank abundance distribution of species collected from
reference and polluted communities (Preston 1948). The figure shows the
number of species within each abundance class. The community from the
reference site approximates a lognormal distribution, whereas the community
from the contaminated site is characterized by lower richness and increased
abundance of tolerant species. This is a typical response of algal and benthic
macroinvertebrate communities to organic pollution

3.3.2 THE USE OF SPECIES RICHNESS AND DIVERSITY
TO CHARACTERIZE COMMUNITIES

3.3.2.1 Species Richness

As noted in Chapter 2, patterns of species richness across local, regional, and
global scales have intrigued community ecologists for several decades. Commu-
nity ecotoxicologists have routinely employed species richness as an indicator
of ecological integrity. Rapport, Regier and Hutchinson (1985) include reduced
species richness as one of five general indicators of the ‘ecosystem distress syn-
drome’ (Chapter 6). Among the scores of measures used by community ecotox-
icologists to assess effects of contaminants, reduced species richness is probably
the most consistent (and least controversial) response. Because of the perceived
value of biodiversity to the lay public, measures of species richness also have
high societal relevance.

Species richness is defined as the number of species present in a prescribed
sampling unit. Richness (R) can be determined by sampling more and more indi-
viduals from a site and keeping a running tally of the number of species that
appear (equations (3.4) and (3.5)). The results can be used to estimate the total
number of species in the community. Plots of the cumulative number of species
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versus sampling effort (e.g. number of dredge hauls, km2 searched, biomass sam-
pled, or number of individuals captured) will show an initial rapid increase in the
number of species followed by a more gradual increase until becoming asymp-
totic (Fig. 3.3). In most situations, this measure of species richness can be quite
difficult to determine. In others, it might be undesirable to do such exhaustive
sampling of a community if sampling was destructive or disruptive.

The number of species in a community can also be approximated with spe-
cific models (e.g. a lognormal model) or indices that assume specific models
linking sample size (number of individuals in the sample or N ) and species rich-
ness (equations (3.4) and (3.5)) (Ludwig and Reynolds 1988; Magurran 1988;
Matthews, Matthews and Landis 1998). All of these methods rely on the law of
frequencies (Fisher, Corbet and Williams 1943), which holds that a relationship
exists between the number of species and number of individuals in any ecolog-
ical community. However, the law of frequencies does not dictate a particular
relationship between the numbers of species and individuals. Thus, Ludwig and
Reynolds (1988) argue that, unless shown to be true, the assumption of a spe-
cific relationship between S and N in these models or metrics should be handled
cautiously.

RMargaléf = S − 1

ln N
(3.4)

RMenhinick = S√
N

(3.5)
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Fig. 3.3. Estimation of species richness for a community with a cumulative
number of species versus sampling effort curve
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Despite broad support for the use of species richness to assess biological integrity,
estimating the number of species in the field is often problematic. Except in a
few examples where all species in a habitat can be completely sampled (e.g.
bird communities on small islands), we rarely know the total number of species
in a community. Furthermore, species richness is highly dependent on area
(Chapter 2) and increases asymptotically with sample size and the number of
individuals collected (May 1973). Consequently, comparisons of the number of
species among sites should be standardized for area and number of individuals
(Vinson and Hawkins 1996). This is not a serious limitation in most biomoni-
toring studies because the same sampling effort will presumably be employed in
both reference and impacted sites; however, it does complicate making compar-
isons with historic data or comparing results from different studies. One proposed
solution to this problem is the use of a procedure known as rarefaction (Sim-
berloff 1972), in which samples are selected randomly from the entire dataset to
derive a quantitative relationship between number of species and total abundance.
Rarefaction procedures estimate the expected number of species based on sam-
ples with standard sample sizes. The advantage of the rarefaction estimate is that
samples of different sizes can be compared. The disadvantage is that information
is lost when the actual sample size taken at a site is larger than the sample size
for which the number of species is being estimated. The equation for estimating
species richness by rarefaction is shown below.

Ŝn =
S∑

i=1

1 −

(
N − Ni

n

)
(

N

n

) (3.6)

where N = the number of individuals in the sample, Ni = the number of indi-
viduals of species i in the sample, S = the number of species in the sample, and
n = the sample size (number of individuals) on which normalization is being
carried out.

A second more pervasive problem is that measures of species richness do not
account for differences in abundance among species. Theoretically, two locations
could have very different total abundances and a very different distribution of
individuals among species and still have the same species richness. Measures of
species diversity, which account for both richness and the distribution of individ-
uals among species, have been developed to resolve this problem. Although used
routinely to compare communities in different locations, most diversity measures
have received intense criticism from ecologists and ecotoxicologists. Diversity
indices have been attacked based on theoretical, statistical, and conceptual argu-
ments (Hurlbert 1971; Green 1979; Fausch et al . 1990). Despite the criticism,
diversity measures continue to be widely used in biomonitoring studies and have
appeared to multiply in the literature.
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3.3.2.2 Species Diversity

Many ecologists, including ecotoxicologists, condense large species abundance
data sets into diversity indices. There are two general types of diversity indices,
those based on dominance and those derived from information theory. Both types
include a species richness component and an evenness component of diver-
sity; however, the relative importance of rare species differs between the two
approaches. Simpson’s index (1949), the most widely used measure of domi-
nance, is given as:

λ̂ =
S∑

i=1

1

p2
i

(3.7)

where λ is the measure of diversity and pi is the proportion of the ith species
in the sample. The value of λ ranges from 1 to S (where S = species richness),
with larger values representing greater diversity. Community evenness reflects
the distribution of individuals among species. If all species in a community have
the same relative abundance, the value of λ is maximized and equals species
richness. In practice, equation (3.8) is often used to avoid bias associated with
estimating pi with Ni/N and from diversity estimation for the entire community
based on a sample.

λ̂ =
S∑

i=1

Ni(Ni − 1)

N(N − 1)
(3.8)

Simpson’s modified index as given in equation (3.8) is converted in practice to
1 − λ so that any increase in the index reflects an increase in diversity. This
weighted mean of the species proportions is very sensitive to dominant species
and relatively insensitive to rare species. Thus, the main criticism of Simpson’s
index is that rare species contribute relatively little to the index value.

Two common diversity indices based on information theory, the Shannon–
Wiener and Brillouin indices, are more sensitive to rare species (Qinghong 1995)
and, in our opinion, are more relevant to ecotoxicology. The distinction between
the two indices is simply that the Shannon–Wiener index (equation (3.9)) esti-
mates diversity for the community from which the sample was taken, whereas
Brillouin’s index (equation (3.10)) estimates diversity for the sample itself. The
Shannon–Wiener index can be described as the uncertainty of predicting the
species of a randomly selected individual from the community. This uncertainty
increases as more species are present in the community and as the individuals
are more evenly distributed among those species (Ludwig and Reynolds 1988).
Although calculated here using natural logarithms, both diversity indices can be
calculated with base 10 or 2. Therefore, it is important to note units in published
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diversity (and related evenness) indices prior to using them together.

H ′ = −
S∑

i=1

pi ln pi
∼= −

S∑
i=1

Ni

N
ln

(
Ni

N

)
(3.9)

H = 1

N
ln

N !∏S
i=1 Ni!

(3.10)

In equations (3.9) and (3.10) the units of diversity are units of information per
individual. If log10 or log2 were applied, the units would have been decits/indivi-
dual or bits/individual, respectively. Like Simpson’s index, Shannon–Wiener
diversity is maximized (HMAX) when all species are equally abundant in a sample.

3.3.2.3 Species Evenness

How equally the individuals in a community are distributed among the species
can be measured with a variety of indices. The first two to be illustrated (Pielou
1969) are based on H ′ and H . They are simply H ′ or H divided by their
estimated maxima, and consequently, the resulting evenness indices are those for
the entire community (J ′) or for the sample itself (J ). The maxima are used
because they would be the values for H ′ and H if individuals were uniformly
distributed among the available species.

J ′ = H ′

ln S
(3.11)

J = H

HMAX
(3.12)

HMAX is defined by the following formula:

HMAX = 1

N
ln

[
N !

([N/S]!)S−r (([N/S] + 1)!)r

]

where [N/S] = the integer part of the quotient, N/S, and r = N −
S[N/S](Magurran 1988).

The third evenness index (Alatalo 1981) is insensitive to species richness and
combines both Hill’s and Shannon–Wiener’s indices (equation (3.13)). It is a
modification of Hill’s index ([1/λ]/[eH ′

]), a measure that quantifies the proportion
of common species in the sample. In the modified Hill’s index, eH ′

reflects the
number of abundant species and 1/λ reflects the number of very abundant species.
The modification consists only of subtracting the maxima (i.e. 1) from each of
the estimates, 1/λ and eH ′

.

E =
1

λ̂
− 1

eH ′ − 1
(3.13)
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3.3.2.4 Limitations of Species Richness and Diversity Measures

The Simpson, Shannon–Wiener, and Brillouin indices are three examples from a
long list of diversity measures that have been employed by community ecotoxi-
cologists to assess effects of contaminants. Studies comparing performance and
sensitivity of diversity measures have shown that each has specific limitations
(Boyle et al . 1990). Thus, it is not possible to recommend an index that will
be useful in all situations. Indices that are sensitive to dominant species will be
more appropriate when stressors, such as organic enrichment, favor a particular
group. In contrast, because rare species are often the first to be eliminated from
polluted sites, it may be more appropriate to employ an index sensitive to rare
species when assessing effects of toxic chemicals.

The dependence of the Shannon–Wiener diversity index on both species rich-
ness and evenness is considered a serious shortcoming by some researchers
(Qinghong 1995). Because decreases in species richness can be offset by increases
in evenness (or vice versa), a single value of H ′ can be derived from numerous
combinations of richness and evenness values. For example, in Fig. 3.4 Shannon-
Wiener diversity (H ′) is the same (1.61) in two hypothetical communities (B and
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Fig. 3.4. The influence of species richness and evenness on Shannon–Wiener
and Simpson’s diversity in four communities. The pie diagrams show the
relative abundance of each species in the community. Note that both measures
of diversity increase as species richness and evenness increase
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D), despite large differences in species richness and evenness. In practical terms,
this means that changes in species diversity may go undetected even though
large shifts in community composition have occurred. To address this problem,
Qinghong (1995) proposed a simple model of species diversity that expresses
changes in richness and evenness graphically (Fig. 3.5). Using this approach,
differences between any two points (e.g. two sampling locations or two points
in time) on a plot of diversity versus richness can be attributed to a change in
either diversity, richness, or evenness.

The most serious criticism of simple community-level endpoints such as species
richness and diversity is the loss of information that occurs when details of com-
munity composition are reduced to a single number. While species abundance
plots such as those developed by Preston (1948) describe how individuals are dis-
tributed among species (Fig. 3.1), they do not provide information on community
composition. Because sensitive species may be replaced by tolerant species at
contaminated sites, it is conceivable that two communities could have a strikingly
different composition but still have similar richness and diversity. An alternative
approach which retains important information about community composition rele-
vant to contaminants is the use of biotic indices. These indices (Section 3.3.3) are
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Fig. 3.5. Illustration showing the diversity monitoring (DIMO) model (Qinghong
1995), an alternative approach for presenting species richness, evenness, and
Shannon–Wiener diversity in communities. The diagonal line is the maximum
species diversity and evenness based on species richness within a community.
The two points represent the species diversity and richness of two different
communities (A and B). The angle of the vector for each point represents the
evenness component of the Shannon–Wiener diversity index. In this hypo-
thetical example, community B has greater species richness but lower species
diversity than community A because of the lower evenness
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designed to integrate estimates of relative abundance with measures of species-
specific sensitivity, thus capturing in a single index the fraction of a community
consisting of tolerant and sensitive organisms.

Community ecologists have recently begun to appreciate the importance of rare
species (e.g. those species that occur at low densities or are infrequently encoun-
tered in a community), especially in terms of preservation of biological diversity.
However, the importance of rare species in ecotoxicology and bioassessment
has received little attention (Fore, Karr and Wisseman 1996; Cao, Williams and
Williams 1998). Barbour and Gerritsen (1996) argue that it is unnecessary and
would be fiscally prohibitive to include rare species in biological monitoring
programs. For practical reasons and because of the assumption that rare species
contribute relatively little to ecosystem function, a common practice in biologi-
cal assessments is to remove rare species from data analyses. However, because
rare species may account for a disproportionate number of the total species at
undisturbed sites (Gotelli and Graves 1996), removing them from the analysis
may decrease our ability to detect differences among locations. In addition, rare
species are more prone to local extinction because of low population densities.
Finally, recent studies conducted in aquatic systems indicate that censoring data to
eliminate rare species may underestimate effects of anthropogenic perturbations.
Cao, Williams and Williams (1998) showed that differences between reference
and impacted sites were reduced if rare species were removed from the analyses
(Fig. 3.6). These researchers also showed that the small sample sizes typical of
most biomonitoring studies often miss rare species, resulting in greater underes-
timation of species richness at reference sites compared with polluted sites.

3.3.3 BIOTIC INDICES

Measures of total abundance, diversity, and species richness may not respond
to some types of anthropogenic perturbations if sensitive species are simply
replaced by tolerant species. Because sensitivity to contaminants often varies
among species, the relative abundance of sensitive and tolerant taxa in a com-
munity could be employed to assess the degree of contamination. Biotic indices
were developed early in the history of ecotoxicology with the intent of assessing
the state of a community based on abundance of sensitive and tolerant species.
Although Matthews, Matthews and Landis (1998) note the subjective nature of
many tolerance rankings (Box 3.1) and the existence of different rankings for the
same species used in different regions, they conclude that biotic indices are used
effectively throughout Europe today.

Innumerable biotic indices exist (Matthews, Matthews and Landis 1998), and
all have similar features. Biotic indices assign values to individual taxa based
on their relative sensitivity or tolerance to a specific type of pollution. These
values are often generated based on expert opinion of ecologists with knowledge
of the communities being impacted. This approach allows more information and
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Fig. 3.6. The relationship between sample size and species richness at ref-
erence, moderately impacted, and severely impacted sites when all species
are included (A) and when rare species are deleted (B). Because rare species
often comprise a greater portion of communities at reference sites, the differ-
ence between reference and impacted sites diminishes when rare species are
deleted. (Modified from Figure 2 in Cao, Williams and Williams 1998)

the most relevant information to be combined in comparison to the simple diver-
sity, evenness, and richness indices discussed earlier. However, it also makes
subjective the selection of particular community qualities and the assignment of
scores or weights to these qualities. In addition, the indices are relative. A score
from a site suspected of being impacted is meaningful only relative to the score
expected for a non-impacted site. Finally, and as a consequence of the previous
points, the indices tend to be useful in a limited context, and must be modified
thoughtfully to be applied elsewhere.

Because biotic indices account for both species-specific sensitivity and
relative abundance they are strongly influenced by pollution-induced changes
in community composition. For example, it is well established that mayflies
(Ephemeroptera), caddisflies (Trichoptera), and stoneflies (Plecoptera) are
relatively sensitive to organic enrichment, whereas chironomids (Diptera) are
generally tolerant. Indices such as Hilsenhoff’s Biotic Index (Hilsenhoff 1987)
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take advantage of these differences in sensitivity and categorize sites based on
the relative abundance of sensitive and tolerant species. Hilsenhoff’s biotic index
is given as:

Biotic index = �pi/ti (3.14)

where pi and ti are the proportion abundance and tolerance values of the ith

species, respectively. Because most biotic indices use estimates of relative abun-
dance, quantitative sampling is not necessary to calculate these measures. This
feature is particularly useful for rapid bioassessment protocols (see Section 3.4)
that often rely upon qualitative measures of community composition.

Because biotic indices are based on differences in species-specific sensitivity,
their usefulness is often restricted to the particular region where tolerance val-
ues (ti) were developed. Hilsenhoff’s biotic index uses species-specific tolerance
values from >2000 macroinvertebrate collections from polluted and unpolluted
Wisconsin streams. Depending on the amount of variation in sensitivity among
species within a family or higher taxonomic unit, pollution indices based on
coarse levels of taxonomic resolution may be an effective solution to regional
specificity. Chessman (1995) showed that family-level tolerance values were nec-
essary for Australian streams because of the lack of taxonomic keys and the
difficulty identifying immature life stages for some groups. A modified version
of Hilsenhoff’s biotic index based on family-level estimates of tolerance pro-
vided reasonable estimates of biological condition and was appropriate as an
initial screening approach for water quality assessments (Hilsenhoff 1988).

Another criticism of pollution indices is that they are often specific to a par-
ticular class of contaminants (Slooff 1983; Chessman and McEvoy 1998). While
Hilsenhoff’s biotic index is especially well suited for assessing impacts of organic
enrichment, the applicability of this index to other classes of contaminants (e.g.
heavy metals, acidification, or pesticides) is uncertain. From a practical per-
spective, chemical-specific pollution indices may be of little value in systems
affected by multiple chemical stressors. An alternative approach is to develop
biotic indices that respond to more general classes of perturbations. Lenat (1993)
published an extensive list of tolerance values for benthic macroinvertebrates
in North Carolina (USA) streams. Unlike other pollution indices, Lenat’s North
Carolina Biotic Index (NCBI) is intended to provide a more general assessment
of water quality, regardless of pollution type. Comparisons of species-specific
tolerance values from Hilsenhoff’s biotic index and the NCBI revealed many
differences; however, mean tolerance values for major taxonomic groups were
similar (Lenat 1993). These results are encouraging and suggest that sensitivity
of some groups may be independent of the type of perturbation.

A key advantage of developing chemical-specific biotic indices is the poten-
tial to identify stressors based on biological measures. Chessman and McEvoy
(1998) proposed a suite of biotic indices, each responding to a particular type
of perturbation. A diagnostic index, based on family-level responses, was devel-
oped for several types of physical and chemical perturbations. Chessman and
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McEvoy (1998) concluded that while diagnostic indices had promise, differences
in sensitivity among species within a family hindered their performance. If
chemical-specific biotic indices can be developed, these indices may be use-
ful for quantifying the importance of individual chemicals in systems receiving
multiple stressors.

Box 3.1 Experimental determination of species-specific sensitivity

Perhaps the most serious criticism of biotic indices concerns the subjective
assignment of tolerance values to individual species (Herricks and Cairns
1982; Clements, Cherry and Van Hassel 1992; Matthews, Matthews and Lan-
dis 1998). While best professional judgment applied to survey data can provide
legitimate estimates of species-specific sensitivity, these data should be sup-
ported by experimental evidence. In a review of biomonitoring approaches,
Johnson, Wiederholm and Rosenberg (1993) recognized the need to inte-
grate laboratory-derived tolerance values with field data. The subjectivity and
tautological reasoning inherent in biotic indices could be avoided by vali-
dating tolerance values experimentally. Because of the opportunity to test
responses of numerous species to the same chemical or mixture of chemicals
simultaneously, community-level toxicity tests conducted in microcosms or
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Fig. 3.7. Results of community-level toxicity tests comparing the hypothetical
responses of four species to a contaminant. The slope of the relationship
between percent mortality and concentration is an indicator of relative
sensitivity to the chemical and can be used in the development of biotic
indices. In this example, species 1 is relatively tolerant to the chemical
whereas species 4 is highly sensitive
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mesocosms are an efficient way to obtain species-specific estimates of sen-
sitivity. Standard toxicological endpoints (e.g. LC50, EC50) could be used
to estimate relative sensitivity among species in a mesocosm experiment.
Alternatively, experimental designs that use regression analyses to estab-
lish concentration–response relationships can provide objective estimates of
species-specific sensitivity for numerous taxa (Fig. 3.7). Estimates of rela-
tive sensitivity to chemicals derived experimentally could be integrated with
field measures of relative abundance to produce pollution indices for different
classes of contaminants. Clements, Cherry and Van Hassel (1992) used this
approach to develop an index of community sensitivity for benthic macroin-
vertebrates in metal-polluted streams. Benthic macroinvertebrate communities
collected from a reference site were exposed to heavy metals in stream micro-
cosms. Experimentally-derived estimates of relative sensitivity were integrated
into a biotic index (the index of metals impact), which was used to evalu-
ate the degree of metal pollution downstream from the input of metals in a
natural system.

In summary, while biotic indices have been employed extensively in Europe
and other regions, they have received considerably less attention in the USA.
These indices have been most successful when limited to a single class of stres-
sors, especially organic enrichment. It should not be surprising when indices
based on sensitivity to one chemical stressor fail to distinguish other types of
perturbation. Bruns, Wiersma and Minshall (1992) rated several biological indi-
cators based on their ecosystem conceptual basis, variability, uncertainty, ease of
use, and cost-effectiveness. Litter decomposition and taxonomic richness received
the highest ratings, whereas a biotic index received the lowest rating, primarily
because it lacked information on responses of taxa to specific chemical toxi-
cants. Finally, it is important to remember that the presence of tolerant taxa
or the absence of sensitive taxa may result from numerous factors other than
contaminants (Cairns and Pratt 1993). Biotic indices in isolation cannot demon-
strate effects of pollution, only that a site is dominated by pollution-tolerant
or pollution-sensitive organisms. However, biotic indices could be employed to
evaluate potential reference sites in biomonitoring studies. A community domi-
nated by species that are sensitive to a particular chemical provides reasonable
evidence for the absence of that chemical.

3.4 DEVELOPMENT AND APPLICATION OF RAPID

BIOASSESSMENT PROTOCOLS

One frequent criticism of community-level biomonitoring studies is the high cost
of these approaches compared with physicochemical measures or single species
toxicity tests. Because of the patchy spatial distribution of natural populations and
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the resulting high variability, large numbers of replicate samples are often nec-
essary to detect differences between reference and contaminated sites. The time
required for sample processing and species-level identification of taxonomically-
difficult groups may also be prohibitive, particularly for agencies conducting
large-scale monitoring programs. Niemi, Detenbeck and Perry (1993) compared
the cost and explanatory value of physical, chemical, and biological measures
of recovery rates in streams. Biological measures (e.g. density, primary produc-
tion, leaf litter decomposition) were considerably more expensive because of the
greater variability and the need to collect larger numbers of replicate samples.
However, these authors acknowledged that because of their greater explanatory
power, high cost should not preclude the use of biological variables in ecological
assessments. We should also note that some studies have reported that costs of
biological monitoring were competitive with other approaches for assessing water
quality. An analysis conducted by the Ohio EPA showed that per sample costs
of invertebrate and fish surveys were actually less than physical and chemical
analyses of water quality (Karr 1993).

While there is evidence that biological assessments can be conducted cost-
effectively, it is likely that the expense and logistical difficulties of conduct-
ing these surveys has limited our ability to assess the status of communities
at larger spatial scales. Resolving the often conflicting goals of large-scale,
spatially-extensive monitoring with the need for intensive, long-term biologi-
cal assessments requires innovative techniques that will improve efficiency but
not sacrifice data quality. Rapid assessment programs (RAPs) and their aquatic
counterpart, rapid bioassessment protocols (RBPs), developed independently in
the fields of conservation biology and biomonitoring to address these concerns.
Both approaches attempt to streamline biological assessments by employing a
variety of cost-saving but somewhat controversial procedures. RAPs have been
used extensively in conservation biology, especially in tropical ecosystems, where
researchers must quickly estimate biodiversity and prioritize sites for preservation
without the luxury of exhaustive biological surveys. The validity of many of these
programs is based on the assumption that diversity of one group of organisms can
be used as an indicator of total biological diversity within a region. For example,
conservation biologists have used surveys of well known flora and fauna (flower-
ing plants, birds, and mammals) to estimate diversity of more difficult taxonomic
groups (invertebrates). Using species diversity of one group to predict diversity
of other groups has intuitive appeal and could significantly reduce costs of bio-
logical surveys (Blair 1999); however, the underlying assumption that diversity
across broad taxonomic groups is regulated by the same ecological processes
remains to be tested.

Innovations in rapid bioassessment procedures that streamline biological mon-
itoring programs and reduce costs have accelerated the development of several
large-scale monitoring programs in the United States, including the US EPA’s
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Environmental Monitoring and Assessment Program (EMAP) and the US Geo-
logical Survey’s National Water-Quality Assessment (NAWQA) program (Resh,
Norris and Barbour 1995). The long-term goals of these programs are to assess
the status and trends of terrestrial and aquatic ecosystems using a combination
of probabilistic sampling designs and large-scale (regional) analyses. Given the
limited funds available for routine monitoring in the USA, it is unlikely that
these programs could accomplish their objectives without the cost savings pro-
vided by RBPs. More importantly, the reduced collection and processing costs
allow researchers to sample a larger number of sites or increase the frequency
of sampling.

In aquatic ecosystems, RBPs reduce sample collection and processing costs by:
(1) using qualitative sampling techniques; (2) subsampling and fixed count pro-
cessing; (3) eliminating replication and pooling samples collected from individual
sites; and (4) relaxing the level of taxonomic resolution (Plafkin et al . 1989; Resh
and Jackson 1993). Each of these four cost-saving measures involve important
trade-offs that must be considered when implementing biomonitoring programs,
regardless of whether sampling is conducted within a single stream or at a regional
level. Resh, Norris and Barbour (1995) acknowledged the widespread acceptance
of these cost-saving measures, noting that in our haste to expand biomonitoring
programs the consequences of reduced data quality have not been critically eval-
uated. In a review of RPBs, Hannaford and Resh (1995) reported that while RBPs
may be appropriate for prioritizing sites, their ability to produce legally defensi-
ble data or their use for routine impact assessments remains questionable. Below
we consider the limitations of each of the cost-saving measures used in RBPs.

3.4.1 APPLICATION OF QUALITATIVE SAMPLING TECHNIQUES
The abandonment of quantitative sampling techniques in many RBPs is an issue
that requires serious consideration. Because of the time required to process
quantitative samples, especially those collected from aquatic habitats, qualitative
surveys of community composition have become increasingly common in biolog-
ical assessments. Qualitative sampling techniques generally limit our ability to
express data in terms of numbers of organisms per unit area or volume. Because
interactions that structure communities are determined largely by absolute num-
bers of organisms and not their relative abundance, qualitative assessments do not
provide insight into factors that regulate community composition. Furthermore,
statistical analyses of biomonitoring results based on qualitative or quantitative
data may lead to important differences. Figure 3.8 shows responses of several
benthic macroinvertebrate metrics to heavy metals and compares statistical results
based on qualitative (relative abundance) or quantitative (number per m2) data.
Analyses based on qualitative data were generally more variable and often unable
to detect differences between metal-polluted and unpolluted sites.

To be fair, our appraisal of qualitative sampling employed in many RBPs
neglects one major advantage of this approach. Because sample processing times
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Fig. 3.8. Comparison of quantitative (number/m2) and qualitative (relative abun-
dance) measures of macroinvertebrate community responses to metals in Rocky
Mountain streams. Data were obtained from one-way ANOVA testing for dif-
ferences among reference, moderately polluted, and highly polluted streams.
All measures based on quantitative data were highly significant (*P <0.05;
**P <0.001; ***P >0.0001), whereas only two measures based on qualitative
data (EPT and scrapers) were significant. In all instances, F-values and the
amount of variation explained were much greater when based on quantitative
measures. (From Clements, unpublished data)

are greatly reduced using qualitative techniques, organisms can be collected from
a larger and more diverse group of microhabitats. Sampling diverse habitats
generally increases the total number of species collected compared with tra-
ditional quantitative techniques (e.g. 0.1 m2 Surber sampler), which are often
microhabitat-specific. Thus, species lists generated from qualitative sampling of
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diverse habitats will likely provide a more complete characterization of total
species richness. Although quantitative techniques can be modified to sample
different microhabitats, care must be taken to estimate relative habitat availability
and to express the data accordingly.

3.4.2 SUBSAMPLING AND FIXED COUNT SAMPLE PROCESSING
The second major cost-saving measure in RBPs is the use of fixed-count sam-
ple processing (e.g. removal of 100, 200, or 300 individuals from a sample).
Although fixed count processing is standard in most RBPs, few studies have crit-
ically examined this procedure or determined the optimal number of individuals
that should be removed from a sample (Barbour and Gerritsen 1996; Courtemanch
1996; Vinson and Hawkins 1996; Somers, Reid and David 1998). Courtemanch
(1996) argues that because of the relationship between total abundance and
species richness, fixed-count processing of samples can result in inconsistent
and erroneous estimates of species richness. In addition, fixed-count processing
is biased against rare taxa (although fixed counts can be supplemented by includ-
ing large, rare taxa). Barbour and Gerritsen (1996) defend the use of fixed-count
subsampling on the basis of significantly reduced costs and, more importantly,
a greater ability to detect differences among sites compared with analyses using
entire samples. Surprisingly, some studies have reported that removing a larger
number of animals from samples does not necessarily improve the performance
of RBP metrics. Using data collected from lakes, Somers, Reid and David (1998)
concluded that a two or three times increase in the number of organisms sub-
sampled by fixed count processing did not improve the ability of metrics to
distinguish among locations. Analysis of >2000 benthic macroinvertebrate sam-
ples collected from the USA showed that while fixed-count processing will
significantly underestimate true species richness, this technique is quite robust
with respect to distinguishing among locations (Vinson and Hawkins 1996). Fur-
thermore, these authors conclude that fixed-count subsampling eliminates the
need for using rarefaction techniques to estimate species richness when density
varies greatly between locations.

3.4.3 POOLING SAMPLES
The third cost-saving measure common to many RBPs is the collection of a sin-
gle, unreplicated sample from reference and polluted sites. The abandonment of
replication has been criticized because it precludes estimating within-site vari-
ation and therefore limits statistical analyses (Resh, Norris and Harbour 1995).
Although one could argue that since RBPs often integrate numerous metrics, each
reflecting a unique component of ecological integrity, rigorous statistical analy-
ses are less important. Indeed, summary metrics in RBPs are generally compared
among sites without including estimates of variation. However, just like their
constituent metrics, RBPs can vary among locations due to chance alone and
therefore some analysis of variation would be useful.
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From an experimental design perspective the uneasiness that some
ecotoxicologists feel about the abandonment of replication in RBPs is irrelevant.
Because samples collected from a single site are not true replicates, some argue
that the use of inferential statistical analyses is not appropriate (Hurlbert 1984).
One practical solution to the lack of replication in RBPs is to collect data
from many reference and polluted sites within a region (Feldman and Connor
1992; Clements and Kiffney 1995). Using this approach, sites are placed into
categories (e.g. reference or impacted) and estimates of variation within and
between categories are compared. This approach is the basis for the use of
regional reference conditions described in Section 3.5. Because of the patchy
distribution of organisms at any one location, it is recommended that collecting
several pooled samples from a site is better than one large sample of equal area
(Vinson and Hawkins 1996).

3.4.4 RELAXED TAXONOMIC RESOLUTION
The appropriate level of taxonomic resolution is an important consideration in any
biomonitoring study because of the difficulty and cost associated with identifying
organisms to species. For many groups of organisms and in some regions, species-
level identification is impossible because of the lack of sufficient taxonomic keys
(e.g. many invertebrate groups in the tropics), difficulties with immature life
stages (most aquatic insects), and large numbers of undescribed species (e.g.
fungi, nematodes, and tropical beetles). Because of the difficulty in obtaining
species-level identifications, some researchers have proposed abandoning tradi-
tional taxonomic approaches in favor of ‘recognizable taxonomic units’ (RTUs)
for assessing biological diversity. RTUs are taxa that are readily distinguished
based on simple morphological characteristics and are generally developed by
individuals that lack formal training in taxonomy. Oliver and Beattie (1993)
reported that estimates of biodiversity of spiders, ants, and mosses based on
RTUs were similar to those based on traditional taxonomic analysis (Fig. 3.9).
The correspondence for marine polychaetes was not as good, suggesting that
applicability of RTUs for biomonitoring must be evaluated on a group by group
basis. Although these non-taxonomic approaches can significantly reduce sam-
ple processing costs, the lack of taxonomic information may hinder comparisons
among studies.

Taxonomic resolution is a serious issue that deserves special consideration
when employing RBPs. Large savings in sample processing costs may be real-
ized using relatively coarse (e.g. family level) taxonomic resolution (Lenat and
Barbour 1994; Vanderklift, Ward and Jacoby 1996). The major assumption when
employing relaxed taxonomic resolution is similar to that of studies using species-
level identification, namely that these taxonomic units respond predictably to
environmental gradients (Olsgard, Somerfield and Carr 1998). Several researchers
have reported that relatively coarse levels of taxonomic resolution are suffi-
cient to detect effects of pollution (Warwick 1993; Ferraro and Cole 1995;
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Fig. 3.9. Comparison of species richness and recognizable taxonomic units
(RTUs) for spiders, ants, polychaetes, and mosses. Measures of species richness
were determined by taxonomic experts, whereas RTUs were determined by
technicians with minimal training in taxonomy. Results show that for most
groups, actual species richness and RTUs were similar. The major exception
was for marine polychaetes, which were split into more groups by non-experts.
(Data from Table 1 in Oliver and Beattie 1993)

Vanderklift, Ward and Jacoby 1996; Olsgard, Somerfield and Carr 1998). For
example, Bowman and Bailey (1997) concluded that patterns of community
structure were similar when analyses were based on genus- or family-level iden-
tifications. Aggregate measures of phytoplankton community composition were
actually more reliable indicators of eutrophication than species-level analyses in a
whole-lake enrichment experiment (Cottingham and Carpenter 1998). Marchant,
Barmuta and Chessman (1995) reported that analyses of benthic macroinver-
tebrate data collected over a large region were relatively robust to sampling
techniques and taxonomic resolution. They showed that patterns of benthic com-
munities measured using qualitative sampling techniques (presence/absence data)
and family-level identification were similar to those using quantitative data and
species-level identification. Ferarro and Cole (1995) compared the ability of dif-
ferent indices to detect differences between polluted and unpolluted locations
when analyses were conducted at the level of genus, family, order, and phylum.
Results showed that the level of taxonomic resolution was relatively unimpor-
tant for detecting pollution. The most likely explanation for these results is
that taxonomically-related species often have similar ecological requirements and
therefore similar sensitivities to contaminants (Warwick 1988).
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As previously noted, conservation biologists have also investigated the conse-
quences of relaxed taxonomic resolution on their ability to estimate biological
diversity. Williams and Gaston (1994) found family-level richness was a highly
significant predictor of species richness (r2 >0.79) for several groups, including
ferns, butterflies, passerine birds, and bats. However, these researchers cautioned
that the relationship between species richness and richness at higher levels of
resolution could be influenced by the spatial scale of an investigation.

The appropriate level of taxonomic resolution will be determined by variation
in sensitivity within groups, natural variation, and the spatial scale of the inves-
tigation (Box 3.2). When samples are collected over relatively large geographic
areas, higher taxonomic aggregates (e.g. families, orders) may be necessary to
characterize effects of stressors. Because relatively few species will occur at all
sites across a large geographic region, it may be difficult to assess the effects
of contamination using species-level data. In addition, abundances of individual
species are more sensitive to natural environmental variability than aggregate
indicators at coarse levels of taxonomic resolution (Warwick 1988). If all species
within a group show similar responses to disturbance, then measures at coarse
levels of taxonomic resolution will most likely be better indicators. Finally, the
usefulness of genus- and family-level abundance data for discerning effects of
contamination will also be influenced by the severity of the stressor. Olsgard,
Somerfield and Carr (1998) reported better correlations between species’ abun-
dances and higher levels of taxonomic resolution at polluted sites compared with
reference sites.

Box 3.2 The relationship between taxonomic resolution, sensitivity,
and natural variation

The appropriate level of taxonomic resolution in biomonitoring studies rep-
resents a trade-off between natural background variability, sensitivity to the
stressor, and, in the case of problematic groups such as chironomids, practical
considerations. Ultimately, the level of taxonomic resolution may also depend
on the spatial scale of the investigation. Family-level or higher identification
may be appropriate over a regional scale; however, this coarse taxonomic
resolution may not be sufficient to detect effects of disturbance within a sin-
gle stream (Marchant, Barmuta and Chessman 1995). In addition, the practice
of using qualitative sampling techniques typical of many RBPs may also influ-
ence the appropriate level of taxonomic resolution. Bowman and Bailey (1997)
found that as taxa are aggregated, qualitative data are less useful for assess-
ing differences in community composition. These researchers recommended
that if trade-offs are necessary when employing RBPs, it is better to sacrifice
taxonomic resolution than quantitative sampling.

Using data collected from 73 streams in the Southern Rocky Mountain
ecoregion of Colorado (USA), Clements et al . (2000) reported that the



88 COMMUNITY ECOTOXICOLOGY

effects of taxonomic aggregation on statistical differences between reference
and impacted sites varied among groups. For the mayflies (Ephemeroptera),
statistical differences between reference and metal-polluted sites were greatest
at the level of family and order (Fig. 3.10A). Although mayflies in the genus
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Fig. 3.10. (A) Influence of taxonomic resolution on statistical differences
between polluted and unpolluted sites based on the magnitude of F-values
from one-way ANOVA. Separation of polluted and unpolluted sites was
greatest at coarse levels of taxonomic resolution for some groups (e.g.
Ephemeroptera), whereas differences were greatest at the level of genus
for others (e.g. Trichoptera). (B) The relationship between sensitivity and
taxonomic resolution across different spatial scales. Sensitivity was defined
as the percent reduction compared with a reference site. Within a single
watershed, responses at the level of genus were most sensitive (e.g. showed
a greater reduction compared with reference streams). At multiple watershed
and regional scales, sensitivity increased with taxonomic aggregation
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Rhithrogena sp. are sensitive to metals, high variability in abundance of
Rhithrogena sp. among reference sites limited the ability to detect statistical
differences. Aggregate taxonomic measures at the level of family and order
were better indicators of pollution because most mayflies and almost all
heptageniid mayflies in Rocky Mountain streams are sensitive to metals.
In contrast to these results, total caddisfly abundance was a poor indicator
of metal pollution. Unlike mayflies, the order Trichoptera includes taxa that
are both highly tolerant (Brachycentridae and Hydropsychidae) and relatively
sensitive (Rhyacophilidae) to heavy metal pollution. The relationship between
taxonomic level and responses to stressors was also influenced by the spatial
scale of the investigation. The percent reduction in abundance of mayflies was
greatest at the level of genus in a single watershed study (Arkansas River, CO),
but increased with taxonomic aggregation at larger spatial scales (Fig. 3.10B).

3.5 REGIONAL REFERENCE CONDITIONS

Ecologists have long recognized that patterns of vegetation vary naturally among
landscapes and are influenced by regional climate, geology, and soil type (Cle-
ments 1916). Qualitative assessment of these patterns and compilation of ecore-
gion maps (Omernik 1987) improve our ability to define reference conditions.
Much of the natural variability among reference sites can be reduced by restricting
sites to a single ecoregion or subregion. Alternatively, variation among reference
sites within a region can be explained using predictive models (Fausch, Karr and
Yant 1984).

The traditional approach in most biomonitoring studies is to compare com-
munities at disturbed sites to a single reference site. In lotic surveys of point
source discharges, upstream reference sites are often compared with downstream
impacted and recovery sites within the same watershed. In assessments of sedi-
ment contamination, communities are collected from locations along a gradient
of pollution, generally within the same watershed. As noted above, replicates in
these studies often consist of subsamples collected from a single location and
are not considered true replicates (Hurlbert 1984). Within-site variance estimates
are not useful for defining true reference conditions and therefore extrapola-
tions to other locations are greatly limited. Multiple reference sites, even those
within the same watershed, are more appropriate for assessing single point source
discharges (Hughes 1985), especially in situations where locating ecologically
similar watersheds is problematic. However, natural spatial variation also compli-
cates assessment of point source discharges within the same habitat. For example,
the river continuum concept predicts significant changes in the structure and func-
tion of streams from headwater sites to downstream sites (Vannote et al . 1980).
The traditional upstream-reference versus downstream-impacted design employed
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in many stream surveys is confounded by natural changes in structure and func-
tion along a river continuum (Clements and Kiffney 1995). Community-level
indicators that respond to both natural and anthropogenic variation will not be
particularly useful for assessing disturbance unless these natural changes can be
quantified.

Defining reference conditions and selecting appropriate reference sites are
among the most difficult steps when designing biomonitoring studies. Unlike
laboratory experiments where all variables except those of direct relevance to the
experiment are controlled, field studies lack true controls and are often compli-
cated by large amounts of natural variation. Reynoldson et al . (1997) defined the
reference condition as ‘the condition that is representative of a group of minimally
disturbed sites organized by selected physical, chemical, and biological character-
istics’. Hughes (1995) reviewed the strengths and limitations of six approaches for
determining reference conditions (regional reference sites, historical and paleo-
ecological data, laboratory experiments, quantitative models and best professional
judgment) and concluded that multiple approaches are often required. Of these
six approaches, the use of regional reference conditions holds the most promise.
The regional reference approach involves selecting multiple sites within a sin-
gle region to define expected conditions (Bailey et al . 1998). Establishment of
regional reference conditions is a major improvement over traditional biomon-
itoring approaches that allows researchers to objectively characterize expected
community composition and obtain legitimate estimates of natural variation.

3.6 INTEGRATED ASSESSMENTS OF BIOLOGICAL

INTEGRITY

Physical and chemical measures of contaminant effects dominated the field of pol-
lution assessment until the 1970s (Cairns and Pratt 1993). The historic emphasis
on abiotic measures has gradually been replaced by an understanding that bio-
logical indicators of ecological integrity are equally important. Natural resource
managers now realize that integrated assessments including chemical analyses,
toxicity tests, and biological surveys are often necessary to discern impacts
of contaminants (Fig. 3.11). The sediment quality triad (Chapman 1986) is an
example of an integrated approach that combines chemical measures of con-
taminants, toxicology, and field assessments of communities to characterize the
degree of sediment contamination. The strength of the sediment quality triad lies
in the weight of evidence approach and in its ability to discern direct toxico-
logical effects from natural variation in habitat characteristics (Chapman 1996).
For example, results that show altered community composition but no detectable
levels of chemical contamination and no toxicological effects suggest that factors
other than contaminants (e.g. substrate composition, habitat quality) are respon-
sible for these differences. Conversely, results that show chemical contamination
and toxic effects in the laboratory but no changes in community composition
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Fig. 3.11. Integration of chemical analyses, laboratory toxicity tests, and field
assessments of community structure can provide the strongest evidence for a
causal relationship between the presence of chemical stressors and ecological
impairment. (Modified from Chapman 1986)

imply that the chemicals are not bioavailable in the field or that organisms have
acclimated to these chemicals. Although the sediment quality triad was devel-
oped specifically to assess contamination in marine and freshwater ecosystems,
the general integrated approach could be used in most biomonitoring programs.
For example, toxicological effects of pesticides on surrogate species could be
integrated with residue analysis and field assessments of community composition
to estimate the subtle effects of pesticides on songbirds.

3.7 LIMITATIONS OF BIOMONITORING

Although integrated, weight of evidence approaches such as the sediment qual-
ity triad can suggest a relationship between stressors and ecological responses,
they do not demonstrate causation. Descriptive approaches such as biomonitor-
ing studies provide support for hypotheses rather than direct tests of hypotheses.
Results of biomonitoring studies are often equivocal because of the lack of ade-
quate controls, non-random assignment of treatments, and lack of replication
(Hurlbert 1984). Suter (1993) discusses the ‘ecological fallacy’ of presuming
that differences between polluted and unpolluted sites are a result of anthro-
pogenic factors when alternative hypotheses (sensu Platt 1964) have not been
tested experimentally. Several researchers have offered useful advice on how
to strengthen causal relationships in descriptive studies (Hill 1965; Suter 1993;
Beyers 1998; Newman 2001). The most often cited criteria for determining cau-
sation are derived from epidemiological studies of disease (Box. 3.3), where
cause-and-effect relationships are elusive (e.g. dioxin exposure and cancer) and
identifying these associations has major societal implications (e.g. smoking and
lung cancer).
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Box 3.3 The use of causal criteria in community-level assessments

Hill’s (1965) nine criteria and modifications of these guidelines have been
employed in ecological risk assessment studies to strengthen causal relation-
ships between stressors and ecological responses (Suter 1993; Beyers 1998;
Newman 2001). However, most of these adaptations have been developed
for population-level studies and not directly applied to communities. Below,
we review Hill’s nine criteria for determining causation within the context of
assessing effects of stressors on communities.

1 Strength of the association
The presence of a strong relationship between a stressor and alteration in com-
munity structure is one of the most important components for the formation
of a logical argument of causation. The complete elimination of a sensitive
species from a contaminated site or large shifts in the abundance of sensitive
and tolerant species would be considered strong responses.

2 Consistency of the association
The responses of communities to the stressor should agree with those observed
at other locations and by other researchers. The more diverse the situations
where consistent responses are observed, the stronger the argument for cau-
sation. For example, is species richness of avian communities consistently
reduced in areas sprayed with pesticides? Because the composition of commu-
nities will vary spatially and temporally, it may not be possible to satisfy this
criterion by measuring effects on any single species. For example, responses
of benthic communities to organic enrichment frequently result in increased
abundance of certain groups; however it is unlikely that we could predict the
response of any particular species. Consistent community-level responses to
contamination will necessarily incorporate multiple measures.

3 Specificity
Because the specificity of responses to contaminants often decreases at higher
levels of biological organization, requiring that the observed response is diag-
nostic of exposure will be problematic for most population-, community-,
and ecosystem-level studies. Information on the relative sensitivity of domi-
nant species to a particular chemical may allow researchers to predict specific
community-level responses. However, most endpoints used in these studies
(e.g. diversity, species richness) will likely show similar responses among
contaminant classes.

4 Temporality
The requirement that exposure to the stressor must precede the responses
is obvious for showing causation at any level of biological organization.
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However, demonstrating this temporal association is difficult when pre-
exposure data are unavailable. Paleoecological studies of communities
are especially appropriate for demonstrating temporal associations between
stressors and community responses. Species composition of certain groups
of organisms preserved in sediments can provide a long-term record of
community change that could be associated with the onset of contamination.

5 Plausibility

A credible mechanistic explanation for the observed response of communi-
ties to a stressor strengthens the case for a causal relationship. However, this
criterion may also be problematic in community-level studies. Identifying spe-
cific mechanistic explanations for changes in community-level endpoints may
require an understanding of responses at lower levels of biological organiza-
tion. For example, reduced species diversity could result from either the loss
of sensitive species and/or increased dominance by tolerant species. An under-
standing of species-specific responses is necessary to provide a mechanistic
explanation for reduced species diversity at polluted sites.

6 Coherence

Are the observed changes in community composition in agreement with our
understanding of the stressor and the characteristics of the particular com-
munity? Often, identifying coherent community-level responses requires an
understanding of the structure and function of reference and impacted com-
munities. We generally expect that most toxic chemicals will have negative
effects on species in a community. Therefore, increased abundance of a par-
ticular species at a contaminated site is difficult to explain unless we can
attribute this response to indirect effects, such as the removal of a potential
competitor or predator.

7 Analogy

If similar classes of stressors elicit similar community responses, then the
case for a causal relationship is strengthened. For example, despite different
modes of toxic action, responses of benthic communities to heavy metals
and acidification are generally similar. Note that this criterion is somewhat
contrary with the requirement that responses to contaminants should also be
diagnostic.

8 Ecological gradient

Studies that show a gradient of responses to contamination (e.g.
concentration–response relationship) provide stronger evidence for causation
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than all-or-none responses. Although relatively common in biological
assessments, comparing a single contaminated site with a single reference
site is a weak experimental design since differences between sites cannot
be attributed directly to contamination. Because of differences in sensitivity
among species, it is likely that many community-level variables will show a
continuous distribution along contaminant gradients. The key challenges are
to develop experimental designs that allow these gradients to be quantified
and to separate contaminant effects from other sources of variation along the
gradient. Where possible, study sites should be located along a known gradient
of contamination and a suite of community variables should be measured at
each site.

9 Experimentation

The last and perhaps most important criterion to support a causal argument
is direct experimental evidence. Changes in community composition result-
ing from experimental manipulation of stressors provide the most convincing
evidence that the stressors are directly responsible for the observed responses.
Unfortunately, this is probably the most difficult type of evidence to obtain in
community studies and, as a result, there are relatively few examples of whole
community manipulations with chemical stressors. Conducting manipulative
experiments on intact communities in the field is challenging and, depending
on the nature of the stressor, often logistically impractical. Microcosm and
mesocosm experiments are a reasonable alternative to field manipulations,
but they are limited in terms of their spatial and temporal scale (Chapter 4).

3.7.1 SUMMARY

Regardless of the strength and consistency of stressor–response relationships or
the use of appropriate reference sites in a biomonitoring study, there is no sub-
stitute for experimentation to demonstrate causality. The transition from purely
descriptive to manipulative approaches represents a major shift in scientific rigor
and sophistication. It is the ability to test hypotheses with experiments that define
the maturity of a science (Popper 1972), whether it is physics, ecology, or ecotoxi-
cology. In Chapter 4 we will review the development of experimental approaches
in community ecology and show how these approaches can be employed to
support causal arguments in ecotoxicology.
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4 Experimental Approaches
in Community Ecology
and Ecotoxicology

Observational approaches may provide support for a causal relationship between
stressors and community responses; however, descriptive studies alone cannot be
used to show causation. While application of Koch’s postulates, Hill’s criteria,
and other weight-of-evidence approaches may strengthen arguments for causal
relationships (Suter 1993; Beyers 1998), to many researchers controlled experi-
mental manipulations remain the only way rigorously to demonstrate causation in
scientific investigations. The relationship between descriptive and experimental
approaches in ecotoxicology can be depicted as continua along two axes that
reflect the degree of experimental control, replication, and ecological relevance
(Fig. 4.1). Experimental approaches, such as single species toxicity tests and
microcosm experiments, provide rigorous control over confounding variables and
are easily replicated, but lack ecological realism. Purely descriptive studies (e.g.
routine biomonitoring) lack true replication and random assignment of treatments
to experimental units. Because treatments are not assigned randomly, differences
between reference and impacted sites in biomonitoring studies cannot be directly
attributed to a particular stressor. Several alternative experimental designs have
been proposed that address problems associated with the lack of replication and
random assignment of treatments; however, Beyers (1998) argues that it is ‘fun-
damentally wrong to apply inferential statistics to pseudoreplicated data to show
that an observed effect was caused by an impact’. The widespread application of
inferential statistics in published biomonitoring studies suggest that this opinion
is not shared by many researchers or journal editors. As we will see, the use of
inferential statistics is not an essential component of all experimental designs. In
some instances sustained manipulations at a large spatial or temporal scale may
provide adequate evidence to demonstrate causation.

4.1 EXPERIMENTAL APPROACHES IN BASIC

COMMUNITY ECOLOGY

Anyone who has tried to perform a replicated experiment in community ecology knows
that the replicates within a treatment have a perverse way of becoming different from
each other, even when every effort is made to keep them identical. (Wilson 1997)
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Fig. 4.1. The relationship between ecological relevance, experimental control,
and replication in ecotoxicological assessments is represented as continua along
two axes. Small-scale laboratory and microcosm experiments lack ecological
realism but are easily replicated and provide tight control over experimental
variables. Experiments conducted at larger spatiotemporal scales (e.g. ecosys-
tem manipulations, natural experiments) have greater ecological relevance but
lack rigorous control and are difficult to replicate. A research program that inte-
grates experimental approaches at different scales is optimal for determining
causation. For example, the relevance of single species toxicity tests and micro-
cosm experiments can be validated by conducting studies at larger spatial and
temporal scales (represented by the dashed lines). The underlying mechanisms
responsible for changes observed in unreplicated, large-scale experimental sys-
tems can be examined in microcosm and mesocosm studies (represented by
the solid lines)

4.1.1 THE TRANSITION FROM DESCRIPTIVE
TO EXPERIMENTAL ECOLOGY

Observational approaches dominated the field of basic ecology during its early
history, a period when ecology was primarily a concept-driven science instead
of an experiment-driven science (Lubchenco and Real 1991). Descriptions
of habitat requirements, feeding habits, and associations among populations
formed the basis of most ecological research during this period. More recently,
ecologists have recognized the importance of integrating purely descriptive
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and hypothesis-driven research by comparing patterns observed in natural
communities to those predicted by theoretical studies (Werner 1998). Although
this approach represented an important step in the transition of ecology to a more
rigorous science, too often weak agreement between theory and observation was
accepted as evidence for causal processes. The resulting harsh criticism of non-
experimental studies in ecology created a backlash against descriptive research
that is still evident today. The acrimonious debate over the role of descriptive
approaches is at least partially responsible for the rigor with which ecological
experiments are conducted today. The transition from a purely descriptive to
an experimental science is generally regarded as evidence of maturation in
most fields of scientific inquiry, and ecology is no exception. The ability to
test hypotheses with controlled experiments defines science and separates true
science from pseudoscience (Popper 1972). Sciences that have progressed rapidly
(e.g. physics, molecular biology, chemistry) have employed a particular form of
inquiry that involves posing multiple hypotheses and testing these hypotheses
with experiments (Platt 1964; Newman 2001).

In a survey of the three major ecology journals (Ecology, The American
Naturalist, The Journal of Animal Ecology), Ives et al . (1996) reported a dramatic
shift from laboratory studies to purely observational and descriptive studies
that began in the 1960s (Fig. 4.2). Although it was well established that an
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Fig. 4.2. Changes in the approaches that ecologists employ to study popula-
tions and communities over a 40-year period. The results are based on the
number of publications in each of four categories. Data were derived from a
search of articles published in several leading ecological journals (Ecology, The
American Naturalist, Journal of Animal Ecology). (Modified from Figure 1 in
Ives et al. 1996)
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understanding of natural history was necessary to predict the distribution and
abundance of organisms, ecologists realized the diminishing returns of purely
descriptive studies and their inability to demonstrate causation. Thus, the late
1970s were characterized by another shift from descriptive and comparative
approaches to field experiments (field cages and in situ manipulations). The
role of experimental manipulations in the history of ecology is illustrated by the
intense controversy over the importance of interspecific competition in regulating
communities (Strong et al . 1984). Considerable research effort was devoted to
showing that competition was a pervasive force in nature and that patterns of
species abundances were a direct result of competition for limited resources.
Comparisons of morphological characteristics and feeding habits of allopatric
and sympatric populations supported the hypothesis that either competition or
the ‘ghost of competition past’ (Connell 1980) was a primary factor regulating
communities. However, much of the corroborative evidence collected to support
these hypotheses was based on observational studies. Comparative studies
lacked the risky predictions required of experimental approaches and were
virtually impossible to falsify (Popper 1972). Upon closer examination, results
of these comparative studies were attacked as statistical artifacts (Connor and
Simberloff 1979).

This transition from descriptive to experimental approaches in ecology was
hampered by the tremendous natural variability of ecological systems and the
difficulty in isolating specific components for investigation (Lubchenco and Real
1991). Natural variability adds uniqueness to ecological systems and limits our
ability to generalize among systems. The interdependence and interactions among
specific components in ecological systems, which are often of considerable inter-
est to ecologists, makes it difficult to isolate effects of any single factor. Inter-
estingly, similar concerns over complexity and natural variability contribute to
the skepticism that many laboratory toxicologists have expressed for community
and ecosystem studies.

Despite the logistical difficulties of conducting experiments on complex eco-
logical systems, researchers began to realize that experimental manipulation
was the most direct approach for showing causation and for resolving some of
the more significant controversies in ecology. Although small-scale experiments
investigating the importance of competition and predation had been conducted in
the laboratory (Gause 1934; Park 1948), field manipulations were generally con-
sidered impractical and logistically difficult. This all changed in the early 1960s.
The pioneering experiments conducted by Connell (1961) investigating competi-
tion in the rocky intertidal zone are considered an important turning point in the
history of ecology, providing the framework for field manipulations in a variety
of other habitats. These conceptually simple but elegant experiments demon-
strated that competition played an important role in structuring communities and
that environmental factors can influence the outcome of species interactions. A
critical period of self-evaluation followed as ecologists were introduced to the



EXPERIMENTAL APPROACHES IN ECOLOGY AND ECOTOXICOLOGY 103

writings of Popper (1972) and Platt (1964), strong advocates of the need to
falsify hypotheses and to test alternative hypotheses with experiments. Contem-
porary ecologists employ a variety of experimental procedures to advance our
understanding of factors that limit the distribution and abundance of organisms
in nature.

4.1.2 MANIPULATIVE EXPERIMENTS IN ROCKY
INTERTIDAL COMMUNITIES

Since the early 1960s, the rocky intertidal habitat has been a rich source for many
of the significant hypotheses in community ecology. Experiments conducted by
Paine (1966, 1969) illustrated the effects of predators on local species diver-
sity and introduced the concept of keystone species. Paine (1969) showed that
intense predation by the starfish Pisaster maintained local species diversity by
preventing a competitively superior species (the mussel Mytilus) from dominat-
ing all available space. Subsequent work by Sousa (1979) provided support for
the intermediate disturbance hypothesis (see Chapter 6), which states that species
diversity is influenced by competition and physical disturbance and that greatest
diversity is observed at intermediate levels of disturbance (Connell 1978). Dis-
proportionate effects of a particular species or the notion that species diversity
may be enhanced under moderate levels of disturbance are significant ecolog-
ical concepts that have major implications for community ecotoxicology. The
relationship between natural and anthropogenic disturbance will be considered in
Chapter 6.

It is no coincidence that several of the most significant contributions to the
field of community ecology, namely the role of competition, the effects of pre-
dation on species diversity, the keystone species concept, and the intermediate
disturbance hypothesis, were derived from experiments conducted in rocky inter-
tidal habitats. The classic studies of Joseph Connell, Robert Paine, Paul Dayton,
and Bruce Menge influenced a generation of ecologists and clearly demonstrated
the effectiveness of field manipulations. Compared with other systems, rocky
intertidal habitats are less complex and lend themselves to easy experimental
manipulation. Removing competitors or excluding predators is relatively simple
in these essentially two-dimensional systems, where most of the organisms are
either sessile or very slow moving.

4.1.3 MANIPULATIVE STUDIES IN MORE COMPLEX
COMMUNITIES

Conducting manipulative experiments in more complex systems and at larger spa-
tial scales has proven to be logistically challenging. However, there are several
excellent examples where researchers have tested important principles of commu-
nity ecology using large-scale field manipulations. The most striking example of
a large-scale experiment designed to test specific theoretical predictions was Dan
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Simberloff’s defaunation studies of mangrove islands in the Florida Keys (see
Chapter 2). Simberloff and Wilson’s (1969) demonstration of the dynamic equi-
librium in number of species has important implications for conservation biology
and restoration ecology. Interestingly, while these experiments were designed
to test basic principles of island biogeography, removal of insects from the
islands was accomplished by pesticide application. Thus, the results have rel-
evance to community ecotoxicology from the perspective of studying recovery
from chemical stress.

A second set of large-scale experiments conducted in the 1960s involved direct
measurement of ecosystem dynamics in a New Hampshire watershed. The box
and arrow diagrams developed by ecologists in the 1950s and 1960s to describe
energy flow and nutrient cycling were generally abstract and remained untested
hypotheses. Manipulation of a watershed in the Hubbard Brook Experimental
Forest provided an opportunity to test these models and to measure the response
to deforestation (Likens et al . 1970). The researchers observed large export of
nutrients and particulate materials in the deforested stream compared with a
reference watershed.

In addition to testing theoretical predictions of ecosystem responses to per-
turbation, these early studies set the stage for a series of whole ecosystem
manipulations that measured effects of chemical stressors, including pesticides
and acidification. These experiments also demonstrated that a powerful case can
be made for causal relationships without true replication. Details of these exper-
iments will be described in Section 4.4.1.

4.1.4 TYPES OF EXPERIMENTS IN BASIC COMMUNITY ECOLOGY

It is important to realize that all experimental approaches are not equal and
that certain types of experimental systems may be more useful than others for
investigating ecological responses to perturbations. Diamond (1986) distinguishes
three types of experiments in ecological research: laboratory experiments, field
experiments, and natural experiments (Table 4.1). He compares these experi-
mental approaches in terms of control over independent variables, site match-
ing (e.g. pre-treatment similarity among experimental units), ability to follow a
trajectory, spatiotemporal scale, scope, ecological realism, and generality. Lab-
oratory experiments rank high in terms of control of independent variables and
site matching, but are unrealistic because of their limited scope, spatiotempo-
ral scale, ecological realism, and generality. Field experiments are conducted
outdoors and often involve manipulation of natural communities, such as the
removal or addition of a predator or competitor. Connell’s studies in the rocky
intertidal zone and Simberloff’s defaunation studies in the Florida Keys are
examples of field experiments. Although field experiments have played an impor-
tant role in the development and testing of ecological theory, Diamond (1986) is
critical of these approaches. Compared with laboratory experiments, field exper-
iments are more realistic and offer a greater range of possible manipulations.
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Table 4.1. Comparison of the strengths and weaknesses of different types of
experiments in community ecology. (After Diamond 1986)

Characteristic Laboratory Field
Natural

trajectory
Natural

snapshot

Regulation of
independent
variables

Highest Medium to low None None

Site matching Highest Medium Medium to low Lowest
Ability to follow

trajectory
Yes Yes Yes No

Temporal scale Lowest Lowest Highest Highest
Spatial scale Lowest Low Highest Highest
Scope (range of

manipulations)
Lowest Medium to low Medium to high Highest

Realism Low to none High Highest Highest
Generality None Low High High

However, field experiments have less control and may be confounded by pre-
treatment differences among experimental units. According to Diamond, field
experiments are usually conducted at a small spatiotemporal scale and lack
generality.

Natural experiments differ from field experiments in that the researcher does
not directly manipulate the variables of interest, but selects sites where the pertur-
bation is already present or will be present. Comparisons of species abundance,
habitat preferences, and morphological characteristics in allopatric and sympatric
populations are considered natural experiments. Probably the best example of a
natural experiment is the comparison of beak sizes among allopatric and sym-
patric populations of Galapagos finches. Assuming that beak size is an appropriate
surrogate for resource use, the greater separation of beak sizes on sympatric
islands compared with allopatric islands is considered evidence for interspecific
competition. Because researchers may investigate results of processes that occur
over very large areas (island archipelagoes) and over evolutionary time periods,
natural experiments have the greatest spatial and temporal scales. Diamond fur-
ther distinguishes between natural snapshot experiments, in which a researcher
compares sites that differ in a particular characteristic (e.g. presence or absence
of a predator) and natural trajectory experiments, where a researcher makes com-
parisons before and after a perturbation.

It is important to note that Diamond’s enthusiasm for natural experiments is not
shared by all researchers. Because treatment sites are not assigned by the inves-
tigator and because nothing is controlled or manipulated in natural experiments,
differences between locations cannot be directly attributed to any particular cause.
Lubchenco and Real (1991) consider these experiments a special case of obser-
vational studies and conclude that Diamond’s ‘natural experiment’ is a misnomer
that masks the true contributions of comparative ecological studies.
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4.2 EXPERIMENTAL APPROACHES IN COMMUNITY

ECOTOXICOLOGY

Development of experimental techniques in basic ecology was partially motivated
by the recognition that comparative approaches are insufficient for demonstrating
causation and understanding mechanisms. Manipulative experiments gained pop-
ularity in the 1960s as ecologists realized that agreement between mathematical
predictions and field observations did not necessarily demonstrate the truth of
these predictions. Although this same realization provided some motivation for
the development of experimental approaches in community ecotoxicology, other
factors also played an important role. Some ecotoxicologists questioned the valid-
ity of using single species laboratory experiments to predict responses of more
complex systems in the field (Cairns 1983). In addition, some ecotoxicologists
realized that the relative influence of biotic and abiotic factors on responses of
communities to contaminants could only be assessed using experiments.

Like ecology, the field of community ecotoxicology is currently undergoing
a transition from purely descriptive, observational approaches to more rigor-
ous experimental techniques. However, this transition has occurred much more
slowly in ecotoxicology, as experiments investigating community and ecosystem
responses to contaminants are still relatively rare. Laboratory experiments, such
as standardized 96-h toxicity tests, have been the workhorse of the regulated com-
munity for many years (Cairns 1983). The historical focus on simple laboratory
experiments using single species has at least partially impeded implementation
of community-level experimental approaches. The continued emphasis on these
reductionist techniques for predicting ecological consequences of contaminants
has been criticized (Cairns 1983, 1986; Odum 1984; Kimball and Levin 1985)
and is surprising given the widespread support for integrated assessments (Adams
et al . 1992; Karr 1993; Clements and Kiffney 1994; Joern and Hoagland 1996).
In addition, recent studies have shown that single species tests may not pre-
dict community-level responses to contaminants because of indirect effects and
higher-order interactions (Schindler 1987; Clements, Cherry and Cairns 1989;
Pontasch, Niederlehner and Cairns 1989; Gonzalez and Frost 1994). If commu-
nities are more than random associations of non-interacting species, it follows that
experimental approaches are required to understand the effects of contaminants
on these interactions.

Currently there are no established protocols for investigating community
responses to contaminants in experimental systems. Reviews of experimental
approaches reveal an astonishing diversity of experimental conditions,
communities, duration, spatiotemporal scale, experimental designs, and endpoints
(Gillett 1989; Gearing 1989; Kennedy et al . 1995; Pontasch 1995; Shaw and
Kennedy 1996). Most of these experimental studies have been conducted
in aquatic systems (freshwater and marine). The limited number of studies
conducted in terrestrial systems to investigate community responses to
contaminants is considered a significant shortcoming in the field of ecotoxicology.
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Ecotoxicologists have employed the same experimental approaches described
in Table 4.1 to investigate the effects of contaminants on communities: laboratory
experiments, field experiments, and natural experiments. Laboratory experiments
using small-scale microcosms involve the exposure of natural or synthetic com-
munities to specific chemicals. Larger experimental systems (mesocosms) are
outdoors and generally have some interaction with the natural environment. Not
surprisingly, field experiments (defined as the intentional addition of contaminants
to natural systems) have received limited attention in ecotoxicology. However,
this technique has become more common in the past few years. Researchers
have also taken advantage of planned perturbations to assess the impacts of con-
taminants on communities. If data are collected before a particular chemical is
released into the environment, the before–after control-impact (BACI) design
(Stewart-Oaten, Murdoch and Parker 1986) is a powerful quasi-experimental
approach that can be employed to assess community responses. Based on their
experiences following the Exxon Valdez oil spill, Wiens and Parker (1995) pro-
vide an excellent overview of quasi-experimental approaches for assessing the
impacts of unplanned perturbations. They note that experimental designs that
treat the level of contamination as a continuous variable are generally more pre-
cise and offer the greatest opportunity to detect non-linear responses. Although
relatively uncommon in community ecotoxicology, large-scale monitoring stud-
ies that compare communities with varying levels of perturbation are analogous
to Diamond’s (1986) natural experiments. Because treatments are not assigned
randomly in comparative studies, these experimental designs also suffer from
some of the same limitations as natural experiments.

4.3 MICROCOSMS AND MESOCOSMS

While direct projection from the small laboratory microecosystem to open nature may
not be entirely valid, there is evidence that the same basic trends that are seen in the
laboratory are characteristic of succession on land and in large bodies of water.
(Odum 1969)

Most of the crucial questions in applied ecology are not open to attack by microcosms.
(Carpenter 1996)

4.3.1 BACKGROUND AND DEFINITIONS
Because the application of microcosms and mesocosms to ecotoxicological re-
search has been the subject of considerable controversy in recent years, it is
important to place this research within the proper context. Model systems are
effectively employed in a variety of fields, including engineering, architecture,
and aviation. These scaled replicas are used to describe and evaluate perfor-
mance of natural systems under a variety of experimental conditions. Similar to
mathematical models, physical models make numerous simplifying assumptions
to investigate the influence of specific variables. We contend that much of the
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criticism of model systems in ecotoxicological research is due to the failure of
researchers explicitly to state these assumptions. To a certain extent, all exper-
imental systems suffer from attempts to limit or control confounding variables
(Drake, Huxel and Hewitt 1996). However, the strength of model systems lies in
their ability to isolate key components and to investigate how these components
respond to perturbation. Unlike field studies, microcosm and mesocosm experi-
ments can provide clean tests of specific predictions of hypotheses (Daehler and
Strong 1996). However, the degree of simplification necessary to obtain precise
control often severs any connection to natural processes. This may or may not
be a serious issue, depending on the specific goals of the study. If the primary
objective of an experiment is to understand how a system works, then experi-
ments should be as realistic as possible. However, if the primary objective is to
obtain a mechanistic understanding of underlying processes, then realism may
not be as significant (Peckarsky 1998). It is important to remember that micro-
cosms and mesocosms do not attempt to duplicate all aspects of nature. In fact,
given our incomplete understanding of the structure and function of ecosystems,
it is naive to think that we could reproduce the complexities of nature. We agree
with Lawton (1996) that the best way to understand the operation of a com-
plex ecological system is to construct a model and determine if it functions as
expected. Despite criticism by some researchers (Carpenter 1996), we feel that
perturbations of model systems provide a powerful way to test basic and applied
ecological hypotheses.

Recent reviews, essays, and special features have discussed the advantages and
disadvantages of small-scale experiments in basic ecological research (Daehler
and Strong 1996; Carpenter 1996; Schindler 1998; Resetarits and Bernardo 1998).
Ives et al . (1996) characterized complexity, time scale, and scientific impact of
microcosm and mesocosm experiments relative to other approaches employed in
basic ecology (e.g. observational studies, field manipulations, theoretical stud-
ies). As expected, microcosm experiments generally included fewer species and
were of shorter duration. However, there was relatively little difference in com-
plexity and time scale between mesocosm experiments (field cages) and other
approaches. The scientific impact of small-scale experiments was investigated by
comparing the frequency of citations and prevalence in undergraduate ecology
textbooks of microcosm and mesocosm experiments relative to other approaches.
Ives et al . (1996) concluded that the type of study had a negligible role in deter-
mining scientific impact. In general, there were relatively few differences between
small-scale experiments and other approaches employed in basic ecology.

Several chapters in the excellent book by Resetarits and Bernardo (1998)
address the issues of spatiotemporal scale and trade-offs between control and
realism in ecological experiments. The consistent theme in this volume is the
necessary link between small-scale experiments and well planned observational
studies. Resetarits and Fauth (1998) argue that the perceived trade-off between
rigor and realism is partially a consequence of our lack of creativity in designing
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experiments. The importance of ecological realism in experimental design should
be addressed in the same way scientists evaluate other research questions. That
is, the criticism that model systems do not reflect processes in the natural world
is simply a ‘hypothesis to be tested’ (Resetarits and Fauth 1998).

Currently, the most significant challenge in microcosm and mesocosm research
is to identify those key features that must be carefully reproduced in order to
simulate structure and function of natural systems. How much simplification
is possible in model systems before we lose the connection with the natural
system we are attempting to simulate? In a comparison of microcosm, mesocosm,
and whole ecosystem experiments, Schindler (1998) contends that small-scale
studies may provide highly replicable but spurious results about community and
ecosystem processes. Perez (1995) recommends the use of sensitivity analysis, a
simulation technique that allows researchers to evaluate the relative importance
of numerous variables, to identify critical aspects of model systems. Variables
that significantly influence function of the model system must be reproduced
carefully, whereas unimportant variables may receive less attention.

Although model systems are not typically included in ecological risk assess-
ment or used for establishing chemical criteria, the value of microcosms and
mesocosms to assess effects of contaminants on communities has been recog-
nized for many years (see reviews by Gillett 1989; Gearing 1989; Graney, Giesy
and DiToro 1989). The emergence of model systems in ecotoxicological research
represents an important transition from reductionist to holistic approaches (Odum
1984). Although the distinction between microcosms and mesocosms is not
always obvious in the literature, microcosms are generally smaller in size and
commonly located indoors. Microcosms are defined as controlled, laboratory sys-
tems which attempt to simulate a portion of the natural world. Odum (1984)
defined mesocosms as ‘bounded and partially enclosed outdoor experimental
setups’. Because they are only partially enclosed, mesocosms generally have
greater exchange with the natural environment. Despite these differences, one
common feature of both microcosm and mesocosm experiments is that they can
investigate the responses of numerous species simultaneously. Consequently, end-
points examined in microcosm and mesocosm experiments are not restricted to
simple estimates of mortality and growth but generally include an array of struc-
tural and functional measures (community composition, species richness, primary
productivity).

A special series of articles published in Ecology entitled ‘Can we bottle
nature?’ (Daehler and Strong 1996) examined the role of microcosms in basic eco-
logical research. Although the articles did not emphasize effects of contaminants,
a general consensus that emerged was that small-scale experimental approaches
should be used to solve problems in applied ecology. Most of the contributors
agreed that while microcosm experiments can provide very ‘clean’ results with
tight control of biotic and abiotic variables, microcosm research programs should
be well integrated with field studies. Issues such as the simplicity of artificial
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communities and the lack of immigration and emigration can be addressed by
comparing results of microcosm experiments with more traditional monitoring
approaches conducted in the field. We agree with Carpenter (1996) that without
the context of proper field studies, many microcosm experiments are ‘irrelevant
and diversionary’.

As noted above, microcosm experiments have played a major role in the
development and testing of ecological theory (Drake, Huxel and Hewitt 1996).
Many of the ideas proposed by early theoretical ecologists (e.g. the competitive
exclusion principle) were tested in relatively simple experimental systems, and
results provided insights for additional theoretical and empirical research. Unfor-
tunately, microcosm and mesocosm research has not achieved a similar status
in ecotoxicology. Although microcosms and mesocosms have been employed to
assess impacts of contaminants on populations and communities, they have not
played a major role in ecotoxicological research. Reviews of the major journals
in aquatic and terrestrial toxicology reveal a surprisingly infrequent application
of these tools. Notable exceptions include a few published symposia and special
features that focused on microcosm and mesocosm experiments (Environmental
Toxicology and Chemistry, 1992, 11(1); Ecological Applications, 1997, 7(4)).

4.3.2 DESIGN CONSIDERATIONS IN MICROCOSM
AND MESOCOSM STUDIES

A valid criticism of microcosm and mesocosm research is that the emphasis
placed on increasing reproducibility and decreasing variability has come at the
expense of ecological relevance to natural systems. Thus, one of the most impor-
tant considerations when conducting microcosm or mesocosm research is to
understand how biotic and abiotic conditions in model systems compare with
the natural system. Surprisingly, few studies report information collected from
the specific field sites represented by these experimental systems. In a review of
aquatic microcosms, Gearing (1989) noted that only 9% of 339 published arti-
cles collected field data to verify that communities in microcosms were similar
to those in natural systems. The most likely explanation for the failure to report
ecological conditions is that many of these experiments were conducted simply to
test the effects of a particular chemical. Relatively few microcosm or mesocosm
experiments were designed to validate data from a specific field site. Nonethe-
less, information on the similarity or dissimilarity of the experimental systems
and natural systems is necessary when evaluating the efficacy and ecological
realism of microcosms.

4.3.2.1 Source of Organisms

The source of organisms is a major design issue when conducting microcosm and
mesocosm experiments. One common approach is to add synthetic assemblages
of organisms, generally obtained from laboratory cultures, to the experimental
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system at known densities. This technique ensures that replicates have simi-
lar initial community composition before the experimental units are assigned
to treatments. In addition to providing a standardized technique for assessing
effects of contaminants, variance is greatly reduced by controlling initial com-
munity composition. Freda Taub and others (Taub 1989, 1997; Matthews, Landis
and Matthews 1996; Landis, Matthews and Matthews 1997) have successfully
employed this approach to investigate the effects of contaminants on microbial
and planktonic assemblages. Taub’s standardized aquatic microcosm (SAM) is
now an American Society for Testing and Materials (ASTM) protocol (ASTM
1995), representing a major advance in the application of community-level end-
points in a regulatory framework. The same opportunities for comparisons among
chemicals and among species which are cited as a major advantage of single
species toxicity tests are also realized using a SAM. However, because of the
synthetic composition of these communities, this standardized approach has been
criticized because it lacks ecological relevance to natural systems (Perez 1995).
As with most decisions in the development of model systems, trade-offs are often
necessary between standardization and increased ecological realism.

The alternative methods for establishing organisms in microcosms and meso-
cosms are to add natural communities or to allow the system to colonize naturally.
Both methods should result in communities that are initially similar to those in
the natural system, thus improving ecological realism of the experiment. Sam-
ples of a known area or volume collected from the environment can be added
to obtain realistic abundances of organisms. Perez et al . (1991) collected dis-
crete samples of seawater and sediment cores containing indigenous organisms
to investigate fate and effects of Kepone in microcosms. Experiments conducted
with naturally-derived microbial communities have investigated effects of herbi-
cides and other chemicals on structural and functional endpoints (Niederlehner
et al . 1990; Pratt et al . 1997; Pratt and Barreiro 1998). Colonized substrates
obtained from reference systems are placed in replicate microcosms containing
initially uncolonized ‘islands’. Using principles derived from the theory of island
biogeography (MacArthur and Wilson 1963), colonization rate of these islands
over time is compared in control and contaminated microcosms (Cairns, Hart and
Henebry 1980). Clements, Cherry and Cairns (1989) developed a similar collec-
tion technique to expose natural communities of benthic macroinvertebrates to
contaminants in stream microcosms. Substrate-filled trays were colonized in a nat-
ural stream and then transferred to replicate microcosms. The communities added
to the streams were similar among replicates and, more importantly, similar to
those in the natural system.

Natural colonization of microcosms and mesocosms is probably the best way to
ensure that communities resemble natural systems. This approach is most appro-
priate in larger mesocosm experiments that have some exchange with the local
environment. However, because initial densities are not controlled by the investi-
gator, variability among replicates may be problematic. For example, Jenkins and
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Buikema (1998) showed that zooplankton communities established in 12 similar
pond mesocosms were markedly different after 1 year of colonization. In addition
to differences in structural characteristics among the ponds, secondary produc-
tivity and community-level respiration rates also varied. Differences in structural
and functional characteristics prior to the start of a mesocosm experiment will
greatly complicate our ability to measure responses to contaminants. Unlike stan-
dard toxicity tests, initial abundances will not be known precisely and therefore
data cannot be expressed using conventional toxicological endpoints (e.g. percent
mortality). Initial community composition can be compared with controls at the
end of the experiment to obtain some estimate of variability. However, more
commonly results are simply compared across treatments.

4.3.2.2 Spatiotemporal Scale

The limited spatiotemporal scale of microcosms and mesocosms is considered
one of their most serious weaknesses. Few studies have tested the hypothesis
that experiments conducted at one scale are appropriate for predicting responses
at a different scale. This question is central to the debate over the usefulness of
model systems and clearly an important research need in ecotoxicology. Although
increasing the size of a mesocosm may eliminate some potential artifacts, this
does not make the study an ecosystem experiment (Schindler 1998). The rela-
tively small spatial scale of microcosms greatly restricts the numbers and types
of organisms that can be included. If larger or longer-lived organisms such as
top predators are an essential component of the natural system (e.g. in systems
regulated by top-down predators) or have a disproportionate influence on its
structure (e.g. a keystone species), results of microcosm experiments that exclude
these species may not be valid. However, because relatively few natural com-
munities are controlled by top predators or keystone species, failure to include
large, wide-ranging taxa in model systems may not be a serious issue. The fact
remains that we do not know if the exclusion of certain species from microcosm
experiments will influence results because of our poor understanding of these
scaling issues.

A more serious issue related to the small spatial scale of microcosms and some
mesocosms are container artifacts. Accumulation of biotic and abiotic materials
on the container walls can complicate assessments of exposure, especially if con-
taminants are removed from the system either by bioaccumulation or adsorption.
Periodic scraping of fouling material from the container walls is one solution to
this problem. However, in a closed system this can result in pulses of organic
enrichment unless the material is removed from the container. Because of surface
area to volume relationships, container effects generally diminish with increased
size of the microcosm.

Perez et al . (1991) provided one of the few detailed analyses of the effects
of spatial scale on community responses to contaminants. Intact water column
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and benthic communities were exposed to Kepone in 9-, 35- and 140-l contain-
ers. Results showed that fate and effects of Kepone on aquatic communities were
size dependent. Phytoplankton density was actually greater in treated microcosms
compared with controls due to reductions in abundance of grazing zooplank-
ton; however, this effect was limited to small microcosms (Fig. 4.3). Similarly,
the concentration of Kepone in surface sediments and the potential exposure
to benthic organisms increased with microcosm size due to greater mixing and
bioturbation in larger microcosms. Based on these results, Perez et al . (1991)
concluded that small microcosms would underestimate the effects of Kepone
on aquatic communities. The dependency of community responses on container
size has obvious implications for ecological assessments using microcosms and
mesocosms.

Finally, the relatively short temporal duration of most microcosm and meso-
cosm experiments limits the realism of these systems. The logistical difficulties of
maintaining laboratory or large mesocosm experiments often prohibit long-term
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Fig. 4.3. Response of phytoplankton and zooplankton communities to Kepone
(solid histograms) in small, medium, and large microcosms. Effects of Kepone on
zooplankton abundance were greater in small microcosms. Reduced abundance
of zooplankton and lower grazing pressure resulted in an increase in abundance
of phytoplankton in small microcosms. (Modified from Perez et al. 1991)
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studies. More importantly, because environmental conditions in model systems
deviate from natural systems over time, most experiments are conducted over
relatively short time periods (generally <6 months). In model systems where
recruitment or immigration are absent, population abundances of most species
will decrease and community composition may significantly deviate from the
initial conditions. While comparison across treatments partially alleviates this
problem, separating these temporal changes in communities from those due to
contaminants will complicate assessment of effects.

4.3.2.3 The Influence of Seasonal Variation on Community

Responses

The time of year when microcosm or mesocosm experiments are conducted can
influence the relative toxicity of contaminants and responses of communities.
Because physical and chemical conditions that modify toxicity and bioavailabi-
lity (temperature, pH, dissolved organic carbon) may vary seasonally (Perez et al .
1991), it is important to document this information when conducting mesocosm
studies. Experimental results of mesocosm studies will also be influenced by sea-
sonal variation in community composition. Winner, Owen and Moore (1990) used
a mesocosm study to demonstrate that seasonal variation in sensitivity of plank-
tonic communities to copper resulted from seasonal changes in dissolved organic
carbon (DOC) and community composition. Although this temporal variation
may complicate interpretation of experimental results, it also provides opportuni-
ties to test specific hypotheses concerning the role of seasonality. By conducting
experiments at different times of year with presumably different communities
and different physicochemical conditions, we can obtain a better understanding
of how these factors influence responses in the field.

4.3.3 STATISTICAL ANALYSES OF MICROCOSM
AND MESOCOSM EXPERIMENTS

The major advantage of model systems over field experiments and ecosystem
manipulations is the ability randomly to assign and replicate treatments, thus
allowing researchers to analyze results using inferential statistics. Depending on
the specific objectives of the study, a wide range of experimental designs have
been employed in microcosm and mesocosm studies. An excellent overview of
design considerations describing how to evaluate different experimental designs
for community-level tests is provided by Smith (1995). Assuming that a finite
number of experimental units is available, one of the first decisions is how to allo-
cate experimental units among treatments and replicates. The necessary number
of replicates will depend on the sampling variability, desired precision (e.g. how
much change is considered ecologically relevant), and the selected α-value. Sev-
eral algorithms are available to estimate power of an experiment and the necessary
number of replicate samples based on these considerations (Green 1979). Because



EXPERIMENTAL APPROACHES IN ECOLOGY AND ECOTOXICOLOGY 115

sampling variability and the number of replicates will differ among endpoints,
estimates of sample size should be based on the most variable endpoint.

There has been considerable discussion in the literature concerning the relative
merits of ANOVA and regression approaches for analyzing results of microcosm
and mesocosm experiments (Liber et al . 1992). There is little difference in the
statistical analyses used in ANOVA and regression designs. However, because the
allocation of treatments and replicates among experimental units must occur prior
to the start of the experiment, researchers must decide in advance which design to
employ. Again, this decision will depend on the specific goals of the investigation.
If the primary objective is to estimate a ‘safe’ concentration of a particular chem-
ical (e.g. the no observed effect concentration, NOEC), an ANOVA approach
is most appropriate. The number of treatment levels will be determined after
estimating the number of replicates required. For example, if only 12 experi-
mental units are available and preliminary power calculations indicate that three
replicates are necessary to detect significant differences, four levels of treat-
ment are possible. Unbalanced designs (unequal number of replicates in each
treatment) are possible using ANOVA, but these are uncommon in community-
level experiments (Smith 1995). More complex factorial designs are also useful
in community experiments where researchers assess the relative importance of
multiple stressors. For example, if we are interested in understanding the interac-
tion of temperature and acidification, the same 12 mesocosms could be used in a
2 × 2 factorial design (three replicates each) with two levels of temperature (low,
high) and two levels of acidification (control, acid dosed). In addition to estimat-
ing the relative importance of temperature and acidification (the main effects),
this design allows us to test for potential synergistic or antagonistic interactions
between these stressors.

If the goal of the experiment is to establish a relationship between the concen-
tration of the chemical and community-level response, then regression analysis is
more appropriate than ANOVA. In a regression approach, we are less interested in
a specific chemical concentration than in the slope of the concentration–response
relationship. In the above example, each of the 12 experimental units could
receive a different treatment (without replication) to establish this relationship.
This approach would allow us to estimate the specific concentration that elicits a
particular community response. For example, we may be interested in knowing
the concentration that results in a 20% reduction in species richness. In addi-
tion, by comparing the slopes of the regression lines for several community-level
endpoints, we could estimate their relative sensitivity to the particular chemical.

4.3.4 GENERAL APPLICATIONS OF MICROCOSMS
AND MESOCOSMS

Microcosms, in theory, should be one of the most valuable tools available to ecotox-
icology. (Gearing 1989)
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The original focus of most microcosm and mesocosm research was to predict
transport and fate of contaminants under controlled conditions. Various pro-
cesses involved in the movement of contaminants through biotic and abiotic
compartments, including volatilization, microbial degradation, biotransformation,
and food chain transfer, are readily quantified using microcosms and mesocosms.
More recent applications of microcosms and mesocosms in community eco-
toxicology emphasize assessment of ecological effects. Experimental systems
have been used to support regulatory decisions regarding safe concentrations of
pesticides (Giddings et al . 1996), establish concentration–response relationships
in community-level experiments (Kiffney and Clements 1996), validate single
species toxicity tests (Pontasch, Niederlehner and Cairns 1989), compare sensi-
tivity of different endpoints (Carlisle and Clements 1999), validate field responses
(Niederlehner et al . 1990), and evaluate interactions among multiple factors
(Barreiro and Pratt 1994; Pratt and Barreiro 1998). Because community-level
responses to contaminants may vary among locations, mesocosms also provide
an efficient way to compare effects among different communities.

4.3.4.1 The Use of Mesocosms for Pesticide Registration

Mesocosm testing has been employed to measure effects of chemicals and esti-
mate safe concentrations. Using an experimental design in which target con-
centrations bracket lowest observed effect concentrations (LOEC), researchers
can determine if levels considered safe based on single species toxicity tests are
actually protective at the community and ecosystem level. Although this type of
experimental design has been criticized, most studies conducted in pond meso-
cosms were designed to estimate ecological effects at a specific test concentration.
The most controversial application of mesocosms in ecotoxicology was their use
in a regulatory framework. The US EPA’s tiered approach for hazard assessment,
the predecessor of contemporary ecological risk assessment, used a sequential
series of tests to evaluate the risk of pesticides. Tier 4 tests, the most complex
and ecologically relevant, involved field experiments that measured population,
community, and ecosystem-level effects. A large number of studies published
in the 1980s were designed to meet guidelines developed by the US EPA for
pesticide registration (Touart 1988; Touart and Maciorowski 1997). An excellent
series of papers on the use of mesocosms for pesticide registration was published
as a special issue of Environmental Toxicology and Chemistry (vol. 11, no. 1)
in 1992. Although most of the studies examined fate and effects of pyrethroid
insecticides (Heinis and Knuth 1992; Fairchild et al . 1992; Lozano et al . 1992;
Webber et al . 1992), appropriate experimental designs were also discussed (Liber
et al . 1992). A unifying theme for these studies, and indeed a primary motivation
for conducting mesocosm research, is the opportunity to investigate direct and
indirect effects simultaneously.
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EPA’s requirements for pesticide registration using mesocosm testing were
rescinded in 1992. Not surprisingly, this decision created an outcry among eco-
toxicologists who noted the paucity of ecological information in most risk assess-
ments (Pratt et al . 1997). Institutions that had invested heavily in construction
of mesocosm facilities in the USA were scrambling to identify other uses for
these tests systems. This decision, which was defended on the grounds that the
likelihood of false negative results based on single species tests did not justify
the greater expense of multispecies experiments, was considered a major step
backward by ecotoxicologists (Taub 1997).

The primary reasons for dropping mesocosm testing requirements were the
problems obtaining reproducible results, variable data, and difficulties interpret-
ing results. In addition, there was the belief that mesocosm experiments were
not providing additional information beyond what was available based on single
species laboratory tests. It is not surprising that data collected from mesocosm
experiments were variable and complex. Indeed variability is a defining char-
acteristic of most ecological systems and an understanding of this variability
can greatly improve our ability to predict responses in nature. Simberloff (1980)
characterizes ecologists’ frustration with natural variability and their attempts
to understand ecological responses based on purely deterministic processes as
‘physics envy’. He further states that ‘what the physicist considers noise is music
to the ears of the ecologist’.

We feel that EPA’s decision to abandon mesocosm testing represents a missed
opportunity to increase our understanding of how natural systems respond to
chemical stressors. Armed with an appreciation of natural variability of ecological
systems and a greater commitment to more sophisticated data analysis procedures
(e.g. multivariate techniques and non-linear regression), a national mesocosm
testing program could make a major contribution to the field of ecotoxicology. As
long as regulatory agencies continue to rely on simplistic laboratory procedures
for estimating field effects, ecological risk assessment will remain a reactive rather
than a predictive science (Fairchild et al . 1992; Chapman 1995; Perez 1995).

4.3.4.2 Development of Concentration–Response Relationships

Another important application of microcosm and mesocosm research is to estab-
lish concentration–response relationships between contaminants and community-
level endpoints (Fig. 4.4). If treatments are selected to represent a range of
potential responses, researchers can estimate the level of impact expected to occur
at a particular chemical concentration (e.g. the concentration that results in 20%
reduction in species richness). Therefore, instead of extrapolating results of single
species toxicity tests to community-level responses, the direct effect of a chemi-
cal on these responses could be quantified in a mesocosm experiment. Figure 4.4
shows that the estimated community-level lowest observed effects concentration
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Fig. 4.4. Hypothetical community-level responses to contaminants in micro-
cosm or mesocosm experiments. The figure shows experimentally-derived
lowest observed effect concentrations (LOEC) for total abundance and species
richness. LOEC values were based on an estimated 20% reduction in treated
systems compared with controls. In this example, species richness was less
sensitive to the contaminant than total abundance

(LOEC) is less for total abundance than for species richness. If these experimen-
tal results are correct, we would expect this particular chemical to have greater
effects on abundance than species richness in the field. Because most microcosm
and mesocosm experiments involve exposure of numerous species simultane-
ously, regression approaches can be used to estimate species-specific sensitivity
to a particular contaminant. As described in Chapter 3 (Box 3.1), the slopes
of concentration–response relationships for individual taxa provide an objective
estimate of tolerance and can be used to develop biotic indices. These population
and community responses observed in mesocosms could then be verified using
routine field biomonitoring.

4.3.4.3 Investigation of Stressor Interactions

Perhaps the most important contribution of microcosm and mesocosm research,
which cannot be easily investigated in ecosystem manipulations or natural exper-
iments, is the opportunity to measure interactions among stressors. Using a
relatively simple factorial design, researchers can investigate effects of two dif-
ferent stressors simultaneously and estimate the potential interaction between
stressors (Genter et al . 1988; Genter 1995; Courtney and Clements 2000). Gen-
ter (1995) used stream microcosms to quantify interactive effects of acidification
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and aluminum on periphyton communities and to measure the indirect effects of
heavy metals on grazing by snails (Genter et al . 1988). Conducting studies where
direct and interactive effects of multiple stressors are investigated simultaneously
requires a degree of control that is generally not possible in field studies. The
opportunity to examine interactions among multiple stressors in microcosm exper-
iments and to develop mechanistic explanations for these interactions will greatly
improve our ability to predict responses in natural systems.

4.3.4.4 Influence of Environmental and Ecological Factors

on Community Responses

One of the most consistent limitations of ecological data collected from field
studies is the high amount of unexplained variability in natural communities.
The same concentration of a particular chemical may have large effects on one
community but negligible effects on another. Microcosm and mesocosm experi-
ments can be designed to compare differences in responses among communities
and to quantify the influence of environmental conditions on these responses.
In addition, controlled experiments may elucidate mechanisms which show how
environmental factors influence community responses. Simple factorial designs
could be employed to compare the impacts of a stressor on communities col-
lected during different seasons or obtained from different locations. Barreiro and
Pratt (1994) used microcosms to demonstrate that effects of herbicides on peri-
phyton communities were influenced by levels of nutrients and trophic status.
Results showed that communities established under low nutrient conditions were
more susceptible to chemical stress and required longer time to recover. Similar
results were reported by Steinman et al . (1992) in which resilience of periphy-
ton communities to chlorine stress increased with the rate of nutrient cycling.
Experiments conducted with protozoan communities examined the influence of
community maturity on contaminant responses (Cairns, Hart and Henebry 1980).
These studies showed that effects of copper on colonization rate was greater in
immature communities compared with mature communities.

Microcosm and mesocosm experiments are the most effective way to eval-
uate the influence of community composition on stressor responses. Sallenave,
Day and Kreutzweiser (1994) reported that downstream transport of PCBs was
greater in experimental streams with grazers or shredders than in streams without
these two functional groups. Kiffney and Clements (1996) compared responses
of benthic macroinvertebrate communities collected from low and high elevation
streams to heavy metals in stream microcosms. Because low and high elevation
communities were exposed to the same concentration of metals, the experiment
provided an opportunity to estimate differences in sensitivity between locations.
Results showed that headwater communities were more sensitive to heavy metals
than communities from a low elevation stream (Fig. 4.5). These differences in
sensitivity between locations suggest that criterion values protective of low ele-
vation communities may not be protective of those from high elevations (Kiffney
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Fig. 4.5. Comparison of the effects of contaminants on communities from dif-
ferent locations. The figure shows the responses of benthic macroinvertebrate
communities to heavy metals in stream microcosms. Communities collected
from low and high elevation sites were exposed to the same concentration of
heavy metals. The responses were based on the percent reduction of benthic
metrics in treated microcosms compared with control microcosms. For all met-
rics the effects of metals were greater on the community from the high elevation
site. (Modified from Figures 2 and 3 in Kiffney and Clements 1996)

and Clements 1996). Interestingly, this pattern was reversed for diatom assem-
blages. Medley and Clements (1998) observed reduced effects of heavy metals
on diatoms from headwater communities compared with those from lower eleva-
tions. Because headwater streams were naturally dominated by early successional
species (Achnanthes minutissima), which are also tolerant of metals, communities
showed little response to metals in experimental streams.

4.3.4.5 Species Interactions

Microcosms and mesocosms can also be employed to measure the effects of con-
taminants on species interactions such as competition or predation. Manipulation
of predator density and contaminant concentration in a 2 × 2 factorial design
allows researchers to determine if the susceptibility of prey species to predation
is influenced by exposure to a chemical stressor (Clements 1999). An interaction
between stressor level and susceptibility to predation is the cause for many con-
cerns about potential indirect effects of contaminants. Studies describing effects
of contaminants on species interactions were reviewed in Chapter 2.

4.3.4.6 Applications in Terrestrial Systems

Microcosm and mesocosm research conducted at the community level has over-
whelmingly focused on aquatic systems. Gillett’s (1989) review of terrestrial
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microcosm and mesocosm experiments emphasized chemical fate and ecologi-
cal effects of contaminants on populations. Relatively few studies cited in this
review examined community-level responses. Nonetheless, there are important
opportunities for microcosm and mesocosm experiments in terrestrial commu-
nity ecotoxicology. In particular, soil microcosms offer a unique system to study
structural and functional features of natural communities. Because of the small
size and short generation times of many soil organisms, entire communities can
be studied under realistic conditions in the laboratory. Verhoef (1996) com-
pared ecosystem processes, such as CO2 production and nutrient availability,
in microcosms, mesocosms, and field studies. Although there were differences
in functional attributes among systems, the magnitude and relative ranking of
response variables were similar. These results suggest that spatial scale may be
a less serious concern in soil microcosms.

The Ecotron facility in Ascot, UK is a large-scale, terrestrial mesocosm sys-
tem where researchers have investigated a variety of community processes across
several trophic levels (Lawton 1996). The facility consists of 16 environmental
chambers with precise control over light, temperature, humidity, and rainfall.
Research conducted in this facility has investigated: species interactions; the rela-
tionship between species diversity and ecosystem processes; and impact of CO2

on population, community, and ecosystem dynamics. Although Ecotron has not
been employed in ecotoxicological research, this type of facility would be ideal
for investigating direct and indirect effects of chemical stressors on terrestrial
communities.

Larger mesocosms have been employed to measure the effects of pesticides
on terrestrial communities. Suttman and Barrett (1979) used a series of field
enclosures to test Odum’s (1969) hypothesis that effects of stress are greater
on immature communities compared with mature communities. Field enclosures
established in immature (monocultures of oats) and mature (late successional
fields) systems were treated with the pesticide carbaryl and responses of plant
and arthropod communities were compared with those in control plots. Although
results supported the hypothesis that insecticide effects were greater in the imma-
ture system, the period of recovery was greater in the mature community. More
recently, Sheffield and Lochmiller (2001) used 0.1-ha (32 × 32 m) enclosures to
examine the effects of the organophosphate insecticide diazinon on community
structure and species interactions. Applications of 1.0 × and 8.0 × the recom-
mended field application rate of diazinon resulted in significant reproductive
effects on small mammals, with considerable variation observed among species
(Fig. 4.6). Consumption of dead and dying insects was considered the most
important route of exposure. Because of the significant reduction in arthropod
density, it is possible that some of the observed reproductive effects resulted from
lower prey abundance in treated plots. We agree with the authors that field studies
using mesocosms that simultaneously investigate population and community-level
responses are critical for evaluating indirect effects of pesticides.
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Fig. 4.6. Effects of the insecticide diazinon at 1× and 8× the recommended
application rate on a small mammal community in outdoor enclosures. Results
showed significant effects on reproduction at low levels of exposure and con-
siderable variability among species. Because of the large reduction in insect
abundance in the mesocosms, some of the effects on reproduction may have
resulted from reduced prey availability. (Data from Table 4 in Sheffield and
Lochmiller 2001)

4.3.5 SUMMARY

Because microcosm and mesocosm experiments attempt to bridge the gap
between single species toxicity tests and full-scale ecosystem studies, they receive
criticism for being too simplistic and too complex. Ecologists consider model
systems to be unrealistic simplifications of nature, whereas toxicologists are
reluctant to consider community-level testing because results are complex and
difficult to interpret. Despite their shortcomings, the use of microcosms and
mesocosms could contribute significantly to our understanding of the effects of
contaminants on communities. The degree of control over independent variables
allows researchers to isolate specific components and investigate the mechanisms
responsible for changes in community composition. Microcosm and mesocosm
approaches represent a link between standardized, single species toxicity tests and
more expensive, logistically difficult field experiments. However, questions of
spatiotemporal scale remain largely unanswered and must be addressed if model
systems are to play an important role in ecotoxicological research. As noted
above, the significance of spatiotemporal scale in microcosm and mesocosm
research is a hypothesis that remains to be tested. Just as researchers design
studies to test the effects of a particular chemical, experiments should also be
conducted to test responses at different spatiotemporal scales. When mesocosm
experiments and field collections are conducted simultaneously, model systems
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can be used to support results of non-experimental, descriptive studies and make
a stronger argument for causal relationships.

4.4 WHOLE ECOSYSTEM MANIPULATIONS

. . .accurate ecosystem management decisions cannot be made with confidence unless
ecosystem scales are studied. (Schindler 1998)

Although microcosm and mesocosm studies have contributed to our understand-
ing of community responses to contaminants and other forms of anthropogenic
disturbance, critics argue that results of small-scale experiments reveal little about
the natural world (Carpenter 1996). For example, because of the difficulty includ-
ing top predators, results of mesocosm experiments should be viewed cautiously
when predicting effects in systems where top-down effects are important. In addi-
tion, spatial and temporal scaling issues are a concern in most microcosm and
mesocosm research. Container effects in small model systems may change envi-
ronmental conditions, alter exposure regimes, and limit the duration of microcosm
and mesocosm experiments.

One solution to the limited spatiotemporal scale and lack of ecological realism
of model ecosystems is the direct application of contaminants in the field. Barrett
(1968) treated a 0.4-ha (approximately 1.0 acre) fenced enclosure with the insecti-
cide carbaryl and compared responses with those observed in a single control plot.
Total biomass of arthropods was reduced by 95% in the treated plot, and patterns
of recovery varied among taxa. The most significant response in the small mam-
mal community was a dramatic shift in relative abundance of two species resulting
from differential effects of carbaryl on reproduction. Barrett (1968) concluded
that while direct toxicity of carbaryl was greatly reduced within a few days,
long-term effects on structure and function persisted. Effects of disturbance on a
forest ecosystem at a large spatial scale were investigated by Woodwell (1970).
This classic experiment examined chronic effects of gamma radiation on structure
and function of oak-pine forests at the Brookhaven National Laboratory, New
York. Results showed a distinct alteration in community structure that diminished
with distance from the radiation source. One of the first large-scale manipulations
conducted in a riparian ecosystem examined the effects of clear-cutting and herbi-
cide applications on nutrient budgets in the Hubbard Brook Experimental Forest,
New Hampshire (Likens et al . 1970). Results showed that disturbed watersheds
exported large amounts of particulate matter and inorganic material.

These early experiments revealed the usefulness of whole ecosystem manip-
ulations for assessing effects of contaminants on terrestrial communities. More
importantly, they demonstrated that community responses to anthropogenic stres-
sors were predictable and similar to natural disturbances. For example, patterns
observed in response to chronic radiation were remarkably consistent with those
observed following exposure of plant communities to salt spray, fire, and other
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natural disturbances (Woodwell 1970). The similarity of responses to natural
and anthropogenic stressors illustrated in these early studies has been a consis-
tent theme in subsequent whole ecosystem manipulations (Rapport, Regier and
Hutchinson 1985) and will be described in Chapter 6.

4.4.1 EXAMPLES OF ECOSYSTEM MANIPULATIONS:
AQUATIC COMMUNITIES

With their emphasis on ecological theory and principles of recovery, these early
experiments set the stage for more focused studies of ecosystem-level responses
to contaminants. Although numerous ecosystem-level manipulations have been
conducted since the early 1970s (see review by Perry and Troelstrup 1988), two
research programs deserve special attention because of their significant contri-
butions to our understanding of how natural communities respond to chemical
stressors. First, David Schindler’s experiments conducted in the Experimental
Lakes Area (Ontario, Canada) measured structural and functional responses of
lakes to a variety of anthropogenic stressors, including nutrients, acidification, and
heavy metals (Schindler 1988). Subsequent whole lake manipulations conducted
by researchers in other parts of North America verified the importance of this
experimental approach. Next, Bruce Wallace’s team at the University of Georgia
has conducted a long-term study of watershed responses at Coweeta Hydrologic
Laboratory (North Carolina, USA). Although these experiments were primarily
limited to insecticides, results highlighted the importance of measuring direct and
indirect effects of contaminants on ecological processes.

4.4.1.1 Experimental Lakes Area (ELA)

The Experimental Lakes Area (ELA) consists of 46 natural, relatively undisturbed
lakes located in northwestern Ontario. The lakes have been designated specifi-
cally for ecosystem-level research and have been used to investigate the effects
of anthropogenic stressors on biotic and abiotic characteristics. The initial moti-
vation for these manipulations was to increase fish productivity (Schindler 1988),
but early experiments at the ELA also clarified important misconceptions about
the causes of eutrophication in lentic ecosystems. Previously, many researchers
believed that carbon was the primary limiting factor in lakes, and that reducing
input of other nutrients (N and P) would have little beneficial effect. The striking
results of phosphorus addition experiments in Lake 227, visually displayed on
the cover of Science in 1974 (Schindler 1974), demonstrated unequivocally that
phosphorus was a major cause of eutrophication.

One of the more insightful observations from the ELA studies was that although
these experiments were initiated with a set of explicit and testable hypotheses,
researchers were consistently met with surprises (Schindler 1988). This statement
is both a testimony to the importance of ecosystem manipulations and an admis-
sion of our relatively poor understanding of ecosystem processes. Many of these
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surprises were a result of indirect effects of contaminants on species interactions.
Schindler states that ‘in every aquatic experiment which we have done, the whole
ecosystem response has involved complicated interactions between a number of
species in the biotic community’. The most striking example of this statement,
with obvious relevance to community ecotoxicology, is from whole lake acidifi-
cation experiments. Effects of acidification on lentic communities resulted from a
complex interaction of direct toxicity, reproductive failure, increased parasitism,
and starvation due to loss of prey species (Schindler 1987).

Another significant finding from the long history of ecosystem manipulations
at ELA was the relative insensitivity of functional measures (e.g. decomposi-
tion, nutrient cycling, primary productivity) compared with structural measures
(e.g. species richness, community composition). Despite an initial emphasis on
ecosystem processes, most studies found that functional measures were slower to
respond and generally responded only to high levels of stress compared to struc-
tural measures (Schindler 1987). The general insensitivity of functional measures
has been a consistent observation in ecosystem experiments (Howarth 1991), and
has important implications for the selection of endpoints in contaminant research.
Because of the insensitivity of functional measures, Schindler (1988) suggests that
future studies should emphasize taxonomy and community ecology, possibly at
the expense of more ‘fashionable’ measures such as ecosystem metabolism and
nutrient cycling.

4.4.1.2 Coweeta Hydrologic Laboratory

Experiments conducted by Bruce Wallace and colleagues at Coweeta Hydrologic
Laboratory investigated effects of the pesticide methoxychlor on benthic commu-
nities in small headwater streams. Interestingly, the initial motivation for these
experiments was not to assess effects of pesticides but rather to determine the
functional role of benthic macroinvertebrates. The application of methoxychlor
was simply the most direct method for eliminating large numbers of macroin-
vertebrates from the stream. Catastrophic macroinvertebrate drift, approximately
1000 × greater than pre-treatment levels, occurred immediately following appli-
cation of methoxychlor (Wallace, Webster and Cuffney 1982; Cuffney, Wallace
and Webster 1984). The resulting alterations in benthic community composi-
tion included a dramatic reduction in abundance of aquatic insects, especially
shredders, and subsequent replacement by non-insects (oligochaetes).

Although documenting changes in community composition and differences in
sensitivity among macroinvertebrate groups was important, the most significant
contribution of Wallace’s experiments was the establishment of a relationship
between structural and functional characteristics of headwater streams. In con-
trast to results reported from ELA experiments, Wallace and colleagues found
that functional measures were relatively sensitive to chemical stress. Applica-
tion of methoxychlor resulted in significant alteration in detritus dynamics in the
treated stream (Fig. 4.7). The rate of leaf decomposition and the dry mass of
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Fig. 4.7. Export of particulate organic material (POM) in reference and treated
streams in Coweeta Hydrologic Laboratory (North Carolina, USA). The treated
stream was dosed with the insecticide methoxychlor in February 1980. The
reduction in export of POM in the treated stream was hypothesized to result
from the elimination of shredders, organisms that feed on coarse leaf detritus
and convert this material to smaller particles. (Modified from Figure 1 in Wallace,
Webster and Cuffney 1982)

suspended particulate organic matter (POM) was significantly lower in treated
streams compared with controls. These alterations were directly attributable to
loss of shredders, as there was relatively little influence of pesticide treatment on
microbial communities (Wallace, Webster and Cuffney 1982). More importantly,
these results suggest that indirect effects of pesticides on organic matter process-
ing and export of particulate material may exceed direct toxic effects (Wallace
et al . 1989).

Because these manipulations were conducted over a relatively long time period,
the findings also have important implications for the study of recovery from chem-
ical stressors. Analysis of data collected several years after pesticide application
showed that abundance data were not sufficient to evaluate recovery (Whiles and
Wallace 1992). Total abundance of benthic macroinvertebrates was generally sim-
ilar between treated and control streams within the first year following pesticide
application. However, differences in ecosystem processes and taxonomic compo-
sition persisted for several years after treatment. Factors that influenced the rate
of recovery in systems subjected to anthropogenic disturbance are considered in
Chapter 6.

4.4.1.3 Summary

The ELA and Coweeta Hydrologic Laboratory are unique sites that were specif-
ically established for manipulative, ecosystem-level research. Because of the
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expense and logistical difficulties associated with conducting these manipula-
tions, it is unlikely that other large areas will be set aside exclusively for the
purpose of assessing ecosystem responses to anthropogenic stressors. Thus, an
important question is the relevance of these studies to understanding responses
of other ecosystems and to other stressors. The answer to this question is quite
encouraging. Indeed, the general patterns reported in Schindler’s whole lake
manipulations at ELA and Wallace’s pesticide experiments at Coweeta are consis-
tent with responses observed in numerous ecosystem studies, both descriptive and
experimental. The similarity of responses among stressors and ecosystem types
provides support for the ‘ecosystem distress syndrome’ proposed by Rapport,
Regier and Hutchinson (1985) and described in Chapter 6.

4.4.2 EXAMPLES OF ECOSYSTEM MANIPULATIONS: AVIAN
AND MAMMALIAN COMMUNITIES
Large-scale, experimental assessments of chemical effects on birds and mam-
mals at the community level are uncommon in ecotoxicology. Like most applied
research in wildlife biology, the primary emphasis in terrestrial ecotoxicology is
at the level of populations. However, numerous studies have investigated impacts
of other anthropogenic disturbances, particularly those related to forestry prac-
tices and other land use changes, on bird and mammal communities. Assuming
that community-level responses to these disturbance are analogous to chemi-
cal stressors, results of large-scale experiments investigating effects of land use
changes and other manipulations may provide some insight into how bird and
mammal communities would be affected by chemicals. Chambers, McComb and
Tappeiner (1999) measured community-level effects of silvicultural treatments
on bird communities in the Pacific Northwest. This study is especially note-
worthy because of the large spatial scale (treatment stands ranged from 5.5 to
17.8 ha) and because of the level of replication (n = 7–11). Results showed
that total bird abundance declined along a disturbance gradient; however, species
richness appeared to increase in treatments with intermediate levels of distur-
bance (Fig. 4.8). As expected, these differences resulted from species-specific
responses to silvicultural treatments. Abundance of habitat generalists increased,
whereas species with restricted geographical ranges decreased in response to
disturbance.

A large-scale natural experiment compared responses of bird communities in
boreal forests to harvesting and fire treatments over a 28-year period (Hobson
and Schieck 1999). In addition to the large spatiotemporal scale, this study is
especially relevant to our discussion of experimental approaches because of the
unique 2 × 3 factorial design (two disturbance types, three time periods follow-
ing disturbance) used to detect treatment effects and recovery times. Researchers
observed an increase in bird abundance 14 and 28 years after disturbance; how-
ever, patterns of recovery differed between disturbance types, primarily because
of differences in community composition immediately after treatment. Although
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Fig. 4.8. Community-level effects of disturbance on bird communities in the
Pacific Northwest. The figure compares species richness and abundance across
four levels of silviculture treatments. Total bird abundance declined along
a disturbance gradient; however, species richness increased in treatments
with intermediate levels of disturbance (2-storey cut). (Data from Table 3 in
Chambers, McComb and Tappeiner 1999)

bird communities slightly converged after 14 years, differences in community
composition persisted 28 years following disturbance. These results suggest that
responses of bird communities to disturbance may persist for relatively long
periods and that patterns of recovery may be disturbance specific. In addition
to studies of effects of land use changes, a few large-scale field experiments
have measured the effects of contaminants on bird and mammal communi-
ties. Schauber, Edge and Wolff (1997) tested the hypothesis that differences
in diet and vegetation influenced susceptibility of small mammals (deer mice,
voles) to organophosphorus pesticides. Using a 3 × 2 factorial design (pesti-
cide level × vegetation structure), organisms were exposed to pesticides in 24
relatively large (0.2 ha) enclosures. Results showed that variation in vegetation
structure and timing of rainfall can affect susceptibility of small mammals to
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pesticides. In contrast to expectations, differences in diet between the insec-
tivorous deer mice and herbivorous voles had little influence on toxicity of
insecticides (Schauber, Edge and Wolff 1997). A similar large-scale experi-
ment investigated the direct and indirect effects of organophosphate pesticides
on growth and survival of passerines (Brewer’s Sparrow, Sage Thrasher) (Howe
et al . 1996). Application of malathion to a 520-ha treatment area significantly
reduced abundance of insects, the primary prey of birds. Although this study
focused on individual and population-level responses, the results are relevant to
community ecotoxicology because of the emphasis on indirect effects. Despite
a significant reduction in prey abundance, there were only moderate effects on
nestling growth and survival. The authors speculated that the large reduction in
prey abundance was not biologically significant because food in the shrub-steppe
community is superabundant during the breeding season.

The resilience of grassland songbirds to dramatic reductions in prey abundance
was also observed in a large-scale experimental study conducted in Alberta,
Canada (Martin et al . 2000). Study plots (56 ha) were randomly assigned to
three treatments (control, carbamate exposure, and pyrethroid exposure). Despite
a 90% reduction in grasshopper abundance in treated plots, there were no sig-
nificant effects on nest success, number fledged, or body weight of chestnut-
collared longspur nestlings (Calcarius ornatus), the dominant species in the
area. Although birds in the pyrethroid-exposed plots foraged at greater dis-
tances from the nest, there was no difference in biomass of prey delivered to
nestlings among treatments. These results are in contrast to those reported by
Martin et al . (1998) in which depredation rates were higher and hatching success
lower on pyrethroid-treated plots. Finally, Patnode and White (1991) measured
effects of pesticides on productivity of several songbird species (mockingbirds,
brown thrashers, and northern cardinals) in a Georgia pecan grove. Although the
focus of the research was on population-level effects (e.g. survival and nestling
growth), there were species-specific differences that could result in alterations in
community structure.

4.4.3 LIMITATIONS OF WHOLE ECOSYSTEM EXPERIMENTS

In their review of whole ecosystem manipulations, Perry and Troelstrup (1988)
discuss several limitations of these experiments. In particular, the difficulty repli-
cating treatments, high costs, and limited types of contaminants that may be
investigated are important considerations. On the surface, the lack of replication
may appear to be a major shortcoming of whole ecosystem experiments. Indeed,
control, randomization, and replication are generally considered the major compo-
nents of a legitimate experiment. Carpenter (1989) estimated that approximately
10 replicate lakes would be necessary to detect effects of contaminants on primary
production because of high natural variability in these systems. It is unlikely that
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any research program can afford the luxury of this level of replication. Even in
situations such as the ELA where a large number of lakes are available for manip-
ulation, it is difficult to locate true replicates (Schindler 1998). Consequently,
some researchers argue that sustained, long-term manipulations using unrepli-
cated paired ecosystems is the best approach for assessing ecosystem responses
(Carpenter 1989; Schindler 1998). Carpenter et al . (1998) make a strong case
for evaluating ‘alternative explanations’ in ecosystem experiments instead of the
traditional emphasis on testing null hypotheses. Researchers should identify an
explanation that is most plausible based on data from the manipulation and other
relevant information. Carpenter et al . (1998) also argue that imposing different
treatments on different ecosystems may be more informative than ‘wasting’ pre-
cious resources on replicates for testing null hypotheses. This idea is the basis
for a revolutionary approach advocated by some researchers who feel that ecol-
ogists have become too preoccupied with statistical significance at the expense
of gaining mechanistic understanding of ecological processes (Box 4.1).

Box 4.1 An alternative approach to traditional hypothesis testing

The statistical null hypothesis testing paradigm has become so catholic and ritualized
as to seemingly impede clear thinking and alternative analysis approaches (Anderson
et al . 2001)

Statistical approaches in which null hypotheses are compared with alternatives
are widely used in ecological and ecotoxicological research. Finding a statisti-
cally significant difference between treatment groups often improves the like-
lihood of publishing results, thus tempting researchers to employ iterative data
mining and ‘fishing trips’ to locate P -values (Anderson et al . 2001). Because
researchers often confuse statistical significance with underlying processes of
interest, data analysis has become synonymous with finding statistically signif-
icant differences. These exploratory approaches have recently been criticized
because of their inherent subjectivity and reliance on post hoc techniques. In
particular, model selection procedures, such as stepwise multiple regression,
which identify ‘best’ models based on maximizing R2 values, have a high
probability of identifying spurious results. Their criticism goes beyond the
well-known problems of distinguishing statistical significance from biological
significance and correcting for experiment-wise error rates. Anderson et al .
(2001) argue that while chasing P -values, researchers often lose sight of the
critical thinking processes that should precede any data analysis. Rejecting
weak or sterile null hypotheses that researchers know are false (e.g. there is
no difference in growth between exposed and unexposed groups) is not wrong,
but arbitrary and uninformative (Burhnam and Anderson 2001).

Recognizing that we construct models to separate important processes from
underlying noise and that we never know which model is best (e.g. closest
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to truth), objective approaches are necessary to distinguish among competing
alternatives. The proposed solution to the unquestioning reliance on hypothe-
sis testing is the application of an information-theoretic approach as the basis
for making inferences in scientific investigations (Burnham and Anderson
1998). The information-theoretic approach is an extension of classical likeli-
hood methods that emphasize a priori thinking and provide a formal ranking
of statistical models. The approach uses Kullback–Leibler (K-L) information
(Kullback and Leibler 1951) as a measure of the distance between a model and
reality, and then ranks a set of competing models from best to worst using the
likelihood of each model. Formally, K-L distance between conceptual truth
and a model is given as I (f , g), which is defined as is the information that is
lost when model g is used to estimate truth f . A significant breakthrough in
the development of the information-theoretic approach occurred when Akaike
found a formal relationship between K-L distance and maximum likelihood
(Akaike 1992). Akaike’s Information Criterion (AIC) can be used to estimate
the expected value of K-L and provides a relative measure of the proximity
of the model to the best model.

Although the focus of the K-L information approach is primarily on model
selection, the issues addressed are relevant to all inferential methods. At the
very least, researchers are reminded of the importance of a priori analyses
and the need to distinguish between results derived from iterative processes
of data mining and those obtained by an objective attempt to separate noise
from underlying structure.

The cost of ecosystem manipulations will limit their widespread use in eco-
toxicology. However, the expense may be justified in some instances because
well-designed experiments generate extensive data on responses at different lev-
els of organization. Ecosystem experiments often involve multiple investigators
and promote cost-effective, interdisciplinary research (Perry and Troelstrup 1988).
Interactions among investigators resulting from this collaboration may compen-
sate for the greater expense of ecosystem experiments.

Finally, ecosystem experiments are limited by the types of manipulations that
may be performed in natural systems. For example, experimental introduction of
highly persistent compounds, such as PCBs and dioxins, would not (and should
not) be allowed in most natural systems. Integration of smaller scale studies
(microcosms) with ecosystem experiments and taking advantage of unexpected
environmental perturbations (Wiens and Parker 1995) will be essential to under-
stand effects of these persistent, highly toxic compounds.

Despite their limitations, whole ecosystem manipulations have revealed unique
responses to anthropogenic disturbances that could not have been measured by
microcosm and mesocosm studies. Although it is unlikely that whole ecosystem
manipulations will be employed on a routine basis, large-scale experiments are
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the most direct method for demonstrating causation in natural systems. Kimball
and Levin (1985) argue for the establishment of research programs that integrate
microcosm experiments and whole ecosystem manipulations to predict effects
of chemicals. Because certain ecological processes are scale dependent, large-
scale studies may be the only way to characterize responses to stressors. Finally,
ecotoxicologists must become more creative in designing and implementing large-
scale experimental studies. Taking advantage of planned (e.g. the intentional
application of pesticides to control insect outbreaks) or unplanned (e.g. the Exxon
Valdez oil spill) manipulations could be used to measure stressor effects at the
scale of whole ecosystems.

4.5 WHAT IS THE APPROPRIATE EXPERIMENTAL

APPROACH FOR COMMUNITY ECOTOXICOLOGY?

4.5.1 QUESTIONS OF SPATIOTEMPORAL SCALE

Perhaps the most serious criticism of most experimental approaches employed
in community ecotoxicology is the limited spatiotemporal scale of these investi-
gations. Carpenter (1996) argues that the statistical advantages and high degree
of control of microcosm and mesocosm experiments do not compensate for their
lack of ecological realism. Ironically, this has been the basis for criticism of
laboratory toxicity tests for almost 20 years (Cairns 1983), where the underly-
ing assumption is that results of single species toxicity tests can be extrapolated
to more complex ecological systems. Some researchers are highly skeptical of
extrapolation across spatial and temporal scales (Schindler 1998), and these same
concerns should apply to more complex ecotoxicological experiments. The small
size and short duration typical of most microcosm experiments will limit our
ability to study some potentially important processes. Conducting experiments
at different spatial and temporal scales and across different levels of biological
organization will at least partially address these concerns. If the response to a
particular stressor is scale dependent, then conducting experiments at different
spatial scales may allow quantification of this effect (Perez et al . 1991). Conduct-
ing experiments at different scales may also reveal mechanistic explanations for
observed responses to contaminants. For example, a mesocosm experiment could
show that abundance of a grazing invertebrate increased after treatment with a
particular chemical. Experiments conducted at a smaller spatial scale (e.g. micro-
cosms) would be necessary to show if this unexpected response resulted from
increased abundance of primary producers, reduced competition with other graz-
ers, or release from predation by a higher trophic level. Single species toxicity
tests could be used to document differences in sensitivity among these potentially
interacting species.
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4.5.2 INTEGRATING DESCRIPTIVE AND EXPERIMENTAL
APPROACHES

There are important limitations of all experimental approaches employed in com-
munity ecotoxicology, regardless of the spatial or temporal scale of these inves-
tigations (Diamond 1986). Indirect effects of contaminants, stressor interactions,
and potential artifacts introduced by the experimental system will complicate
interpretation of experimental studies. Even complex factorial designs that inves-
tigate stressor interactions are limited in the number of variables that can be
manipulated. Because the goal of many experiments is to demonstrate the impor-
tance of a single factor (e.g. the effects of a specific chemical or the abundance
of a particular predator), the connection between the experiment and the nat-
ural system is often lost. Furthermore, while a well-designed experiment with
sufficient power can demonstrate the statistical significance of a single factor,
the importance of this factor relative to other unmanipulated variables remains
unknown without supporting comparative data.

There is legitimate concern that the harsh criticisms directed at descriptive
ecology in the 1970s may have resulted in premature abandonment of useful
comparative approaches. Consequently, ecologists are often unable to address
problems at relevant spatial scales where experimental manipulations are imprac-
tical (Power, Dietrich and Sullivan 1998). The perception that experimentation
and observation are opposing methodologies underlies a fundamental misconcep-
tion about the importance of descriptive studies in ecological research. There is
much to be learned by comparing patterns observed in nature with those predicted
from theory, and a successful research program should combine theory, obser-
vations, and experiments. Werner (1998) describes the advantages of a research
program that integrates experimental techniques with theoretical and compara-
tive approaches for understanding basic ecological patterns. He makes a strong
case for the importance of comparative components in a research program and
argues that experiments lacking an obvious connection to observed patterns in
nature may be irrelevant. Similar arguments can be made for research programs
in ecotoxicology.

4.6 CONCLUSIONS

Experimental studies to evaluate the effects of stressors on communities may
be conducted at a variety of spatial and temporal scales. The most effective
experimental approach in community ecotoxicology will be determined by the
specific objectives of the research, cost, and logistical considerations. Dogmatic
statements regarding the superiority of one experimental approach over another
disregard the obvious fact that researchers have different goals in mind when
designing and conducting experiments. If a researcher is primarily interested in
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studying interactions among stressors or quantifying the effects of abiotic vari-
ables on community responses to contaminants, a factorial experimental design
is probably necessary. It is unlikely that a factorial experimental design will be
practical at a large spatial scale (e.g. an entire ecosystem), and therefore micro-
cosms or mesocosms are most appropriate. Similarly, microcosm and mesocosm
experiments are required when investigating the toxicity of chemicals that can-
not be intentionally released into the natural environment. Although small-scale
laboratory experiments and mesocosm studies provide the greatest degree of
control over independent and confounding variables, they lack realism and have
limited temporal and spatial scales. If researchers are interested in comparing the
consequences of long-term (e.g. >1 year) exposure to a chemical or following
the trajectory of a community response, a natural experiment is most appropriate.
Although natural experiments have a high degree of ecological realism and offer
greater opportunity to generalize to other systems, they often sacrifice control
and replication. Finally, whole ecosystem manipulations are especially useful in
situations where researchers wish to measure functional responses (e.g. primary
productivity, nutrient cycling) of entire systems or where large, highly mobile
species are believed to play an important role in community dynamics.
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Fig. 4.9. Integrating descriptive, experimental, and modeling approaches in an
ecological research program. Initial observations in nature stimulate research
questions that can be addressed by exploratory manipulations. Both obser-
vational and experimental studies allow researchers to make inferences and
predictions about the system, which can be formalized into a conceptual model.
The model is validated by comparing model predictions with observations in
nature. (Modified from Figure 6-1 in Power, Dietrich and Sullivan 1998)
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Ecological and ecotoxicological experiments are conducted for a variety of
reasons. Most commonly, researchers are interested in establishing relationships
among biotic and abiotic variables or measuring the effects of a particular stres-
sor on ecologically important endpoints. Experiments may be conducted to test
ecological and ecotoxicological theory, or simply to satisfy scientific curiosity.
Regardless of whether experiments are conducted to test model predictions or to
determine the relative importance of hypothesized causal factors, the key issues
are generality and extrapolation. Ecotoxicological experiments should not be con-
ducted without an appreciation of natural history or in isolation from underlying
ecological theory. Experiments that lack grounding in natural history and the-
ory may provide inconsistent, incomprehensible, and misleading results. Power,
Dietrich and Sullivan (1998) advocate a nested experimental, observational, and
modeling approach designed to address three basic questions: (1) ‘What would
happen if . . .?’ (2) ‘Does this new system work the same way?’ and (3) ‘Is there
quantitative agreement with predictions?’ (Fig. 4.9). We advocate a similar inte-
gration of these three approaches for community ecotoxicology. Observations of
broad spatial patterns and a quantitative analysis of these patterns should precede
design and implementation of experiments. While experiments in ecotoxicology
necessarily focus on a few factors (e.g. the concentration of a contaminant),
understanding the importance of these factors relative to other variables is signif-
icantly enhanced by a research program that includes a descriptive component.
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5 Application of Multimetric
and Multivariate Approaches
in Community Ecotoxicology

The most distinct and beautiful statement of any truth must take at last the
mathematical form. Henry David Thoreau (Walls 1999)

5.1 INTRODUCTION

Methods to assess the effects of contaminants and other anthropogenic stres-
sors on communities range from computationally-simple indices such as species
richness to complex, computer-dependent algorithms such as multivariate analy-
ses. The simplest community indices use species presence/absence or abundance
data to show how individuals in the community are distributed among species.
The advantages of these indices are their intuitive meaning and their ability
to reduce complex data to a single number. Only slightly more involved but
retaining more information, species abundance curves described in Chapter 3
characterize the distribution of individuals among the species by fitting abun-
dance data to specified distributions. Estimated distributional parameters from
species abundance models provide a parsimonious description of the commu-
nity. Slightly more involved composite measures require additional knowledge
about community qualities (e.g. the trophic status of a species) to produce indices
developed specifically to gauge diminished community integrity due to anthro-
pogenic stressors. Currently, the most popular of these composite indices is Karr’s
(1981) index of biological integrity (IBI). These composite indices require more
ecological knowledge of the community than measures of species richness or
species abundance models, but have the advantage of being focused primar-
ily on human effects on communities or species assemblages. More convenient,
but perhaps applying less ecology than warranted, distributions of individual
species effect metrics (e.g. distributions of 96-h LC50 values) are used to predict
‘safe concentrations’ that presumably protect all but a specified, low percentage
of the species making up the community. Even more computationally intense
methods, such as multivariate analyses, aim to reduce the number of data dimen-
sions to an interpretable low number, and to quantify similarities or differences
among sampling units. These last methods tend to generate interpretive parsimony
at the expense of methodological simplicity and straightforward terminology;
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therefore, considerable caution is needed to avoid errors during their application.
However, the value of these methods in identifying clear explanations from com-
plex datasets makes worthwhile any effort spent wading through obtuse computer
manuals or dealing with the associated jargon.

Jargon, not argument, is your best ally in keeping him from the Church. (Lewis 1942)

5.1.1 COMPARISON OF MULTIMETRIC AND MULTIVARIATE
APPROACHES
Multimetric and multivariate approaches are applied to community data with the
intent of rendering the associated complex array of information to a more parsi-
monious form. Because ecological assessments of biological integrity generally
require analysis of numerous biotic and abiotic variables, sophisticated statisti-
cal approaches are often necessary to examine the complex relationships between
species assemblages and multiple environmental factors. Multivariate approaches
reduce complex, multidimensional data to two or three dimensions, thus allow-
ing researchers to identify key environmental variables responsible for patterns
of species abundance. In contrast, multimetric indices integrate a diverse suite of
measures, often across several levels of biological organization, to assess biolog-
ical integrity. It is appropriate to consider these two approaches together because
the data necessary to calculate a multimetric index or to conduct multivariate
analyses are often the same (e.g. abundance, richness, composition).

In their comparison of multivariate and multimetric approaches, Reynoldson
et al . (1997) concluded that multivariate approaches provided greater accuracy
and precision for assessing reference conditions in streams. Despite their growing
popularity in Canada and Europe, multivariate approaches have received consi-
derably less attention in the USA (Resh, Norris and Barbour 1995). Multivariate
analyses have been criticized because of their inherent statistical complexity and
because results are often difficult to interpret (Gerritsen 1995; Fore Karr and
Wisseman 1996). Although strict reliance on complex statistical algorithms may
obscure important biological results, multivariate approaches are an essential set
of tools for biological assessments of water quality. We agree with the recommen-
dations of Reynoldson et al . (1997) that multivariate and multimetric approaches
are complementary and should be used in conjunction. For example, the variables
used in multivariate analyses such as principal components could include species
richness, abundance of sensitive groups, or other measures typically included
in a multimetric index. Alternatively, a multimetric index similar to Karr’s IBI
could be developed using results of multivariate analyses. Loading coefficients
from canonical discriminant analyses, principal component analyses, and other
multivariate procedures identify variables that are most important for separa-
tion of groups (generally locations, sampling stations). Variables shown to be
responsible for separation of reference and impacted stations could be combined
in a multimetric index.
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5.2 MULTIMETRIC INDICES

A principal objective of the 1972 Federal Water Pollution Control Act and its 1977
and 1987 amendments is to restore and maintain the biological integrity of the
nation’s waters. (Miller et al . 1988)

One of the most significant advances in the field of biological assessments over
the past 20 years is the development and application of multimetric approaches
for measuring ecological integrity. Because no single measure of impairment
will respond to all classes of contaminants, and because some individual met-
rics may show unexpected changes (e.g. increased species richness at polluted
sites), multimetric indices are an effective tool for measuring effects of stressors
(Karr 1981; Plafkin et al . 1989; Fausch et al . 1990; Kerans and Karr 1994).
The individual metrics in a multimetric index reflect different characteristics of
life history, community structure, and functional organization. In general, as the
number of metrics increases (up to some reasonable number), the ability to sepa-
rate contaminant effects from natural variation increases (Karr 1993) (Fig. 5.1).
In addition, because individual metrics respond differently to different classes
of contaminants, multimetric approaches are useful for assessing a diverse suite
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Fig. 5.1. Hypothetical relationship between stressor levels and ecological
attributes characterized using one or two metrics. The threshold value of
the ecological attribute is defined as the response that is considered to be
biologically significant. For example, a researcher may conclude that a 20%
reduction in abundance of a sensitive species is a biologically significant
response. The responses of the individual metrics are represented as clouds of
points and the level of the stressor known to affect the ecological attribute is
represented by the black bar. Note that addition of a second metric provides a
more refined measure of the stressor level that causes a biologically significant
response. (Modified from Figure 1 in Karr 1993)
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of stressors and measuring impacts in systems receiving multiple stressors. The
individual metrics included in a multimetric index may vary among perturba-
tions, but should reflect important structural and functional characteristics of the
system. In general, deviation of individual metrics from expected values at ref-
erence sites is estimated and a final value that includes the sum of all individual
metrics is calculated.

Karr’s (1981) IBI is the most widely used multimetric index for assessing
the health of aquatic communities. The IBI was developed in response to the
federally-legislated mandate to ‘restore and maintain the chemical, physical, and
biological integrity’ of US waters (Clean Water Act 1977, PL 95-217, also 1987
PL 100-4). Originally employed in Midwestern streams in the USA, the IBI is
based on 12 attributes of fish assemblages in three general categories: species
richness and composition, trophic composition, and fish abundance and condi-
tion. The individual metrics are assigned scores (1, 3, 5) based on their similarity
to expected values in undisturbed or least impacted streams. Expected values for
the individual metrics are obtained by sampling a large number of known refer-
ence sites in a region. Alternatively, expected values can be derived from surveys
of reference and impacted sites and using the ‘best’ values from these samples
(Simon and Lyons 1995). Because expected values for species richness and total
abundance vary with stream size, these metrics must be adjusted to reflect water-
shed area and other regional conditions. The scores of the 12 metrics are summed
to yield a total IBI score for a site (which ranges from 12 to 60), with larger
values indicating healthy fish assemblages. The IBI is sensitive to a diverse array
of physical and chemical stressors, including industrial and municipal effluents,
agricultural inputs, habitat loss, and introduction of exotic species.

The IBI works especially well for characterizing fish communities because
environmental requirements and historic distributions of this group are well
known. This greatly facilitates establishment of expected values for individual
metrics. The structural and functional metrics included in the IBI are biologically
relevant, and each individual metric responds to known gradients of degradation
(Fausch et al . 1990). The general approach outlined in the IBI has been modi-
fied for other ecosystems (e.g. lakes, estuaries) and applied to other taxonomic
groups (e.g. benthic macroinvertebrates, diatoms). Although the specific metrics
vary among these applications, comparison of measured values to expected val-
ues and integration of a suite of metrics into a single index are consistent among
approaches. A multimetric index for benthic macroinvertebrate communities was
used to distinguish polluted from reference sites in rivers of the Tennessee Valley
(Kerans and Karr 1994). The benthic IBI (B-IBI) was found to be highly effective
because benthic macroinvertebrates generally respond to chemical and physical
degradation in a predictable fashion. The IBI now enjoys such popularity that the
term, index of biological integrity, has come to be applied to any new composite
or multimetric index.
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Calculating multimetric indices involves comparing individual metrics
measured at an impacted site to the expected values for the region (Fig. 5.2A).
As described above, because some metrics (e.g. species richness) are greatly
influenced by stream order and watershed area, these expected values must
be adjusted to reflect natural variation (Fig. 5.2B). Assuming that community
responses to other landscape variables are predictable, a logical extension
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Fig. 5.2. Multimetric and multivariate approaches for comparing test sites with
expected values at reference sites. (A) Two metric values at a test site (indicated
by solid circles) are compared with expected values. Values are within the
expected range for metric 1, but below the range of expected values for
metric 2. (B) Metric values are adjusted to reflect expected changes in habitat
characteristics along a gradient. Although the metric value at test site 2 is
greater than at test site 1, it is less than the expected value and would indicate
impact. (C) Multivariate analysis of expected metric values based on regional
differences in habitat characteristics. Test sites 1 and 2 are within the expected
values whereas test site 3 falls outside the 95% confidence ellipsoid
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Fig. 5.2. (continued)

of this approach is to create models to account for natural variation across
broad geographical areas. Bailey et al . (1998) found that simple geographic
characteristics (distance from source, catchment area, elevation) and year sampled
accounted for >50% of the variation among reference sites. The performance
of several bioassessment metrics was significantly improved when a predictive
model that included this geographic variation was employed to identify impacted
sites. The conventional approach of comparing metric values at impacted sites
with expected values at reference sites has now advanced to the point where
we can characterize habitat variation within subregions using more sophisticated
multivariate statistics (Fig. 5.2C). The application of multivariate techniques for
assessing reference conditions is described below.

5.2.1 MULTIMETRIC APPROACHES FOR TERRESTRIAL
COMMUNITIES
Although multimetric indices such as the IBI have been limited primarily to
aquatic ecosystems, the general approach could be modified for terrestrial com-
munities. Because of their sensitivity and rapid response to environmental stres-
sors, terrestrial arthropods would be especially useful for assessing biologi-
cal integrity (Kremen et al . 1993). Nelson and Epstein (1998) investigated the
responses of lepidopterans to habitat modifications and concluded that butter-
fly communities integrate important structural and functional characteristics of
terrestrial ecosystems. Kremen (1992) evaluated the indicator properties of but-
terfly communities and reported that this group was quite responsive to anthro-
pogenic disturbance. Bird communities also offer opportunities for development
of integrated measures of ecological integrity. The abundance, distribution, and
habitat requirements of birds are generally well known, especially in North
America. National monitoring programs, such as the Christmas Bird Counts
conducted by the Audubon Society and Breeding Bird Surveys, have provided
spatially-extensive, long-term data on bird assemblages. Finally, responses of bird
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populations to some environmental stressors, especially pesticides and habitat
alterations, have been well documented. However, given the logistical difficul-
ties of sampling bird communities, developing a suite of ecologically relevant
indicators for this group will be a challenge. In particular, surveys must be
corrected to account for differences in detectability among species and among
locations (Chambers, McComb and Tappeiner 1999). One promising alternative
is to predict effects of anthropogenic stressors on bird communities based on
characteristics of surrogate taxonomic groups. Blair (1999) reported a strong
relationship between species richness of birds and butterflies along a gradient
of urban development (Fig. 5.3). Because butterfly surveys are relatively easy to
conduct, Blair suggested that species richness of butterflies could be used as a
surrogate for monitoring bird communities.

5.2.2 LIMITATIONS OF MULTIMETRIC APPROACHES
One major advantage of multimetric approaches is that they integrate several
ecologically relevant responses into a single measure, a characteristic that appeals
to many water resource managers. However, some researchers are skeptical of
multimetric indices and argue that a better approach is to assess an array of
ecosystem responses which provide a direct linkage between cause and effect
(Suter 1993). Detailed critiques of multimetric indices as well as a discussion
of their limitations have been published previously (Fausch et al . 1990; Suter
1993; Simon and Lyons 1995). Only a summary of the major limitations will be
presented here.
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Fig. 5.3. The relationship between species richness of birds and butterflies at
six sites along a gradient of urban development. Obtaining quantitative data for
certain taxonomic groups, such as birds and small mammals is often expensive
and logistically challenging. The close relationship between these measures
suggests that butterflies, which are relatively easy to monitor, can be used as a
surrogate to predict the response of birds to stressors. (Modified from Figure 1
in Blair 1999)
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First, multimetric indices are data intensive. Regardless of the specific system
or taxonomic group, development and application of multimetric approaches
require a thorough understanding of the ecology and habitat requirements of
species as well as their tolerances for environmental stressors. For some taxo-
nomic groups and in some systems these data will not be available. Second, most
multimetric approaches cannot be employed to identify specific causes of envi-
ronmental impacts. This criticism reflects two mutually exclusive goals of many
biological monitoring programs. While chemical-specific, diagnostic indicators
may allow researchers to identify a single source of perturbation, more general
measures such as the IBI are required to characterize the integrity of systems
receiving multiple stressors. It is possible that the responses of individual met-
rics in a multimetric index could offer some insight into the specific source
of contamination. For example, a multimetric index for benthic macroinverte-
brates might include metrics for abundance and species richness of mayflies,
stoneflies, and caddisflies. All three groups are generally sensitive to organic
enrichment; however, many caddisflies and some stoneflies are tolerant of heavy
metals (Clements, Cherry and Cairns 1988; Clements and Kiffney 1995). Analy-
sis of the responses of component metrics may allow researchers to quantify
the relative importance of individual stressors in systems affected by multiple
perturbations. Third, multimetric indices may not respond to some types of per-
turbation because changes in one metric may be offset by changes in another
metric. Again, the obvious solution to this problem is to report not only the inte-
grated scores but also the responses of component metrics. Finally, multimetric
indices based on attributes of community composition will be less effective in
areas with low species richness or naturally impoverished assemblages. Fausch
et al . (1990) note that the low species richness of fish assemblages in western
coldwater streams requires that many of the community-level metrics be replaced
by life history and population-level responses.

5.3 MULTIVARIATE APPROACHES

Multivariate datasets are broadly defined here as those in which more than two
dependent or independent variables are collected for each sampling unit. These
variables typically include community characteristics (e.g. species abundances)
that change or might be influenced together in complex ways. A wide range of
multivariate statistical methods has been used to analyze these types of data.
In contrast to the methods described to this point, multivariate analyses are not
based on ecological concepts but are statistical constructs that reduce complex
datasets to potentially meaningful patterns involving a few variables. Some, such
as ordination methods, combine species abundance information for many sites
or sampling units into functions that capture a portion of the total variance in
the data. A small number of uncorrelated, linear combinations of the species
abundances might be identified. Ecotoxicological meaning can be assigned to the
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positions of sampling units (e.g. sites) along these linear functions. Alternatively,
the researcher may simply use the results to describe trends among sampling
units. Other methods, such as cluster analysis, separate samples into groups in
the hope of identifying some ecological or toxicological pattern that may emerge
to explain the groupings. Another type of analysis might be applied to species
abundance data to identify which qualities weigh most heavily in discrimina-
ting among known groups. Regardless of the applied method, the overarching
idea is that multivariate analysis of the measured variables can reveal hidden or
unmeasured qualities.

As with most parametric analyses, transformation of species abundance data
is often advisable before applying a multivariate method. Transformation might
be done to reduce the influence of one variable relative to others in the linear
combinations of variables. One variable might have a much wider range of val-
ues and, in the absence of transformation, would have a disproportionately heavy
influence on the data variance. In such a case, each variable (e.g. species’ abun-
dances at all sampling sites) may be standardized to a mean of 0 and standard
deviation of 1. If a skewed distribution were to occur with the species abundance
distributions, some transformation such as the square root or another power of
abundance might be employed prior to standardization and multivariate analysis.
This is often necessary when a few species are very abundant at some sites.

5.3.1 SIMILARITY INDICES

Although generally not included in the treatment of multivariate analyses, similar-
ity indices also reduce complex, multi-species data for the purpose of comparing
communities among locations or over time. Similarity indices quantify the cor-
respondence between two communities based on either presence–absence or
abundance data. These indices are especially useful for comparing communities
from regional reference sites with impacted sites. Alternatively, similarity indices
are appropriate in studies of well-defined pollution gradients where similarity
to reference conditions is expected to increase with distance from a pollution
source. The simplest and most frequently used similarity index based on pre-
sence–absence data is the Jaccard Index:

J = j/(a + b − j) (5.1)

where a = the number of species in community a, b = the number of species in
community b, and j = the number of species common to both sites.

Because Jaccard’s index does not account for differences in abundance between
locations, rare species and abundant species are weighted equally. Thus, it is
likely that the Jaccard index will be relatively insensitive to low or moder-
ate levels of contamination. More sophisticated similarity indices, such as the
Morisita–Horn measure, compare the relative abundance of taxa between two
communities. The Morisita–Horn index is given as:

MH = 2�(ani × bni)/(da + db)aN × bN (5.2)
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where ani = the number of individuals of the ith species at site a, bni = the
number of individuals of the ith species at site b, aN = the total number of
individuals at site a, and bN = the total number of individuals at site b. The
terms da and db in the equation (5.2) are calculated as:

da = �an2
i /aN2, db = �bn2

i /bN2

The Morisita–Horn measure of similarity is favored by some researchers because
it is relatively insensitive to sample size and species richness (Wolda 1981;
Magurran 1988).

Dissimilarity among locations or between time points can also be used to
evaluate responses to environmental stressors. Philippi, Dixon and Taylor (1998)
quantified spatial and temporal responses to perturbations by comparing the pair-
wise dissimilarity between sites with the average dissimilarity among replicate
samples. These researchers noted that measures of dissimilarity (or similarity)
can be employed to evaluate changes in community composition during reco-
very (Fig. 5.4). If remediation was effective, the relative dissimilarity between
reference and impacted sites would be expected to decrease over time.

While similarity indices provide a simple way to compare community com-
position, there are potential problems with these measures. Boyle et al . (1990)
evaluated the ability of similarity indices to discriminate effects of simulated
perturbations based on initial community structure, sensitivity to community
change, stability in response to reduced richness and abundance, and consis-
tency. These researchers concluded that some similarity indices were mislead-
ing because results were strongly influenced by initial community composition
and the nature of the perturbation. Although similarity indices are useful when
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Fig. 5.4. Hypothetical changes in community similarity between reference and
impacted sites as a function of time since remediation was initiated. The
relationship shows that the index of dissimilarity (expressed as the ratio of
dissimilarity between sites to the average dissimilarity among sites) is reduced
over time as a result of remediation
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comparing communities from two locations, more sophisticated techniques are
necessary to compare multiple sites. Cluster analysis, a logical extension of simi-
larity indices, is applicable for comparing communities from several locations or
for comparing the similarity of a single site to a group of sites. Cluster analysis
employs a variety of similarity measures based on either presence–absence or
abundance data. These data are often expressed using a dendrogram, with the most
similar sites combined into a single cluster. Additional sites are included based
on their similarity to the existing clusters. Several different clustering algorithms
have been developed, and relatively simple software packages are available for
most analyses. Details of the different clustering techniques and the justification
for deciding how different sites and clusters should be joined have been published
(Gauch 1982). These methods will be described below.

5.3.2 ORDINATION

Ordination is a process in which a large set of variables is reduced to a few vari-
ables with the intent of enhancing conceptual parsimony and tractability. With
ordination analysis of community abundance data, the measured variables (e.g.
abundance of each species for each sampling unit) are used to identify hidden pat-
terns or unmeasured factors explaining the data structure. Mathematical constructs
are sought that help interpret correlations among variables. There are five steps
to ordination analysis, regardless of the specific method applied (Comrey 1973).
(1) The relevant data are generated and selected for analysis. As noted above,
the data might require transformation prior to use. (2) The correlation matrix for
the variables is calculated. (3) Factors (mathematical functions) are extracted.
(4) The factors might be rotated to enhance interpretation. (5) The factors are
then interpreted. Ideally, plots of the sampling unit positions along the first few
of the mathematical constructs reveal explanatory, or at least consistent, themes.

As an example, linear functions can be defined such as

Function 1 = b1X1 + b2X2 + b3X3 + b4X4 + · · · etc. (5.3)

where Xi = the normalized ln (abundance + 1) for each species sampled at the
site. A first function is constructed that incorporates as much of the variance in
the data as possible, and the process is repeated for additional functions with
the remaining variance. Residual correlations after extraction of the first factor
are used to produce a second, uncorrelated function that explains as much of
the remaining variance as possible. The process is repeated to produce a series
of functions. Ideally, most of the variance will be explained in the first few
functions. A score for each sampling unit can be calculated for placement along
each function. Plots for all sampling units using the formulated functions as
axes should reveal an interpretable pattern. In this process, a matrix of many
species abundances is reduced to a few sampling unit positions on a two- or
three-dimensional plot. For example, the entire species abundance dataset for a
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site might be reduced to one point in a two- or three-dimensional plot. The X,
Y , and perhaps, Z dimensions are constructs that can be given physical meaning
such as the influences of soil type (function 1), heavy metal contamination, (func-
tion 2), and agricultural activity (function 3) (Fig. 5.5). Insight from additional
information on soils, agricultural history, and soil metal concentrations might be
used to interpret the distribution of the sampled plant communities along these
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Fig. 5.5. A hypothetical ordination analysis of plant communities relative to
heavy metal contamination (top panel). Abundances of species are quantified
at five sites near abandoned mines and another eight reference sites. Soil
qualities and the history of agricultural use of the sites are also noted as
potential confounding factors. After data transformation, ordination analysis
results in three orthogonal, linear functions that are assigned interpretations of
the influence of soil quality, soil metal concentrations, and agricultural history.
The five sites from the mine sites clearly cluster away from the reference sites.
There is a gradient of communities relative to soil quality and agricultural history.
Ordination axes can be rotated to enhance interpretation using orthogonal and
oblique methods (bottom panel)
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three functions. The magnitude and signs of the b values (loading coefficients)
in the linear functions are used to identify an underlying theme for each axis.
These loadings represent the extent to which the variables are related to the
hypothetical factor. For most factor extraction methods, these loadings may be
thought of as correlations between the variables and the function (Comrey 1973).
For example, very high loadings in function 2 for species known to be tolerant
to toxic metals and low or negative loadings for metal sensitive species would
suggest the influence of metal exposure on community composition. For func-
tion 3, high loadings for species known to flourish in active agricultural areas
might suggest the impact of active agriculture on community structure. The final
result at this stage for ordination analyses would be to construct a table with
rows of variables and associated loadings for each relevant factor (i.e. a table of
unrotated factor loadings).

Several types of ordination methods exist (Boxes 5.1 and 5.2). Principal com-
ponents analysis (PCA) was the first, and remains the most popular method
(Sparks, Scott and Clarke 1999; Sparks 2000). Using PCA, linear combinations
of the original variables are extracted that sequentially account for the residual
variance in a series of orthogonal (uncorrelated) components. The first compo-
nent contains the most variance; the second contains the most of the residual
variance, etc. Ideally, the first few principal components account for most of the
variance and the loadings allow sensible interpretations of these components. If
this is not the case, some rotation method might be required.

Another general ordination method, factor analysis, is similar to principal com-
ponent analysis in that the variables are used to produce linear functions. Instead
of being called principal components, these linear functions of the data are called
factors. A factor is an unobservable variable that has attributes of a subset of
the observed variables. In contrast to PCA in which components are calculated
directly as linear functions of the observed variables, the observed variables
in factor analysis are envisioned as linear functions of the factors (unobserved
variables) plus random error (Sparks, Scott and Clarke 1999).

Numerous other ordination methods are available for applications with specific
needs. Ordination can be done with discrete data using correspondence analysis
or detrended correspondence analysis (Sparks, Scott and Clarke 1999). Dis-
crete data might consist of presence–absence information or categorized species
abundances such as rare, uncommon, common, abundant, or dominant. Non-
metric ordination methods exist (see Sparks 2000 for details) and have been
used successfully to describe insect communities exposed to NEEM products
(Kreutzweiser, Capell and Scarr 2000), Norwegian oilfield macrofauna (Clarke
1999), and benthic macroinvertebrates of the River Tees (Crane et al . 2002).

Methods for extracting functions aim to produce easily interpretable functions.
The mathematical functions or axes that are initially generated are uncorrelated
or perpendicular. To enhance interpretation of these functions, some methods
will rotate the axes at this stage of analysis based on some particular set of
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rules or criteria. Axes remain uncorrelated with orthogonal rotations but become
correlated with oblique rotations. Many rotation methods are available for ordi-
nation; however, there is no formal statistical approach for determining which is
best, and selection is usually based on user preferences. Among the most widely
used rotation methods, the Kaiser Varimax produces orthogonal functions with
as few variables with intermediate loadings as possible (Kaiser 1958, 1959; see
also Comrey 1973). The concept is that a function with a few variables with very
high or very low loadings will be more easily interpretable or parsimonious than
one with many variables with intermediate loadings.

Box 5.1 Pollution’s signature on the diversity of estuarine benthic
communities

To assess the influence of pollution on estuarine benthos, Diaz (1989) plotted
species diversity on principal component axes generated from physical and
chemical data for several James River (Virginia, USA) locations. Admittedly,
one might object to this example because ordination is not being used directly
to summarize community data. However, the study is a good illustration of
applying two multivariate methods to interpret pollution effects on commu-
nities. The direct application of ordination to species abundance data will be
described in Box 5.2 after illustrating key aspects of ordination analysis with
this example.

The challenge faced by Diaz was to assess the influence of pollution on
benthic communities relative to several other confounding variables. Stations
were sampled at 5-nautical mile intervals from the fall line to within 10 miles
of the river’s mouth. Factors potentially influencing the benthic communities
were measured including sediment qualities, site-specific point discharges,
and general water quality characteristics. Prior to ordination analysis, sites at
salinity extremes were omitted to eliminate this obvious factor with a strong
influence on community diversity.

Ordination analysis of physical and chemical data from James River sites
was done after normalizing data with the formula,

Zij = Xij − Mj

SDj
(5.4)

where Zij = the standardized score of a datum for the jth variable of the ith

site, Xij = the datum for the jth variable for the ith site, and Mj and SDj = the
mean and standard deviation of the data for the jth variable, respectively. The
normalized data were analyzed by principal components methods with no
mention of any rotation of axes. Whether or not a rotation procedure would
have produced more parsimonious principal components remains ambiguous.
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Table 5.1 summarizes the PCA results. The percentages of total variance
explained by each of the first five principal components is provided at the
top of the table. Loadings (eigenvectors) for each chemical or physical fac-
tor are given for each principal component with large eigenvectors shown
in bold typeface. The large eigenvectors for specific variables in the first,
fourth and fifth principal components suggested to Diaz (1989) that these

Table 5.1. Loadings (eigenvectors) for five principal components derived by
Diaz (1989) for James River physical and chemical data

Principal component 1 2 3 4 5

Percentage of total variance 36% 22% 15% 12% 8%
Discharge biochemical oxygen demand 0.33 0.37 0.00 0.20 0.05
Discharge chemical oxygen demand 0.24 0.46 −0.07 0.20 0.16
Discharge coliform bacteria 0.31 −0.09 0.23 0.04 −0.58
Discharge total suspended solids 0.23 −0.19 −0.02 0.10 0.73
Ammonia concentration in water 0.13 0.02 −0.13 −0.70 0.03
Nitrite/nitrate concentration in water −0.14 0.49 −0.26 −0.20 −0.03
Phosphate in water 0.32 −0.30 0.16 −0.10 −0.07
Suspended solids in water −0.23 0.33 0.25 −0.37 0.00
Biochemical oxygen demand in water 0.39 0.14 −0.02 −0.32 0.00
Number of discharges 0.32 0.31 −0.01 0.28 −0.17
Percentage silt and clay −0.19 −0.11 −0.60 0.13 −0.10
Cross-sectional area −0.36 0.18 0.15 0.20 −0.02
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Fig. 5.6. Ordination analysis (PCA) of physical and chemical qualities at sites
along the James River (Virginia). Axes 1 and 2 were interpreted as municipal
waste discharge and industrial waste discharge, respectively. Numbers at
each river site position on the plot are species diversities (H ′). (Modified from
Figure 7 of Diaz 1989)
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principal components reflected municipal waste discharges. Those variables
with large eigenvectors in the second principal component suggested industrial
discharges. The third principal component seemed to be related to physical
characteristics of sediments.

The first two principal components were used as axes for plotting species
diversity at the different sampling sites (Fig. 5.6). Assuming the correct inter-
pretation of the first principal component, an increase in municipal waste
discharge was clearly associated with a decrease in species diversity (H ′).
The authors concluded from the plot that, ‘the greater the pollution load the
lower the species diversity’.

Box 5.2 Pesticide spraying changes mesocosm communities

Kedwards, Maund and Chapman (1999a,b) used ordination to study the
impact of the pyrethroid pesticides, cypermethrin and lambda-cyhalothrin,
on benthic communities established in 30-m3 artificial ponds. Treatment
involved duplicate mesocosms that were sprayed every 2 weeks for a total

Axis 1

Axis 2

S

Temporal change in cypermethrin-spiked
community composition
Temporal change in unspiked community
composition

S Designates first sample after spraying
X Designates biweekly dosing

Fig. 5.7. Ordination results for benthic invertebrate community composition
for reference and cypermethrin-sprayed mesocosms Community
composition shifted abruptly along axis 1 at the sampling after spraying
(denoted as S on diagram). Axis 1 and 2 were interpreted as the effect of
spraying and the effect of time on community composition, respectively.
(Modified from Figure 2 in Kedwards, Maund and Chapman 1999b)
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of four sprayings per mesocosm. Pre-application data were collected 5 weeks
before the first spraying and sampling continued for 14 weeks after the final
spraying occurred.

Redundancy analysis, an ordination technique, was applied to the results
from cypermethrin-sprayed mesocosms (Fig. 5.7). The two axes used in
this figure accounted for 54 and 14% of the total variance in the data.
Immediately after spraying began, the community in the treated mesocosms
diverged from that of the controls, and each successive spraying moved the
treated community further away. Several months after the last spraying, the
communities remained quite divergent.

The authors interpreted the first two axes as being the influence
of cypermethrin spraying (Axis 1) and the temporal changes in species
abundances (Axis 2). The lines describing temporal changes in the reference
mesocosms moved up and down along the second axis, but remained constant
in their position relative to the first axis. The communities in the sprayed
mesocosms changed with time and with spraying treatment. Spraying shifted
community composition further to the right along the first axis, reflecting
an increase in abundance of Chironomidae, Planorbidae, Hirudinea and
Lymnaeidea, and a decrease in Gammaridae and Asellidae.

5.3.3 DISCRIMINANT AND CLUSTER ANALYSIS

Some multivariate methods, such as cluster and canonical discriminant analysis,
explore differences or distances between sampling units. Groups for which dif-
ferences are being assessed might be defined by the researcher (e.g. communities
from polluted versus clean sites), by design (e.g. treatment levels of copper added
to a series of microcosms), or by statistical methods (e.g. community groupings
identified by cluster analysis). Discriminant analysis aims to develop quantitative
rules for separating groups or classes of sampling units. Similar to PCA, some dis-
criminant analysis methods generate functions (canonical variates) that produce
maximum discrimination among sampling units. Loading coefficients associated
with the different variables suggest which variables contribute the most to the
differences among sampling units (Box 5.3).

Box 5.3 Copper exposed communities: what separates treatment
groups?

A series of triplicate 17-m3 freshwater microcosms were spiked at five cop-
per levels in an effort to define techniques for determining differences among
toxicant-treated communities (Shaw and Manning 1996). In situ bioassays
and species abundance data were collected, but only canonical discriminant
analysis of macroinvertebrate species abundance data are presented here.
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Fig. 5.8. Separation of macroinvertebrate communities of microcosms
receiving different copper treatments (spiked amounts being ranked
as control < 1 < 2 < 3 < 4 < 5). Results are those obtained for canonical
discriminant analysis of species abundance data for the 31 August sampling.
The three observations plotted for each treatment are those for the triplicate
microcosms. (Modified from Figure 8 of Shaw and Manning 1996)

Canonical variables, linear combinations of species abundance data that are
best distinguished among treatments, were produced for a series of times
during the trial. Analysis for one sampling date during the spiking period
(31 August, 1 month after spiking began and 19 days after the last spiking) is
provided in Fig. 5.8. The results show clear separation among treatments based
on community composition. Surprisingly, species richness was not affected by
copper spiking. However, abundances of annelids, crustaceans, mayflies, and
chironomids did change. The mayfly Caenis was primarily responsible for
separation among spiked treatments along the first canonical axis. (Impor-
tantly, Caenis bioassays in the spiked microcosms were also among the most
useful for measuring effects of copper). Orthocladiinae, Chironominae and
Hydrozetes were also important. Only four taxa were needed to separate
groups along copper treatments, suggesting that these species are useful indi-
cators of metal pollution.

Cluster analysis also distinguishes among sampling units using multivariate
datasets. As discussed in detail by Ludwig and Reynolds (1988) and Matthews,
Matthews and Landis (1998), diverse metrics of resemblance or distance are
applied to sampling units. Sampling units may be grouped in a hierarchical
or non-hierarchical manner using a variety of algorithms. Hierarchical schemes
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produce tree-like structures (dendrograms) with branching points along groupings
suggesting the degree of distinction or similarity among the groups on the various
branches. Non-hierarchical methods simply place sampling units into groupings.
Sparks, Scott and Clarke (1999) give the example of K-means clustering in which
the number of groupings is defined prior to analysis and the sampling units are
sorted optimally into these groupings. Using this method, differences are quan-
tified as the square of the Euclidean distance (Matthews, Matthews and Landis
1998) and sampling units are distributed among the groups to produce maximum
group separation.

Cluster analysis has many applications in community ecotoxicology. For
example, Matthews, Landis and Matthews (1996) used non-metric clustering
(Matthews, Matthews and Landis 1995) to study microcosm community structural
changes after turbine fuel exposure. The clustering methods revealed that
differences among treated microcosms persisted for long periods of times, leading
the authors to propose the community conditioning hypothesis described in
Chapter 6. In a field setting, Dauer, Rodi and Ranasinghe (1992) used cluster
analysis to group benthic communities according to the influence of several
physical and water quality characteristics (Box 5.4).

Box 5.4 Cluster analysis identifies benthic communities affected
by anoxia

Physical and chemical qualities within estuaries greatly influence the compo-
sition of benthic communities. Dauer, Rodi and Ranasinghe (1992) explored
Lower Chesapeake Bay (USA) benthic communities in an attempt to quantify
the influence of such factors on community structure. Emphasis was placed
on identifying communities modified by episodes of anoxia. Benthic species
are subjected to anoxia when water produced during seasonal stratification is
moved onto nearby shallows by wind-driven seiches. The extent and effect of
anoxia are of concern because of potential exacerbation by increased nutrient
influx from human activities.

Twenty-one samples were taken along the Lower Chesapeake Bay and in
several tributaries. Water quality data, including oxygen concentrations, were
available for interpreting benthic species abundance information. Site selec-
tion intentionally included those along salinity gradients, those with different
sediment types, and those that experienced episodic anoxia. Cluster analysis
was carried out using logarithm-transformed species abundance data and the
Bray–Curtis similarity coefficient.

Cluster analysis identified groupings that were easily interpreted based on
salinity, sediment type, and dissolved oxygen concentration (Fig. 5.9). For
explanatory convenience, six clusters are identified in Fig. 5.9. There was a
clear clustering of sites relative to salinity: freshwater (cluster 6), transitional
(cluster 5), mesohaline (cluster 4), and polyhaline (clusters 2 and 3) sites.
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Fig. 5.9. Clustering of 21 benthic macroinvertebrate communities based on
Bray–Curtis similarity coefficient. The clustering was interpreted by applying
knowledge of salinity, oxygen, and sediment conditions. (Modified from
Figure 2 of Dauer, Rodi and Ranasinghe 1992)

Within the polyhaline grouping, the communities split again into those asso-
ciated with sandy (cluster 2) and muddy (cluster 3) substrates. Sites expe-
riencing anoxia (four sites in cluster 1) were set apart from the other sites
(17 sites in clusters 2 through 6) at a relatively high level (e.g. similarity of
approximately 0.9). Relative to the other communities sampled, those expe-
riencing periodic anoxia had lower species diversity, lower biomass, and less
biomass deeper than 5 cm in the sediments. Results also showed that dom-
inant species tended to be opportunistic, with equilibrium species being less
common than in the other communities.

5.3.4 APPLICATION OF MULTIVARIATE METHODS
TO LABORATORY DATA

With minor exceptions, most of the multivariate methods described to this point
draw from species enumerations in order to describe community-level responses.
However, other multivariate methods use results of single species toxicity tests to
predict effects on communities. Box 5.5 describes an example that uses laboratory
toxicity data for sediment and water to make predictions about community status.
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Box 5.5 A risk ranking model based on estuarine fish communities

The Maryland Department of Natural Resources (USA) developed a composite
index (risk ranking) for Chesapeake Bay tributaries (Hartwell 1997; also see
Hartwell et al . 1997) using laboratory toxicity tests of water and sediments
from sites of interest. The intent was initially to ‘quantify the toxicologi-
cal risk to populations due to the presence of toxic contamination . . .’ using
ambient toxicity data. (See Newman (1998, 2001) for discussion of the prob-
lems in predicting population consequences based on these types of severity
judgements.)

Four estuaries were selected to estimate a fish community-based IBI, fish
species diversity, and this new ranking model. The ranking model employed
water and sediment test results to quantify region status. On several dates,
water samples from each site were collected for ambient toxicity tests includ-
ing: fathead minnow (Cyprinodon variegatus) growth and survival, grass
shrimp (Palaemonetes pugio) growth and survival, and copepod (Eurytemora
affinis) reproduction and survival. Similarly, sediment toxicity tests were done
including those quantifying sheephead minnow embryo–larval survival and
teratogenicity, amphipod (Leptocheirus plumulosus) reburial, growth, and sur-
vival, and polychaete (Streblospio benedicti ) survival and growth.

This ranking system of risk was influenced by a high hazard score for a
particular measure and the uncertainty associated with producing a score for
a region. The level of uncertainty influenced the score and the measured level
of hazard. The severity of effect (mortality = 3, impaired reproduction = 2,
impaired growth = 1), degree of response, variability in testing, site consis-
tency, and the number of endpoints were components of the risk ranking
model. The degree of response was the proportional difference from the con-
trol. The variability was expressed as the coefficient of variation (CV) for a
particular metric for each set of laboratory replicates and each sample site dur-
ing a particular sampling period. The last part of the ranking model involved
consistency, or the level of agreement among assays for a site. Consistency
was quantified as the cube root of the difference between half of the num-
ber of tests (N /2) and the number of statistically non-significant responses at
each site (X),

consistency = 3
√

N/2 − X (5.5)

The consistency is then divided by the number of endpoints measured for a
site. The site score is estimated with equation (5.6).

Location score = [
∑

(severity ∗ % response ∗ CV )] + consistency√
N

(5.6)

Scores were calculated for the four sites based on tests of water alone, sedi-
ment alone, or water and sediment combined. Pearson correlation coefficients
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were calculated for these scores versus a fish-based IBI, a benthic species
diversity index, and a resident fish diversity index. There were no significant
correlations (α = 0.05) between the risk scores (water, sediment, or water–
sediment combined) and the IBI scores or species diversity based on all resi-
dent fish species. Similarly, no significant correlation was noted between water
testing-based risk scores and bottom fish species diversity. However, there
were significant correlations between bottom fish species diversity and the
sediment test-based risk score (P = 0.0092) and the combined test risk score
(P = 0.0018). These results suggest that scores for this risk index are related
to bottom fish diversity. Notionally, the relationship involved responses to
site-associated toxicant exposures.

The methods described to this point have involved data collected from poten-
tially impacted sites in an attempt to document community changes. However,
species sensitivity distribution (SSD) methods use mostly laboratory data to
predict potential community changes upon exposure to stressors. The approach
extends the common use of one laboratory measure of effect, such as the 96-h
LC50, to predict impact to an exposed community. Conventional prediction from
one species can be made more credible by making predictions of effect based
on information from the most sensitive test species. The SSD method modifies
these laboratory-based approaches by using all available laboratory data to make
predictions of effect concentrations for the ecological community. Its great advan-
tage is that it uses all of the readily available information to predict community
consequences. Its convenience and efficient use of single species data have led
to a very rapid increase in its use.

To apply the SSD method, effect concentrations such as acute LC50 or NOEC
values are collected for all relevant species. The effect concentration observations
are ordered from the smallest to the largest value (e.g. smallest to largest 96-h
LC50 values). The ordered values are then given a rank using one of several
conventional methods. Currently popular is i/(n + 1), where i = the ith ranked
observation and n = the total number of observations. A slightly better but less
commonly applied approximation of rank for ordered observations is (i − 0.5)/n.
At this point, the dataset consists of a series of observations (e.g. 96 h LC50
observations and their corresponding ranks). A lognormal model is often assumed
and the probit transformation of each rank is taken. Another model and transfor-
mation can be used if there is evidence that the lognormal model is inappropriate.
Newman and co-workers (Newman et al . 2000, 2001) indicate that the general
assumption of a lognormal model is often not appropriate. Regardless, a lognor-
mal model will be assumed here to illustrate the SSD method. A plot of logarithm
of effect concentration versus probit of the rank is made, producing a straight
line (Fig. 5.10) if the lognormal assumption is appropriate. A regression model is
then used to estimate the concentration ‘protecting’ all but a specified percentage
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Fig. 5.10. Lognormal model for estimating the HCp using the SSD method.
Transformations are easily done on effect concentrations and effect proportion
in order to linearize species sensitivity data. The log of the effect concentration
is plotted against the probit of the effect proportion for the lognormal model
assumed here

(p%) of the species in the community. This concentration is often called the
hazard concentration or HCp.

Although the SSD approach enjoys increasingly widespread application
(Posthuma, Suter and Traas 2001), it does involve several unresolved
shortcomings or ambiguities (Newman et al . 2000; Newman 2001). First, EC50,
LC50, NOEC, LOEC, and MATC effects metrics are used to generate models but
they have significant deficiencies as predictors of population persistence in natural
communities. Any HCp derived using these effects metrics will consequently
have deficiencies as a predictor of community consequences. Second, the
selection of a specified p implies that some loss of species is acceptable for any
community because of species redundancy. As will be described in Chapter 6,
the extent to which this redundancy hypothesis can be validly applied is still
hotly debated. Therefore, any predictions based on the redundancy hypothesis
must be viewed as non-conservative predictions at this time. Third, application
of the SSD method requires thorough knowledge of the dominant and keystone
species, and the importance of species interactions. It has been our experience
that this knowledge is often not available in studies applying the SSD method.
Fourth, in situ exposure is more complex and species-dependent than reflected
in the laboratory exposures carried out in toxicity testing. Fifth, there is a bias
toward lethality information, although non-lethal effects can result in species
disappearance from a community. Finally, the assumption of a specific model,
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such as the lognormal model, is often made without careful scrutiny (Jagoe and
Newman 1997; Newman et al . 2000, 2001).

5.4 CONCLUSIONS

In summary, a diverse array of analytical approaches allow description of toxi-
cant effects on communities. Some, such as species diversity indices, reduce
abundance data to a single number while others, such as the IBI, apply consider-
able ecological knowledge to generate ad hoc measures of community integrity.
Others, like the SSD approach, attempt to use available laboratory data to pro-
duce gross predictions of possible community-level effects. Finally, multivariate
procedures are devoid of ecological theory and simply identify correlations or
associations within a dataset. All of these approaches can be extremely useful
for detecting community differences or changes if applied insightfully.
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6 Disturbance Ecology and the
Responses of Communities
to Contaminants

It is one of those refreshing simplifications that natural systems, despite their
diversity, respond to stress in very similar ways. (Rapport, Whitford and
Hilden 1998)

6.1 THE IMPORTANCE OF DISTURBANCE

IN STRUCTURING COMMUNITIES

In this chapter we will compare the ways in which communities respond to natural
and anthropogenic disturbances. We suggest that many of the characteristics that
determine resistance and resilience of communities to natural disturbance may
also influence responses to chemical stressors. For the purposes of this discussion,
disturbance is defined as any relatively discrete event that disrupts ecosystem,
community, or population structure and changes resources, substrate availability,
or the physical environment (White and Pickett 1985). Key features that deter-
mine the impact of disturbance on communities are the magnitude (e.g. how far
the disturbance is outside the range of natural variability), frequency, and dura-
tion. Some ecologists define disturbance as any event that results in the removal
of organisms and creates space. Indeed, some ecology textbooks (e.g. Begon,
Harper and Townsend 1990) combine discussion of disturbance and predation in
the same chapter because they ultimately have similar effects on communities: the
removal of organisms from a community. The impact of a predator on a compe-
titively superior species will have a qualitatively similar influence on community
structure as the creation of space by physical disturbance. However, most com-
munity ecologists limit the definition of disturbance to include only events that
are outside the range of natural variability. In other words, the predictability or
novelty of a disturbance event greatly influences community responses and reco-
very times. Predictability of disturbance is largely influenced by the frequency of
occurrence, but also varies among ecosystems and disturbance types (Table 6.1).

Ecologists have long recognized the importance of natural disturbance in struc-
turing communities (Connell 1978), and many consider disturbance a central
organizing principle in community ecology (Peterson 1975; Sousa 1979; White
and Pickett 1985). In particular, the biotic and abiotic factors that influence
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Table 6.1. Frequency and predictability of natural disturbance events in ecosys-
tems. (Modified from Reice 1994)

Ecosystem Disturbance type
Frequency

(years) Predictability

Forests Fire 1/40–200 Moderate
Windstorms 1/10–25 None
Insect defoliation Rare None

Chaparral Fire 1/15–25 High
Grasslands Fire 1/5–10 Moderate
Deserts Frost 1/50–200 None
Rivers Floods 0–15 None

Drought 0–2 Moderate to high
Lakes Freezing 0–1 High
Intertidal zone Log damage Annual Low

recovery from disturbance have received considerable attention. A large body
of theoretical and empirical evidence supports the idea that most communities
are subjected to natural disturbance and that disturbance regimes influence com-
munity structure and life history characteristics of component species. Most of
this research has focused on physical perturbations (e.g. hurricanes, floods, volca-
noes), whereas relatively few studies have employed basic ecological principles to
describe responses to anthropogenic stressors. Just as variability and predictabil-
ity determine the response of communities to natural disturbance, they also figure
prominently in understanding the effects of anthropogenic disturbance (Rapport,
Regier and Hutchinson 1985). The goal of this chapter is to describe ways in
which ecotoxicologists can use this rich history of research in basic disturbance
ecology to understand community responses to contaminants.

6.1.2 DISTURBANCE AND EQUILIBRIUM COMMUNITIES

Much of the historical focus in disturbance ecology is closely aligned with the
Clementsian paradigm of community succession and the ‘balance of nature’
(Clements 1936) The equilibrium model of community structure asserts that over-
all community composition is relatively stable and that communities will return to
equilibrium conditions if given sufficient time following a disturbance. The equi-
librium model also assumes that species interactions, most notably competition,
are the most important factors structuring the community. The idea that commu-
nities will return to pre-disturbance conditions following perturbations implicitly
assumes the existence of equilibrium conditions. The equilibrium model is in stark
contrast to the idea that community structure is determined largely by stochas-
tic processes, such as random colonization and highly variable environmental
factors (Table 6.2). Proponents of the non-equilibrium theory assert that commu-
nity composition is constantly changing over time and that natural systems are
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Table 6.2. Characteristics of equilibrium and non-equilibrium communities.
(From Wiens 1984)

Equilibrium communities
Non-equilibrium

communities

Biotic interactions Strong, especially competition Weak
Number of species Many Few
Abiotic factors Less important Major importance
Community regulation Density dependent Density independent
Overall structure Deterministic Stochastic

often recovering from the most recent disturbance (Wiens 1984; Reice 1994).
Communities only give the illusion of stability if the frequency of disturbance is
relatively low.

The debate over equilibrium and non-equilibrium determinants of community
structure has important implications for the study of recovery from anthro-
pogenic disturbance. If communities are determined largely by stochastic pro-
cesses and therefore constantly changing, then defining recovery as a return to
pre-disturbance conditions will be difficult. In contrast, if communities are char-
acterized by equilibrium conditions, then predictable recovery trajectories can
be identified. Long-term investigations of pre-disturbance conditions may help
define the range of natural variation in non-equilibrium communities. However,
if communities show the degree of temporal variation expected based on non-
equilibrium models, it will possible to detect only the most severe disturbances.

6.1.3 RESISTANCE AND RESILIENCE STABILITY
Ecologists recognize two different types of community stability when quan-
tifying community responses to disturbance. Resistance stability refers to the
ability of a community to maintain equilibrium conditions following a distur-
bance. Resistance can be quantified by measuring the magnitude of the response
of a community compared with pre-disturbance conditions. If two communi-
ties are subjected to the same disturbance, the community that shows the least
amount of change compared with pre-disturbance conditions has greater resis-
tance. Resilience stability refers to the rate at which a community will return to
pre-disturbance conditions. If two communities are exposed to the same distur-
bance, the community that recovers faster is considered to have greater resilience.
Because resistance and resilience are fundamental properties of all ecological sys-
tems, some ecologists have proposed that they could be employed as indicators
of ecological health (Box 6.1).

Box 6.1 Resistance and resilience as ‘fitness tests’ of ecosystem health

Measures of species richness, diversity, and ecosystem processes are rou-
tinely employed in biological monitoring to assess effects of anthropogenic
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stressors. The ability of a community to withstand and recover from natural
disturbance is also recognized as a fundamental characteristic of ecological
integrity. If exposure to contaminants or other anthropogenic stressors influ-
ences resilience or resistance of a community, responses to natural disturbance
may be used as endpoints in ecological assessments. Whitford, Rapport and
deSoyze (1999) measured resistance and resilience of a grassland community
to a natural disturbance (drought) along a stress gradient induced by livestock
grazing. Both resistance and resilience were compromised by grazing, sug-
gesting that natural disturbance will have a greater and longer lasting effect
on communities also subjected to anthropogenic disturbance. Whitford, Rap-
port and deSoyze (1999) proposed using measures of resistance and resilience
as an early warning ‘fitness test’ of ecosystem health. The strength of this
approach is that it measures something that really matters (ability to with-
stand or recover from disturbance) and can be applied across different types
of communities. Assuming that effects of natural disturbance in reference
and impacted communities can be quantified, this approach provides a unique
opportunity for comparisons among communities.

Resistance and resilience to disturbance are not necessarily correlated. Features
that determine tolerance of a community to a stressor (resistance) do not always
influence how quickly the community will recover (resilience). For example,
a climax forest may show high resistance to outbreaks of a herbivorous pest
(e.g. gypsy moths); however, resilience will be very low because of the time
required for this community to return to pre-disturbance conditions. In contrast,
grassland communities subjected to this same stressor may recover very quickly.
Stream ecosystems are notoriously resilient and often recover very quickly from
disturbance (Yount and Niemi 1990); however, most streams have low resistance
and are relatively sensitive to many types of disturbance. Finally, coral reefs are
an excellent example of an ecosystem with both low resistance and low resilience.

While these definitions of resilience and resistance stability are useful for
classifying the diverse ways that communities may respond to disturbance, they
are relatively simplistic concepts and their interpretation is context dependent.
Although we can develop some general guidelines for predicting the magnitude
of a response or the rate of recovery, it is unlikely that the specific details will
be consistent across all types of perturbations.

6.1.4 PULSE AND PRESS DISTURBANCES
In addition to understanding factors that influence susceptibility and recovery
trajectories of communities following disturbance, ecologists also distinguish
between two different types of perturbations. Pulse disturbances (Bender, Case
and Gilpin 1984) are defined as instantaneous alterations in the abundance of
species within a community (Fig. 6.1). Factors that influence the recovery of a
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Fig. 6.1. Comparison of pulse and press disturbances showing ecological
responses of communities. Pulse disturbances result in instantaneous
alterations of community structure and function. The primary research questions
following pulse disturbances focus on processes that influence rate of recovery.
Press disturbances are sustained alterations in ecological responses that may
result in establishment of a new community. Following press disturbances
ecologists are particularly interested in understanding characteristics of this
new equilibrium

community as it returns to equilibrium are of particular interest in the study of
pulse disturbances. The crown fire that occurred in Yellowstone National Park
(USA) in 1989 is an example of a large-scale pulse disturbance. Studies of the
lodgepole forest communities in Yellowstone have focused primarily on identi-
fying biotic and abiotic factors that influence the time required for this system
to return to pre-disturbance conditions.

Press disturbances cause sustained alterations in abundance of species, often
resulting in the elimination of some taxa and establishment of a new community.
Here, ecologists are particularly interested in understanding community char-
acteristics and factors that control this new equilibrium. Increased temperature
associated with global climate change is an example of a press disturbance.
Because communities affected by press disturbances are expected to establish
new equilibria, investigators often focus on understanding characteristics of this
altered community.

While the original theoretical treatment of pulse and press disturbances was
developed to improve our quantitative understanding of species interactions (Ben-
der, Case and Gilpin 1984), these concepts are also relevant to our discussion
of how communities respond to contaminants. An ecotoxicological example of
a pulse disturbance would be a chemical spill that temporarily reduced densities
of certain species. Differences in sensitivity to the chemical among species may
determine community composition immediately following the spill. However,
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Table 6.3. Proposed classification of perturbations
by cause (type of disturbance) and community
response. (From Glasby and Underwood 1996)

Classification
Type of

disturbance
Community

response

Discrete pulse Short term Short term
Protracted pulse Short term Continued
Protracted press Continuous Continued
Discrete press Continuous Short term

assuming that the chemical was quickly degraded and there were no persistent
effects, colonization ability of displaced species would be the primary factor
influencing the rate of recovery. Recovery from this pulse disturbance may be
rapid if an adequate supply of colonists is available to the system. In contrast
to pulse disturbances, a press disturbance is continuous and the community is
generally not expected to return to its original condition until the stressor is
eliminated. An ecotoxicological example of a press disturbance would be the
continuous input of toxic material into a system, such as acid deposition from
coal-fired power plants. Here, differences in sensitivity among species will be the
primary factor influencing community composition. If recovery is defined as a
return to pre-disturbance conditions, it is unlikely that recovery will be observed
until levels of the toxic materials are reduced. In the case of highly persistent
contaminants (e.g. PCBs associated with lake sediments), recovery may not be
observed even after the source has been eliminated.

The definitions used to distinguish between pulse and press disturbances have
been criticized because they combine cause (e.g. disturbance) with effect (e.g.
the response of the community) and assume a relatively simplistic response to
perturbation (Glasby and Underwood 1996). For example, a pulse disturbance
such as a chemical spill may have a lasting effect on community structure and
function. Similarly, communities subjected to press disturbances could quickly
return to equilibrium conditions if populations are able to acclimate or adapt to
stressors. Glasby and Underwood (1996) refine these definitions and distinguish
between discrete and protracted press and pulse perturbations (Table 6.3). They
also suggest sampling procedures and experiments that allow investigators to
identify these different categories of disturbance.

6.2 COMMUNITY STABILITY AND SPECIES DIVERSITY

One of the more impassioned debates in the field of community ecology has been
over the positive relationship between species diversity and resistance/resilience
stability (Elton 1958; May 1973). Darwin (1872) first proposed this intuitively
pleasing idea and speculated that species-rich communities should be more sta-
ble than communities with few species. Complex food webs are assumed to
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allow communities better to tolerate disturbance because of greater functional
redundancy among pathways of energy flow and nutrient cycling. According to
this hypothesis, a species that was eliminated due to disturbance would simply
be replaced by a different species that performs a similar ecological function.
The hypothesis that greater species diversity results in greater stability also has
significant implications for the study of anthropogenic disturbance. If complex
systems are more stable, we would expect that the chronic effects of contaminants
would be less pervasive in species-rich communities compared with depauperate
communities.

In their synthesis of the relationship between diversity and ecological
resilience, Peterson, Allen and Holling (1998) describe four models of species
richness and stability currently in the literature. The simplest model (the
species richness–diversity model) proposes that the addition of species to a
community increases the number of ecological functions, thereby increasing
stability (Fig. 6.2A). The model assumes that stability continues to increase as
new species are added, and makes no allowances for saturation of ecological
function. In contrast, the rivet model assumes that there is a limit to the number
of functions in a community and that as new species are added functions
begin to overlap (Fig. 6.2B). Because of this functional redundancy in diverse
communities, a few species can be removed with relatively little influence on
stability. However, like removing rivets from the wing of an airplane, as more
species are lost from a community a critical threshold is eventually reached and
stability will decrease rapidly. The idiosyncratic model (Fig. 6.2C) proposes that
the relationship between species richness and stability is highly variable and that
the consequences of adding new species is dependent on species interactions.
Addition of some species will stabilize ecological function whereas the addition
of others will have relatively little influence on community stability. Finally,
the drivers and passengers model (Fig. 6.2D) assumes that the influence of
species richness on stability depends on which particular species is added to the
community. Driver species, including ‘ecological engineers’ and other keystone
species, have a greater impact on functional stability of a community than
passenger species.

All four models described above assume a positive relationship between stabil-
ity and diversity. However, despite its intellectual appeal, the relationship between
diversity and stability is not straightforward and relatively few experimental stud-
ies have provided strong support for this hypothesis. In fact, theoretical treatment
of the diversity–stability relationship has suggested that complex communities
are actually less stable than simple communities (May 1973). Microcosm exper-
iments conducted with protists support these models and show that addition of
more trophic levels resulted in reduced stability (Lawler and Morin 1993). One
potential explanation for these conflicting results is that different researchers
have used different measures to define stability. Peterson (1975) reported dif-
ferent relationships between diversity and stability depending on whether one
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Fig. 6.2. Four models showing the relationship between species richness and
functional stability in communities. (A) The species diversity model assumes
that stability decreases linearly as species are removed from the community.
(B) The rivet model assumes that functional redundancy protects communities
from loss of species, but that stability decreases rapidly once species are
reduced to a critical threshold level. (C) The idiosyncratic model proposes that
the effect of removing species is dependent on species interactions. (D) The
drivers and passengers model assumes that the influence of species richness
on stability depends on which species are removed from the community. Loss of
driver species or keystone species have a greater impact on functional stability
of a community than loss of passenger species. (Modified from Figures 1–4 in
Peterson, Allen and Holling 1998)

measured stability at the species level (variance of individual populations) or at
the community level (variation in community composition). In contrast to the
theoretical studies of diversity–stability relationships, the most influential empir-
ical studies have used temporal variation in productivity or biomass as a measure
of stability (Doak et al . 1998). In a long-term experimental study of grassland
plots Tilman (1996) reported that increased biodiversity stabilized community
and ecosystem processes but not population-level processes (Fig. 6.3). Variabil-
ity of community biomass decreased (i.e. stability increased) as more species
were added to the community, whereas variability of individual populations
increased (although this relationship was relatively weak). These results may
help resolve the long-standing debate over the diversity–stability relationship. It
appears that increased diversity does stabilize community biomass and produc-
tivity as predicted by Elton (1958), but decreases population stability, consistent
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Fig. 6.3. Proposed resolution of the diversity–stability debate. The figure shows
a relationship between species richness and two measures of stability in plant
communities. Population and community stability was characterized by mea-
suring the coefficient of variation (CV = 100 × standard deviation/mean) for
species and community biomass. As more species are added to the community,
population stability decreases (the CV for species biomass increases), whereas
community stability increases (the CV for community biomass decreases).
(Modified from Figures 7 and 9 in Tilman 1996)

with May’s (1973) mathematical models. The underlying mechanism responsible
for these differences appears to be interspecific competition (Tilman 1996).

Some researchers have argued that the relationships between diversity and
stability reported in the literature are an inevitable outcome of averaging the
fluctuations of individual species’ abundances (Doak et al . 1998). The premise
for this argument is that community-level properties such as total biomass will
be less variable as a greater number of species are included simply because of
this averaging effect. This same statistical phenomenon is observed for other
measures of community composition. For example, total abundance is generally
less variable than abundance of individual species, especially for rare species.
A practical aspect of this statistical averaging effect is that aggregate measures
of community composition are often less variable and therefore more useful for
assessing impacts of stressors than abundance of individual species (Clements
et al . 2000). From an ecological perspective the relative importance of this sta-
tistical relationship must be quantified in order to understand the role of species
interactions in structuring communities. Previously, the diversity–stability rela-
tionship was assumed to be exclusively a result of species interactions. How-
ever, this statistical averaging effect associated with aggregate measures occurs
regardless of the importance of competition or predation in a community (Doak
et al . 1998).
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Much of the experimental research investigating the relationship between
diversity and stability has involved establishing a diversity gradient in which
individual species are excluded from some treatments. While many of these
experiments have shown a positive relationship between diversity and stability,
it is uncertain if similar patterns occur in systems where diversity varies along
natural gradients. Sankaran and McNaughton (1999) report results of a study
of savannah grasslands in which plant communities along a natural disturbance
gradient were exposed to experimental perturbations, including fires and grazing.
These researchers observed that the relationship between diversity and resistance
stability was dependent on the specific measure of stability being considered.
Resistance to species turnover, measured as the proportion of species in both
pre- and post-disturbance plots, increased with species diversity. This result
is consistent with the hypothesis that stability is positively associated with
diversity. In contrast, resistance to compositional change, measured as change
in the relative contribution of different species before and after disturbance,
decreased with species diversity. Because community composition is a reflection
of numerous extrinsic factors, including disturbance regime and site history, it
may be a more important determinant of stability than the actual number of
species in a community. Sankaran and McNaughton’s (1999) results demonstrate
that the relationship between diversity and stability is largely influenced by these
extrinsic factors and that species-rich communities may not necessarily be better
at ‘coping’ with disturbance.

The diversity–stability debate has serious implications for understanding how
communities respond to anthropogenic stressors. Measures of stability based on
aggregate properties, such as total abundance or biomass, appear to be related
to the number of species in a community. The degree to which other mea-
sures of stability, such as community resistance and resilience, are influenced by
this statistical relationship is uncertain. For example, is the greater resilience of
species-rich communities to anthropogenic disturbances a result of community
redundancy or simply a statistical artifact? Alternatively, communities subjected
to anthropogenic perturbations may be resistant to additional disturbance because
they are dominated by stress-tolerant species. Understanding the causes of the
diversity–stability relationship and quantifying the relative importance of these
statistical averaging effects requires that theoretical and empirical ecologists agree
on common definitions of stability.

6.3 SPECIES DIVERSITY AND ECOSYSTEM FUNCTION

Another controversial topic in contemporary ecology concerns the hypothesized
relationship between species diversity and ecosystem function (Hooper and Vitou-
sek 1997; Grime 1997; Huston 1997). The relationship between the number of
species and ecosystem processes (e.g. primary production, respiration, energy
flow) is a logical offshoot of the diversity–stability controversy with direct
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relevance to community ecotoxicology. Much of the debate centers on the notion
that ecosystem health is dependent on the number of species and that the loss of
species will affect ecosystem processes. Species richness is predicted to influence
ecosystem function in several fundamental ways. First, communities with a large
number of species have a greater probability of containing taxa with important
functional roles. Second, communities with more species will likely use avail-
able resources more efficiently, resulting in greater productivity. Finally, a large
number of species provides functional redundancy in a community and acts as a
buffer against loss of species due to anthropogenic disturbance.

The positive influence of species richness on ecosystem function has recently
acquired new significance as conservation biologists have used this relation-
ship as another reason to protect species. The accelerating loss of biodiversity
has intensified efforts to clarify the diversity–productivity relationship and to
identify mechanistic explanations. In a review of experimental evidence support-
ing the relationship, Chapin et al . (1998) concluded that high species diversity
maximizes resource acquisition across trophic levels, reduces the risk associ-
ated with large, stochastic changes in environmental conditions, and protects
communities from exposure to pathogens or exotic species. If we assume that
different species in a community have different functional roles and that the func-
tions performed by an individual species are limited, it follows that alterations
in community composition resulting from anthropogenic disturbance will affect
ecosystem processes. However, identifying specific mechanistic explanations for
the diversity–productivity relationship and characterizing its form (e.g. linear ver-
sus curvilinear) has been difficult. Some ecologists suggest that this relationship
is inconsistent across communities because the relative contributions of individ-
ual species to ecosystem function varies with environmental context (Cardinale,
Nelson and Palmer 2000). Others argue that the observed pattern is a sampling
artifact resulting from inappropriate experimental designs and hidden treatment
effects (Grime 1997; Huston 1997). Below, we will present empirical evidence
that supports the diversity–productivity relationship, describe the limitations of
this model, and discuss the implications for community ecotoxicology.

Large-scale field experiments conducted in grasslands by Tilman and col-
leagues have contributed to our understanding of the relationship between diver-
sity and plant productivity (Tilman et al . 1997). By adding a known number
of species (0–32) or functional groups (0–5) to 289 plots (169 m2 each), these
researchers found that both species diversity and functional diversity influenced
plant productivity (Fig. 6.4). When results were analyzed based on functional
composition the relationships were stronger, suggesting that composition of the
community was actually more important than the number of species present.
Similarly, Hooper and Vitousek (1997) reported that the composition of plant
functional groups was more closely related to ecosystem processes than func-
tional group richness. These results demonstrate that the different functional
roles of species may be a more important predictor of ecosystem health than
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Fig. 6.4. The influence of species diversity and functional diversity on produc-
tivity (measured as aboveground biomass) in grassland plots. Species diversity
and functional diversity were manipulated by adding a known number of species
or functional groups to experimental plots. (Modified from Figure 1 in Tilman
et al. 1997)

the actual identity of those species. Consistent with predictions of the driver and
passenger model described previously (Fig. 6.2D), the loss of some functionally
important species will have greater impacts on ecological integrity than the loss
of other species. One of the key goals of basic ecology will be to identify those
functionally important species.

A large-scale experimental test of the relationship between grassland plant
diversity and productivity was conducted at eight European field sites (Hector
et al . 1999). Five levels of species richness were established at each site across a
broad geographic region (Germany, Portugal, Switzerland, Greece, Ireland, Swe-
den, and two sites in the United Kingdom). Although productivity (measured as
aboveground biomass) varied among locations, the overall pattern was a reduc-
tion in productivity with lower species richness at all sites. The mechanisms
proposed to account for this pattern involve niche complementarity, whereby
variation among species results in more complete utilization of resources, and
positive mutualistic interactions among species. Although distinguishing among
these alternative explanations will not be easy, the results demonstrate that the
loss of species and the alteration in community composition will significantly
alter ecosystem processes. Thus, in addition to measuring the direct effects
of anthropogenic disturbances on ecosystems, it is important that community
ecotoxicologists recognize the indirect effects on ecosystem processes due to
loss of species.

Because most experimental investigations of the diversity–productivity rela-
tionship have focused on primary producers, the widespread generality of patterns
observed by Tilman and others is uncertain. At the very least, our understanding
of this relationship is biased by the emphasis on terrestrial plants. The complex
functional interactions among trophic groups may require that ecologists adopt
a multitrophic approach to predict ecosystem responses to changes in diversity.
Naeem, Hahn and Schuurman (2000) reported that neither increased producer nor
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decomposer diversity alone could account for greater algal production observed in
freshwater microcosms. Duffy et al . (2001) investigated the relationship between
grazer diversity and plant productivity in marine seagrass beds. Grazer species
composition strongly influenced seagrass productivity and was more important
than species richness. These results indicate that studies focusing on a single
trophic level may underestimate ecosystem effects of anthropogenic disturbance
on biodiversity.

6.4 RELATIONSHIP BETWEEN NATURAL

AND ANTHROPOGENIC DISTURBANCE

A unifying feature that has emerged from research on disturbance is the remarkable
resilience of some communities to a wide range of natural disturbances. The char-
acteristics that account for rapid recovery of communities following disturbance
are diverse, but most often relate to the availability of colonists. One fundamental
question from an ecotoxicological perspective is how can research on responses
to natural disturbance be employed to predict recovery from anthropogenic distur-
bance. In particular, can we expect to see patterns of resistance and resilience to
chemical stressors similar to those of physical disturbances? Comparisons of natu-
ral and anthropogenic disturbance will allow researchers to answer these questions
and improve their ability to predict responses to future disturbances.

Unfortunately, relatively few studies have compared responses of communities
to both natural and anthropogenic disturbances. Foster et al . (1997) conducted
several large-scale experiments designed to investigate the impacts of physical
restructuring (a blowdown induced by a hurricane), nitrogen additions, and soil
warming in a second-growth forest. Results of this study showed that despite
obvious effects of the blowdown on forest structure, there was little change in
ecosystem processes (Table 6.4). Because species in this forest were adapted
to frequent disturbance associated with hurricanes, recovery was observed soon
after the blowdown. In contrast, N addition and soil warming had a much greater
impact on ecosystem processes, but little influence on community composition.
These researchers contend that because species in this community were not
adapted to these novel stressors, little evidence of recovery was observed.

Table 6.4. Effects of natural (blowdown) and anthropogenic
(N addition; soil warming) disturbances in a second growth
forest. The table shows percentage changes of ecosystem
processes. (From Foster et al. 1997)

Process Blowdown N addition Soil warming

Mineralization +15.9 +138 +50
Methane uptake −2.4 −36 +20
Soil respiration +6.2 0 +76
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A long-term program of field monitoring and experiments conducted in Antarc-
tica, ‘one of the most extreme physical environments in the world’ compared the
impacts of natural and anthropogenic disturbance on marine benthic communi-
ties (Lenihan and Oliver 1995). Anthropogenic disturbance included chemical
contamination in sediments around McMurdo Station (primarily hydrocarbons,
heavy metals, and PCBs), whereas natural disturbance included anchor ice for-
mation and scour. Results showed remarkable similarity between anthropogenic
and natural disturbances. Communities in contaminated sites and physically dis-
turbed sites were dominated by the same assemblages of polychaete worms,
species with highly opportunistic life history strategies. Despite the similarity in
responses, these researchers suggested that recovery from chemical contamina-
tion would require considerably more time because of the slow degradation of
these persistent contaminants in sediments.

6.4.1 THE ECOSYSTEM DISTRESS SYNDROME
Although there is some empirical support for the hypothesis that effects of con-
taminants vary among communities (Poff and Ward 1990; Howarth 1991; Kiffney
and Clements 1996; Medley and Clements 1998), there have been few attempts
to identify specific factors responsible for this variation. Fragility may be an
inherent property of some communities, regardless of the history of disturbance
(Nilsson and Grelsson 1995). Resistance and resilience to anthropogenic distur-
bances may vary among different communities or among similar communities in
different locations. This variation greatly complicates our ability to predict com-
munity responses and recovery times. If some communities are inherently more
fragile than others, identifying characteristics that increase sensitivity and the
mechanisms responsible for ecosystem recovery are important areas of research.

Rapport, Regier and Hutchinson (1985) suggested that communities in unstable
environments may be ‘preadapted’ to moderate levels of anthropogenic stress.
Howarth (1991) speculated that ecosystems with fewer opportunistic species,
lower diversity, and closed element cycles would be sensitive to contaminants. In
an experimental investigation of resistance and resilience, Steinman et al . (1992)
reported that initial community structure was relatively unimportant in determin-
ing community responses to chlorine. In this study community biomass, which
was regulated by grazing herbivores, determined resistance to chlorine exposure.
These results are consistent with experiments showing that trophic status of a
community influences resistance and resilience (Lozano and Pratt 1994).

Rapport, Regier and Hutchinson (1985) evaluated the responses of several com-
munities to different types of disturbance and developed an ‘ecosystem distress
syndrome’. They argue that community responses to disturbance are analogous to
the generalized adaptation syndrome that occurs when individual organisms are
subjected to environmental stress (Seyle 1973). Because the perturbations con-
sidered in their analysis included a range of natural and anthropogenic stressors
(physical restructuring, overharvesting, pollution, exotic species, extreme natural
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Table 6.5. Characteristic responses of the ecosystem distress syndrome. The
table shows the expected response of each indicator as increasing (+), decreas-
ing (–), or unknown (*). (From Rapport, Regier and Hutchinson 1985)

Disturbance type
Nutrient

pool
Primary

productivity
Species
diversity

Size
distribution

System
retrogression

Harvesting renewable
resources

Aquatic * * − − +
Terrestrial − − − − +

Pollutant discharges
Aquatic + + − − +
Terrestrial − − − +

Physical restructuring
Aquatic * * − − +
Terrestrial − − − − +

Introduced species
Aquatic * * * − +
Terrestrial * * * * +

Extreme natural
events

Aquatic * * − − +
Terrestrial − − − − +

events), the results may be used to compare responses across disturbance types
and among communities (Table 6.5). Because it is not feasible to measure every
potential indicator in all ecosystems, identifying general responses to disturbance
across a diverse array of ecosystems and disturbance types is essential. Further-
more, identifying similarities between natural and anthropogenic disturbances
will allow ecotoxicologists to benefit from the long history of research on natural
disturbance better to understand how communities respond to chemical stressors.

6.4.2 THE INTERMEDIATE DISTURBANCE HYPOTHESIS
Communities subjected to moderate levels of disturbance may have greater
species richness or diversity compared with communities existing under benign
conditions. The intermediate disturbance hypothesis (IDH) was first proposed
by Connell (1978) to explain higher levels of species diversity observed in
rocky intertidal habitats subjected to moderate levels of physical disturbance. The
mechanism suggested to account for this somewhat counterintuitive observation
was that moderate levels of disturbance reduced competition for limited resources
and allowed more species to coexist. Diversity is low under benign conditions
because a small number of species dominate resources and are capable of
excluding subordinate species. Diversity is also low under extreme levels of
disturbance because relatively few species are able to persist. Thus, according
to predictions of the IDH we would expect the greatest species diversity under
moderate levels of perturbation (Fig. 6.5).
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Fig. 6.5. According to the intermediate disturbance hypothesis (Connell 1978)
species diversity is maximized under conditions of intermediate levels of dis-
turbance. Species diversity is low in stable, highly predictable communities
because a small number of species dominate resources and are capable of
excluding subordinate species. Species diversity increases with moderate levels
of disturbance because the ability of dominant groups to exclude subordinates
decreases. Species diversity is also low under extreme levels of disturbance
because relatively few species are able to persist under these harsh environ-
mental conditions

There is general support for the IDH in the literature, and natural communities
in a variety of habitats seem to fit predictions of the IDH fairly well. According
to this hypothesis, the rich biological diversity observed in tropical rainforests
and coral reefs is maintained by a combination of high productivity, habitat
complexity, and disturbance from hurricanes. Sousa (1979) conducted a series
of experiments to test the IDH in marine intertidal communities associated with
boulders. Because small boulders are more likely to be disturbed by waves,
Sousa used boulder size as an index of the probability of disturbance. He initially
demonstrated that the greatest number of species was found on intermediate-sized
boulders, a finding consistent with predictions of the IDH. He then anchored the
small boulders to prevent disturbance and observed an increase in the number of
species. These results demonstrated that substrate stability was more important
than size in determining species richness.

The IDH is now widely embraced by many ecologists, and examples of the
positive effects of moderate disturbance on species diversity have been reported
in many different systems. However, there are examples where the IDH was not
supported, most notably in freshwater streams where rapid recolonization swamps
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the effects of disturbance. For example, Death and Winterbourn (1995) reported
that species richness in New Zealand streams increased with habitat stability,
but showed no relationship with disturbance. Similar results were reported by
Reice (1985) following experimental manipulation of cobble substrate designed
to simulate flood disturbance. Although the importance of natural disturbance in
structuring many communities was recognized, Reice concluded that the IDH did
not apply to streams. Failure to account for the effects of disturbance on multiple
trophic levels may also limit the predictive ability of the IDH. Natural com-
munities consist of several potentially interacting trophic levels, and disturbance
to multitrophic communities may show very different results than disturbance
to a single trophic level (Fig. 6.6). Wootton (1998) developed a mathematical
model to determine if predictions of the IDH were applicable to multiple trophic
levels. Results of these analyses helped explain why the IDH successfully pre-
dicted patterns in some communities but not in others. Clearly, any application
of the IDH to anthropogenic disturbances must consider systems with more than
one trophic level.

Similar to research on disturbance in general, most tests of the IDH have
focused on natural, physical perturbations in systems where space is the primary
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Fig. 6.6. Conceptual model showing the effects of disturbance in multiple
trophic level systems. In the upper panel, disturbance to each of the trophic
levels (represented by the solid arrows) results in a proportional reduction in
biomass of each group. In the lower panel predators are disproportionately
impacted by the disturbance, resulting in a cascading effect on lower trophic
levels. (Modified from Figure 1 in Wootton 1998)



184 COMMUNITY ECOTOXICOLOGY

limiting resource. It is uncertain if predictions of this model can be applied
to toxicological stressors. Are there examples where exposure to intermediate
levels of toxic stressors prevent competitively superior species from dominating
resources and reducing species richness? Because species richness and diversity
are common indicators of perturbation used in biological assessments, the IDH is
relevant to community ecotoxicology. If species richness is enhanced under low
levels of contaminant exposure as predicted by the IDH, then it may be difficult
to detect subtle impacts on communities.

6.4.3 SUBSIDY–STRESS GRADIENTS
The theoretical treatment of subsidy–stress gradients by Odum, Finn and Franz
(1979) offers some insight into the responses of communities to different types
of chemical stressors. According to this model, certain types of disturbances,
such as the input of nutrients or organic material, may enhance or subsidize a
community. However, when levels of these materials exceed a critical threshold,
the system becomes stressed resulting in a unimodal response. In contrast to pat-
terns observed for inputs of usable resources, the input of toxicants into a system
generally does not subsidize a community (Fig. 6.7). In fact, very small amounts
of toxic chemicals may have a similar effect on communities as large amounts
of usable (e.g. subsidizing) materials. The shape of the perturbation–response
curve for toxicant input or the location of the peak in the subsidy–stress gra-
dient is dependent on numerous factors and varies greatly among communities.
In addition, because of the hierarchical arrangement of natural systems, inputs
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Fig. 6.7. Odum’s model of subsidy–stress gradients. The model predicts that
certain types of stressors, such as the input of nutrients or organic material, may
subsidize a community. When levels of these materials exceed some threshold
of tolerance, the system becomes stressed resulting in a unimodal response
to the stressor. In contrast, the addition of toxic materials generally does not
subsidize ecological function and therefore results in a tolerance phase followed
by a stress phase. (Modified from Figure 1 in Odum, Finn and Franz 1979)
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of nutrients and organic matter may subsidize one level of organization (e.g.
increase species diversity and productivity) but have a negative impact on some
individual species. A good example to illustrate this point is the eutrophication
observed in aquatic ecosystems resulting from the input of nutrients. In gen-
eral, low input of nutrients into an oligotrophic system will stimulate primary
and secondary productivity and may increase species diversity. However, these
changes are likely to be accompanied by alterations in community structure, as
nutrient-sensitive species are replaced by nutrient-tolerant species. The use of
subsidy–stress models (Odum, Finn and Franz 1979) for predicting responses to
anthropogenic disturbances requires a thorough understanding of natural tempo-
ral changes in community composition. The initial increase in productivity and
species diversity following the input of nutrients into an oligotrophic lake is often
followed by a slow decline as the system adjusts to these novel conditions.

In summary, the input of either toxic chemicals or subsidizing materials can
alter community composition because of differential sensitivity among species.
The subsidy–stress model predicts that small inputs of usable materials in a
system will increase primary productivity and may increase species diversity
(Odum, Finn and Franz 1979). In contrast, the input of toxic materials in a system
will generally not increase productivity. It is unlikely that low concentrations of
toxic materials will increase species diversity unless these chemicals remove
competitively superior species or alter the outcome of species interactions, as
predicted by the intermediate disturbance hypothesis (Section 6.4.2).

6.5 CONTEMPORARY HYPOTHESES TO EXPLAIN

COMMUNITY RESPONSES TO ANTHROPOGENIC

DISTURBANCE

Populations chronically exposed to contaminants often exhibit increased toler-
ance relative to naive populations (Newman 2001). Two general explanations are
proposed to account for this observation: physiological acclimation and genetic
adaptation. Physiological responses may include reduced contaminant uptake
or increased production of detoxifying enzymes. In contrast, genetic adaptation
results from higher survival rate of tolerant individuals and subsequent changes in
gene frequencies. The distinction between acclimation and adaptation is some-
what arbitrary, as physiological processes may also have a genetic basis. For
example, increased levels of metallothionein in response to metal exposure may
indicate either acclimation or genetic adaptation, as adapted populations have
developed the capacity for greater protein production.

Although increased tolerance has often been demonstrated in populations
previously exposed to contaminants, few studies have examined tolerance at
higher levels of biological organization. As noted above, the most common
explanations for increased tolerance at the population level include acclimation
and selection for resistant genotypes. We argue that these same intraspecific
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mechanisms also account for resistance of communities to contaminants. In other
words, community-level tolerance is at least partially a result of physiological
and genetic changes of populations. However, because communities consist of
large numbers of interacting species, it is likely that other mechanisms, unique
to these systems, will contribute to tolerance. For example, increased tolerance
at the community level may result from replacement of sensitive species by
tolerant species. This shift, termed ‘interspecific selection’ (Blanck and Wangberg
1988), is a common response in contaminated systems and a consistent indicator
of anthropogenic disturbance. Interspecific selection is also a likely explanation
for pollution-induced community tolerance, a new ecotoxicological approach for
demonstrating causation in community assessments.

6.5.1 POLLUTION-INDUCED COMMUNITY TOLERANCE

Increased resistance of a population to a contaminant may indicate selection pres-
sure and provide strong evidence that the population has been affected (Luoma
1977). Similarly, increased tolerance at the community level may also indicate
ecologically important effects. Pollution-induced community tolerance (PICT) has
been proposed as an ecotoxicological tool to assess the effects of contaminants
on communities (Blanck and Wangberg 1988). PICT is tested by collecting intact
communities from polluted and reference sites and exposing them to contami-
nants under controlled conditions. Increased community tolerance resulting from
the elimination of sensitive species is considered strong evidence that commu-
nity restructuring was caused by the pollutant. Proponents of the PICT argue that
while differences between communities from reference and polluted sites can be
attributed to many factors, increased tolerance observed in communities is less sen-
sitive to natural variation and most likely a result of contaminant exposure (Blanck
and Dahl 1996). Furthermore, because acquisition of community tolerance is gen-
erally not influenced by environmental conditions, locating identical reference and
polluted sites for comparison is less critical (Millward and Grant 2000).

The use of PICT to assess impacts of contaminants at the level of communi-
ties is based on three assumptions: (1) sensitivity to contaminants varies among
species; (2) contaminants will restructure communities, with sensitive species
being replaced by tolerant species; and (3) differences in tolerance among com-
munities can be detected using short-term experiments (Gustavson and Wangberg
1995). The first two assumptions are relatively straightforward and easy to verify
with field sampling. The third assumption is more problematic and significantly
constrains application of PICT as an assessment tool. While tolerance at the
population level can be assessed using a variety of species, logistical considerations
will limit the types of communities where tolerance can be investigated experi-
mentally. For obvious reasons, most of the original research on PICT has been
conducted using small organisms with relatively fast life cycles (Table 6.6).
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Table 6.6. Experimental tests of the pollution-induced community tolerance
hypothesis showing the types of stressors, endpoints, and diversity of commu-
nities examined

Community Stressors Endpoints Reference

Marine
periphyton

Arsenate Photosynthesis,
biomass, species
composition

Blanck and Wangberg
(1988)

TBT Photosynthesis Blanck and Dahl
(1996)

Lentic
phytoplankton

Arsenate, Cu Photosynthesis,
biomass,
community
composition

Wangberg (1995)

Lentic
periphyton

Cu, atrazine Photosynthesis Gustavson and
Wangberg (1995)

Marine
phytoplankton

TBT Primary production Petersen and
Gustavson (1998)

Freshwater
protozoans

Zn Primary production,
biomass, species
richness

Niederlehner and
Cairns (1992)

Lotic
microalgae

Cd, Zn Biomass,
carbohydrates,
community
composition

Ivorra et al . (2000)

Estuarine
nematodes

Sediment Cu Survival time Millward and Grant
(2000)

Benthic macro-
invertebrates

Cd, Cu, Zn Community
composition,
richness,
susceptibility to
predation

Clements (1999)

The PICT hypothesis was originally developed for marine periphyton, but has
now been tested in several different communities. Protozoan communities deve-
loped under low levels of zinc stress were more tolerant of zinc than naive (e.g.
unexposed) communities (Niederlehner and Cairns 1992). Relative resistance
to zinc in acclimated communities increased by >3× compared with unaccli-
mated communities. Schwab et al . (1992) reported that periphyton communities
in experimental streams rapidly increased their tolerance to surfactants. Metal
tolerance of nematodes collected from sediments along a contamination gradient
increased with concentrations of copper in the environment (Millward and Grant
1995). Finally, benthic macroinvertebrate communities collected from a site with
moderate levels of heavy metals were significantly more tolerant to subsequent
cadmium, copper, and zinc exposure than those collected from pristine sites
(Clements 1999; Courtney and Clements 2000).
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Studies testing the PICT hypothesis have also examined a variety of endpoints.
As noted above, increased tolerance in communities may result from either
population-level responses (acclimation or adaptation) or interspecific selection.
For example, tolerance of nematode communities from a Cu-polluted estuary
resulted from increased abundance of tolerant species, evolution of Cu-tolerance,
and exclusion of sensitive species (Millward and Grant 1995). Endpoints exam-
ined in PICT studies should be selected to allow investigators to distinguish
between population and community-level mechanisms. Greater tolerance of pop-
ulations can be evaluated by comparing responses of individual species collected
from reference and polluted sites. Greater tolerance at the community level can
be evaluated by measuring effects on structural and functional endpoints. An
important consideration when selecting endpoints in PICT studies is the poten-
tial for functional redundancy in the restructured communities. Dahl and Blanck
(1996) reported that some functional endpoints were inadequate for validating
the PICT hypothesis because sensitive species were replaced by tolerant species
with a similar functional role.

Although there has been widespread support for the PICT hypothesis in the lit-
erature, several issues must be resolved before the approach becomes a useful eco-
toxicological tool. PICT is most likely to be observed in communities that show
a large amount of variation in sensitivity among species. Nystrom et al . (2000)
reported difficulty demonstrating PICT in algal communities exposed to atrazine
because of the narrow distribution of tolerances among species. Development of
tolerance in phytoplankton communities was reported to be size specific (Petersen
and Gustavson 1998). Although microplankton showed tolerance to tri-butyl-tin
(TBT), other size fractions of the community showed relatively little response.
Finally, Ivorra et al . (2000) reported that the influence of exposure history on
tolerance of periphyton is complicated by maturity of the community. Immature
communities from a reference site were more sensitive to metals than those from
a polluted site, supporting the PICT hypothesis; however, there was no difference
in the responses of mature periphyton communities between the two sites.

One potential advantage of using PICT as an assessment tool is the opportunity
to isolate effects of individual stressors in systems impacted by multiple stressors
(Wangberg 1995). If we assume no interactions among stressors and that tolerance
to one chemical does not influence tolerance to another, PICT could be used to
quantify effects of a specific chemical. However, previous research has shown
that co-tolerance may occur in some communities, especially when modes of
action and detoxification mechanisms are similar (Blanck and Wangberg 1991).
For example, Gustavson and Wangberg (1995) reported that communities exposed
to copper also showed increased tolerance to zinc. In contrast, Wangberg (1995)
observed that exposure to copper reduced tolerance for arsenate. These results
indicate that some caution is necessary when using PICT to identify effects of
specific chemicals in environments where multiple contaminants are present.
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6.6 BIOTIC AND ABIOTIC FACTORS THAT INFLUENCE

COMMUNITY RECOVERY

In addition to studying how communities respond to disturbance, ecologists
are frequently interested in understanding how communities recover from dis-
turbance. The definition of recovery, the characteristics of communities that
influence rate of recovery, and the influence of disturbance type on recovery
have been topics of considerable discussion in community ecology. From an
applied perspective, predicting the rate of recovery from disturbance is at least
as important as understanding the initial responses. If we assume that recov-
ery is a non-stochastic process, then information on biotic and abiotic factors
that influence rate of recovery may allow us to predict how long it will require
communities to reach pre-disturbance conditions. More importantly, the study
of recovery from natural disturbance may allow researchers to understand and
predict how communities recovery from anthropogenic disturbance (Box 6.2).
For example, a study of lizard and spider populations in the Bahamas showed
that the risk of extinction from hurricanes was related to population size only
when disturbance was moderate (Spiller, Losos and Schoener 1998). Following
a catastrophic disturbance large population size did not protect populations from
extinction. Recovery of these assemblages was more related to fecundity and dis-
persal ability. Other research has demonstrated that species initially colonizing
disturbed habitats are characterized by small body size and short life cycles. If
these generalizations also apply to anthropogenic disturbances, we predict that
disturbed communities would initially be dominated by relatively small species
with short life cycles and high reproductive output and that recovery would be
greatly influenced by the dispersal ability of the species.

Box 6.2 Recovery of communities from large-scale disturbances

Three large-scale disturbances that have occurred over the past several decades
have provided ecologists with unprecedented opportunities to examine recov-
ery and test various hypotheses concerning biotic and abiotic factors that
influence resistance and resilience. Two of these disturbances were natural (the
eruption of Mt. St. Helens and the crown fires at Yellowstone National Park),
whereas a third (the Exxon Valdex oil spill) was anthropogenic, providing an
opportunity to examine recovery from different types of disturbances.

The eruption of Mt. St. Helens in May 1980 and the associated blow-
down, mud flows, avalanches, and ash deposits affected over 700 km2 in
southwestern Washington (USA). The fires in Yellowstone National Park
(YNP) during the summer of 1988 were larger than any in the previous
200–300 years. A total of 2500 km2 of the park burned, creating a com-
plex mosaic of disturbed and undisturbed habitats. Finally, the break-up of
the Exxon Valdez in March 1989 spilled approximately 41 × 106 l of crude
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oil in northeastern Prince William Sound (Alaska, USA) and oiled an esti-
mated 800 km of shoreline. By any account, each of these disturbance events
was large-scale, novel, and had a major impact on the surrounding communi-
ties. Ecologists rushed to these sites to validate predictions of theoretical and
empirical models derived from nearly a century of studying community suc-
cession. While some of the original predictions were well supported by field
studies, others were not. For example, recovery of plant and animal commu-
nities on Mt. St. Helens occurred through a bewildering array of mechanisms,
many of which involved the persistence of ‘biological legacies’ (e.g. living
and dead habitat structure that remained following the blast). In the Yellow-
stone fires geographic location and the proximity of new colonists were more
important for predicting recovery than burn severity and patch size (Turner
et al . 1997). Finally, despite the dramatic impact of the Exxon Valdez oil spill
on bird populations which caused mortality of hundreds of thousands of birds,
seabird communities in Prince William Sound showed unexpected resilience
(Wiens et al . 1996). The lessons learned from intensive study of these large-
scale disturbances have forced ecologists to re-evaluate many of their models
of community perturbation and recovery (Franklin and MacMahon 2000).

Recovery from natural or anthropogenic disturbance is determined by a com-
plex suite of factors related to the characteristics of the community, severity of the
disturbance, and physical features of the disturbed habitat. Because disturbance
is an integral part of the evolutionary history of many organisms, recovery from
natural disturbance may be quite rapid. Communities dominated by opportunis-
tic species capable of rapid colonization will generally recover quickly. Species
that initially colonize disturbed habitats are often trophic generalists, capable
of exploiting a wide range of resources. Magnitude (spatial extent) and nov-
elty of disturbance will also influence recovery times. Thus, communities will
require considerably more time to recover from severe, novel disturbances that
have a large spatial extent (e.g. a large oil spill) than from small-scale, pre-
dictable perturbations.

The timing of a disturbance with respect to critical life stages for organisms
will also influence the rate of recovery. For example, juvenile and immature life
stages are generally more sensitive to disturbance than adults. Consequently, a
disturbance that occurs when these immature life stages are present will have a
disproportionately greater impact on a community. Other phenological considera-
tions, such as the seasonal availability of seeds or other life stages that are critical
for dispersal, also influence rates of recovery. Experiments conducted with salt
marsh plants showed that differences in recovery rates among species were pri-
marily determined by the season when the disturbance occurred (Allison 1995).

Specific features of the disturbed habitat, such as environmental heterogene-
ity and proximity to sources of colonists, must be considered when assessing
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potential for recovery. Communities in patchy environments that contain refugia
and are located near undisturbed habitats will generally recover faster than com-
munities in isolated, homogeneous environments. Finally, rates of recovery will
also be influenced by the potential interplay between these different features. For
example, the effects of size of the disturbed area on recovery will depend on
the colonization ability of nearby species. Recovery from a small-scale distur-
bance may require a significant amount of time if the dispersal ability of local
species is limited.

Understanding the spatial and temporal dynamics of community recovery fol-
lowing anthropogenic disturbance is critical to the field of restoration ecology.
Fundamental issues regarding the definition of recovery and the specific indi-
cators of recovery must be considered before generalizations are possible. For
example, is the return to an equilibrium number of species sufficient to demon-
strate recovery or should the actual composition of the community matter? If
the composition of a community returns to pre-disturbance conditions but certain
ecosystem processes (e.g. decomposition, nutrient cycling) remain altered, has
recovery occurred? Although our ability to predict contaminant effects on com-
munities has increased greatly, there has been considerably less effort devoted
to measuring recovery from anthropogenic disturbance. The vast majority of
field investigations of disturbance focus on short-term effects and often fail to
monitor recovery. A report prepared by an intergovernmental task force in the
USA on biological monitoring concluded that despite the large amount of effort
devoted to improving environmental quality, our understanding of the effec-
tiveness of remediation programs is hampered by the failure to assess recovery
(Hart 1994). In other words, restoration and remediation programs are often
assumed to be successful; however, rigorous verification of this assumption is
lacking because of the paucity of funding available to monitor communities
during the recovery phase. As a consequence, much of the available data on
recovery of ecosystems from contaminants is anecdotal, and relatively few stud-
ies have documented recovery using adequate experimental designs (Yount and
Niemi 1990).

Failure to consider recovery may provide misleading information on the magni-
tude of a particular disturbance. For example, consider two different communities
exposed to the same disturbance (Fig. 6.8). Effects on one community are initially
greater (e.g. a greater shift from pre-disturbance conditions), but the community
eventually returns to pre-disturbance conditions. In contrast, the second commu-
nity shows less impact but recovery is not observed. Samples collected soon after
the disturbance (t1) would show that the effects on community A were greater
than those on community B. However, samples collected later in the recovery
trajectory (t2) would show just the opposite results. Thus, sampling programs
designed to measure recovery must be conducted at the appropriate temporal
scale to quantify the relative impacts of disturbance.
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Fig. 6.8. The importance of considering recovery trajectories when assessing
responses to press disturbances is illustrated by comparing two communities
subjected to the same stressor. Samples collected soon after the disturbance
(t1) would show that effects on community A were greater. However, because
of the more rapid recovery observed in community A, samples collected later in
time (t2) would show greater effects on community B. (Modified from Figure 1
in Niemi et al. 1990)

6.6.1 CROSS COMMUNITY COMPARISONS OF RECOVERY
Comparative studies of stream communities have shown that these systems often
recover quite rapidly from both natural and anthropogenic disturbances. Because
natural variation of streams is generally high, many species have flexible life
history characteristics and are adapted to fluctuating conditions. These same char-
acteristics may help explain the rapid recovery from anthropogenic disturbances.
Niemi et al . (1990) reviewed over 150 case studies of stream communities in
which some aspect of recovery was monitored. Because the study examined many
types of disturbance (floods, drought, application of biocides, timber harvesting,
mining, and toxic spills), the review provides an excellent opportunity to compare
responses to natural and anthropogenic stressors. The most striking generalization
from these studies was the rapid recovery observed in many lotic ecosystems.
For macroinvertebrates, over 90% of the studies reported recovery of density,
biomass, and richness within 1–2 years after disturbance. Although recovery for
fish communities generally required more time, the majority of studies showed
recovery within 2 years. In general, longer recovery times were reported for phys-
ical disturbance than for chemical disturbance. The most important exception to
this pattern was for persistent organic chemicals, which remained in systems
for longer periods of time. The rapid recovery of lotic systems was determined
by (1) life history characteristics of species that allowed for rapid recoloniza-
tion; (2) the proximity of upstream and downstream undisturbed sites to provide
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a source of colonists; (3) the high flushing rate of lotic systems; and (4) the
general adaptations of many stream organisms to natural disturbance.

These cross community comparisons of recovery are especially useful for
developing a broad understanding of responses to anthropogenic disturbances.
However, these approaches provide relatively little insight into the mechanisms
responsible for observed changes (Fisher and Grimm 1991). To test the hypothesis
that communities resistant to one disturbance will also be resistant to a different
disturbance requires that all variables except the disturbance be controlled by
the investigator. Similarly, to test the hypothesis that one community is more
resistant to a specific disturbance than another community requires that both sys-
tems be subjected to the same disturbance under the same conditions. Fisher
and Grimm (1991) argue that while cross community comparisons are useful for
generating hypotheses, responses to disturbance should initially be investigated
in similar systems.

6.6.2 IMPORTANCE OF LONG-TERM STUDIES
FOR DOCUMENTING RECOVERY

Continuing research conducted at Mt. St. Helens and Yellowstone National Park
has demonstrated the value of long-term studies for characterizing the range of
natural variability in communities. Long-term data are especially important for
developing a general model of recovery for communities dominated by long-
lived species. In addition, conclusions based on short-term studies of recovery
can often be misleading. For example, benthic macroinvertebrate communities
in burned watersheds in Yellowstone National Park were progressing rapidly
to pre-disturbance conditions within 1–2 years following the fires. However,
these same communities showed an abrupt downturn in subsequent years (Min-
shall, Robinson and Lawrence 1997). Community inertia, defined as the tendency
for species to remain dominant under unfavorable conditions, can mask recov-
ery from anthropogenic disturbances for many years (Milchunas and Lauenroth
1995). Finally, because most communities are subjected to multiple stressors,
long-term studies of recovery are essential for separating cumulative impacts
from the responses to a specific perturbation. Long-term biomonitoring of sys-
tems following remediation can provide strong evidence that a specific stressor
was responsible for observed changes in a community (Box 6.3).

Box 6.3 Long-term recovery of a metal-polluted stream in Colorado

The upper Arkansas River basin is located in the Southern Rocky Mountain
ecoregion in central Colorado (USA). Mining operations have had a major
impact on this stream since the late 1800s when gold was discovered in Cali-
fornia Gulch. Concentrations of heavy metals (cadmium, copper, zinc) are
greatly elevated in the Arkansas River, and often exceed acutely toxic levels.
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Fig. 6.9. Results of a long-term ‘natural’ experiment showing changes in Zn
concentration and responses of heptageniid mayflies (Ephemeroptera: Hep-
tageniidae) at two stations in the Arkansas River, Colorado (USA). Reduction
in Zn concentration at station EF5 was associated with an immediate increase
in abundance of these metal-sensitive organisms. In contrast, there was little
evidence of recovery at station AR3 where Zn levels remained elevated.
These results provide evidence that the lower abundance of Heptageniidae
at station EF5 prior to 1992 was a direct result of elevated Zn concentration
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Between 1989 and 1999 heavy metal concentrations and benthic macroinver-
tebrate community structure were examined seasonally (spring and fall) from
stations located upstream and downstream from Leadville Mine Drainage Tun-
nel (LMDT) and California Gulch (CG), the primary sources of heavy metals
in the system. In 1992, a large-scale restoration project was initiated to reduce
metal concentrations in the river. Because data were collected before and after
remediation, these long-term data provide an opportunity to examine commu-
nity responses to improvements in water quality.

Heavy metal levels in the Arkansas River varied temporally (seasonally and
annually) and spatially (Fig. 6.9). The highest concentrations were observed
during periods of spring runoff and downstream from CG (station AR3). Zinc
concentrations upstream from CG (station Ef5) prior to remediation were gen-
erally between 200 and 600 µg/l. After 1992 these levels decreased to less
than 100 µg/l. In contrast, remediation of CG has resulted in relatively little
change in metal concentrations downstream.

Heptageniid mayflies, organisms known to be highly sensitive to heavy met-
als (Clements 1994, 1999; Kiffney and Clements 1994), quickly responded to
improvements in water quality. The density of heptageniids increased sig-
nificantly following remediation of LMDT. In contrast, abundance of these
metal-sensitive organisms has shown relatively little change downstream from
CG where metal levels remained elevated. Results of this long-term ‘natural
experiment’ demonstrate the resilience of the Arkansas River and provide
strong support for the hypothesis that elevated metal levels were responsible
for observed changes in benthic communities.

6.6.3 COMMUNITY-LEVEL INDICATORS OF RECOVERY

Currently, there is little agreement among ecologists as to the precise definition
or the appropriate measures of recovery. This lack of objective indicators will
hamper our ability to determine if a system has recovered from disturbance.
For example, if 90% of the species that were affected by an oil spill return to
pre-disturbance conditions, does this mean that the system has recovered? Does
recovery require that community composition and relative abundance be exactly
the same as prior to the disturbance? If functional characteristics have returned
to pre-disturbance conditions but community composition is different, has the
system recovered? Our definition of recovery could also vary with community
type. Characteristics of recovery for communities primarily regulated by stochas-
tic factors will be quite different than for equilibrium communities. Objectively
defining recovery is also complicated by the fact that different components of
communities may recover at different rates. In the classic series of experiments
conducted by Wallace and colleagues in Coweeta Hydrological Forest, recovery
of trophic structure following additions of insecticides to a small stream occurred
within 2 years. In contrast, taxonomic recovery required much longer (Wallace
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1990). Disturbed communities generally show greater temporal variability than
undisturbed communities, a finding that is consistent with theoretical predic-
tions and some empirical investigations (Odum, Finn and Franz 1979). Because
disturbance-induced variability may be a reflection of reduced community sta-
bility (Lamberti et al . 1991), there is the intriguing possibility that temporal
variability could be used as an indicator of recovery.

Although return to equilibrium conditions is an intuitively appealing definition
of recovery, we know from long-term biogeographic studies that considerable
turnover in species composition occurs in communities, even in the absence of
disturbance. Simberloff and Wilson’s (1969, 1970) study of recolonization of
mangrove islands following insecticide fumigation demonstrated that the number
of species rapidly returned to pre-disturbance values; however, the composi-
tion of these communities was often quite different, reflecting a high degree of
species turnover. Similarly, research on metal pollution in the Arkansas River
described in Box 6.3 has shown that the total number of species is similar
between impacted and unimpacted sites. However, community composition is
quite different because metal-tolerant species have replaced sensitive species
(Fig. 6.10). Similar results were reported for an eastern US stream disturbed
by flooding (Palmer et al . 1995). Despite rapid recovery in total abundance after
a flood, composition of the recovering community remained distinct throughout
the study period. These results demonstrate that before ecologists can deter-
mine if recovery has occurred in a community it will be necessary to identify
appropriate endpoints.
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Fig. 6.10. Comparison of species richness (S) and community composition
of benthic macroinvertebrates at reference and metal-polluted sites in the
Arkansas River, CO. Despite similar species richness at these two sites, the
relative abundance of major macroinvertebrate groups was quite different.
The reference site was dominated by mayflies (Ephemeroptera) whereas the
metal-polluted site was dominated by caddisflies (Trichoptera) and dipterans
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Because of weaknesses associated with using any specific indicator of recovery,
it is probably best to use a suite of biological measures to demonstrate a return to
pre-disturbance conditions. Furthermore, if sensitivity of these indicators changes
over time (e.g. Matthews, Landis and Matthews 1996; Landis et al . 2000), it is
possible that no single variable will be useful throughout a study. Investigations
that focus on only a single indicator of recovery, such as abundance of economi-
cally important, rare, or charismatic species, often provide an incomplete picture
of recovery. For example, studies of birds following the Exxon Valdez oil spill
were generally limited to a few high profile species which suffered significant
mortality. The emphasis on individual species may miss important aspects of
recovery that can only be assessed at the community level (Wiens et al . 1996).
The same criteria used to select indicators of ecological effects in monitoring
studies (Chapter 3) can also used to select indicators of recovery. Because many
disturbed systems are inherently variable, the most important characteristic of
any indicator of recovery is a relatively large signal-to-noise ratio (defined as the
ratio of indicator response to the sampling variability). Assuming that recovery
is operationally defined as ‘not significantly different from pre-disturbance con-
ditions’, indicators that are highly variable or relatively insensitive can provide
misleading information or lead to premature conclusions. Finally, because we are
generally interested in knowing that both patterns and processes have returned to
pre-disturbance conditions, indicators of recovery should include structural and
functional measures.

Multivariate analysis of communities that considers spatial and temporal
changes in composition is a powerful tool for assessing recovery from
disturbance. Multivariate analyses provide a graphical representation of
separation and overlap of communities based on linear combinations of a large
number of variables (e.g. abundances of species). By conducting analyses at
different time periods following disturbance, this approach could be used to test
the hypothesis that a disturbed community has become more similar to either a
reference community or to pre-disturbance conditions (Fig. 6.11). A key strength
of this approach is that it evaluates recovery based on the entire community, not
just a few members. In addition, the relative importance of individual species in
distinguishing the disturbed community from the pre-disturbed community can
be evaluated. The use of multivariate approaches for assessing responses and
recovery of communities after disturbance was described in Chapter 5.

The lack of pre-disturbance data imposes the greatest limitation on our ability
to define recovery. Most commonly, disturbed sites are compared with refer-
ence sites that are presumed to represent pre-disturbance conditions. Although
the selection of appropriate reference sites is a reasonable alternative to the
lack of pre-disturbance data, this approach is also problematic. The same weak-
nesses associated with demonstrating causal relationships between stressors and
responses in descriptive studies also apply to the study of recovery. For example,
observed changes in community composition following improvements in water
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Fig. 6.11. Multivariate analysis showing temporal changes in community com-
position 1, 2, and 3 years following disturbance. This hypothetical analysis is
based on abundance of the dominant taxa sampled in each time period. The
figure shows that the communities become more similar to pre-disturbance
conditions over time

quality at a contaminated site could be a result of remediation. However, because
other factors could be responsible for these changes, pre-disturbance data are
necessary to support a causal relationship between restoration and community
responses.

Most studies of recovery have focused on temporal changes in species richness,
abundance, and community composition after a disturbance. However, some dis-
turbances produce gradients where recovery can be observed over a large spatial
scale. The best example of spatial gradients of recovery are streams receiving
point source discharges or other anthropogenic stressors that decrease in severity
downstream. The most common experimental design in many stream biomoni-
toring studies compares upstream reference sites with downstream impacted sites
along a gradient of contamination. Ignoring for a moment the concerns about
pseudoreplication or the confounding influence of natural longitudinal variation
(Chapter 3), the opportunity to substitute space for time to assess recovery is
an attractive alternative. For example, communities along a gradient of reduced
disturbance may provide some insight into the temporal patterns of recovery.
This approach was used to evaluate fish communities along a disturbance gra-
dient downstream from a hydroelectric dam (Kingsolving and Bain 1993). The
design limitations associated with upstream versus downstream comparisons were
addressed in this study by using a reference stream and by selecting a specific
indicator (species richness of fluvial specialists) that was expected to respond to
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Fig. 6.12. An alternative approach to evaluate recovery of fish communities
along a disturbance gradient. Fluvial specialists are expected to be negatively
affected by flow alterations and therefore should increase with distance down-
stream from impoundments. In contrast, fluvial generalists are not expected
to be affected by flow alterations. By comparing responses of sensitive and
insensitive indicators to this gradient in both reference and disturbed streams,
the authors make a strong case that observed spatial patterns are a result of
recovery. (Modified from Figure 6 in Kingsolving and Bain 1993)

the disturbance gradient (Fig. 6.12). By comparing this indicator to one consid-
ered insensitive to the disturbance gradient (species richness of fluvial general-
ists), the authors make a strong case that observed spatial patterns were a result
of recovery.

6.6.4 COMMUNITY CHARACTERISTICS THAT INFLUENCE RATE
OF RECOVERY

Understanding factors that determine resilience may enable researchers to esti-
mate the amount of time necessary for communities to return to pre-disturbance
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conditions. In this section we describe some of the community-level characteris-
tics that influence recovery from natural and anthropogenic disturbance. Steinman
and McIntire (1990) reviewed biological factors that influence recovery rates of
stream periphyton communities. Characteristics such as community maturity, life
history features of dominant species, and frequency of disturbance were especially
important predictors of recovery. Kaufman (1982) reported that communities
obtained from high stress environments were more tolerant than those from stable
environments. Recovery times were also influenced by community complexity as
younger, simpler communities showed greater resilience than older communities.
In contrast to these findings, Ivorra et al . (2000) reported that immature biofilm
communities were more sensitive to heavy metals than mature communities. They
attributed this difference to reduced metal penetration in thicker, mature biofilm
communities. Finally, the striking resilience of seabird communities following the
Exxon Valdez oil spill (Box 6.2) was attributed to recolonization over a large spa-
tial scale, indicating the importance of regional factors when evaluating recovery
from anthropogenic disturbances (Wiens et al . 1996).

Some researchers have questioned the suitability of traditional models used
to explain recovery from natural and anthropogenic disturbance. These models
often assume that communities will return to a predictable equilibrium condition
following exposure to a stressor. Landis et al . (2000) state that ‘the search for
the recovery of an ecological structure is meaningless in terms of the ecolog-
ical system’. The basis for their argument is that natural communities retain a
long-term record of events that occurred in the past. This intriguing concept,
called the community conditioning hypothesis, has been proposed to account
for the persistence of toxicant effects long after a contaminant has degraded
(Landis, Matthews and Matthews 1996; Matthews, Landis and Matthews 1996;
Landis et al . 2000). Just as genetic structure reflects the unique history of a
population over evolutionary time, communities are a reflection of their unique
history and etiology. Events that occurred in the past are difficult to erase and
can potentially influence structural characteristics for long periods of time. Note
that the community conditioning hypothesis also provides a unified explana-
tion for the pollution-induced community tolerance hypothesis described ear-
lier. Previous exposure to a stressor is simply a special case of the commu-
nity conditioning hypothesis, and increased tolerance is a result of this unique
historical event.

Support for the community conditioning hypothesis is based on results of a
series of standardized microcosm experiments and therefore the relevance of
these findings to natural communities is open to debate (Box 6.4). However,
field studies conducted by Jenkins and Buikema (1998) support the basic idea that
communities established under very similar environmental conditions often differ
in terms of structure. Our failure to recognize the stochastic nature of communities
may be a result of our poor understanding of dispersal or, as suggested by Landis
and colleagues, our failure to measure relevant community variables. Non-metric
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clustering and other multivariate techniques advocated by these researchers for
assessing contaminant effects in microcosms may also be applicable to the study
of persistent ecological effects in the field.

Box 6.4 The community conditioning hypothesis

The community conditioning hypothesis was proposed by Matthews and Lan-
dis (Landis, Matthews and Matthews 1996; Matthews, Landis and Matthews
1996) to describe the historical aspects of community structure. The hypothesis
was initially proposed to explain results of a series of microcosm experiments
that were inconsistent with predictions of traditional disturbance-recovery
models. In these experiments, standardized communities were exposed to a
non-persistent chemical stressor (water-soluble fraction of jet fuels). Because
these chemicals degrade within about 10 days, differences observed several
weeks after initial exposure are probably a result of persistent direct or indirect
effects (Landis, Matthews and Matthews 1996). Some of the population-level
characteristics (e.g. abundance of the cladoceran Daphnia) showed grad-
ual recovery over time as predicted by equilibrium models of disturbance.
However, differences in some community-level variables persisted long after
the chemicals had degraded and were attributed to the unique history of
each microcosm.

The assumptions of the community conditioning hypothesis are that:

(1) No two communities will ever be alike because each community is a
function of its unique history and etiology.

(2) All events that influence the structure and function of a community remain
a part of that community.

(3) Because historical information may be stored in a variety of compart-
ments and layers, no single indicator will reflect the response of the
entire community.

(4) Although information about previous events in a community may be dif-
ficult to extract, these events may continue to influence communities and
alter future responses.

(5) Almost every environmental event has lasting effects on the community.

The community conditioning hypothesis has important implications for
how ecotoxicologists study disturbance and recovery (Matthews, Landis and
Matthews 1996). According to this model, the effects of a disturbance event
are long lasting and communities are unlikely to return to pre-disturbance
conditions. More importantly, if individual communities are unique, our def-
inition of reference conditions in both field and experimental studies will
require revision. Note that the individualistic nature of communities is in
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stark contrast to Rapport’s ecosystem distress syndrome (Rapport, Regier and
Hutchinson 1985), which argues that responses to disturbance are predictable
and consistent among communities and stressors. The general validity of the
community conditioning hypothesis remains to be tested in other systems
and will ultimately require field verification. However, if persistent historical
events play a role in community organization, this will greatly complicate our
attempts to define recovery using traditional equilibrium methods.

6.7 INFLUENCE OF ENVIRONMENTAL VARIABILITY

ON RESISTANCE AND RESILIENCE

Although the precise mechanism by which environmental variability influences
community composition is a topic of considerable debate in ecology, the positive
relationship between physical heterogeneity and species richness is well supported
in the literature. Natural disturbance is likely to play an important role in main-
taining environmental heterogeneity and increasing species richness. Natural and
anthropogenic disturbance may also operate as a filter (sensu Southwood 1977)
that constrains the types of species present in an area and ultimately determines
life history characteristics, community composition, and trophic structure (Poff
1997) (see Fig. 2.1). Local and regional habitat conditions create selective forces
that determine life history characteristics and other traits of resident species. Taxa
within a regional species pool must possess traits that allow them to pass through
this hierarchical set of filters to be present within the local habitat. Using this
model, the presence of anthropogenic stressors, which may occur at several dif-
ferent levels, is simply another filter that determines local species composition.
The absence of a species is a result of its failure to pass through one of these
filters, which is determined by functionally important species traits. Thus, the
most important first step for predicting community composition is to identify
functionally significant species traits at each level in this hierarchy. Recognizing
the importance of these filters within the context of environmental heterogeneity
offers an unprecedented opportunity to improve our ability to predict effects of
anthropogenic disturbance on communities.

Natural disturbance is a highly selective filter that also operates at any level
of this hierarchy. The influence of natural disturbance on life history character-
istics, patterns of species diversity, and ecosystem processes has been examined
by ecologists for many years (Southwood 1977; Poff and Ward 1990; Matthaei
et al . 1996). Variable systems characterized by high levels of natural distur-
bance are often dominated by trophic generalists and other opportunistic species
capable of rapid dispersal and high rates of reproduction. Thus, we expect that
communities from these variable systems would show greater resistance and
resilience to subsequent disturbances. Studies conducted in streams support the
hypothesis that life history characteristics of species occupying highly variable
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habitats allow these organisms to tolerate natural disturbance. Matthaei et al .
(1996) demonstrated that invertebrates from a more variable reach of a subalpine
stream recovered from experimental disturbance faster than organisms from a
site with less variability.

Despite an appreciation for the importance of environmental variability and
natural disturbance on community composition, there is little information con-
cerning how natural variability influences responses to contaminants. We propose
that the same genetic, physiological, and life history characteristics that allow
species to tolerate highly variable and physically stressful environments will also
confer resistance and resilience to anthropogenic disturbances. In other words,
frequency and intensity of natural disturbance in a community may influence its
ability to withstand additional perturbations. For example, effects of an oil spill
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Fig. 6.13. Conceptual model showing recovery in stable and naturally vari-
able communities. The model assumes that because of genetic, physiological,
and life history characteristics, populations in naturally variable habitats are
pre-adapted to disturbance. Therefore, these populations are expected to
recover from natural or anthropogenic disturbance faster than populations
from stable habitats
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in a marine ecosystem will be much greater on a stable coral reef community
than in a highly variable estuarine community. Similarly, communities in stable
environments would probably require more time to recover from anthropogenic
disturbance than those in variable environments (Fig. 6.13). These predictions
have important implications for the study of resistance and resilience among
ecosystem types and across latitudinal gradients.

A review of studies conducted in aquatic systems suggests that natural vari-
ability may influence responses to contaminants. In general, communities from
variable environments that were subjected to high levels of natural disturbance
were more tolerant of anthropogenic stressors and recovered faster than com-
munities from stable habitats (Poff and Ward 1990). Experiments conducted in
microcosms also demonstrate that responses to chemical stressors vary among
locations and that natural heterogeneity may influence these responses. Kiffney
and Clements (1996) reported that effects of metals were significantly greater
on communities from more stable, high elevation streams compared with those
from more variable low elevation streams. These results were supported by field
studies which also showed that impacts of metals were often greater on smaller
headwater streams compared with large rivers.

6.8 QUANTIFYING THE EFFECTS OF MULTIPLE

PERTURBATIONS

Like the historical emphasis on single stressors in aquatic toxicology, ecolo-
gists have generally limited their investigations of disturbance to single events.
Because of the focus on individual stressors, we lack the ability to predict how
communities will respond to multiple perturbations and have implicitly assumed
that responses to multiple stressors are additive. Because anthropogenic stressors
are often superimposed on natural disturbance regimes, multiple perturbations
are probably common in nature. Paine, Tegner and Johnson (1998) examined
responses of communities subjected to a variety of single and multiple perturba-
tions, including El Niño events, storms, exotic species, wildfires, deforestation,
and hypoxia. Their theoretical model of ecological responses to multiple per-
turbations has important implications for the study of contaminants and other
anthropogenic stressors. Although most communities can recover from natural
disturbance (Fig. 6.14A), a sequential perturbation, especially one that occurs
during the recovery phase, may reset the community to an alternative stable state
(Fig. 6.14B). Finally, the addition of natural or anthropogenic disturbance to a
community already subjected to a chronic stressor may alter patterns of recov-
ery. Paine, Tegner and Johnson (1998) suggest that disturbance in chronically
stressed systems may impede recovery and force the system to a new stable
state (Fig. 6.14C). One very likely scenario for multiple perturbations involves
systems currently subjected to widespread global perturbations such as climate
change, UVB radiation, and acidification (Chapter 7).
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Fig. 6.14. Compound perturbations in ecological systems. (A) A single distur-
bance is followed by gradual recovery to pre-disturbance conditions. (B) A single
disturbance is followed by a second disturbance before recovery has occurred.
The system is reset to a new steady state. (C) A single disturbance is superim-
posed on a system already altered by perturbations. The system is reset to a
new steady state. (Modified from Figure 1 in Paine, Tegner and Johnson 1998)

6.8.1 SENSITIVITY OF COMMUNITIES TO NOVEL STRESSORS

Although there is evidence to support the hypothesis that previously-exposed
populations will be tolerant to contaminants, there is a need to understand mech-
anisms responsible for increased tolerance. We argue that both physiological
acclimation and adaptation to contaminants may have specific costs. For example,
while induction of metal-binding proteins such as metallothionein increases tole-
rance to subsequent exposure, it also utilizes energy normally available for other
metabolic processes (e.g. growth, reproduction). High metabolic costs associ-
ated with sequestering metals and/or producing metal-binding proteins decreases
productivity in metal-tolerant plants (Wilson 1988). Springtails (Collembola)
exposed to copper and lead exhibited reduced growth rates due to increased molt-
ing necessary to eliminate metals (Hollaway, Sibly and Povey 1990). Similarly,
genetic changes associated with exposure to contaminants may also have costs
to populations. Reduced genetic heterozygosity has been reported in populations
exposed to contaminants (Mulvey and Diamond 1991; Heagler et al. 1993) and
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may cause population bottlenecks. Furthermore, as metal-sensitive genotypes are
eliminated from a population, the reduced genetic diversity may increase the
susceptibility of this population to other stressors.

Acclimating or adapting to one set of environmental stressors may also increase
an organism’s sensitivity to novel stressors (Antonovics, Bradshaw and Turner
1971; Wilson 1988). Although most of the research on cost of tolerance has
focused on populations, communities from chemically-stressed environments may
also be at greater risk from novel stressors. Support for this hypothesis is provided
by results of experimental studies in which communities from metal-polluted and
unpolluted sites were exposed to acidification and UV radiation (Box 6.5). In
all instances, communities from the metal-polluted sites were more sensitive to
novel stressors (Kiffney, Clements and Cady 1997; Clements, 1999; Courtney
and Clements 2000). An understanding of the potential effects of novel stressors
on chronically disturbed systems is essential for predicting ecological responses.
This understanding can only be achieved by integrating long-term monitoring
with laboratory and field experiments.

Box 6.5 The effects of novel stressors on chronically-impacted
communities

Microcosm experiments have shown that organisms collected from the
Arkansas River, a metal polluted stream in central Colorado, were more toler-
ant of metals than organisms collected from an unpolluted stream (Fig. 6.15).
The mechanisms for increased tolerance most likely included physiologi-
cal and genetic changes in these populations (Clements 1999; Courtney and
Clements 2000). To test the hypothesis that these metal-tolerant organisms are
more susceptible to novel stressors, a series of experiments was conducted in
which benthic macroinvertebrate communities from the Arkansas River and a
reference stream were exposed to acidification, UV-B radiation, and predation.
Despite greater tolerance to metals, organisms from the Arkansas River were
generally more susceptible to each of the novel stressors. Exposure to acidic
pH decreased mayfly survival at all three sites (Fig. 6.15); however, organ-
isms from the most polluted station were especially sensitive. Similar results
were observed for benthic communities exposed to UV-B radiation (Fig. 6.15).
Mayflies from a reference stream were relatively tolerant of UV-B radiation,
whereas organisms from the Arkansas River were more sensitive. Finally,
results of microcosm and field experiments showed that mayflies from the
Arkansas River were more susceptible to stonefly predation than organisms
from a reference stream (Fig. 6.15).

Results of these experiments demonstrate that these three communities
responded with varying degrees of sensitivity to physical, chemical, and bio-
logical stressors, and that differences were related to differences in exposure
history and community structure. Chronic metal pollution in the Arkansas



DISTURBANCE ECOLOGY AND THE RESPONSES OF COMMUNITIES 207

0

100

200

300

400

500

N
um

be
r 

of
 M

ay
fl

ie
s 

pe
r 

st
re

am

Heavy metals

0

100

200

300

400

500

600

700 UV-B radiation

Acidification

0

50

100

150

200

250

300

350

Gradient of metal pollution --------->

N
um

be
r 

of
 M

ay
fl

ie
s 

pe
r 

st
re

am

Stonefly predation

0

100

200

300

400

500

600

Gradient of metal pollution ----------->

Fig. 6.15. Results of microcosm experiments showing differences in sen-
sitivity of mayflies collected from reference and metal-impacted sites to
heavy metals, UV-B radiation, acidification, and stonefly predation. Macroin-
vertebrate communities for these experiments were collected from field
sites along a gradient of metal pollution. Each pair of points connected
by a line shows abundance of mayflies in control microcosms and treated
microcosms. (Data from Clements 1999; Courtney and Clements 2000; and
Peter M. Kiffney, Northwest Fisheries Science Center, Seattle, WA 98 112,
unpublished data)

River has influenced community structure and resulted in a community that is
tolerant to metals but more sensitive to novel stressors. These results support
the hypothesis that the physiological and genetic mechanisms responsible for
increased tolerance to heavy metals may have a cost.

6.9 SUMMARY AND CONCLUSIONS

In summary, although there has been significant improvement in our ability to
quantify the effects of single chemical stressors on communities over the past
20 years, we generally have a poor understanding of the interactions among
stressors and how these stressors interact with other physical and biological dis-
turbances. Laboratory research has focused on quantifying interactions among
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chemicals using single species toxicity tests; however, the effects of stressor
interactions on field populations have rarely been investigated. Because of the
opportunity to isolate and control the effects of individual variables, experi-
mental approaches are the most direct way to estimate the relative importance
of individual stressors in systems impacted by multiple perturbations. Factorial
experimental designs, where the effects of chemicals are investigated individually
and in combination, can be used to identify potential synergistic or antagonistic
interactions among stressors. An improved understanding of the effects of multi-
ple perturbations is necessary to predict responses to anthropogenic disturbances
and better to prepare for the inevitable ‘ecological surprises’ that may occur
(Paine, Tegner and Johnson 1998).
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7 Community Responses
to Global and Atmospheric
Stressors

7.1 INTRODUCTION

Several decades ago our concerns about atmospheric pollutants were primarily
limited to those associated with the combustion of fossil fuels (e.g. SO2, NOx ,
H+). While fossil fuel combustion is still regarded as a major source for many
atmospheric pollutants, our contemporary definition of atmospheric pollutants has
broadened considerably. We now recognize that many stressors have a global
distribution (Table 7.1) and that the temporal scale of effects ranges from days
to centuries. Today we have serious concerns not only about the direct effects of
atmospheric pollutants such as CH4 and CO2, but also their indirect effects on
global climate. In addition, persistent organic pollutants (POPs), once regarded as
a local problem primarily associated with industrial and agricultural discharges,
are now globally distributed and occur in very remote environments such as
the Canadian arctic. We now understand that not only is ozone (O3) a serious
atmospheric stressor for many plants, but that loss of stratospheric ozone due
to release of chlorofluorocarbons (CFCs) has significantly increased levels of
ultraviolet radiation (UVR) striking the earth’s surface over the past 20 years.

Effects of atmospheric stressors on communities are likely to be complex, inter-
active, and difficult to predict. The regional and global distribution of atmospheric
pollutants presents unique challenges for study design and interpretation. Long-
range transport of some atmospheric pollutants (e.g. SO2, NOx) and geographic
variation in exposure to other stressors (e.g. UV-B radiation) complicate assess-
ment of effects. Researchers are often forced to extrapolate results of relatively
small-scale and short duration studies to much larger spatiotemporal scales. Some
communities, particularly those characterized by long-lived species (e.g. forests),
will respond very slowly to atmospheric stressors. Because long-term data from
these systems are often unavailable, simply demonstrating that forest health has
declined is challenging. Attempting to associate forest decline to a particular
atmospheric stressor such as acidification is a daunting task. Finally, differences
in sensitivity to global atmospheric stressors among communities further com-
plicate our ability to make predictions about ecological effects. For example,
Rusek (1993) observed that alpine communities were more sensitive to acidic
deposition than either subalpine or forest communities. If the greater sensitivity
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of alpine communities to disturbance is a general phenomenon, changes in com-
munity structure and function observed in these habitats may provide an early
warning of stress.

As with each class of anthropogenic disturbance we have considered in this
book, community responses to global atmospheric stressors are a result of both
direct and indirect effects. Significant changes in community composition will
likely occur as a result of species-specific differences in exposure and sensitiv-
ity to atmospheric stressors. However, some researchers speculate that indirect
effects of global warming, acidification, and UVR on species interactions will be
greater than direct effects (Field et al . 1992). For example, increased suscepti-
bility to disease or parasites may be a more likely cause of forest decline than
direct effects of acidification.

Our discussion of atmospheric and global pollutants in this chapter will be
limited to three classes of stressors: CO2 and associated global warming, acidic
deposition, and UV-B radiation due to stratospheric ozone depletion. Although
we recognize the importance of other globally-distributed pollutants, particularly
POPs, very few studies have examined community-level responses to these con-
taminants. In contrast, effects of elevated CO2, UV-B radiation, and acidification
have received considerable attention in the literature and are known to have signif-
icant effects on terrestrial and aquatic communities. Furthermore, there is recent
evidence that exposure of communities to any one of these global atmospheric
stressors is likely to influence responses to other contaminants.

7.2 CO2 AND CLIMATE CHANGE

The causes and consequences of global climate change and the specific role of
CO2 are among the most contentious environmental issues today. However, the
connection between the atmosphere and biological processes and the occurrence
of a natural greenhouse effect are indisputable facts. The chemical composition
of the atmosphere is largely determined by biological processes, and life on earth
would probably not exist without the natural greenhouse phenomenon. The key
controversies about global climate change relate to: (1) separating these natural
changes from those related to anthropogenic stressors; and (2) predicting the
ecological consequences of these changes. Although our understanding of the
ecological effects of climate change is relatively poor, preliminary data suggest
that effects on aquatic and terrestrial communities will be significant. At the
very least we expect that sustained alterations in global climate will have far
reaching consequences for the distribution of plants and animals. Understanding
the details of these alterations and how they may influence susceptibility to
other stressors are among the greatest challenges in community ecology and
ecotoxicology today.

Evidence from a variety of sources indicates that global temperatures have
increased by approximately 0.5 to 1.0 ◦C over the past century. This increase
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is closely associated with an unprecedented increase in anthropogenic emissions
of atmospheric CO2 and other greenhouse gases. Although correlation between
increased temperature and greenhouse gases strongly implicates CO2 as a culprit,
global temperatures are highly variable and have fluctuated greatly over the past
several thousand years. Thus, one of the most significant challenges to under-
standing the effects of humans on global climate is to separate natural variation
from that due to anthropogenic emissions of CO2. Understanding the effects of
global warming is further complicated by the large spatial and temporal scales
over which predicted changes will occur. Because global climate varies relatively
little during a human lifetime (and even less during the tenure of most politi-
cal leaders), society’s willingness to act on this issue is limited. The difficulty
obtaining empirical data and the necessary reliance on relatively coarse Global
Circulation Models (GCMs) to predict climate change is unsettling to many sci-
entists. However, it is important to note that much of the debate within the
scientific community is over the details of climate change (e.g. how much of the
observed increase is due to greenhouse gases; what is the role of carbon sinks in
ameliorating increased CO2 from anthropogenic sources; what are the most likely
ecological effects). Despite uncertainty over these details, the majority of scien-
tists today believe that global warming is real and a direct consequence of human
activity. If even the most conservative estimates of increased temperatures are
correct, global warming will undoubtedly be the most significant environmental
issue faced by humanity during this century.

7.2.1 FACTS AND EVIDENCE
The hypothesized relationship between global climate change and greenhouse
gases is not a new idea. In the late 1800s the Swedish chemist Arrhenius pro-
posed that increased levels of CO2 in the atmosphere could influence global
temperatures. Short- and long-term records indicate that levels of CO2 have
increased dramatically and are currently the highest in human history. Ice core
data reflecting CO2 concentrations for 400 000 years prior to the industrial revolu-
tion showed that levels in the atmosphere remained relatively constant, fluctuating
between 180–280 µl/l. More recent data from the Vostok ice core in Antarctica
show that levels of CO2 remained below 300 µl/l until approximately 100 years
before the present (Fig. 7.1A), followed by a steady increase. Finally, direct
measurements obtained from the Mauna Loa Observatory indicate that CO2 con-
centrations are now approximately 100 µl/l higher than historic levels and have
steadily increased over the past 50 years (Fig. 7.1B). This rate of increase is
approximately 10–100 times faster than at any period prior to the industrial rev-
olution. The Mauna Loa data also show a strong seasonal signal in CO2, reflecting
variation in photosynthesis and respiration in the northern hemisphere.

There is little doubt that the increased levels of atmospheric CO2 over the past
50 years are a direct result of anthropogenic emissions. There is also convincing
evidence that global temperatures have increased by approximately 0.6 ◦C over
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Fig. 7.1. (A) Long-term changes in CO2 concentrations based on Vostok ice core
data (Boden et al. 1994). (B) Increased levels of atmospheric CO2 collected from
the Mauna Loa Observatory over the past 50 years (Keeling and Whorf, 1998).
Seasonal variation in CO2 concentrations reflect seasonal changes in respiration
and primary productivity in the northern hemisphere

the past century. The more challenging task and indeed the issue that generates
the greatest controversy is attributing increased temperature to global emissions
of CO2. The strongest evidence of a relationship between CO2 and climate change
is derived from paleoclimatic and geochemical data. Crowley and Berner (2001)
report variation in CO2 (estimated using several geochemical proxies) with global
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temperature and continental glaciation over the past 600 million years. They
report good agreement between CO2 and glaciation, indicating that CO2 has
played a major role in shaping the earth’s climate. Data from marine systems
also show a significant increase in global temperatures. Despite the fact that
oceans cover greater than 70% of the earth’s surface, most models of climate
change are based on atmospheric or near surface temperatures. Barnett, Pierce
and Schnur (2001) report that large-scale increases in heat content have also
been observed in the world’s oceans. The strong agreement between their model
predictions and observed changes in ocean heat content supports the hypothe-
sis that temperature increases are a direct result of anthropogenic emissions of
greenhouse gases.

Not surprisingly, there is considerable uncertainty in estimates of future global
warming derived from these models. An Intergovernmental Panel on Climate
Change (IPCC) recently modified its projections of global warming over the
next century. The predicted upper limit of warming has been increased from
the 1995 estimate of 3.5 ◦C to 5.8 ◦C. However, the IPCC also notes greater
uncertainty in these estimates. Much of this uncertainty involves the complex
role of global carbon sinks (see Section 7.2.2). The influence of natural factors
such as volcanic release of aerosols and variation in solar activity must also
be considered relative to anthropogenic emissions of CO2. For example, using
data obtained from marine and lake sediments, tree rings, and glaciers, Overpeck
et al . (1997) report that changes in arctic temperatures resulted from a combina-
tion of natural and anthropogenic factors. Initiation of warming in the mid-19th
century most likely resulted from increased solar irradiance and decreased vol-
canic activity. However, most of the warming during the 20th century was due
to greenhouse gases. When both natural and anthropogenic factors were consid-
ered, Stott et al. (2000) found good agreement between model simulations and
observed temperature patterns from 1860 to the present. More importantly, their
results show that warming trends are expected to continue at a rate similar to
that of recent decades.

7.2.2 CARBON CYCLES AND SINKS

. . .although natural sinks can potentially slow the rate of increase in atmospheric
CO2 , there is no natural savior waiting to assimilate all the anthropogenic CO2 in
the coming century (Falkowski et al . 2000)

In order to estimate future changes in global temperature we need to understand
the sensitivity of climate to changes in CO2. Levels of CO2 in the atmosphere
are determined by human activity and interactions with global carbon sinks
(Table 7.2). Predicting the effects of increased CO2 on global climate will require
a better understanding of the size and spatial distribution of these sinks. The rel-
atively constant glacial–interglacial concentrations of atmospheric CO2 over the
past 400 000 years suggests a strong feedback between the atmosphere and marine



COMMUNITY RESPONSES TO GLOBAL /ATMOSPHERIC STRESSORS 219

Table 7.2. Carbon pools in the major reser-
voirs on earth. (From Falkowski et al. 2000)

Carbon pool Quantity (Pg)

Atmosphere 720
Oceans 38 400
Terrestrial biosphere (living

and dead biomass)
2000

Aquatic biosphere 1–2
Fossil fuels 4130

and terrestrial carbon sinks (Falkowski et al . 2000). Over the past 20 years only
about half of the CO2 released from fossil fuel combustion has remained in the
atmosphere. The remaining CO2 has been sequestered by oceans and terrestrial
ecosystems, which on average have removed between 4 to 5 Pg C/year during the
1990s (1 Pg = 1015 g). Although a large amount of inorganic carbon is stored in
sediments, the major regulators of atmospheric CO2 are oceans and forests. Bio-
logical processes in marine ecosystems (e.g. photosynthesis) remove significant
amounts of CO2 from the atmosphere and export carbon to deep ocean reservoirs.
However, oceanic carbonate systems are primarily responsible for determining
atmospheric CO2 levels and maintaining an equilibrium between the atmosphere
and surface water (Falkowski et al . 2000). Finally, carbon storage in terrestrial
ecosystems, especially forests, contributes significantly to the global flux of car-
bon. Although the total amount of carbon stored in terrestrial systems is relatively
large, turnover is much slower than in marine ecosystems.

Most studies of global carbon cycles have considered marine and terrestrial
systems separately, thus limiting the opportunity to develop a comprehensive
model of carbon flux. Using conceptually similar models for terrestrial and marine
primary producers, Field et al . (1998) estimated a global net primary production
(NPP) of 105 Pg/year. The contribution of marine and terrestrial components to
global NPP was roughly equal (ocean = 48.5 Pg; terrestrial = 56.4 Pg), with a
distinct latitudinal pattern. Spatial and temporal variation in NPP result from the
limiting influences of light, nutrients, temperature, and water. Although marine
ecosystems are a large sink for global carbon, the vast majority of the open
ocean is relatively unproductive. An analysis of CO2 balance in freshwater and
marine ecosystems indicates that unproductive systems such as the open ocean
tend to be heterotrophic, with a disproportionately higher rate of respiration than
photosynthesis (Duarte and Agusti 1998). Unproductive aquatic ecosystems are
generally sources of CO2, whereas productive systems act as CO2 sinks. The
findings of Duarte and Agusti (1998) also illustrate that despite low productivity
of the open ocean, there is a balance between production and consumption on
a global scale. While 80% of the open ocean is heterotrophic and a net carbon
source, this excess carbon can be balanced by relatively high production of the
remaining 20%.
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Large-scale spatial patterns greatly complicate analysis of global carbon sinks.
A latitudinal gradient of 3 to 4 p.p.m. of CO2 from the northern to the southern
hemisphere has been attributed to greater CO2 emissions from population centers
in the north. Recently, scientists have also identified a temporal component to
global carbon flux. Accumulation rates of CO2 in the atmosphere have varied
considerably over the past two decades, despite relatively little change in emis-
sions from fossil fuels. This variation is most likely a result of changes in the
flux of CO2 from the atmosphere to marine and terrestrial sinks (Bousquet et al .
2000). Recognizing that atmospheric CO2 levels are controlled by marine and
terrestrial processes, some researchers have speculated that ecosystems can be
managed to maximize CO2 sequestration. In particular, adding nutrients to the
oceans to stimulate primary productivity, reducing the rate of deforestation, and
changing forestry management practices to increase NPP are being seriously con-
sidered as a ways to mitigate anthropogenic CO2 emissions (Dixon et al . 1994;
Falkowski et al . 2000). Much of the discussion concerning ways to increase
sequestration of carbon has focused on forests, especially low latitude tropical
systems. The world’s forests account for a large fraction of aboveground and
belowground terrestrial carbon (Table 7.3). Changes in forest area and other car-
bon sinks, and flux of carbon from forests to the atmosphere varies greatly with
latitude. Although tropical forests occupy approximately 13% of the total land
surface they account for about 40% of the world’s plant carbon. On an annual
basis, these systems naturally remove approximately 3% of the carbon from the
atmosphere. Because of the importance of tropical ecosystems in sequestering
carbon, the rapid rate of tropical deforestation has a significant impact on global
carbon cycles, resulting in a relatively large (1.1 to 2.0 Pg C/year) net flux of
carbon to the atmosphere.

Despite the obvious attraction of managing biological and biogeochemical
systems to increase carbon storage and ameliorate effects of anthropogenic emis-
sions, we must acknowledge that marine and terrestrial ecosystems have a finite
capacity to sequester carbon. In addition, it is likely that increased levels of

Table 7.3. Carbon pools and flux in forest ecosystems of the world. (From Dixon
et al. 1994)

Latitudinal belt

Change in
forest area

(106 Ha/year)

Carbon pools in
terrestrial vegetation

and soils (Pg)

Carbon flux to (−)
and from (+) the

atmosphere (Pg/year)

High (Russia, Canada,
Alaska)

−0.7 559 +0.48

Mid (Continental USA,
Europe, China,
Australia)

+0.7 159 +0.26

Low (Asia, Africa,
Americas)

−15.4 428 −1.65
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atmospheric CO2 and global temperature will directly influence the global car-
bon cycle. In a warmer, CO2-enriched world, transport of carbon from the surface
to deep oceans will be reduced, terrestrial plants will become less of a carbon
sink, and increased microbial respiration may counteract effects of greater NPP
(Falkowski et al . 2000). Most ecologists would agree that slowing the rate of
tropical deforestation will have positive benefits aside from increased carbon
storage. However, remediation strategies designed to increase sequestration of
atmospheric carbon, especially at the large spatial and temporal scale necessary to
influence global cycles, will likely have unpredictable effects on other biological
and biogeochemical processes. Because of this uncertainty, we should not con-
sider manipulation of global carbon cycles as an alternative to the more politically
and socioeconomically challenging task of reducing global emissions of CO2.

7.2.3 THE MISMATCH BETWEEN CLIMATE MODELS
AND ECOLOGICAL STUDIES

. . .most ecological studies are carried out in areas roughly the size of a tennis court,
while the resolution of most climate models is approximately the size of the state of
Colorado (Root and Schneider 1993)

Much of the difficulty in predicting the ecological consequences of global cli-
mate change on communities results from our inability to link large-scale climate
models to smaller scale ecological studies. Currently we lack regional projections
of climate change that can be applied to local ecosystems. General circulation
models (GCMs) have allowed scientists to predict potential increases in global
temperatures associated with elevated CO2 and to quantify interactions among
atmospheric, oceanic, and terrestrial compartments. However, the coarse spatial
scale of GCMs (generally >500 km2) is much larger than most ecological inves-
tigations. One proposed solution to this mismatch is to integrate regional models
of climate change within GCMs (Hauer et al . 1997), thus allowing researchers to
resolve the complexities of regional variation in climate, topography, vegetation,
and hydrology. In addition, if we are to make any progress in understanding
the ecological consequences of global climate change, interdisciplinary studies
that integrate physiology, population biology, community ecology, and clima-
tology are necessary. Clark et al . (2001) predicted climate change effects on
trout populations in the southern Appalachians (USA) by integrating individual-
based models with a geographic information system (GIS). Although the focus
of this investigation was on life history characteristics (growth, spawning, feed-
ing, mortality), the study demonstrates a unique approach for predicting regional
population changes based on individual responses to climate. Root and Schneider
(1993) show how large-scale climatic factors can be used to predict distribu-
tion of wintering North American birds. They describe a mechanism based on
physiological constraints to explain the strong association between winter tem-
peratures and geographical distributions. These types of studies represent an
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important step in resolving the mismatch between global climate models and
ecological investigations.

Another way to link spatially-extensive analyses of climate with ecological
studies is to develop regional models to forecast changes in vegetation under
various scenarios of climate change. Regional models have been used to pre-
dict the responses of grassland, forest, and tundra ecosystems to changes in
climate (Pacala and Hurtt 1993). Most model projections for the northern hemi-
sphere show a generally northward expansion of plant communities as a result
of increased temperature. Under a scenario of doubled CO2 levels, Lassiter et al .
(2000) predicted northerly retraction and expansion of different mixed forests in
the mid-Atlantic region of North America. These results demonstrate the potential
for significant range shifts of dominant plant communities in response to moderate
warming. More dramatic effects are expected in extreme northern and southern
latitudes where climate change is predicted to be greatest. Because the boundary
between boreal and tundra ecosystems is abrupt and closely associated with cli-
mate, the response of boreal ecosystems to global climate change has received
considerable attention. Using a model to predict effects of transient changes in
climate, Starfield and Chapin (1996) report that a 3 ◦C increase in temperature
would result in the transition of tundra to boreal forest within 150 years.

7.2.4 PALEOECOLOGICAL STUDIES OF CO2

AND CLIMATE CHANGE
A significant challenge in the study of global climate change is to distinguish
natural variation in climate from the variation associated with anthropogenic
emissions of greenhouse gases. Because of the difficulty conducting manipula-
tions at spatial scales compatible with GCMs, integrating models of environmen-
tal change with paleoecological records can improve our understanding of how
climate influences communities. Today, interdisciplinary teams of atmospheric
scientists, geologists, and paleoecologists integrate evidence from diverse sources
to support the link between CO2 concentrations and increased global temperatures
(Table 7.4). Tree ring analyses provide high resolution of annual variation in cli-
mate over relatively short time periods (102 –103 years), whereas pollen grains,
ice cores and marine sediments yield much longer records (105 –107 years).
Recent studies have given atmospheric scientists a much better understanding of
the correlation between atmospheric CO2 levels and global temperature. Paleo-
ecologists have contributed to this understanding by reconstructing relationships
between global climate and prehistoric communities.

Modern plant species have persisted over the past 2.5 million years in the face
of extensive changes in climate. Climate warming at the start of the Holocene era
was relatively rapid and provides a reasonable model for predicting changes asso-
ciated with anthropogenic impacts. Climatic changes since the last glacial period
have had profound effects on plant and animal communities in North America.
Adaptation to climate change and extensive range expansion (e.g. migrations)
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Table 7.4. Paleoecological and other techniques employed to reconstruct global
changes in greenhouse gases and climate. (From Stokstad, 2001)

Method
Information

obtained Resolution
Typical

time range

Tree rings Temperature, rainfall,
wildfires

Annual 500–700 years

Pollen grains Changes in community
composition related to
temperature and
precipitation

50 years Present to several
million years

Geomorphology Extent of glaciers and
ice sheets, sea level
changes

Variable Glaciation to
2.9 billion years

Ice cores CO2 concentration,
volume of continental
ice, snow
accumulation rates

Seasonal to
decades

Present to
440 000 years

Corals Sea surface temperatures,
precipitation cycles

Months 400 years

Marine
sediments

Temperature, salinity, ice
volume,
atmospheric CO2

Thousands of
years to
centuries

180 million years

have characterized plant responses over this period. For example, records based
on pollen grain analyses showed that many forest tree species migrated north-
ward at rates of 100–1000 m/year during the period of post-Pleistocene warming.
Because of interspecific differences in tolerance to climate change and migration
rates, this northward movement generally occurred on a species-by-species basis
and not at the level of assemblage. These results suggest that predicting future
community structure may require an autecological focus (Harrison 1993).

Although the ability of some organisms to adapt to changing climate and dis-
perse over relatively long distances during post-glacial periods is encouraging,
the unprecedented rate of climate change expected over the next century makes
extrapolation from paleoecological records tenuous. Future climates may lie out-
side the range of historical records and therefore caution is required when using
paleoecological data to predict ecological effects. Because rapid climate change
will most likely preclude the ability of plants to adapt, it is generally believed that
range extension and retraction will be a common response. However, migration
may not provide an alternative in the face of rapid climate change. Based on cur-
rent climate projections for the next century, plants would be required to migrate
300 to 500 km/century, a rate significantly greater than previously reported for
many tree species (Davis and Shaw 2001). For example, spruce trees, known to
have a rapid rate of dispersal, have expanded their range to about 200 km/century
over the past 9000 years. Some model projections of forest succession in a chang-
ing climate are inconsistent with known rates of range expansion and illustrate
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our poor understanding of this process. Forest succession models predict that tem-
perature increases associated with a two-fold increase in CO2 would force the
boreal zone in central Sweden 1000 km northward within 150–200 years (Pren-
tice, Sykes and Cramer 1991). Based on paleoecological records it is unlikely that
species are capable of this unprecedented rate of range expansion. In addition,
land use changes and habitat fragmentation represent significant impediments to
range extension and gene flow, thus increasing the likelihood that many species
will go extinct (Davis and Shaw 2001).

7.2.5 EFFECTS OF CLIMATE CHANGE ON TERRESTRIAL
VEGETATION
Unlike many of the anthropogenic stressors considered in our examination of
community ecotoxicology, significant research on effects of CO2 has focused on
terrestrial ecosystems. For example, most of the chapters in the book Biotic Inter-
actions and Global Change by Karieva, Kingsolver and Huey (1993) examine
effects on terrestrial communities. Community-level responses to elevated levels
of atmospheric CO2 include direct effects associated with alterations in primary
productivity and indirect effects attributed to changes in global climate, especially
temperature and precipitation. If CO2 limits primary productivity (Bazzaz 1990),
we would expect to see alterations in community composition as a direct result of
species-specific responses to elevated CO2. Faster growing species or those that
employ C3 photosynthetic pathways will likely be favored by increased levels of
CO2. In addition, differential responses of C3 and C4 plants to CO2 enrichment
may modify competitive relationships. Finally, these changes in plant community
composition will likely have significant impacts on grazers and other herbivores.
For example, plants that respond to elevated CO2 generally have lower nutrient
content, thus requiring herbivores to consume more food (Vitousek 1994).

Small-scale experiments have been conducted to measure responses of plant
communities to both elevated concentrations of CO2 and increased temperature.
To manipulate temperature, researchers have employed a variety of approaches,
including plastic enclosures, snow fences, heating cables, and overhead heaters.
Robinson et al . (1998) used polythene tents to investigate the response of an
arctic plant community to warming. Results showed that a 3.5 ◦C increase in air
temperature increased total plant cover over a season. However, this response was
not consistent between years, suggesting that short-term responses to warming
may be poor predictors of longer term impacts.

As with communities located at higher latitudes, we expect greater effects
of global warming on communities at higher elevations because of relatively
short growing seasons. Harte and Shaw (1995) used overhead heaters suspended
above 30-m2 plots to simulate effects of warming on composition of a montane
plant community. Results of these experiments showed that aboveground biomass
of forbs decreased and biomass of shrubs (primarily sagebrush) increased in
response to warmer soil temperatures and lower soil moisture (Fig. 7.2). The
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Fig. 7.2. Results of a climate warming experiment showing shifts in domi-
nance of montane plant communities in the Rocky Mountains. The figure
shows changes in aboveground biomass of shrubs and forbs following exper-
imental manipulation of soil temperature using overhead radiators. Increased
temperature in these treatments corresponded to a concentration of CO2
approximately 2 × greater than pre-industrial levels. (Data from Table 2 in Harte
and Shaw 1995)

response of forbs to warming was species-specific, and differences were attributed
to effects on soil resource availability (Valpine and Harte 2001). Although the
warming-induced shift from forbs to drought-tolerant sagebrush reported by Harte
and Shaw (1995) is consistent with our expectations, reanalysis of these data
using a different statistical model casts some doubt on the findings. Price and
Waser (2000) suggest that differences in sagebrush biomass between control
and heated plots reported by Harte and Shaw (1995) were attributable to pre-
treatment differences. These researchers observed no effects of warming in their
study, and argued that soil desiccation and reduced microbial activity in treated
plots offset the influence of earlier snowmelt. The contradictory findings of these
two investigations highlight the difficulty of conducting field experiments and
the need for long-term studies to assess community responses to climate change.

Several characteristics influence responses of plant communities to
global warming, including previous exposure to climatic extremes, species
richness, functional composition, and successional stage (Grime et al . 2000).
Consequently, we expect that different plant communities will respond to
climate change in very different ways. This hypothesis was tested by comparing
responses of a mature, stable grassland community to those of an immature,
early successional community (Grime et al . 2000). Soil temperatures in treated
plots were increased by 3 ◦C using heating cables placed at the soil surface.
Results showed that early successional communities composed of fast-growing
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or short-lived species were more sensitive to warming than mature communities.
Because landscape alterations that maintain early successional communities are
becoming increasingly common, these authors speculate that climate change may
have disproportionate effects on these previously disturbed communities.

7.2.6 ECOLOGICAL RESPONSES TO CO2 ENRICHMENT

Although the effects of increased CO2 on global climate change have received
considerable attention, relatively few studies have investigated the direct response
of plant communities to CO2 enrichment. Elevated levels of CO2 are likely to
have profound effects on plant community composition as well as a significant
influence on belowground processes. Owensby et al . (1993) investigated effects
of CO2 enrichment (2 × ambient levels) on species composition, biomass pro-
duction, and leaf area in a tall grass prairie ecosystem. These authors note that
because rangelands account for 47% of the earth’s land area, responses of these
ecosystems to elevated CO2 have important implications for global carbon bud-
gets. In contrast to expectations, elevated levels of CO2 increased production of
C4 grass species but not C3 species. The enhanced productivity of C4 species
was related to greater water-use efficiency. There was little indication of a shift
in competitive relationships between C3 and C4 species.

Tree species that employ the C3 photosynthetic pathway are carbon-limited
and are expected to increase productivity in response to enhanced CO2. Increased
NPP in forests dominated by C3 trees may therefore reduce the amount of CO2

from anthropogenic sources. While some studies have shown that productivity
of seedlings is increased under an enriched CO2 regime, analysis of tree rings
shows relatively little relationship between growth rate and atmospheric CO2

(DeLucia et al . 1999). To reconcile the differences between results of growth
chamber experiments and these paleoecological investigations, research con-
ducted at larger spatial scales is necessary. DeLucia et al . (1999) investigated
responses of loblolly pines to CO2 enrichment (+200 µl) in 30-m diameter
experimental plots (Fig. 7.3A). Results showed that growth rate was approxi-
mately 26% greater after 2 years of exposure to elevated CO2 (Fig. 7.3B). In
contrast to model simulations that predict only a 9% increase in NPP in response
to doubling CO2, DeLucia et al . observed that ecosystem NPP increased by 25%
in enriched plots relative to controls. If applied globally, this increase in NPP
could sequester about 50% of the total anthropogenic carbon expected to be
released by 2050; however, these researchers speculate that this may represent
the upper limit of forest carbon uptake.

Because the amount of carbon stored in soil organic matter is two to three times
greater than in terrestrial vegetation, changes in soil processes can significantly
influence global carbon cycles and sequestration. Elevated CO2 is expected to
control belowground processes in terrestrial ecosystems by influencing NPP, soil
respiration, decomposition, and nitrogen mineralization. The relationship between
CO2 enrichment and belowground processes was investigated using experimental
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Fig. 7.3. (A) Experimental plots used for the free-air CO2 enrichment (FACE)
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loblolly pines growing in ambient and elevated CO2 conditions. (Data from
Table 1 in DeLucia et al. 1999)
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plots in the loblolly pine forest described above (Allen et al . 2000). Although
litterfall mass and fine root biomass increased in treated plots, there was no
influence of enriched CO2 on litterfall C:N ratios, nutrient cycling, microbial
biomass, or nitrogen mineralization. These results are consistent with other stud-
ies of belowground processes and indicate that elevated CO2 may accelerate
the input of organic matter to carbon pools in soils. Changes in soil organic
matter and carbon pools are likely to influence belowground communities and
food chains. Experiments conducted in terrestrial microcosms showed increased
abundance and changes in community composition of fungal-feeding arthropods
(Collembola) in response to CO2 enrichment (Jones et al . 1998). The authors
concluded that these structural changes were a result of alterations in the fungal
community, which responded to increased dissolved organic carbon in soil.

7.2.7 EFFECTS OF CLIMATE CHANGE ON TERRESTRIAL ANIMAL
COMMUNITIES
In addition to the direct effects of increased temperature on animals, changes in
the distribution and abundance of plants will likely have significant impacts on
animal communities. Alterations in climate may modify terrestrial food webs in
systems regulated by top-down or bottom-up control (Box 7.1) Assuming other
environmental factors are favorable, the most consistent responses of species
limited by temperature will be a northward (or southward in the southern hemi-
sphere) range expansion. The geographic distributions of many animal species
are strongly correlated with vegetation, and some species are obligate associates
of a particular vegetation type. Thus, while many animals are expected to migrate
in response to changes in climate, their dependence on slower dispersing plants
could limit these range shifts and result in extinctions (Root 1993).

Box 7.1 The influence of global climate change on interactions between
wolves and moose

As noted above, it is generally assumed that most effects of climate change
on animals are a secondary result of changes in distribution and abundance
of plants. However, in systems where top predators exert control over com-
munity structure and function (see Chapter 8), animals may actually regulate
responses of plants to climate. Long-term (40 years) records of predator–prey
interactions between wolves and moose on Isle Royale, USA have demon-
strated top-down control in this system. Wolves regulate moose density and
moose control abundance of balsam fir, their primary winter forage. Recent
analyses have shown that variation in global climate also plays an important
role in these interactions. Annual variation in snow depth associated with the
North Atlantic Oscillation influences the foraging behavior and efficiency of
wolves. During years with heavy snowfall, wolves tend to hunt in larger packs
and their predation rate on moose is increased. Thus, densities of moose are



COMMUNITY RESPONSES TO GLOBAL /ATMOSPHERIC STRESSORS 229

lower during years of heavy snowfall and growth of balsam fir is greater due
to reduced herbivory. In contrast, predation is reduced during years of low
snowfall, moose populations are larger, and growth of balsam fir is limited by
grazing. Results of this study demonstrate the unique influence of climate on
top-down regulation of plant production. Assuming that winter snowpack in
this region will be reduced due to climate warming, results of these long-term
studies suggest that moose populations will increase and growth of balsam fir
will be reduced.

Much of the research on effects of climate change on birds and mammals
has been conducted at the population level (Larson 1994). For example, Sillett,
Holmes and Sherry (2000) report that regional variation in climate affects survival
and reproductive success of migratory songbirds. The timing of reproduction in
many passerines corresponds with peak abundance in local food supply. Thomas
et al . (2001) show that the earlier leaf flush and the associated pulse of food
expected under climate warming will result in a mismatch between peak food
abundance and nestling demand. In a comprehensive analysis of 148 land bird
species, Root (1988) identified six major environmental factors (minimum Jan-
uary temperature, length of frost-free period, humidity, precipitation, elevation,
and vegetation) which limited the distribution of North American land birds
(Fig. 7.4). With the exception of elevation, all of these variables are expected to
change in response to global warming.
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Fig. 7.4. The influence of environmental factors on the distribution of birds. The
figure shows the percentage of bird species’ northern, eastern, and western
boundaries that are associated with six environmental variables. Note that five
of these factors (temperature, frost, vegetation, precipitation, and humidity) will
likely be affected by climate change. (Modified from Figure 4 in Root 1993)
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McDonald and Brown (1992) provide one of the more insightful approaches for
investigating effects of climate change on small mammal communities. By inte-
grating the theory of island biogeography with data on distribution and abundance
of mammals inhabiting isolated mountain ranges, these researchers developed a
quantitative model to predict the number and identity of species expected to go
extinct as a result of global warming. Assuming a relatively conservative (based
on recent estimates) 3 ◦C increase in temperature, McDonald and Brown first
estimated the amount of boreal habitat that will be lost on 19 isolated mountain
ranges in the Great Basin (USA). Next, they estimated the response of 14 boreal
mammal species based on the proportion of lost habitat. Their results were strik-
ing. Under a 3 ◦C increase in temperature, more than 50% of the boreal mammal
species on individual mountain ranges would go extinct locally and an additional
three species would go extinct throughout the region. Although this analysis
makes several simplifying assumptions, McDonald and Brown have provided
a useful framework for predicting the probability of extinction based on model
projections of vegetation change and present geographic distributions. Boggs and
Murphy (1997) used a similar approach to predict effects of climate change on
butterfly communities in this same region. Their analysis showed that the but-
terfly community would experience a 23% reduction in number of species, with
the greatest effects on less mobile species. These analyses support the hypothesis
that montane communities are at high risk of extinction from global warming
and associated habitat loss.

7.2.8 EFFECTS OF CLIMATE CHANGE ON FRESHWATER
COMMUNITIES

The effects of climate change on freshwaters have been largely disregarded in major
global change programs. (Schindler et al . 1990)

Although much of the basic research in aquatic ecology is relevant to global
climate change, relatively few studies have considered how freshwater commu-
nities will respond to climate change (Carpenter et al . 1992). Complex changes
in lakes and streams in response to global climate are expected as a result of alter-
ations in thermal regime and hydrologic characteristics. Many aquatic organisms
are adapted to a relatively narrow range of temperature. In particular, coldwater,
stenothermal species (e.g. salmonids in high elevation lakes and streams) are
likely to be impacted by increased water temperatures. The longitudinal distribu-
tion of net-spinning caddisflies (Trichoptera) in Rocky Mountain (USA) streams
provides a good example of the close association between elevation (and pre-
sumably water temperature) and community composition (Fig. 7.5). Predictable
changes in abundance of dominant species are observed from headwater streams
to larger, warmer rivers. With increased water temperatures associated with cli-
mate change, the distribution of temperature-sensitive species will likely shift



COMMUNITY RESPONSES TO GLOBAL /ATMOSPHERIC STRESSORS 231

0

25

50

75

100

0

25

50

75

100

0

25

50

75

100

0

25

50

75

100

Degree-
days

1250

1800

2200

3200

Parapsyche
Arctopsyche
Hydropsyche
Cheumatopsyche

Fig. 7.5. The longitudinal distribution of net-spinning caddisflies (Trichoptera:
Hydropsychidae) along an elevation and temperature gradient in Rocky Moun-
tain streams of southern British Columbia. The figure shows the relative
abundance of four dominant genera at four locations from headwaters to
downstream reaches. It is expected that increased water temperature will shift
the distribution of some species to higher elevations and may result in the extir-
pation of stenothermal taxa such as Parapsyche elsis. (Modified from Figure 3
in Hauer et al. 1997)

to higher elevations. These shifts are likely to result in the extirpation of many
coldwater species currently restricted to alpine habitats.

Increased temperature may also modify species interactions in aquatic ecosys-
tems, thus indirectly altering community composition. Laboratory experiments
have shown that brook trout (an introduced species in many western streams)
have a competitive advantage over native cutthroat trout at higher temperatures
(DeStato and Rahel 1994). Thus, we would expect a greater rate of extirpation
of some native species under conditions of increased water temperatures.

A long-term study of boreal lakes and streams in northwestern Ontario (Canada)
provides some insight into potential physicochemical and ecological modifica-
tions associated with climate change (Schindler et al . 1996). Between 1970 and
1990 researchers at the Experimental Lakes Area (ELA) observed a gradual
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increase in air temperature (approximately 1.6 ◦C) and a decrease in precipitation
(approximately 200 mm). While it is uncertain if these changes are a direct result
of global climate change, they provide an excellent opportunity to document the
influence of climate on hydrologic, biogeochemical, and ecological characteristics
of freshwater systems. Some permanent first-order streams became ephemeral and
stream discharge and export of base cations were significantly reduced as a result
of lower precipitation. Physicochemical changes in lakes included increased sur-
face water temperature, increased water clarity and light penetration, and a deeper
thermocline. Complex changes in biomass and diversity of phytoplankton were
also associated with these physicochemical alterations. However, the most strik-
ing ecological response was the complete loss of habitat for lake trout and other
stenothermal species as a result of lower dissolved oxygen levels and a deeper
thermocline. Because the magnitude and duration of climatic change observed
at ELA were less than predicted by relatively conservative GCMs, these results
show that modest alterations in temperature and precipitation can have signifi-
cant consequences for freshwater ecosystems (Schindler et al . 1996). Finally, an
increase in water clarity and reduced levels of dissolved organic matter (DOM)
may cause significant interactions between climate change, UV-B exposure, and
acidification in aquatic ecosystems (Section 7.5).

Alterations in functional characteristics of aquatic ecosystems may result from
direct physiological effects of increased temperature as well as changes in trophic
structure. Using microcosm experiments containing bacteria, algae, and diatoms,
Petchey et al . (1999) showed significant extinction of species (30–40%) and
altered ecosystem function in response to warming. Frequency of extinction
varied among trophic levels, with greatest impacts on herbivores and top preda-
tors. Temperature-dependent physiological responses and changes in community
structure were related to alterations in function, as warmer communities showed
increased rates of primary production and decomposition. These experiments also
provided support for the hypothesis that impacts of climate change (and other
anthropogenic disturbances) are less in species-rich communities because of the
greater likelihood of retaining tolerant taxa (Petchey et al . 1999).

As in terrestrial systems, logistical challenges limit the use of large-scale exper-
imental approaches for investigating effects of climate change on freshwater
communities. Consequently, most studies in aquatic systems are based either on
long-term monitoring at sites where known changes in climate have been recorded
(Schindler et al . 1990), or relatively small-scale microcosm experiments such as
the one described above. The study by Hogg and Williams (1996) is unique
because it measured responses of a stream benthic community to increased tem-
perature in a relatively large-scale experimental system. These researchers divided
a first order stream longitudinally and increased water temperature on one side
by 2–3.5 ◦C. Using a before–after control-impact (BACI) design (Chapter 4),
Hogg and Williamson characterized pre-treatment community composition and
then measured responses to warming over a 2-year period. The focus of the study
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Fig. 7.6. Response of chironomids to a 2–3.5 ◦C increase in water temperature.
Data were collected 1 year before and 2 years after temperature treatments in a
first-order stream. (Modified from Figure 6 in Hogg and Williams 1996)

was primarily on life history characteristics (insect emergence, growth, size, sex
ratios), but the results also showed a significant reduction in total density of
chironomids, especially the coldwater Orthocladiinae (Fig. 7.6). These authors
note that changes in life history characteristics were generally more sensitive to
increased temperatures than alterations in community structure.

Although most of our discussion has focused on the negative impacts of cli-
mate change, increased temperatures can have beneficial effects on some species.
Finney et al . (2000) used lake sediment records of δ15N and abundance of clado-
cerans and diatoms to reconstruct sockeye salmon population densities over a
300-year period. Because salmon migrating from the North Pacific to freshwater
systems have a strong marine-derived isotopic signature (e.g. high δ15N relative
to terrestrial sources), stable N isotopes in lake sediments can be used to track
changes in salmon-derived nitrogen. Finney et al . (2000) show good agreement
between salmon-derived N and abundance of higher trophic levels, indicating the
importance of salmon carcasses to productivity in these otherwise oligotrophic
systems. More importantly, they report a positive relationship between salmon
abundance and documented changes in sea surface temperature from 1750 to
about 1850 (Fig. 7.7). Colder than average temperatures generally resulted in
below-average salmon abundance. This relationship breaks down over the last
few decades, primarily as a result of over-harvesting salmon populations. The
study demonstrates the strength of integrating sensitive analytical approaches
such as stable isotopes with paleoecological studies to characterize ecological
effects of climate change.

Because of the potential interactions between temperature, biogeochemical
processes, and hydrologic characteristics, predicting community responses based
only on modified thermal regimes may provide misleading results (Clark et al .
2001). For example, changes in the magnitude or timing of spring runoff in
snowmelt-dominated watersheds (Hauer et al . 1997) may alter biogeochemical
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Fig. 7.7. The relationship between salmon abundance and sea surface temper-
atures. Stable isotope data derived from sediment records were used as an
indicator of salmon abundance over the 300-year period. Sea surface tempera-
tures are based on tree ring analyses. There was a positive relationship between
salmon abundance and sea surface temperature from about 1700 to 1850. The
poor relationship between temperature and salmon abundance in the past few
decades is likely a result of commercial harvesting. (Modified from Figure 4 in
Finney et al. 2000)

cycles and have direct impacts on stream communities. Interactions between
riparian vegetation and watershed processes will likely be altered as a result of
modified flow regimes. In their review of global change and aquatic ecosystems,
Carpenter et al . (1992) distinguish between transitional changes and perturba-
tional changes. Transitional changes occur over relatively long time periods
(10–100 years) and result from alterations in landscapes, hydrological and geo-
morphological features, and community persistence. In contrast, perturbational
changes occur over relatively short time periods (1–10 years) and are associ-
ated with floods, droughts, and temperature extremes. Because hydrologic char-
acteristics, biogeochemical processes, and thermal regimes play a prominent
role in determining the distribution and abundance of aquatic organisms, both
perturbational- and transitional-scale changes must be considered when predicting
impacts of climate change on freshwater communities.

7.2.9 EFFECTS OF CLIMATE CHANGE ON MARINE
COMMUNITIES
Elevated ocean temperatures are expected to have significant and diverse impacts
on most marine communities (Box 7.2). Effects ranging from increased incidence
of disease (Harvell et al . 1999) to reduced ecosystem productivity (Roemmich
and McGowan 1995) have been associated with warming of ocean waters. Mass
mortalities of seagrasses, corals, urchins, and abalone have been attributed to
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elevated ocean temperatures, resulting in dramatic changes in community com-
position (Harvell et al . 1999). Warmer ocean temperatures may directly influence
organisms or make them more susceptible to other stressors. For example, elimi-
nation of grazing sea urchins from many Caribbean reefs, which was attributed to
an unidentified pathogen, shifted the reefs from a coral-dominated community to
an algae-dominated community. In addition to these direct effects, alterations in
ocean surface temperatures may have indirect effects on marine food webs. San-
ford (1999) speculates that warmer temperatures will have a significant impact
on predator–prey interactions that regulate communities in the rocky intertidal
zone of southern California. Because the starfish Pisaster ochraceus, a keystone
predator in this community, is highly sensitive to temperature, community struc-
ture of the rocky intertidal zone could be altered by temperature-induced changes
in feeding rates.

Box 7.2 The Southern California Bight: a test case of global warming?

The Southern California Bight has been the focus of considerable research
into the effects of increased ocean temperatures over the past several decades.
Since the 1940s, ocean surface temperatures in this region have increased by
approximately 1.5 ◦C, with much of this increase occurring during 1976–1977
(Holbrook, Schmitt and Stephens 1997). Although it is uncertain if this
increase is a result of global climate change or part of a natural cycle, the
effects are widespread. The altered temperature regime of the region has been
linked to dampened upwelling events, reduced nutrient levels and productivity,
loss of species diversity, and alterations in community composition. In short,
the Southern California Bight may provide important lessons on how marine
ecosystems will respond to global warming.

One of the more significant effects associated with increased temperature
in this region is the alteration of upwelling currents and the modification
of marine food chains. Upwelling currents off the Pacific Coast of North
and South America supply inorganic nutrients from colder, deeper waters to
nutrient-poor surface waters. Marine primary producers and the complex food
chains they support are highly dependent on this supply of nutrients. Warming
trends over the past several decades have increased vertical stratification in
areas around the Southern California Bight and reduced the supply of nutrients
from upwelling. Roemmich and McGowan (1995) report that over a 43-year
period (1951–1993) zooplankton biomass declined by 80% in this region.
They attribute this dramatic response to a decrease in inorganic nutrients
caused by dampened upwelling. Because of the importance of zooplankton
in marine food chains and carbon cycling, this trend could have devastating
consequences for coastal marine ecosystems.

Changes in the composition of benthic communities and reef fishes in the
Southern California Bight were also associated with increased ocean surface
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temperatures. Barry et al. (1995) reported an increase in abundance of benthic
invertebrates with a more southern distribution and a decrease in northern
species from the 1930s to 1994. Holbrook, Schmitt and Stephens (1997)
observed a 15–25% decrease in total species richness at two sites off Los
Angeles, CA in the year immediately after a 1 ◦C increase in annual seawater
temperature. In addition, the proportion of the community consisting of north-
ern species gradually declined and the fraction of southern species increased
over a 20-year period. These observations are consistent with predictions that
species will shift their geographic distribution in response to increased tem-
peratures. Changes in community composition were accompanied by large
reductions in abundance of reef fishes, especially northern species which
declined by 88%. These dramatic reductions in abundance are not predicted
from current models of climate change (Holbrook, Schmitt and Stephens
1997), and may represent the same long-term trend of lower productivity
observed for zooplankton abundance (Roemmich and McGowan 1995). These
data underscore the importance of developing a better mechanistic understand-
ing of the relationship between climate change, ecosystem productivity, and
community dynamics (Holbrook, Schmitt and Stephens 1997).

Because of their narrow range of temperature tolerance, coral reefs and associ-
ated communities are likely to suffer significant damage as a result of moderate
global warming (Smith and Buddemeier 1992). The response of coral reefs to
global climate change will depend on numerous factors, including the rate of
temperature increase, the ability of reef systems to tolerate and adapt to warmer
temperatures, and their geographic location. Elevated temperatures during the
1998 El Niño event are a suspected cause of the massive die-offs of corals
observed in the Caribbean and other locations. Temperatures exceeding 30 ◦C
triggered reef-building hermatypic corals to expel their zooxanthellae (the sym-
biotic algae living in corals), a phenomenon known as coral bleaching. During
1998, 46% of the reefs in the Indian Ocean were severely damaged by elevated
surface temperatures and 16% of the reefs globally experienced bleaching. In
addition to the impacts of elevated temperature, there are also concerns about the
direct influence of elevated CO2 on the process of calcification and reef forma-
tion. Although coral reef communities are highly sensitive to contaminants and
many other types of anthropogenic stressors, the widespread devastation follow-
ing the 1998 El Niño event indicates that global climate change is probably the
most serious threat.

7.2.10 CONCLUSIONS

In the final chapter of Biotic Interactions and Global Change, Kingsolver, Huey
and Kareiva (1993) outline a research agenda comprised of eight specific goals
designed to help ecologists ‘understand and forecast the consequences of global
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Table 7.5. Proposed research agenda for understanding and
predicting the consequences of global climate change on com-
munities. (From Kingsolver, Huey and Kareiva 1993)

1. Relate temporal and spatial patterns of global change to likely
biotic responses

2. Relate stress responses of individual organisms to changes in
fitness, population abundance, species distribution, and
interactions

3. Identify the critical rates of environmental change that determine
ecological and evolutionary outcomes

4. Understand the reassortment of ecological communities as a
source of environmental change

5. Identify sensitive and reliable indicators for current and future
ecological research

6. Understand factors that determine changes in the location and
nature of ecological transition zones and species margins

7. Develop standards and criteria for simplification of complex
models

8. Identify the ecological variables that contribute to important
changes in regional or global climate, disturbance regimes, and
patterns of habitat fragmentation

environmental change for (1) biological diversity, (2) community integrity, and
(3) ecosystem services’. Because these research goals are relevant not only to
global change but also to our broader understanding of how communities respond
to stressors, it is appropriate to review these eight recommendations (Table 7.5).
We feel that the most critical research need for assessing ecological consequences
of global change is to identify specific community responses to expected spatial
and temporal variation in climate. This will occur only through better integra-
tion of basic ecological principles into experimental, monitoring, and modeling
studies that focus on climate change. Relating individual responses to fitness,
population abundance, and community structure will allow researchers to iden-
tify sensitive and ecologically-important indicators of climate change. Research
that matches the coarse spatial scale of GCMs with the smaller scale of most
ecological investigations is essential for predicting regional responses to climate
change. Because effects of climate change will vary among locations and among
community types, a rigorous approach for assessing community susceptibility will
improve our ability to predict these responses. This approach should distinguish
between the direct effects of climate change and the indirect effects associated
with alterations in species interactions. Finally, ecologists are only beginning to
understand the influence of multiple anthropogenic stressors on species assem-
blages. Because community composition and ecosystem function will be quite
different in a warmer climate, these relationships will likely change. Thus, pre-
dicting effects of contaminants on communities will require a better understanding
of interactions between global climate change and other anthropogenic stressors.
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7.3 STRATOSPHERIC OZONE DEPLETION

Decreasing levels of stratospheric ozone (O3) have been observed in polar and
mid-latitude regions for about two decades (Madronich 1992). There is now con-
clusive evidence that reduced levels of ozone is a direct result of anthropogenic
activities, particularly the release of chlorofluorocarbons (CFCs). Although pro-
duction and release of CFCs occurred primarily in the northern hemisphere, the
greatest reductions in ozone levels have been reported in Antarctica. In September
2000, measurement of the ozone depletion-area using NASA’s Total Ozone Map-
ping Spectrometer showed that the highly publicized ‘ozone hole’ over Antarctica
was the largest ever observed, covering approximately 28 million km2. Other
locations in the southern hemisphere, especially southern Australia and New
Zealand, have also reported greatly reduced levels of ozone.

Because ozone limits the penetration of ultraviolet radiation through the earth’s
atmosphere, lower levels of stratospheric ozone are associated with increased lev-
els of UVR. Recent studies conducted in New Zealand reveal that current levels of
ozone during summer are approximately 10–15% less than in the 1970s, result-
ing in a significant increase in UVR (McKenzie, Connor and Bodeker 1999).
Although production and release of CFCs have decreased as a result of interna-
tional agreements (e.g. the 1987 Montreal Protocol on Substances that Deplete
the Ozone Layer), global CFC levels will likely remain elevated because of
atmospheric persistence. Therefore, it is anticipated that levels of stratospheric
ozone will continue to decline over the next several decades (Smith et al . 1992).
In addition, there is concern that potential interactions between ozone depletion
and global warming may significantly delay the return of stratospheric ozone to
pre-industrial levels (Shindell, Rind and Lonergan 1998).

Increased UVR as a result of ozone depletion is a significant environmental
hazard and is expected to have negative effects on humans and other organisms.
For example, a 1% reduction in ozone is estimated to result in a 3% increase in
certain forms of skin cancer in humans. Indeed, there is speculation that the high
incidence of skin cancer in New Zealand and Australia is partially a result of
elevated levels of UVR. Of the three categories of UVR, UV-B (280–320 nm)
is most closely associated with loss of ozone. Ozone depletion has relatively
little effect on UV-A (320–400 nm), UV-C (190–280 nm), or photosynthetically
active radiation (PAR; 400–700 nm).

As noted above, ozone depletion has most frequently been reported over
Antarctica where ambient doses of UV-B have increased approximately 140% per
decade (Madronich 1992); however, a similar pattern has been observed in other
regions (Kerr and McElroy 1993). Increases of 10–20% UV-B per decade have
been reported in temperate regions of the northern and southern hemispheres, and
this trend is expected to continue. Spectral measurements of UV-B in Toronto,
Canada showed that the intensity of radiation at 300 nm has increased by 35%
in winter and 7% in summer since 1989 (Kerr and McElroy 1993). In addition to
these latitudinal differences, other factors such as elevation will increase exposure
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to UVR. For example, Kinzie, Banaszak and Lesser (1998) attributed a signif-
icant reduction in photosynthesis in a high elevation (3980 m) lake to UV-B.
Thus, despite the focus on Antarctic communities, effects of UV-B radiation are
widespread and also likely to impact mid-latitude regions.

Although ozone depletion and associated increases in UV-B are a recent phe-
nomenon, the presence of UV-B has played an important role in the evolution of
life on earth. Because of low levels of ozone, UV-B readily penetrated earth’s
primitive atmosphere and restricted organisms to aquatic habitats for most of their
evolutionary history. Migration to terrestrial habitats occurred only after sufficient
levels of ozone had accumulated in the atmosphere (Fisher 1965; Cloud 1968).
As a consequence of the long-term exposure to UV-B, many organisms evolved
protective mechanisms to reduce UV-B effects. For example, the presence of
photoprotective pigments, natural sunscreens, and various DNA repair mech-
anisms allow organisms to survive in habitats saturated with UV-B radiation.
Although it is likely that many organisms show some tolerance to UV-B, there
is considerable variation among taxa. Differences in the ability of organisms to
tolerate UV-B may account for the patterns of community structure observed in
some habitats, particularly alpine areas with naturally high levels of exposure.

All wavelengths of UVR are potentially harmful to organisms, but UV-B radia-
tion is of particular concern because of the dramatic increase associated with
ozone depletion. Studies conducted with a variety of plants and animals have
shown effects of UV-B at all levels of biological organization (Fig. 7.8). At
the molecular level, photochemical damage resulting from adsorption of specific
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Fig. 7.8. Effects of ozone depletion and increased UV radiation across levels of
biological organization. (Modified from Figure 6 in Vincent and Roy 1993)
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wavelengths by macromolecules (e.g. DNA, RNA) and inactivation of photo-
system II in plants are typical responses to UV-B exposure (Vincent and Roy
1993). Mutagenic effects resulting from DNA damage and reduced photosyn-
thesis due to alteration of light and dark reactions occur at the cellular level.
These molecular and cellular alterations affect individual growth rates, com-
munity structure, and ecosystem function. Environmentally-relevant, background
levels of UV-B radiation are lethal to some taxa, and dramatic changes in primary
production, community composition, and trophic structure have been reported
following UV-B exposure. The direct and indirect effects of UV-B radiation on
communities are diverse, and will be the primary focus of this section.

7.3.1 METHODOLOGICAL APPROACHES
FOR MANIPULATING UVR
A variety of approaches, including UV cut-off filters, UV lamps, and more sophis-
ticated solar simulators have been employed in field and laboratory studies to
manipulate levels of UVR. UV cut-off filters can either transmit or remove UV-A
and UV-B, whereas UV lamps can enhance exposure to different wavelengths
of UVR. For logistical reasons, laboratory and microcosm experiments tend to
rely on lamps to increase UV-B exposure, whereas field experiments tend to rely
on filters to remove natural levels of UV-B. Both approaches have limitations,
and there is some concern that differences between field and laboratory studies
may be an artifact of different experimental techniques. To expose planktonic
organisms to high levels of UV-B in the field, researchers will restrict organisms
to shallow, high UV-B habitats. Because this experimental approach limits ver-
tical migration, relevance to natural populations is questionable. Artificial lamps
are commonly used in laboratory experiments (Bothwell, Sherbot and Pollock
1994; Kiffney, Little and Clements 1997) and in some field studies (Rader and
Belish 1997) to enhance exposure to UV-B. Although this approach allows estab-
lishment of dose–response relationships, there are concerns about the unnatural
spectral properties of UV lamps (Kelly, Clare and Bothwell 2001).

7.3.2 THE EFFECTS OF ULTRAVIOLET RADIATION ON MARINE
AND FRESHWATER PLANKTON

The alarmist predictions of immediate and large scale impairment of primary pro-
duction in response to ozone depletion seem to us to be greatly exaggerated. . . . .
(Vincent and Roy 1993)

One of the most important caveats to working with the impact of UV-B radiation on
freshwater ecosystems is that complex rather than simple responses are likely to be
the rule. (Williamson 1995)

Negative effects of UV-B radiation have been measured in both freshwater
and marine environments. While some researchers feel aquatic communities are
resilient to UV-B and that declines in ozone are unlikely to cause large-scale
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reductions in primary productivity (Vincent and Roy 1993), others suggest that
complex responses associated with alterations in community structure and aquatic
food webs are likely (Williamson 1995). These indirect effects are often subtle
and difficult to predict, but may have important consequences for aquatic com-
munities. In particular, the effects of UV-B radiation on marine phytoplankton
and the consequences for oceanic food webs have received considerable attention
(Smith et al . 1992). In general, marine primary producers (algae and diatoms) are
highly sensitive to UV-B. Because much of the global ozone depletion has taken
place over Antarctica, there are concerns that enhanced UV-B in this region may
have serious consequences for phytoplankton inhabiting the photic zone of the
Southern Ocean. More importantly, because Antarctic phytoplankton are a major
component of marine food webs in the region, reduced phytoplankton biomass
and production may have cascading effects on higher trophic levels.

Despite mounting evidence from the laboratory that UV-B radiation nega-
tively affects phytoplankton, extrapolating these results to natural systems is
challenging. Due to the unnatural spectral properties of UV lamps used in labo-
ratory experiments, responses observed under artificial conditions may not reflect
responses in the field. Furthermore, because organisms cultured in the laboratory
may lack the protective pigments and repair mechanisms found in natural popu-
lations, effects of UVR may be exaggerated in laboratory experiments (Mostajir
et al . 1999). Thus, comprehensive field experiments are essential for understand-
ing the direct and indirect effects of enhanced UV-B. Using combinations of
filters to remove different wavelengths of UVR, field experiments have shown
that exposure to naturally-occurring levels of UVR significantly affected primary
production and community composition (Smith et al . 1992; Kinzie, Banaszak
and Lesser 1998; Mostajir et al . 1999). In an extensive survey of phytoplankton
communities in Antarctic waters, Smith et al . (1992) related ozone depletion and
UV-B levels to phytoplankton production. Measurements were taken inside and
outside the ozone depletion zone during a 6-week cruise. UV-B was detected at
depths exceeding 60 m, and depth of penetration was greater inside the ozone
hole than outside. Ozone-related UV-B inhibition of photosynthesis was observed
at depths of 25 m, and primary production was 6–12% lower inside the ozone
hole than outside. These results correspond to a 2 to 4% reduction in primary
productivity and an estimated loss of 7 × 1012 g of carbon per year over the
entire Antarctic marginal ice zone.

7.3.2.1 Direct and Indirect Effects of UV-B Radiation

In a provocative review of the role of UV-B radiation in freshwater
ecosystems, Williamson (1995) posed four hypotheses to describe the direct
and indirect effects of UV-B on planktonic communities (Table 7.6). These
hypotheses are especially relevant to our discussion of community ecotoxicology
because they emphasize species interactions and trophic ecology. Because most
research on UV-B effects has focused on molecular, cellular, and physiological
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Table 7.6. Four hypotheses describing potential direct and indirect effects of
increased UV-B radiation on planktonic communities. (From Williamson 1995)

Hypothesis Description Ecological concept

Solar ambush Wavelength-selective changes in
solar radiation result in
differential abilities of
organisms to detect and
respond to increased UV-B

Differential tolerance
among species will
result in variation in
community structure

Solar cascade Differential effects of UV-B
across trophic levels will have
cascading influences on energy
flow

Trophic cascades;
top-down versus
bottom-up effects

Acid transparency Effects of UV-B radiation will be
greater in anthropogenically
acidified lakes than in naturally
acidic lakes

Differential responses
among communities,
stressor interactions

Solar bottleneck Small zooplankton in clear lakes
will experience a ‘bottleneck’
as a result of intense UV-B in
upper surface water and
predation pressure from below

Predator–prey
interactions,
importance of vertical
migrations in lakes

responses, Williamson’s (1995) description of the potential ecological effects is
quite illuminating.

The solar ambush hypothesis proposes that aquatic organisms unable to detect
and respond to UV-B may be ‘ambushed’ by differential wavelength changes
in total solar radiation. These wavelength-specific changes occur as a result of
differences in elevation, light attenuation, cloud cover, and other factors. Accord-
ing to this hypothesis, sessile or relatively immobile organisms are at high risk
because of their inability to respond behaviorally to increased UV-B.

The solar cascade hypothesis highlights the effects of UV-B radiation on
trophic interactions in lakes. The influence of top-down and bottom-up trophic
regulation in aquatic systems is well established, and the ecotoxicological impli-
cations of these interactions are discussed in Chapter 8. According to the solar
cascade hypothesis, differential effects of UV-B among trophic levels may have
cascading effects on energy flow and community structure. For example, if
grazing herbivores are more sensitive to UV-B than phytoplankton, primary pro-
duction will increase in grazer-limited lakes. The solar cascade hypothesis has
been tested in a mesocosm experiment in which microbial and planktonic commu-
nities were exposed to natural and enhanced levels of UV-B radiation (Fig. 7.9).
Results showed considerable variation in responses to UV-B among trophic lev-
els, and that elimination of predatory ciliates caused an increase in abundance
of their prey (bacteria, heterotrophic flagellates, and small phytoplankton). The
direct effects of UV-B on ciliates reduced the transfer of energy to higher trophic
levels and channeled carbon into the microbial food web.
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Fig. 7.9. Experimental test of the solar cascade hypothesis in microbial and
plankton communities. The figure compares the percentage change in carbon
biomass between natural and enhanced UV-B treatments for ciliates, flagellates,
bacteria, and diatoms in mesocosms. The decrease in biomass of predatory
ciliates resulted in an increase in biomass of flagellates and bacteria, thus
channeling more energy into the microbial food web. (Data from Table 2 in
Mostajir et al. 1999)

The acid transparency hypothesis describes the potential interactions between
UV-B and acid deposition in freshwater lakes. Because of lower levels of humic
materials, dissolved organic carbon, and other light attenuating substances, UV-B
penetration and ecologically significant effects are expected to be greater in acid-
ified lakes. It is possible that alterations in community composition and trophic
structure observed in lakes receiving acidic deposition is at least partially a result
of greater UV-B exposure.

From an ecological perspective, the most intriguing hypothesis advanced by
Williamson (1995) describes the influence of UV-B on predator–prey interactions
between large and small zooplankton species in lakes (Fig. 7.10). The solar bot-
tleneck hypothesis proposes that small zooplankton may experience a bottleneck
near the surface in clear oligotrophic lakes because of intense UV-B radiation
from above and predation pressure by large zooplankton from below. Although
small zooplankton could avoid predation and UV-B exposure during most of the
year, intense solar radiation in summer months would eliminate this refuge.

7.3.3 RESPONSES OF BENTHIC COMMUNITIES
Most research investigating responses of aquatic ecosystems to UVR has focused
on marine and freshwater plankton. The likely explanation for the emphasis
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Fig. 7.10. The solar bottleneck hypothesis. Seasonal changes in the depth of
the thermocline and penetration of UV-B radiation create a bottleneck for small
zooplankton in clear, oligotrophic lakes. Small zooplankton have a refuge from
predation in shallow waters during most months of the year. However, deeper
penetration of UV-B in summer forces these organisms to deeper water where
they are exposed to large predatory zooplankton. (Modified from Figure 1 in
Williamson 1995)

on planktonic communities, especially in marine systems, is that rapid attenua-
tion of UVR was expected to limit exposure to benthic communities. However,
investigators have recently documented significant alterations in periphyton and
benthic macroinvertebrate communities during exposure to UVR. Not only can
UVR reach benthic communities in shallow aquatic environments, UVR may
actually penetrate sediments and influence microbial photosynthetic communities
within these habitats (Garcia-Pichel and Bebout 1996). Unlike planktonic organ-
isms, periphyton communities and some benthic taxa are sessile and unable to
avoid exposure to UV-B. Even relatively mobile macroinvertebrate taxa may be
exposed to intense UV-B while grazing on periphyton in shallow, clear, lakes
and streams.

The pioneering experiments of Bothwell, Sherbot and Pollock (1994) high-
lighted the complex ecosystem responses to UVR and demonstrated the impor-
tance of accounting for indirect effects. In contrast to expectations based on
studies of freshwater phytoplankton, accrual of periphyton was actually enhanced
in experimental streams receiving UVR. This apparent paradox was explained by
lower abundance of grazing chironomids in UVR-treated streams, which allowed
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algal communities to flourish under conditions of reduced herbivory. Interes-
tingly, the complex trophic response observed in these experiments was similar to
that reported for streams exposed to the insecticide malathion (Bothwell, Sherbot
and Pollock 1994). It is likely that similar trophic cascades may occur in freshwa-
ter systems where herbivores are more sensitive to UVR than primary producers.

7.3.4 RESPONSES OF TERRESTRIAL PLANT COMMUNITIES
Responses of plants to UV-B include reduced growth and biomass, reduced
photosynthesis, and increased concentrations of UV-B absorbing compounds, par-
ticularly flavonoids (Caldwell et al . 1995; van de Staaij et al . 1995a,b). Because
most research on plant responses to UV-B has been conducted in the laboratory
and focused on individual species, the direct application of these studies to nat-
ural communities is uncertain (Gehrke 1999). Significant interspecific variation
in sensitivity to UV-B has been observed among plant species, suggesting that
changes in composition of communities are likely. In a series of field experiments
conducted in northern Swedish Lapland, Gehrke (1999) measured responses of
two species of bryophytes to enhanced UV-B radiation over a 3-year period.
Bryophytes possess a number of unique characteristics that increase their sus-
ceptibility to UV-B, including thin leaves that often lack a protective cuticle,
reduced photorepair mechanisms, and rootless shoots which cannot buffer against
aboveground stress (Gehrke 1999). Differences in these physiological and mor-
phological characteristics between species likely contributed to differences in
sensitivity. The authors speculated that UV-B suppressed growth and altered the
outcome of competition between sensitive and tolerant species.

Exposure of plants to UV-B may have important consequences for associ-
ated belowground communities (e.g. bacteria, mycorrhizal fungi, microarthro-
pods). Because belowground communities play an important role in mineral-
ization, decomposition, and plant nutrition, UV-B may have ecosystem-level
effects. Klironomos and Allen (1995) exposed sugar maple (Acer saccharum)
seedlings to various UVR treatments to measure effects on belowground com-
munities. Although there were no direct effects of UVR on seedlings, large
changes in the structure and function of fungal and bacterial communities asso-
ciated with the roots were attributed to UV-B exposure. Changes in fungal and
bacterial populations significantly affected soil microarthropod communities and
shifted carbon flow from a mycorrhizal-dominated system to a saprobe/pathogen-
dominated system.

7.3.5 BIOTIC AND ABIOTIC FACTORS THAT INFLUENCE UV-B
EFFECTS ON COMMUNITIES

7.3.5.1 Dissolved Organic Materials

Dissolved organic materials (DOM) consist of a complex mixture of organic
molecules that influence a variety of processes in aquatic ecosystems. Levels of
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dissolved organic and particulate materials play an important role in moderat-
ing effects of UV-B radiation in aquatic ecosystems. In fact, some researchers
suggest that changes in DOM may have a greater influence on UVR exposure
in aquatic ecosystems than impacts resulting from increased global levels of
UVR (Schindler et al . 1996). The generally low levels of DOM typical of most
marine ecosystems, especially the open ocean, allow UV-B to penetrate deep into
the photic zone. In contrast, the much higher levels of UV-B-absorbing materials
found in many freshwater ecosystems significantly reduce UV-B penetration in all
but the most oligotrophic lakes (Williamson 1995). Because of rapid attenuation
of light, UV-B effects in freshwater systems are generally considered to be less
than those in marine systems. Nonetheless, some freshwater communities, espe-
cially those inhabiting shallow, clear lakes and streams where damaging levels
of UV-B may penetrate several meters are at significant risk (Bothwell, Sherbot
and Pollock 1994; Williamson 1995; Mostajir et al . 1999). In field experiments
conducted in a Rocky Mountain stream, Kiffney, Clements and Cady (1997)
observed effects of UV-B on benthic communities only after a seasonal decrease
in natural levels of DOM.

Interactions between UVR and DOM in aquatic ecosystems are complex.
The ability of DOM to attenuate light varies with source (allochthonous ver-
sus autochthonous) and chemical composition. For example, DOM derived from
terrestrial sources absorbs more UVR than autochthonous materials (McKnight
et al . 1997). Exposure to UVR can also degrade DOM through a process known
as photobleaching (De Haan 1993). Thus, long-term exposure of DOM to UV-B
may result in reduced light attenuation and actually enhance UV-B effects in
aquatic communities. Because the amount of dissolved and particulate material
in some freshwater systems varies with productivity, the trophic status of lakes
and streams may also influence light penetration and UV-B effects. Williamson
et al . (1994) compared responses of zooplankton communities to UV-B radia-
tion in an oligotrophic and a eutrophic lake in Pennsylvania (USA). Experiments
showed significant mortality due to UV-B exposure in the oligotrophic lake,
whereas communities in the eutrophic lake were protected. Because DOM may
have direct effects on microbial productivity and community composition, sepa-
rating the chemical effects of DOM from the light attenuating influences on UV-B
penetration are difficult. Kelly, Clare and Bothwell (2001) used filters containing
several concentrations of DOM (0, 2, 5, 8 mg/l) suspended above experimental
streams to isolate effects of DOM and UVR on benthic communities. Results
showed highly significant increases in abundance of macroinvertebrates with
increased DOM concentration and UVR attenuation (Fig. 7.11). A sharp thres-
hold in response of benthic macroinvertebrate grazers was observed between 2
and 5 mg/l, indicating that streams with low levels of DOM (<5 mg/l) may be
particularly sensitive to UVR.
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Fig. 7.11. The influence of dissolved organic material on attenuation of UV radi-
ation and colonization by benthic macroinvertebrates in outdoor experimental
streams. Filters containing varying concentrations of DOM were suspended
above replicate experimental streams to reduce levels of UVR. Note the sharp
decrease in macroinvertebrate colonization between 2 and 5 mg/l DOM. (Modi-
fied from Figure 5 in Kelly, Clare and Bothwell 2001)

7.3.5.2 Location

Because of spatial variation in UV exposure and species’ sensitivity (Hill et al .
1997), the ecological effects of UV-B radiation on aquatic ecosystems are likely to
differ among geographic regions. Levels of UV-B reaching the earth are affected
by a variety of large-scale factors, including cloud cover (Lubin and Jensen
1995), snow depth, elevation (Caldwell, Robberecht and Billings 1980), and lat-
itude. Seasonal changes in day length can also significantly alter exposure to
UV-B radiation. Exposure to UV-B in polar regions is especially elevated during
the summer due to extended periods of sunshine. Because the intensity of UV-B
radiation increases with elevation, communities located at higher altitudes are
exposed to greater levels of UV-B than communities at lower elevations. For
example, Caldwell, Robberecht and Billings (1980) reported that the biologically
effective UVR dose was 25% higher at 3300 m than at 1500 m (40 ◦N latitude).
On a smaller spatial scale, Rader and Belish (1997) showed that effects of ambi-
ent and enhanced UV-B on periphyton communities varied among locations, and
that effects were greater on communities inhabiting open reaches rather than
shaded reaches. Santas, Lianou and Danielidid (1997) showed that depth influ-
enced responses of marine diatom communities to UV-B, and concluded that
accurate predictions about UV-B effects cannot be made without accounting for
interactions with other environmental factors.
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Factors such as elevation and DOM may interact to influence exposure of
aquatic communities to UV-B. Because of shallow depth and naturally low lev-
els of DOM, aquatic communities in many alpine habitats are subjected to intense
levels of UV-B radiation during summer months (Kiffney, Clements and Cady
1997). In addition, because solar intensity increases significantly with eleva-
tion, communities located at higher altitudes are at particular risk from UV-B.
Vinebrooke and Leavitt (1996) measured effects of UVR on periphyton in an
ultraoligotrophic lake in Banff National Park (Canada). Colonization of periphy-
ton was significantly suppressed under ambient UVR, primarily due to effects
on the diatom Achnanthes minutissima. Because A. minutissima dominates lower
elevation lakes with high DOM, Vinebrooke and Leavitt (1996) suggest that this
species may be an indicator of UVR effects in western montane lakes.

7.3.5.3 Interspecific and Intraspecific Differences

in UV-B Tolerance

Experiments investigating community-level responses to UV-B have revealed
considerable variation in tolerance among species. Much of this variation is a
result of behavioral, physiological, and morphological adaptations that allow
organisms to survive natural UV-B exposure. Variation in tolerance to UV-B
among fish species was attributed to an unidentified component in skin tis-
sue that protected fish from UV-B-induced sunburn (Fabacher and Little 1995).
Organisms that possess a protective covering, such as a case or shell, may be
relatively tolerant to UVR exposure (Hill et al . 1997). It is expected that the
ability of populations to tolerate UV-B is related to their level of natural expo-
sure, and that populations from high UV-B habitats have greater UV tolerance.
For example, organisms in oligotrophic, high elevation lakes and streams produce
UV-absorbing compounds and pigments that act as natural sunscreens. Leech and
Williamson (2000) define UV-B tolerance as the sum of photoprotection and pho-
torepair processes, which vary with microhabitat and location. Sommaruga and
Garcia-Pichel (1999) reported that levels of UV-absorbing compounds in plank-
tonic organisms decreased with depth. Similarly, Gleason and Wellington (1995)
observed that survivorship of coral larvae exposed to UV-B decreased with depth
of collection, most likely due to lower amounts of UV-B-protective amino acids.
Zellmer (1995) compared UV-B tolerance of transparent and heavily melanized
Daphnia collected from lakes. Significant mortality and lower reproduction were
observed in transparent populations, whereas the pigmented populations showed
no effects of UV-B exposure. Finally, plants also produce photoprotective com-
pounds in response to UV-B (van de Staaij et al . 1995a), and populations exposed
to naturally high levels of UVR are generally more efficient at UV-B absorption.
However, in contrast to expectations, van de Staaij et al . (1995b) found no signi-
ficant difference in UV-B tolerance between highland populations (where natural
levels of UV-B were greater) and lowland populations of a perennial herb.
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Since small phytoplankton species (<2.0 µm) often comprise a significant por-
tion of total biomass in plankton communities, understanding size-dependent vari-
ation in sensitivity to UV-B is important for predicting ecological effects. Because
the protective efficiency of natural sunscreens to phytoplankton decreases with
cell size (Laurion and Vincent 1998), we expect that small cells may be more
sensitive to UV-B than large cells. Despite the intuitive appeal of the size-
dependency hypothesis, it is obvious that other factors will influence tolerance of
planktonic communities to UVR. Laurion and Vincent (1998) reported that small
phytoplankton were relatively tolerant to UV-B exposure and that interspecific
differences were more important than size for predicting effects on phytoplankton.
The relationship between organism size and UVR tolerance is further complicated
by the presence of visual predators, which often select larger zooplankton species
and can modify patterns of vertical migration in the water column. In addition,
lake transparency influences tolerance of zooplankton to UV-B and diel migration
patterns. Leech and Williamson (2000) developed a conceptual model relating
zooplankton body size, lake transparency, and the presence of fish predators to
UVR tolerance (Fig. 7.12). The model predicts that body size will be inversely
related to tolerance in high UVR lakes with fish predators. Large zooplankton in
lakes with fish predators will spend most of the daylight hours in deeper water to
avoid predation, thus reducing UVR exposure and the development of tolerance.
In contrast, small zooplankton will occupy the upper surface waters in these lakes
where they are exposed to intense UVR, thus increasing tolerance. In clear, fish-
less lakes, the model predicts that zooplankton should be relatively tolerant of
UVR and that body size is unimportant. Finally, because of the limited exposure
to UVR, zooplankton inhabiting low UVR lakes should show little tolerance.
In a series of short-term field experiments to test these predictions, Leech and
Williamson (2000) reported that taxonomic variation was more important than
body size or lake transparency for predicting UVR tolerance. They speculated
that results may change during longer term exposure and that UVR may inter-
act with other stressors to influence zooplankton community structure. Potential
interactions between UVR and other stressors will be discussed below.

Some aquatic organisms may avoid exposure to UVR by migrating to deeper
water or moving to shaded habitats during periods of intense solar radiation.
These behavioral responses are greatly limited in sessile organisms or in species
that spend significant amounts of time in shallow water. For example, filter-
feeding blackfly larvae are often found attached to the substrate in clear, shallow
streams and lake outlets. Donahue and Schindler (1998) observed significant emi-
gration when organisms were exposed to UVR in experimental streams. Some
grazing organisms, such as mayflies, chironomids, and caddisflies, are obligate
inhabitants of the upper surface of cobble substrate and likely subjected to intense
UVR. Kiffney, Little and Clements (1997) measured the drift response of ben-
thic communities to UVR and observed greatest effects on grazing organisms
associated with the substrate surface.
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Fig. 7.12. Conceptual model relating zooplankton body size, lake transparency,
and the presence of fish predators to UVR tolerance. In high UVR lakes with
fish predators, UVR tolerance will be inversely relate to body size. To avoid
predation, small zooplankton will generally occupy the lake surface where they
are exposed to higher levels of UVR and are expected to develop enhanced
tolerance. In contrast, larger zooplankton that occupy deeper sections of the
lake receive less natural UVR and are expected to show little tolerance. There
is no relationship between body size and tolerance in high UVR lakes without
fish because zooplankton of all sizes can migrate freely between the surface
and deeper water. These organisms are expected to show greater tolerance
than individuals from low UVR lakes because of their greater natural exposure.
(Modified from Figure 2 in Leech and Williamson 2000)

7.3.5.4 Interactions with Other Stressors

In addition to the direct effects of UVR on aquatic communities, synergistic inter-
actions between UVR and other anthropogenic stressors may enhance effects
and complicate our ability to predict changes observed in the field (Blaustein
et al . 1995). The increased toxicity of polycyclic aromatic hydrocarbons (PAHs)
under UV-B exposure is well documented (Oris and Giesy 1986). Not only are
organisms more sensitive to certain PAHs when exposed to UV light, but this
increased toxicity persists following exposure (Ankley et al . 1994) and may be
transferred maternally (Hall and Oris 1991). Unfortunately, because most of the
research on interactions between UV-B and PAHs has been conducted in the
laboratory, our understanding of community-level phototoxic effects is limited.
Long, Saylor and Soule (1995) reported a synergistic interaction between pH
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and UV-B in amphibians. Mortality of Rana pipens was unaffected by low pH
or high UV-B exposure; however, significantly greater mortality was observed
when organisms were exposed to both stressors. Although the mechanism respon-
sible for this synergistic interaction was not specified, the results are significant
because of concerns over global declines of amphibians (Blaustein and Wake
1990). Finally, UVR may increase the bioavailability of certain contaminants
by affecting levels of dissolved organic materials (DOM) and by disrupting
ligand–contaminant complexes. It is well established that the quality and quan-
tity of DOM greatly influences bioavailability of many contaminants. Exposure
to UVR degrades DOM (De Haan 1993), thus increasing light penetration and
contaminant bioavailability.

7.4 ACID DEPOSITION

Interest in effects of acid deposition has waned somewhat since the 1970s and
1980s when literally thousands of papers were published describing effects on
aquatic and terrestrial ecosystems. Part of the explanation is that modest reduc-
tions in atmospheric emissions of SO2 and particulates from power plants and
smelters have significantly improved local conditions. In addition, there are
greater concerns for contemporary global stressors such as CO2 and UV-B radia-
tion. However, acid deposition has significant negative effects on aquatic and
terrestrial communities and remains a global environmental problem (Galloway
1995). More importantly, there is a growing awareness that acidic deposition may
interact with other atmospheric stressors to affect communities. These interactions
will be described in Section 7.5.

7.4.1 DESCRIPTIVE STUDIES OF ACID DEPOSITION EFFECTS
IN AQUATIC COMMUNITIES

Acid deposition from anthropogenic sources is a well-established cause of acidi-
fication of lakes and streams. In an extensive survey of aquatic ecosystems in
the United States, Baker et al . (1991) concluded that atmospheric deposition was
responsible for acidification of 75% of 1180 acidic lakes and 47% of 4670 acidic
streams examined. The spatial distribution of these atmospheric pollutants is
determined by a complex interplay of geographic and climatic factors. In particu-
lar, patterns of prevailing winds and proximity to industrialized and urban sources
greatly influence concentration and deposition. The effects of acidification on
aquatic communities has been studied extensively, especially in the northeastern
United States, Canada, and Europe (Somers and Harvey 1984; Rosemond et al .
1992; Herrmann et al . 1993; Juggins, Flower and Battarbee 1996; Lancaster et al .
1996; VanSickel et al . 1996; Heard et al . 1997). A variety of approaches have
been employed, including large-scale biomonitoring, whole ecosystem manipula-
tions, and paleolimnological studies (Box 7.3). The most convincing evidence for
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a relationship between acidification and community structure has been obtained
from long-term, experimental studies (e.g. Schindler’s long-term acidification
studies in the Experimental Lakes Area described in Chapter 4). However, well
designed biomonitoring studies conducted at large spatial scales and/or over
relatively long time periods have also contributed to our understanding of the
ecological effects of acid deposition on aquatic communities. By taking advan-
tage of established gradients in acid deposition downwind from known sources
(e.g. smelters, coal-fired power plants), it is possible to quantify effects of acid-
ification at a large spatial scale. Somers and Harvey (1984) described the fish
communities from 50 lakes located at varying distances (up to 65 km) down-
wind from a large point source of SO2 emissions in Ontario, Canada. Species
richness was significantly correlated with distance from the source. Feldman and
Connor (1992) used a replicated ‘natural experiment’ to quantify the relationship
between pH and benthic community structure in Shenandoah National Park (VA).
Six sites (three acidic and three circumneutral) were selected from 60 candidate
streams based on physical, chemical, and habitat conditions. Differences between
acidic and non-acidic streams were generally greatest for mayflies. Because their
unique experimental design avoids the problem of pseudoreplication (Hurlbert
1984), Feldman and Connor (1992) suggest that their conclusions are broadly
applicable to the larger population of acidified streams in the region. In addition
to spatially extensive surveys, long-term monitoring data can be used to support
hypothesized relationships between pH and community composition. Hall and
Ide (1987) related temporal changes in benthic communities collected from two
Canadian streams in 1937 and 1985 to increased acidification.

Box 7.3 The role of paleolimnological studies

Additional support for a causal link between acid deposition and acidification
of surface waters has been provided by paleolimnological studies. The preser-
vation of certain groups of organisms in lake sediments provides an historical
record of community change and, in some instances, can compensate for the
lack of long-term data. By dating the strata in sediment cores, the approxi-
mate time period when changes in community composition occurred can be
identified and related to an hypothesized environmental change (e.g. increased
acid deposition during the industrial revolution). Materials commonly used in
paleolimnological studies include pollen grains, chironomid head capsules,
and diatoms. Most of the paleolimnological research in lentic ecosystems has
focused on diatoms, which are well preserved in lake sediments and known to
be excellent indicators of water quality. Changes in abundance of pH-sensitive
and pH-tolerant taxa over time can indicate the onset of acidification or recov-
ery after reductions of acidic deposition. Comparisons of temporal changes in
community composition across broad spatial scales can help identify factors
that influence watershed sensitivity to acidification.
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Juggins Flower and Battarbee (1996) analyzed long-term temporal patterns
(1850–the present) in diatom communities to develop a model of diatom-
inferred pH values for 11 lakes in the United Kingdom. Results showed that
all lakes were acidified over the past 150 years, but that the timing of acidifi-
cation varied among lakes. Hall and Smol (1996) compared present day and
pre-industrial diatom communities in 54 southern Ontario lakes. An initial
relationship between diatom community composition, lake acidity, and total
phosphorus (an indicator of shoreline development) was established by sam-
pling present day diatoms in surface sediments. These data were employed to
develop a predictive model for water quality based on diatom communities,
which was used to estimate long-term changes in pH and total phosphorus.
Hall and Smol (1996) conclude that most acidification has occurred during the
post-industrial period, probably as a result of atmospheric deposition. Despite
increased shoreline development in the lakes, diatom-inferred phosphorus lev-
els actually declined in some lakes. These researchers speculated that lake
or watershed acidification may have reduced loading or increased loss of
phosphorus.

Most paleolimnological studies of acidification have been limited to rel-
atively short time periods (<150 years) and have focused on anthropogenic
sources of lake acidity. However, it is important to note that natural changes
in lake acidity will influence communities and may occur over much longer
time periods. By characterizing pollen grains, diatoms, and chemical compo-
sition of sediment cores, Ford (1990) presents a 10 000-year history of pH
changes in two northeastern US lakes. Results showed that a unique combi-
nation of geological features (e.g. thin tills derived from base-poor gneisses
and schists) predisposed one of these lakes (Cone Pond, New Hampshire) to
become acidic over 6500 years ago. These studies highlight the usefulness
of paleolimnological data for complementing biomonitoring results and for
placing community assessments within the proper historical context.

Biomonitoring studies conducted at relatively large spatial scales (e.g. multiple
watersheds) have reported consistent effects on benthic communities (Rosemond
et al . 1992; Feldman and Connor 1992). In general, acid-sensitive mayflies and
stoneflies are replaced by acid-tolerant dipterans and caddisflies at pH values
less than 5.5. Interestingly, this is about the same pH level where researchers
conducting whole ecosystem manipulations observe significant effects on com-
munity structure (see below). It appears that many aquatic organisms are able
to tolerate pH excursions to approximately 5.5, but greater levels of acidifica-
tion generate all-or-none responses. Herrmann et al . (1993) reviewed effects of
acidification on streams and discussed mechanisms of toxicity to invertebrates.
Benthic macroinvertebrate community responses to acidification are quite similar
to those observed in circumneutral streams polluted by heavy metals (Clements
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et al . 2000). These results suggest that similar mechanisms may influence toxic
effects of acidification and heavy metals on benthic communities (Courtney and
Clements 1998). Alternatively, toxic effects on macroinvertebrates observed in
acidified streams may be a result of increased metal leaching rather than direct
effects of low pH. This possibility highlights one of the key limitations of biomon-
itoring studies of acidification. Because acidification and metal leaching often
co-occur, quantifying the relative importance of these stressors is difficult.

Shifts in phytoplankton and zooplankton communities in response to low pH
are well documented. In particular, the reduced species richness of zooplankton
has been proposed as an indicator of lake acidification. However, in a compre-
hensive review of zooplankton responses to acidification, Brett (1989) noted that
despite sensitivity of many species to acidification, relationships between com-
munity composition and pH in spatially-extensive surveys are often weak. The
most likely explanation for the poor explanatory power of pH is that most surveys
have focused exclusively on abiotic factors and ignored species interactions. It is
well established that fish predation and other trophic interactions have a powerful
influence on zooplankton biomass, diversity, and size structure. Because elimi-
nation of fish is a common occurrence in acidified lakes, it is not surprising that
relationships between community composition and abiotic factors are often weak
(Brett 1989). Not only can predation and competition confound relationships
between pH and community composition, but acidification may alter the out-
come of species interactions (Locke 1992). Separating the direct toxic effects of
acidification from changes in trophic structure will require a better understanding
of these interactions.

Predicting effects of acid deposition on aquatic communities is also compli-
cated by the ability of some taxa to acclimate or adapt to low pH. Although
reduced species richness and shifts in community composition from acid-
sensitive to acid-tolerant species are typical responses in acidic lakes and streams,
researchers studying naturally acidic environments have reported different results.
Winterbourn and Collier (1987) found no relationship between low pH (pH
3.5–5.5) and benthic community structure in naturally acidic streams in New
Zealand. In addition to improving our understanding of toxic mechanisms
associated with acidification, insights into the process of acclimation and
adaptation to low pH are essential for predicting community responses.

7.4.2 EPISODIC ACIDIFICATION
Assessments of acidification in lotic ecosystems have focused primarily on
chronic effects that result from relatively long-term changes in pH. However,
acute exposure to the combined effects of low pH and metals occurs in
some streams during periods of high discharge (Fig. 7.13). This phenomenon,
known as episodic acidification, is a short-term decrease in the acid neutralizing
capacity (ANC) of a watershed. Episodic acidification is common in the
northeastern US and is generally associated with snowmelt and rainfall events.
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Fig. 7.13. Hypothetical relationship between aluminum concentration and pH
during three periods of episodic acidification (indicated by arrows). Decreases
in pH as a result of high discharge from rainfall or snowmelt result in rapid
increases in Al concentrations. Because of the dynamic relationship between
pH, Al, and stream discharge, snapshots of chemical conditions at any point in
time are probably inadequate for characterizing ecological integrity

During periods of high discharge, base cations are diluted and materials from
upper, more acidic soil layers are flushed into the surrounding watershed. The
result is a short-term pulse of solutes, especially H+ and Al, and a rapid decrease
in pH. These episodic events have practical implications for monitoring effects
of acidification on streams. Because of the relationship between stream discharge
and ANC, assessments of chemical conditions during base flow may provide a
relatively poor indication of water quality.

The ecological effects of episodic acidification on aquatic organisms relative
to long-term, chronic exposures are not well known. In a series of in situ bioas-
says conducted as part of a large-scale assessment of episodic acidification in
the northeastern USA, VanSickle et al . (1996) concluded that exposure to Al
accounted for most (86–98%) of the observed mortality in native fish species.
In a companion study, Baker et al . (1996) showed that episodic acidification
significantly influenced fish movement, mortality, and community composition.
Responses to episodic acidification were similar to those observed in chroni-
cally acidified streams, suggesting that short-term acute exposure is an equally
important stressor to aquatic organisms.

7.4.3 EXPERIMENTAL STUDIES OF ACID DEPOSITION EFFECTS
IN AQUATIC COMMUNITIES

Spatially-extensive surveys of lakes and streams can provide important insight
into the relationship between pH and community structure. However, because
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of the confounding influences of other physical, chemical, and biological fac-
tors, these studies only provide a potential explanation for alterations in aquatic
communities. Experimental studies have been used extensively to demonstrate
effects of acidification on lake and stream communities. In laboratory micro-
cosms, Niederlehner et al . (1990) observed that functional measures (e.g. nutrient
retention, community respiration) were relatively insensitive to acidification com-
pared with taxonomic measures. The insensitivity of functional measures was also
observed by Burton, Stanford and Allan. (1985) who reported that differences in
decomposition between treated (pH = 4.0) and control (pH = 7.0–7.4) streams
did not occur until 6 months after exposure.

Because acidification of aquatic ecosystems frequently results in increased con-
centrations of metals, particularly Al, experimental studies are an excellent way to
separate the relative importance of these two stressors. Using experimental stream
channels, Allard and Moreau (1987) reported that addition of Al (160–520 µg/l)
did not increase the effects of acidification (pH = 4.0) on benthic communities.
Genter (1995) used a 2 × 2 factorial design to measure interactive effects of
acidification and Al on benthic algal communities in experimental streams. In
contrast to results of Allard and Moreau (1987), this study found that aluminum
was more toxic than acidification for several taxa. Similar results were reported
by Havens and DeCosta (1987) who assessed effects of low pH (5.0) in combina-
tion with Al (100–200 µg/l) on zooplankton communities. Results showed little
effects of acidification alone; however, the combination of low pH and increased
Al significantly impacted most major groups.

Whole-ecosystem manipulations have been conducted in lakes and streams to
assess the impacts of acidification on community structure and function. Com-
pared with other chemical and physical stressors such as organochlorines and
UV-B radiation, pH is relatively easy to manipulate in the field. Examples of
manipulative experiments in lotic systems include studies by Hall and colleagues
at Hubbard Brook Experimental Forest (Hall et al . 1980, 1985) and by Ormerod
et al . (1987) in Wales. Although there were no direct effects on brook trout, Hall
et al . (1980) reported lower diversity and a reduction of food web complexity in
an experimentally acidified stream. Ormerod et al . (1987) manipulated levels of
pH and Al and measured the effects on fish and invertebrate survival and ben-
thic invertebrate drift. Although there were few differences in macroinvertebrate
survival between acid and Al treatments, drift of the dominant mayfly (Baetis rho-
dani ) increased dramatically during exposure to Al, resulting in reduced density
in treated sections.

Details of whole-lake acidification experiments conducted by Schindler and
colleagues (Schindler et al . 1985; Schindler 1987, 1988) at the Experimental
Lakes Area were described in Chapter 4. Biomonitoring and modeling studies
conducted by Schindler and colleagues corroborated these experimental findings
and showed that significant changes in community composition of phytoplankton,
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zooplankton, and fish occurred at pH values less than 6.0. Greater levels of acidi-
fication (pH approximately 5.0) caused species-specific responses ranging from
acute toxicity of H+ to indirect effects on food chains. Alterations in community
composition were generally more sensitive indicators than functional endpoints
(e.g. primary production, decomposition, nutrient cycling) (Schindler 1987). In
particular, changes in abundance of small, rapidly-reproducing species were the
earliest indicators of stress. Although it is likely that these changes in community
composition will alter ecosystem processes, functional endpoints alone appear to
be inadequate for detecting early signs of acidification stress.

7.4.4 RECOVERY OF AQUATIC ECOSYSTEMS
FROM ACIDIFICATION
Reduced emissions of SO2 and particulates as a result of federal regulations
is expected to have a positive influence on physical, chemical, and biological
characteristics in aquatic ecosystems. However, our understanding of recovery
of lakes and streams from the deleterious effects of acidification is relatively
poor. Changes in aquatic communities over time following the removal of a
stressor should reflect conditions expected in naturally recovering systems. How-
ever, the rate of recovery from acidic deposition will also be influenced by
local climate and geology of the watershed. More importantly, studies of recov-
ery from experimental acidification may not adequately predict recovery from
atmospheric deposition. Experimental manipulation of pH in lakes and streams
generally involves direct acidification of the waterbody, with no treatment of the
surrounding watershed. It is likely that recovery rates will be much slower in
systems subjected to atmospheric deposition due to loss of buffering capacity
from the watershed (Likens, Driscoll and Buso 1996).

A comprehensive assessment of recovery of lentic systems was conducted near
Sudbury, Ontario where local emissions of SO2 and particulates from smelters
have been reduced by approximately 90% since the 1970s. Mallory et al . (1998)
reported chemical characteristics from a 12-year survey of 161 lakes in the region.
Most lakes showed significant signs of recovery between 1983 and 1995 due to
reductions in sulfur inputs. Physicochemical changes included increased pH and
ANC and decreased base cations, metals, and SO4. However, long-term temporal
patterns in recovery were greatly influenced by annual precipitation and lake
type. Recovery was greatest during drought years, but conditions deteriorated
during wet years, especially in glacial headwaters and lakes located on highly
sensitive bedrock.

Despite improvements in water quality as a result of local reductions in atmos-
pheric emissions, acid deposition still affects many aquatic ecosystems. In addi-
tion, after several decades of acid deposition many watersheds have lost their
natural buffering capacity and are expected to recover only over geological time
scales (Likens, Driscoll and Buso 1996). Experimental treatment of streams with
lime has been proposed to ameliorate effects of acidic deposition in systems
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Fig. 7.14. Improvements in macroinvertebrate density and fish abundance
(number per m2) in an acidified stream (Dogway Fork, West Virginia, USA)
following treatment with limestone. (Macroinvertebrate data from Table 4 in
Clayton and Menendez, 1996. Fish data from Table 5 in Menendez, Clayton and
Zurbuch 1996). nd = no data

not expected to recover naturally. Lime treatments in Dogway Fork, a second
order stream in West Virginia, significantly increased pH and ANC and reduced
Al concentrations (Clayton and Menendez 1996; Menendez, Clayton and Zur-
buch 1996). Pre-treatment pH values were generally less than 5.0, whereas a pH
of greater than 6.0 was maintained following lime treatments. These improve-
ments in water quality resulted in rapid recovery of fish and macroinvertebrate
communities over a 4-year period (Fig. 7.14). Similar results were reported by
Simmons, Cieslewicz and Zajicek (1996) in which brook trout density increased
significantly following liming treatment of a Massachusetts stream degraded by
acid precipitation.

7.4.5 EFFECTS OF ACID DEPOSITION ON FOREST COMMUNITIES
Discussion of current forest declines and the possible role of acidic deposition in these
declines has been characterized by considerable unsupported claims and speculation
in the popular press and even semiscientific publications. (Pitelka and Raynal 1989)

Few examples of the effects of acidic deposition have received as much atten-
tion as the observed correlation between acidification and forest decline. Massive
declines in forest health have been reported in Europe and North America over
the past several decades, and research efforts initiated in the 1980s to understand
the role of acidic deposition have been unprecedented (Pitelka and Raynal 1989).
Although forest decline occurs as a result of numerous natural and anthropogenic
factors, the simultaneous loss of several acid-sensitive species across broad geo-
graphical regions suggests a global cause. In particular, populations of Norway
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Spruce (Picea abies) in the Bavarian Alps and red spruce (Picea rubens) in
eastern North America and Canada have been significantly impacted. Ollinger
et al . (1993) measured broad spatial patterns of major ions associated with pre-
cipitation across the northeastern USA. Highly significant increases in SO4

2−,
NO3, and H+ from east to west were attributed to industrial activities. These
authors noted that broad spatial patterns of these atmospheric pollutants were
closely correlated with declines in forest health.

The proposed mechanism most likely responsible for the increase in tree mor-
tality is nutrient deficiency resulting from nutrient leaching from soils. The loss
of nutrients from forest soils is a typical response to acidification, and a vari-
ety of physical, chemical, and biological processes influence leaching. While
most research has focused on the role of soil biota (bacteria, fungi, nematodes,
microarthropods), the relative importance of different components within the soil
community is poorly understood. In a series of microcosm experiments, Heneghan
and Bolger (1996) measured various functional attributes of microarthropod
assemblages (primarily Acari and Collembola) isolated from soil samples that
were exposed to constituents of acid rain (e.g. nitric acid, sulfuric acid, ammo-
nium nitrate). Significant differences in abundance, biomass and trophic compo-
sition of microarthropod communities were observed among treatments. More
importantly, loss of nutrients, exchangeable cations, and CO2 production in soils
were dependent on microarthropod community composition. These results show
that abundance, biomass, and trophic composition of microarthropod commu-
nities, independent of soil microbes, play a major role in decomposition and
nutrient cycling in forest soils.

Acid deposition is a strong selective force in forest communities and has likely
resulted in increased resistance of some species. However, as with other classes
of contaminants that we have considered, resistance to a stressor is likely to have
some physiological or ecological cost. For example, we expect that resistant pop-
ulations or species may be at a competitive disadvantage in relatively undisturbed
habitats. In situations where pollutant exposure is episodic, there may be a tem-
poral component to patterns of resistance and sensitivity. Taylor, Johnson and
Anderson (1994) present a theoretical model showing the relationship between
selection coefficients and allocation of carbon resources for growth, maintenance
and defense in polluted and pristine environments (Fig. 7.15). In polluted environ-
ments, resistant genotypes have a competitive advantage over sensitive genotypes
and can allocate greater carbon resources for growth, maintenance, and defense.
However, because of the predicted cost of tolerance, these resistant genotypes
have a competitive disadvantage in unpolluted environments.

Some researchers are skeptical of the relationship between acidic deposition
and forest health. Pitelka and Raynal (1989) argue that because forest decline
occurs for numerous reasons, quantifying the relative influence of acidification is
not possible without long-term investigations. Despite the difficulties in isolating
specific causes of decline, there is strong evidence that the combined effects of
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Fig. 7.15. The hypothesized influence of air pollution on allocation of car-
bon resources and selection coefficients in trees. The figure characterizes the
trade-offs between tolerance to stress and allocation of resources along a pol-
lution gradient. In pristine environments, sensitive genotypes have a selective
advantage because they can allocate more resources to growth, maintenance,
and defense. In contrast, resistant genotypes have an advantage over sensitive
genotypes in polluted environments. The differences in performance of these
genotypes in pristine and polluted environments is defined as the cost of resis-
tance or the cost of sensitivity. (Modified from Figure 6 in Taylor, Johnson and
Anderson 1994. Reproduced by permission of the Ecological Society of America)

atmospheric stressors impact forest communities. In a comprehensive review of
air pollution effects on forests, Taylor, Johnson and Anderson (1994) conclude
that current levels of atmospheric pollutants are having negative effects on forest
ecosystems worldwide. The consequences of changes in community composition
on long-term health of forests and the animal communities they support are a
significant cause for concern.

7.4.6 INDIRECT EFFECTS OF ACIDIFICATION
ON TERRESTRIAL WILDLIFE

Because most terrestrial research on acid deposition has focused on forest com-
munities, our understanding of responses of terrestrial wildlife, particularly birds
and mammals, is somewhat limited. Although acidification is assumed to have
relatively little direct effect on terrestrial wildlife (Schreiber and Newman 1988),
indirect effects due to loss of habitat and prey resources have been reported. Sim-
plification of forest canopy resulting from acidic deposition will reduce habitat
complexity and is likely to impact bird communities and other wildlife species.
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Fig. 7.16. The relationship between pH and abundance of dippers (Cinclus
cinclus), an obligate riverine predator, in Scotland. Data collected from 27 sites
were placed into three categories based on the frequency that pH exceeded a
critical threshold. Because dippers are dependent on aquatic prey, standardized
counts of dipper abundance may be used to assess the chemical and biological
status of streams. (Data from Table 3 in Logie et al. 1996)

Indirect effects of acid deposition on a variety of species that consume fish
and aquatic invertebrates have been observed (Schreiber and Newman 1988).
Reduced abundance of feral mink (Mustela vison) populations in Norway has
been attributed to the decline of fish in acidified aquatic ecosystems (Bevanger
and Albu 1986). The dominant prey species of dippers (Cinclus cinclus) in Scot-
tish streams include mayflies, caddisflies, and stoneflies, organisms know to be
sensitive to acidification. Because of the dependence of dippers on macroin-
vertebrates, reductions in prey density due to acidification are likely to impact
these bird populations. Buckton et al . (1998) reported that dippers were generally
absent from acidified streams in Wales due to reduced density of macroinverte-
brates. They also note that despite modest improvements in water quality between
1984 and 1995, dipper populations and macroinvertebrates showed no indication
of recovery. In a related study, Logie et al . (1996) developed a regression model
based on census data of dipper abundance to assess the degree of acidification
in streams (Fig. 7.16). Results showed that dippers were generally absent or less
abundant in watersheds with pH less than 6.5.

7.5 INTERACTIONS AMONG GLOBAL ATMOSPHERIC

STRESSORS

Increased levels of CO2, ozone depletion, and atmospheric deposition of H+,
SO2 and NOx occur simultaneously across large spatiotemporal scales. Thus, it
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is difficult to study the effects of these global atmospheric stressors in isolation
or to separate their effects from other disturbances such as contaminants, exotic
species, and land use changes. Potential interactions between atmospheric and
local stressors will complicate our ability to predict effects of climate change,
UV-B, and acidification on communities. Rae and Vincent (1998) report that dif-
ferential sensitivity among microbial organisms to increased temperature resulted
in more complex community responses to UV radiation. In their review of ecosys-
tem responses to global change, Field et al . (1992) developed a conceptual
framework for interpreting effects of global stressors, separately and in com-
bination, across a variety of terrestrial ecosystems. Their model relates changes
in resource availability and utilization to impacts on community composition and
ecosystem function. They note the importance of including assessments of land
use changes when interpreting responses to global anthropogenic stressors. The
most obvious interaction between global climate change and landscape alteration
is the rapid rate of deforestation occurring in tropical ecosystems. Because tro-
pical forests are a major carbon sink, deforestation will likely influence global
carbon cycles and atmospheric CO2 levels. Complex interactions between global
warming, acidification, and UV-B will also influence microbial production and
decomposition. In terrestrial ecosystems, warmer soil temperatures will increase
the rate of microbial mineralization and result in greater release of CO2. However,
these increases may be offset in systems subjected to acidification because of the
negative effects of low pH on decomposition. Similar interactions among global
atmospheric stressors are likely to occur in marine ecosystems. For example, the
oceans, also considered a major carbon sink, may be responsible for buffering
the planet from increased global temperatures due to anthropogenic emissions of
CO2. The deleterious effects of UV-B radiation on phytoplankton and net primary
production in marine ecosystems could therefore influence carbon storage.

Increased levels of atmospheric CO2 and associated climate change could influ-
ence responses of plant communities to air pollutants, but predicting the direction
of these responses is difficult. Increased temperature is likely to increase bioavail-
ability and uptake of many pollutants. Taylor, Johnson and Anderson (1994)
suggest that effects of atmospheric pollutants on plants will be reduced in a
CO2-enriched world because greater availability of carbon will provide more
resources for growth, maintenance, and defense. In addition, increased levels of
CO2 will reduce stomatal transfer and subsequent uptake of airborne toxicants.
In contrast, elevated levels of CO2 may result in greater surface area of leaves,
thus providing a larger surface for deposition of pollutants (Bazzaz 1990). Similar
complex interactions between climate change and contaminant exposure are likely
to occur in aquatic ecosystems. Warmer water temperatures increase uptake rates
and bioavailability of many chemicals in lakes and streams. In addition, reduced
precipitation and changes in hydrologic characteristics could influence chemical
concentrations. For example, decreased precipitation and discharge in northwest-
ern Ontario lakes resulted in dramatically lower renewal rates and increases in
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concentrations of many chemical solutes (Schindler et al . 1990). We expect that
similar changes in hydrologic characteristics of other lakes and streams could
affect concentrations of contaminants.

Interactions among global atmospheric stressors may indirectly affect responses
of aquatic communities to chemical stressors. Because of the well-established
influence of dissolved organic material (DOM) on contaminant bioavailability
and toxicity in aquatic ecosystems, alterations of DOM could increase or decrease
exposure to other stressors. Figure 7.17 shows a conceptual model that describes
the predicted influence of acidification, UV radiation, and climate change on
the quality (contaminant binding affinity) and quantity of DOM. The model
could apply to any class of contaminants where bioavailability and toxicity are
influenced by DOM. Acidification and UV-B radiation both decrease the qual-
ity and quantity of DOM in aquatic ecosystems (De Haan 1993; Morris and
Hargreaves 1997; Williamson et al . 1999). Because DOM also reduces light
penetration, lower levels will result in greater exposure to UV-B and possibly
greater photodegradation of DOM. The direct effects of climate change on DOM
will likely be complex and influenced by alterations in riparian vegetation, hydro-
logic characteristics, and biogeochemical cycles. Studies conducted in subarctic
and Canadian shield lakes showed that declines in DOM resulting from climate
change increased exposure to UVR (Schindler et al . 1996; Pienitz and Vincent
2000). In addition to the direct effects of reduced DOM on aquatic communities,

Climate-induced changes in hydrology,
vegetation and biogeochemical cycles

NOx deposition
and  acidification 

Quantity and
quality
of DOC

UV radiation 

Penetration of
UV-B radiation 

Toxicity and bioavailability
of contaminants 

Structure and function
of aquatic communities

Fig. 7.17. Conceptual model showing the hypothesized influence of climate
change, UV radiation, and acidification on aquatic ecosystems. Each of these
stressors will directly affect quantity and quality of dissolved organic car-
bon (DOC), which influences toxicity and bioavailability of contaminants and
determines penetration of UV-B radiation
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we expect that contaminant bioavailability will be increased in systems with
lower DOM. This example illustrates the need to consider not only direct effects
of global atmospheric stressors on communities but also their interactions with
and influences on other anthropogenic disturbances. Developing a mechanistic
understanding of these interactions will be a major research topic over the next
several decades.

REFERENCES

Allard M and Moreau G (1987). Effects of experimental acidification on a lotic macroin-
vertebrate community. Hydrobiologia 144: 37–49.

Allen AS, Andrews JA, Finzi AC, Matamala R, Richter DD and Schlesinger WH (2000).
Effects of free-air CO2 enrichment (FACE) on belowground processes in a Pinus taeda
forest. Ecol Appl 10: 437–448.

Ankley GT, Collyard SA, Monson PD and Kosian PA (1994). Influence of ultraviolet
light on the toxicity of sediments contaminated with polycyclic aromatic hydrocarbons.
Environ Toxicol Chem 13: 1791–1796.

Baker JP, VanSickle J, Gagen CJ, DeWalle DR, Sharpe WE, Carline RF, Baldigo BP,
Murdoch PS, Bath DW, Kretser WA, Simonin HA and Wigington PJ (1996). Episodic
acidification of small streams in the northeastern United States: effects on fish popula-
tions. Ecol Appl 6: 422–437.

Baker LA, Herlihy AT, Kaufmann PR and Eilers JM (1991). Acidic lakes and streams in
the United States: the role of acidic deposition. Science 252: 1151–1154.

Barnett TP, Pierce DW and Schnur E (2001). Detection of anthropogenic climate change
in the world’s oceans. Science 292: 270–274.

Barry JP, Baxter CH, Sagarin RD and Gilman SE (1995). Climate-related long-term fau-
nal changes in a California rocky intertidal community. Science 267: 672–675.

Bazzaz FA (1990). The response of natural ecosystems to the rising global CO2 levels.
Ann Rev Ecol Syst 21: 167–196.

Bevanger K and Albu O (1986). Decrease in a Norwegian feral mink (Mustels vison)
population – a response to acid precipitation? Biol Cons 38: 75–78.

Blaustein AR and Wake DB (1990). Declining amphibian populations: a global phe-
nomenon? Trends Ecol Evol 5: 203–204.

Blaustein AR, Edmond B, Kiesecker JM, Beatty JJ and Hokit D G (1995). Ambient ultra-
violet radiation causes mortality in salamander eggs. Ecol Appl 5: 740–743.

Boden TA, Kaiser DP, Sepanski RJ and Stoss FW (1994). Trends ’93: A Compendium
of Data on Global Change. ORNL/CDIAC65. Carbon Dioxide Information Analysis
Center. Oak Ridge National Laboratory, Oak Ridge, TN.

Boggs CL and Murphy DD (1997). Community composition in mountain ecosystems: cli-
matic determinants of montane butterfly distributions. Glob Ecol Biogeo Lett 6: 39–48.

Bothwell ML, Sherbot DMJ and Pollock CM (1994). Ecosystem response to solar
ultraviolet-B radiation: influence of trophic level interactions. Science 265: 97–100.

Bousquet P, Peylin P, Ciais P, Le Quere C, Friedlingstein P and Tans PP (2000).
Regional changes in carbon dioxide fluxes of land and oceans since 1980. Science
290: 1342–1346.

Brett MT (1989). Zooplankton communities and acidification processes (a review). Water
Air Soil Pollut 44: 387–414.

Buckton ST, Brewin PA, Lewis A, Stevens P and Ormerod SJ (1998). The distribution of
dippers, Cinclus cinclus (L.), in the acid-sensitive region of Wales, 1984–95. Freshw
Biol 39: 387–396.



COMMUNITY RESPONSES TO GLOBAL /ATMOSPHERIC STRESSORS 265

Burton TM, Stanford RM and Allan JW (1985). Acidification effects on stream biota and
organic matter processing. Can J Fish Aquat Sci 42: 669–675.

Caldwell MM, Robberecht R and Billings WD (1980). A steep latitudinal gradient of
solar ultraviolet-B radiation in the arctic–alpine life zone. Ecology 61: 600–611.

Caldwell MM, Teramura AH, Tevini M, Bornman JF, Bjorn LO and Kulandaivelu G
(1995). Effects of increased solar ultraviolet radiation on terrestrial plants. Ambio 14:
166–173.

Carpenter SR, Fisher SG, Grimm NB and Kitchell JF (1992). Global change and fresh-
water ecosystems. Ann Rev Ecol Syst 23: 119–139.

Clark ME, Rose KA, Levine DA and Hargrove WW (2001). Predicting climate change
effects on Appalachian trout: combining GIS and individual-based modeling. Ecol Appl.
11: 161–178.

Clayton JL and Menendez R (1996). Macroinvertebrate responses to mitigative liming of
Dogway Fork, West Virginia. Restor Ecol 4: 234–246.

Clements WH, Carlisle DM, Lazorchak JM and Johnson PC (2000). Heavy metals struc-
ture benthic communities in Colorado mountain streams. Ecol Appl 10: 626–638.

Cloud PE (1968). Atmospheric and hydrospheric evolution of primitive earth. Science
160: 729–736.

Courtney LA and WH Clements (1998). Effects of acidic pH on benthic macroinvertebrate
communities in stream microcosms. Hydrobiologia 379: 135–145.

Crowley TJ and Berner RA (2001). CO2 and climate change. Science 292: 870–872.
Davis MB and Shaw RG (2001). Range shifts and adaptive responses to quaternary cli-

mate change. Science 292: 673–679.
De Haan H (1993). Solar UV-light penetration and photodegradation of humic substances

in peaty lake water. Limnol Oceangr 38: 1072–1076.
DeLucia EH, Hamilton JG, Naidu SL, Thomas RB, Andrews JA, Finzi A, Levine M,

Matamala R, Mohan JE, Hendrey GR and Schlesinger WH (1999). Net primary produc-
tion of a forest ecosystem with experimental CO2 enrichment. Science 284: 1177–1179.

DeStato III J and Rahel FJ (1994). Influence of water temperature on interactions between
juvenile Colorado River cutthroat trout and brook trout in a laboratory stream. Trans
Am Fish Soc 123: 289–297.

Dixon RK, Brown S, Houghton RA, Solomon AM, Trexler MC and Wisniewski J (1994).
Carbon pools and flux of global forest ecosystems. Science 263: 185–190.

Donahue WF and Schindler DW (1998). Diel emigration and colonization responses of
blackfly larvae (Diptera: Simuliidae) to ultraviolet radiation. Fresh Biol 40: 357–365.

Duarte CM and Agusti S (1998). The CO2 balance of unproductive aquatic ecosystems.
Science 281: 234–236.

Fabacher DL and Little EE (1995). Skin component may protect fishes from ultraviolet-B
radiation. Environ Sci Poll Res 2: 30–32.

Falkowski P, Scholes RJ, Boyle E, Canadell J, Canfield D, Elser J, Gruber N, Hibbard K,
Hogberg P, Linder S, Mackenzie FT, Moore III B, Pedersen T, Rosenthal Y, Seitzinger
S, Smetacek V and Steffan W (2000). The global carbon cycle: a test of our knowledge
of earth as a system. Science 290: 291–296.

Feldman RS and Connor EF (1992). The relationship between pH and community struc-
ture of invertebrates in streams of the Shenandoah National Park, Virginia, USA. Freshw
Biol 27: 261–276.

Field CB, Behrenfeld MJ, Randerson JT and Falkowski P (1998). Primary production of
the biosphere: integrating terrestrial and oceanic components. Science 281: 237–240.

Field CB, Chapin III FS, Matson PA and Mooney HA (1992). Responses of terrestrial
ecosystems to the changing atmosphere: a resource-based approach. Ann Rev Ecol Syst
23: 201–235.



266 COMMUNITY ECOTOXICOLOGY

Finney BP, Gregory-Eaves I, Sweetman J, Douglas MSV and Smol JP (2000). Impacts
of climatic change and fishing on Pacific salmon abundance over the past 300 years.
Science 290: 795–799.

Fisher AG (1965). Fossils, early life, and atmospheric history. Proc Nat Acad Sci USA
53: 1205–1215.

Ford MS (1990). A 10 000-year history of natural ecosystem acidification. Ecol Monogr
60: 57–89.

Galloway JN (1995). Acid deposition: perspectives in time and space. Water Air Soil
Pollut 85: 15–24.

Garcia-Pichel F and Bebout BM (1996). Penetration of ultraviolet radiation into shallow
water sediments: high exposure for photosynthetic communities. Mar Eco Prog Ser
131: 257–262.

Gehrke C (1999). Impacts of enhanced ultraviolet-B radiation on mosses in a subarctic
heath ecosystem. Ecology 80: 1844–1851.

Genter RB (1995). Benthic algal populations respond to aluminum, acid, and
aluminum–acid mixtures in artificial streams. Hydrobiologia 306: 7–19.

Gleason DF and Wellington GM (1995). Variation in UVB sensitivity of planula larvae
of the coral Agaricia agaricites along a depth gradient. Mar Biol 123: 693–703.

Grime JP, Brown VK, Thompson K, Masters GJ, Hillier SH, Clarke IP, Askew AP,
Corker D and Kielty JP (2000). The response of two contrasting limestone grasslands
to simulated climate change. Science 289: 762–765.

Hall AT and Oris JT (1991). Anthracene reduces reproductive potential and is maternally
transferred during long-term exposure in fathead minnows. Aquat Toxicol 19: 249–264.

Hall RJ and Ide FP (1987). Evidence of acidification effects on stream insect communities
in central Ontario between 1937 and 1985. Can J Fish Aquat Sci 44: 1652–1657.

Hall RJ and Smol JP (1996). Paleolimnological assessment of long-term water-quality
changes in south-central Ontario lakes affected by cottage development and acidifica-
tion. Can J Fish Aquat Sci 53: 1–17.

Hall RJ, Driscoll CT, Likens GE and Pratt JM (1985). Physical, chemical, and biologi-
cal consequences of episodic aluminum additions to a stream. Limnol Oceanogr 30:
212–220.
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8 Trophic Structure, Food Webs,
and Contaminant Transport

The empirical patterns are widespread and abundantly documented, but instead
of an agreed explanation there is only a list of possibilities to be explored.
(May 1981)

. . . . . .there has been little synthesis of the relative roles of different ecologi-
cal forces in determining population change and community structure. Rather,
there is a collection of idiosyncratic systems, with their associated protagonists,
in which opposing views on the importance of particular factors are debated.
(Hunter and Price 1992)

8.1 INTRODUCTION

An understanding of trophic interactions and food web structure is critical to the
study of basic ecology and ecotoxicology. Early in the history of ecology, feeding
relationships were recognized as a fundamental characteristic that defined com-
munities. Trophic interactions provide the fundamental linkages among species
that determine the structure of terrestrial and aquatic communities. For some
ecologists, the study of food webs and trophodynamics is the central, unifying
theme in ecology (Fretwell 1987). Because energy is a common currency required
by all living organisms, the study of bioenergetics of individuals, populations,
communities, and ecosystems allows researchers to integrate their findings across
several levels of biological organization (Carlisle 2000).

Despite the importance of food webs and trophic interactions in basic ecology,
ecotoxicologists have not incorporated significant components of basic food web
theory into investigations of contaminant effects. This reluctance is ironic because
the concern about food chain transport of contaminants in wildlife populations
was at least partially responsible for much of the environmental legislation in the
early 1960s. Reports of biomagnification of organochlorine pesticides and the
subsequent effects on birds of prey (Carson 1962) eventually resulted in the ban
of these chemicals.

One important exception to the general neglect of basic food web theory in eco-
toxicology is the application of models to predict contaminant fate. Contaminant
transport models used in ecotoxicology are analogous to energy flow models
derived from the ecological literature. However, quantifying the movement of
contaminants through a community is only one of several potential applications
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of food web theory. An understanding of the ecological factors that determine
energy flow in communities, such as food chain length, interaction strength, and
connectedness, are also necessary to quantify contaminant fate and effects. For
example, studies have shown that trophic structure and food chain length regu-
late contaminant concentrations in top predators (Rasmussen et al . 1990; Bentzen
et al . 1996; Wong et al . 1997 Stemberger and Chen 1998). It is likely that other
ecological processes, either directly or indirectly related to trophic structure, will
play a role in determining contaminant transport. Recent refinements in transport
models have been primarily limited to quantifying the role of physicochemical
characteristics that modify contaminant bioavailability. Further improvement of
these models will require that ecotoxicologists develop a better understanding of
the ecological factors that influence contaminant fate and transport.

Another potential contribution of basic food web theory to ecotoxicology is
the measurement of food web structure and function as indicators of contaminant
effects. Although the relationship between trophic structure and natural distur-
bance has been recognized for many years (Odum 1969, 1985), there have been
few attempts to determine how food webs respond to contaminants (Carlisle
2000). There is some evidence that food chains are shorter in systems subjected
to frequent disturbance, but the mechanistic explanation for this observation has
not been determined. Using food web structure and function as indicators of con-
taminant effects is appropriate for several reasons. Bioenergetic approaches at the
level of individuals and populations have a long history in toxicology. Growth
is a common endpoint in many toxicological investigations which integrates
numerous physiological characteristics. Energetic cost of contaminant exposure
may be interpreted within the context of growth and metabolism. For example,
recent studies have combined measurements of metabolism, food consumption,
and growth into an individual-based bioenergetic model to assess effects of
organochlorines (Beyers, Rice and Clements 1999; Beyers et al . 1999). Simi-
lar approaches could be used to measure the effects of contaminants on flow of
energy through a community. Finally, because energy is a common currency in
all biological systems, understanding ecological effects of contaminant exposure
on communities may help establish mechanistic linkages to lower (individuals,
populations) and higher (ecosystems) levels of biological organization.

8.2 BASIC FOOD WEB ECOLOGY

8.2.1 HISTORICAL PERSPECTIVE OF FOOD WEB ECOLOGY
The strength of trophic interactions and the relationship between energy flow
and community structure have been topics of considerable interest to ecologists
for many years. Charles Elton’s (1927) studies of feeding relationships in a
tundra community and his representation of trophic levels as an energy pyramid
(Fig. 8.1A) focused the attention of ecologists on the importance of food as
a ‘burning question in animal society’. Subsequent representations of Elton’s
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Fig. 8.1. Four different representations of trophic structure and food chains
in the ecological literature. (A) Eltonian trophic pyramid showing biomass at
each trophic level. (B) Box and arrow diagram showing energy flow through
a community. (C) Descriptive food chain showing potential interactions among
species. (D) Energetic or interaction food chain showing energy flux or strength
of interactions (represented by thickness of the lines) between dominant species
in a community

trophic pyramids included biomass and numbers of individuals as the fundamental
components.

Ecologists soon recognized that this simple depiction of energy flow treated all
species within a trophic level equally and, more importantly, did not account for
microbial processes. In addition, there was no attempt to quantify the movement
of energy among trophic levels. Raymond Lindeman’s (1942) classic paper
introduced the ‘trophic-dynamic’ aspect of natural systems and revolutionized the
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study of food webs. Based on an extensive analysis of Cedar Bog Lake (MN),
this work formalized the concept of energy flow through ecosystems and influ-
enced a generation of systems ecologists. The study of ecology shifted from
habitat associations and species lists to a more quantitative analysis of trophic
relationships and energy flow. Lindeman also recognized the inherent inefficiency
of energy flow in ecological systems, setting the stage for a contentious debate
concerning the importance of biotic and abiotic factors that limit the number of
trophic levels in communities.

Lindeman’s box and arrow diagrams depicting energy flow and cycling of
materials through a community were further refined by Eugene P. Odum (1968)
(Fig. 8.1B), widely regarded as the father of systems ecology. The emergence
of ecosystems ecology in the 1950s also highlighted philosophical differences
between holistic and reductionist approaches. While some ecologists felt that
understanding complex systems required sophisticated and quantitative analy-
sis of all interacting components, others felt that characteristics of ecosystems
transcended those of individual components and could only be investigated by
considering emergent properties. These philosophical differences between propo-
nents of holism and reductionism still persist in ecology and ecotoxicology today
(Box 1.1, Chapter 1).

8.2.2 DESCRIPTIVE, INTERACTIVE, AND ENERGETIC FOOD WEBS

Food webs depicted in the contemporary ecological literature fall into three gen-
eral categories: descriptive, interactive, and energetic (Fig. 8.1C, D). Descriptive
food webs are probably the most common and are produced by simply character-
izing feeding habits of dominant species. Descriptive food webs are analogous to
the use of presence–absence data in community monitoring because they provide
no information on the relative importance of linkages among species. In contrast,
interaction and energetic food webs quantify the importance of linkages among
species and energy flow. Interaction food webs are constructed by manipulating
the abundance of either predators or prey and measuring responses. Interaction
food webs have a long history in experimental ecology, and have been employed
to identify keystone species (Paine 1980). The best examples of interaction food
webs are from marine rocky intertidal habitats where experimental manipulation
is simplified because of the low mobility of species and the essentially two-
dimensional nature of the habitat. Energetic-based food webs are constructed
by quantifying energy flow between species. This is generally accomplished by
characterizing feeding habits and measuring secondary production of dominant
species in a community (Benke and Wallace 1997). Either interaction or energetic
food webs would be appropriate for assessing contaminant effects; however, it
is important to recognize that both approaches are data intensive and require a
significant amount of effort to develop.

Because the strength of species interactions are not necessarily related to
the amount of energy flow between trophic levels, bioenergetic and interaction
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approaches can yield different results. For example, relatively little energy flows
between kelp and sea urchins in marine ecosystems; however, as described in
the following section, removal of sea urchins may have a large impact on kelp
populations and associated species. Paine (1980) showed that very different pat-
terns resulted when marine food webs were based on connectedness, energy flow,
or interaction strength. Because of potential differences between interaction and
energetic food webs, these approaches may have different applications in ecotox-
icology. If researchers are interested in modeling the movement of contaminants
through a community, an energetic food web may be most appropriate. However,
if the purpose of an investigation is to examine the direct and indirect effects
of contaminants on community structure, it may also be important to know the
strength of species interactions and construct an interaction food web.

The strength of interactions within a food chain may also influence community
stability; however, because of the lack of experimental studies and the different
approaches employed by theoretical and empirical ecologists to measure inter-
action strength, the relationship between stability and energy flow is uncertain.
de Ruiter, Neutel and Moore (1995) linked material flow descriptions with mea-
sures of interaction strength to quantify the influences on stability of terrestrial
food webs. Their findings were consistent with previous research that showed
relatively small rates of energy flow in a community can have large effects on
community stability. Thus, predicting the effects of contaminant-induced alter-
ations in energy flow will not be straightforward because the functional role of a
species in a community may not be directly related to its abundance or biomass.

8.2.3 CONTEMPORARY QUESTIONS IN FOOD WEB ECOLOGY
Most contemporary research in food web ecology has focused on two key topics:
(1) identifying factors that limit the number of trophic levels; and (2) quantifying
the strength of species interactions. One consistent observation in food web
research is that most food webs are relatively short, averaging between three
and five trophic levels in both aquatic and terrestrial habitats. The length of food
chains and the number of trophic levels is assumed to be limited by the inefficient
transfer of energy. Ecological systems conform to laws of thermodynamics, and
the loss of energy from prey resources to consumers limits the number of possible
trophic levels. Based on this argument, we would expect shorter food webs in
unproductive systems where resources are limited. We also know that top preda-
tors tend to occur in low numbers and are sparsely distributed compared with
herbivores and other secondary consumers. In an insightful essay on this topic,
Colinvaux (1978) argued that the rarity of large, fierce predators (e.g. tigers,
great white sharks) in many ecosystems resulted from the inefficiency of energy
transfer from lower trophic levels.

Despite the intuitive appeal and broad theoretical support, few studies of food
chains in natural communities have found consistent relationships between pro-
ductivity and food chain length. Primary productivity may vary by orders of
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magnitude among communities, but the number of trophic levels remains remark-
ably consistent. Food chains are not necessarily shorter in unproductive environ-
ments (e.g. arctic tundra) compared with productive environments (e.g. tropical
rainforests). Ricklefs (1990) estimated the average number of trophic levels based
on net primary production, ecological efficiency, and energy available to predators
for a variety of communities (Table 8.1). In contrast to theoretical predictions,
there was no consistent relationship between net primary productivity and the
estimated number of trophic levels.

Hairston, Smith and Slobodkin’s (HSS) (1960) revolutionary paper offered an
alternative explanation for the relationship between productivity and web struc-
ture. According to the HSS model, species interactions (competition, predation)
within and between trophic levels determined the structure of food webs. In a
three-trophic level system typical of many terrestrial communities, abundance
of herbivores was controlled by predators, thus allowing primary producers to
compete for resources. Support for this model in terrestrial food webs has been
widespread, and predator control of herbivores is proposed as an explanation for
the dominance of green plants in most terrestrial ecosystems. A general exten-
sion of this argument to other communities suggests that plants are controlled
by resources (nutrients, light, space) in systems with an odd number of trophic
levels and controlled by herbivores in systems with an even number of trophic
levels. In an alternative synthesis of the relationship between energy flow and
trophic structure, Hairston and Hairston (1993) observed that the mean number
of trophic levels in pelagic (i.e. open water) systems (3.6) is significantly greater
than in terrestrial systems (2.6). Based on the relative importance of competition
among primary producers in pelagic and terrestrial systems, they provide a com-
pelling argument for the hypothesis that trophic structure determines food web
energetics instead of vice versa.

The hypothetical relationship between food chain length and community stabil-
ity is also somewhat tenuous. Briand and Cohen (1987) reported that the average
food chain length in food webs from constant and fluctuating environments was
3.60 and 3.66, respectively. Interestingly, these researchers reported that the com-
plexity and dimensionality of a habitat had a greater influence on food chain
length than community stability. In general, two-dimensional habitats (e.g. stream

Table 8.1. Estimated number of trophic levels based on pri-
mary production, energy flux to consumers, and ecological
efficiencies. (Modified from Table 11.5 in Ricklefs 1990)

Community
Net primary production

(Kcal/m2/year)
Number of

trophic levels

Open ocean 500 7.1
Coastal marine 8000 5.1
Temperate grassland 2000 4.3
Tropical forest 8000 3.2
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bottoms, rocky intertidal zones) had shorter food chains than three-dimensional
habitats (coral reefs; open ocean). Thus far, an adequate mechanistic explanation
for this relationship has not been provided. However, results are consistent with
the observation that more complex habitats sustain a greater number of species.

Experimental manipulations of food webs provide the most direct tests of the
relationship between trophic structure, productivity, and disturbance. Experiments
conducted by Power and colleagues (Power 1990; Wootton, Parker and Power
1996) extended the HSS model to aquatic ecosystems and demonstrated the role
of disturbance in regulating trophic structure. As predicted by HSS, primary pro-
ducers were limited by resources (nutrients, space, light) in communities with
an odd number of trophic levels, whereas communities with an even number of
trophic levels were regulated by herbivores. Disturbance also played a prominent
role by controlling abundance of grazers and shifting energy to predatory fish.
These results indicate the need to advance from a single species perspective to
a community perspective when assessing the effects of disturbance (Wootton,
Parker and Power 1996). More importantly, these results demonstrate that dis-
turbance may alter trophic structure and energy flow in food webs by removing
key species.

Food chain length and the number of trophic levels of a community may
also influence resistance and resilience stability. Mathematical models predict
that communities with longer food chains will experience extreme population
fluctuations, resulting in a greater probability of extinction of top predators.
This hypothesis has important implications for the study of systems subjected
to anthropogenic disturbance. For example, we expect that effects of contami-
nants would be greater in communities with greater trophic complexity and longer
food chains.

Food web interactions involving otters and sea urchins in kelp beds of western
Alaska provide some insight into how disturbance can dramatically alter trophic
structure (Estes et al . 1998). The role of otters as a keystone species in marine
kelp beds is well established. Otter predation on sea urchins, major consumers
of early growth stages of kelp, maintains the structure of kelp forests. Recovery
of otter populations following protection from overhunting resulted in recovery
of kelp forests along the Pacific Northwest coast. However, a dramatic decline
of sea otters over large areas in western Alaska in the 1990s caused increased
abundance of urchins and a corresponding decline in kelp abundance (Fig. 8.2).
Surprisingly, increased sea otter mortality was attributed to predation by killer
whales, which shifted their foraging to coastal areas following reductions in their
preferred prey: seals and sea lions. Estes et al . (1998) speculated that reduced
abundance of seals and sea lions resulted from unexplained declines of forage fish
stocks. Thus, addition of a top predator (killer whales) to coastal Alaska converted
this three-trophic level system to a four-level system. This spectacular example
illustrates the connectance and interdependence of multiple trophic links and the
interactions between oceanic and nearshore communities. More importantly, this
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Fig. 8.2. Effects of predation by killer whales on trophic structure of nearshore
marine ecosystems in western Alaska. The figure depicts changes in otter
abundance, sea urchin biomass, and effects on kelp density following increased
predation by killer whales. (Modified from Figure 1 in Estes et al. 1998)

study demonstrates the difficulty in predicting indirect effects of reduced prey
abundance in natural communities. It is unlikely that researchers could have
anticipated that declines in fish forage stocks in the oceanic environment would
cause a collapse of coastal kelp beds. Similar ‘ecological surprises’ (sensu Paine,
Tegner and Johnson 1998) are likely to occur in systems where important predator
or prey species are eliminated as a result of contaminants.

The other major generalizations regarding the structure of food webs are the
relatively constant number of species interactions and the ratio of predators to
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Fig. 8.3. (A) Hypothetical relationship between connectance (number of inter-
actions/number of possible interactions) and the total number of species in a
food web. (B) Hypothetical relationship between number of predator species
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prey. Food web connectance, defined as the observed number of trophic inter-
actions divided by the total number of possible interactions, generally decreases
with species richness (Pimm 1982) (Fig. 8.3A). As a result, each species tends
to have on average about two trophic interactions, regardless of the number of
species in the community. Similarly, the ratio of predator species to prey species
in a community is relatively constant (generally between two and three prey
species per predator species), regardless of the total number of species in the
community (Jeffries and Lawton 1985) (Fig. 8.3B). Assuming that these theo-
retical predictions are consistent among communities, connectance and the ratio
of predators to prey may prove to be useful endpoints for assessing effects of
stressors on food web structure.
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8.2.4 TROPHIC CASCADES

The trophic cascade hypothesis (Carpenter and Kitchell 1993) predicts that each
trophic level in a community is influenced by trophic levels directly above
(e.g. consumers) and directly below (e.g. resources). According to this hypoth-
esis, nutrients determine the potential productivity of a system, but deviations
from this potential are due to food web structure. For example, increased abun-
dance of piscivorous fish in a lake can reduce abundance of zooplanktivorous
fish, allowing abundance of zooplankton to increase. The resulting increased
grazing pressure by zooplankton is predicted to reduce biomass of phytoplank-
ton (see Chapter 1, Fig. 1.1). Researchers conducting large-scale biomanipulation
experiments in eutrophic lakes have taken advantage of these relationships and
attempted to control primary productivity and eliminate algal blooms by intro-
ducing top predators (Box 8.1).

Box 8.1 Biomanipulation experiments to control eutrophication

Experiments conducted in lakes have demonstrated the importance of trophic
linkages and the relationship between food web structure and water quality.
Lakes provide an ideal habitat to examine trophic interactions because they
are well defined, relatively closed systems and are amenable to experimental
manipulation. Biomanipulation experiments were initially motivated by the
observation that nutrients could account for only a portion of the variation in
primary productivity among lakes, which often vary by an order of magnitude
in systems with similar levels of nutrients (Carpenter and Kitchell 1993).
Introduction of piscivorus fish to Peter Lake, Wisconsin (USA) caused rapid
reductions in abundance of zooplanktivorous fish and an increase in herbivore
(primarily Daphnia) body size. These changes in food web structure resulted
in a 37% decrease in primary productivity and a dramatic increase in light
penetration. Interestingly, herbivore body size was a better predictor of trophic
effects on productivity than abundance.

The observation that primary productivity in lakes is influenced by food
web structure provided an opportunity to investigate the relationship between
trophic structure and water quality. Despite dramatic improvements in control
of point source inputs of nutrients over the past several decades, noxious algal
blooms are still a significant problem in many lakes. Cultural eutrophication
occurs in systems when grazing herbivores are unable to control abundance
of phytoplankton, especially blue-green algae. If introduction of piscivorus
fish can reduce predation on herbivores by limiting abundance of zooplank-
tivorous fish, then grazing pressure on noxious algae is expected to increase.
This idea was the impetus for a large-scale biomanipulation experiment con-
ducted in Lake Mendota (WI) during the late 1980s (Kitchell 1992). As was
expected, increased stocking of northern pike and walleye in Lake Mendota
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caused increased abundance of large, grazing zooplankton. However, because
of a combination of unexpected events, including unusual weather patterns,
greater runoff, and greater fishing pressure, the results of this experiment
were mixed. Primary productivity did not respond throughout the experiment
as predicted, suggesting that food web interactions were not the sole determi-
nant of primary productivity in Lake Mendota. However, results of this study
and others conducted by Kitchell and colleagues demonstrate that predation
played a major role in structuring lower trophic levels in lakes.

These experiments highlight the close connection between trophic interac-
tions and energy flow in lentic ecosystems. It is important that ecotoxicologists
recognize the significance of these interactions when characterizing food chain
transport of contaminants in lake communities. Simple models of contam-
inant transport generally do not consider direct effects on trophic structure
or potential feedback between adjacent trophic levels. In addition, food web
manipulations conducted in lakes have generally not included a littoral or
benthic component. Because sediments are a major sink for contaminants in
most lentic systems, a complete understanding of how trophic structure will
influence contaminant transport requires that processes involving sediments
should also be considered.

Although there has been strong support for the trophic cascade hypothesis in
lakes, the generality of this hypothesis and the relative importance of ‘top-down’
and ‘bottom-up’ effects in other systems have been subjects of considerable
debate. Strong (1992) argues that trophic cascades in lakes are an exception and
generally restricted to species-poor habitats. He suggests that terrestrial systems
and more diverse aquatic communities are characterized by ‘trophic trickles’
rather than cascades. Because predator control is weaker and more diffuse in
species-rich communities, the effects of trophic interactions are buffered. More
importantly, unlike aquatic systems where manipulative studies are common, the
lack of experimental research in terrestrial habitats limits our ability to identify
trophic cascades (Strong 1992).

An exception to the general absence of trophic cascades in terrestrial ecosys-
tems is the interaction between moose and wolves on Isle Royale reported in
Chapter 7 (McLaren and Peterson 1994). Results of long-term monitoring of
wolves and moose have described a tightly coupled predator–prey system. Peri-
ods of low wolf and high moose numbers are correlated with intense grazing
pressure on balsam fir, the primary forage of moose. These results are especially
significant because they provide strong support for top-down control in a non-
aquatic, three-trophic level system. However, it is important to note that because
boundary conditions are well defined and trophic complexity is low, Isle Royale
may represent a relatively unique situation.

Quantifying the relative importance of consumer versus resource control in
communities will require a more sophisticated understanding of population
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dynamics, species interactions, and the abiotic environment. Resource enrichment
experiments conducted in a terrestrial, detritus-based food chain showed strong
bottom-up limitation of top predators (Chen and Wise 1999). Conversely,
Stein, DeVries and Dettmers (1995) reported that food webs in temperate
reservoirs were regulated by complex web-like interactions rather than chain-
like trophic cascades. The lack of a zooplankton response to introduced
piscivorus fish (northern pike) and reduced abundance of planktivores were
explained by poor food quality for these grazers. Brett and Goldman (1996)
conducted a meta-analysis of 54 different experiments to test the generality of the
trophic cascade hypothesis. Meta-analysis is a powerful statistical approach for
analyzing patterns and central tendencies of large datasets derived from multiple
investigations. Results of this analysis provided strong support for the trophic
cascade hypothesis. However, a subsequent analysis of 11 mesocosm experiments
showed no relationship between nutrient enrichment and the number of trophic
levels (Brett and Goldman 1997). Another meta-analyses of 47 mesocosm
experiments and 20 time-series studies conducted in marine habitats demonstrated
the importance of nitrogen enrichment and predation on pelagic food webs
(Micheli 1999). As expected based on research conducted in freshwater systems,
nutrient enrichment increased primary production and addition of planktivorous
fish reduced zooplankton abundance. However, unlike patterns observed in
lakes and streams, consumer–resource interactions did not cascade through
other trophic levels because of the weak interactions between grazers and
phytoplankton. As a result, it is unlikely that biomanipulation of marine food
chains would have the same effects on algal productivity as that observed in
lakes (Micheli 1999).

8.2.5 LIMITATIONS OF FOOD WEB STUDIES
Significant progress has been made in the development of food webs and the
quantification of energy flow among trophic levels since the publication of Elton’s
energy pyramids in 1927. Because transport of contaminants in a community is
often intimately associated with the flow of energy, a better understanding of
trophic interactions will improve our ability to predict contaminant fate. However,
as with any general ecological model, it is important to recognize the limitations
and simplifying assumptions of food webs. Although grouping organisms into
broad trophic categories has facilitated the development of mathematical models
for estimating energy flow, this representation of food webs is greatly oversim-
plified. In addition, most studies of food webs either ignore or minimize the
importance of omnivory, which may be the dominant mode of feeding for many
species. Relatively few consumers feed exclusively on resources from one trophic
level. Many consumers are opportunistic generalists that feed on the most abun-
dant, available, or energetically profitable food resources. Thus, pollution-induced
alterations in prey communities may shift feeding habits of predators to tolerant
prey species with little impact on bioenergetics (Clements and Rees 1997).
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Traditional representations of food webs often ignore the role of detritus, which
is a major contributor of energy to many aquatic and terrestrial food chains.
Experiments conducted by Wallace et al . (1997) showed reduced biomass of
most functional feeding groups when allochthonous detritus was excluded from a
headwater stream. In addition, most characterizations of food webs are limited to
a single habitat, and often fail to consider energy flow between adjacent habitats.
Experiments conducted by Nakano, Miyasaka and Kuhara (1999) demonstrated
the importance of terrestrial arthropods to the trophic structure of a small stream
and the linkages between terrestrial and aquatic habitats. Exclusion of terrestrial
arthropods shifted feeding habits of predatory fish to aquatic prey and caused
significant changes in energy flow and trophic structure.

Food web studies are also limited by the general lack of information on interac-
tion strength among species. Knowing that a particular trophic interaction occurs
in a community does not provide any indication of the strength of this interaction.
Thus, some assessment of interaction strength, either by manipulative experiments
or by analysis of energy flow, is necessary to understand the importance of trophic
interactions. In addition, information on seasonal and ontogenetic shifts in trophic
interactions should be considered when constructing food webs. Carlisle (2000)
developed production-based bioenergetic food webs for reference and metal-
polluted streams in the Rocky Mountains, USA (Fig. 8.4). The pathways of major
energy flow and relative contribution of prey species to predator biomass differed
greatly between streams. There was also significantly more seasonal variation in
food web structure in reference streams compared with polluted streams.

Finally, the number of species in natural food webs is usually much greater than
the number considered in most published food web studies. Relatively few studies
have provided complete food web analyses of all species within a community.
If the majority of trophic interactions in a community are relatively weak, it
may not be necessary to quantify the importance of all species. However, very
different food web characteristics may emerge when all species in a community
are included (Polis 1991).

Despite these limitations, analysis of food webs is a productive area of basic
ecological research with important applications to ecotoxicology. Changes in the
abundance of consumers or their resources often result in strong cascading effects
across trophic levels. To predict fate and effects of contaminants, ecotoxicologists
must develop a better understanding of these interactions. Reviews of basic food
web ecology provide support for the hypothesis that energy flow in communities
is regulated by a diverse assortment of biotic and abiotic factors. Ecologists now
recognize that the dichotomy between consumer control versus resource control
of food webs is artificial, and that top-down and bottom-up factors may oper-
ate simultaneously (Menge 1992). The validity of various hypotheses explaining
patterns of food web structure in communities can only be evaluated within the
context of the quality of data used to construct them. Thus, a major requirement
for improving our understanding of trophic ecology is to infuse greater rigor
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Fig. 8.4. Seasonal changes in energy flow in a reference and metal-polluted
stream. The figure shows the relative contribution of each prey species to
production of a stonefly predator (Megarcys signata). (Modified from Figure 4
in Carlisle 2000)

into the quantification of feeding relationships and construction of food webs
(Begon, Harper and Townsend 1990). New methodological approaches, such as
the application of stable isotopes to quantify food webs, will improve our ability
to estimate contaminant fate and ecological effects.

8.2.6 USE OF RADIOACTIVE AND STABLE ISOTOPES
TO CHARACTERIZE FOOD WEBS

Characterizing food webs and quantifying energy flow through communities is
labor-intensive. Consequently, relatively few complete food web studies have
been published. The application of radioactive tracers, where compounds are
labeled using isotopes (usually 32P), provides an indirect measure of the flow of
energy through a community. The general approach involves the use of tracers in
phosphate solution which are applied directly to primary producers in terrestrial
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studies or to water in aquatic studies. Consumers are collected at different time
intervals to follow movement of the materials. Based on the assumption that
energy flow between trophic levels can be estimated by the movement of organic
material, tracer studies have verified traditional food web methods in terrestrial
and aquatic ecosystems (Odum 1968). Results of tracer studies indicate that
materials are rapidly assimilated by herbivores, whereas uptake by predators and
decomposers requires more time. Studies conducted in aquatic habitats showed
that most of the energy is dissipated within a few weeks; however, organic
materials incorporated into bottom sediments may persist for many years.

One of the most significant methodological developments in the study of food
webs is the application of stable isotopes to characterize feeding habits and quan-
tify energy flow. Over the past 20 years studies have shown a strong relationship
between stable isotope ratios of consumers and those of their diet. Stable isotope
ratios, particularly 13C/12C and 15N/14N, are determined by a variety of geo-
chemical, meteorological, and biological characteristics that vary among habitats
and trophic groups. Thus, isotopic analyses of organisms can provide a unique
signature that is representative of their habitat and feeding habits. By compar-
ing stable isotope ratios of predators and prey across different communities, it
is possible to obtain time-integrated estimates of energy flow, trophic position,
and carbon sources for major consumers (Fig. 8.5). Stable isotope studies have
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Fig. 8.5. Example of the use of stable isotopes to characterize food webs.
Variation in stable isotopes of N reflect trophic levels, whereas variation in
stable isotopes of C reflect food sources
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been used to assess effects of disturbances on food web structure and energy
flow and to investigate the food web consequences of introduced species on
native species (Vander Zanden, Casselman and Rasmussen 1999). The applica-
tion of these approaches to the study of contaminant transport is described in
Section 8.3.10.

8.3 APPLICATIONS OF FOOD WEB ECOLOGY

TO COMMUNITY ECOTOXICOLOGY

Food web investigations have a relatively long history in ecotoxicological
research. Rachel Carson’s Silent Spring (1962) placed bald eagles and other
birds of prey at the top of Elton’s trophic pyramid and introduced the lay
public to the concept of biomagnification. Since the publication of Carson’s
influential book, literally hundreds of studies have reported concentrations of
contaminants across trophic levels and attempted to relate trophic position to
biomagnification. Because of the difficulty in developing reliable food web
models, researchers are keenly aware that predicting food chain transport requires
more than an understanding of the physicochemical properties of contaminants.
The structure of food webs and the dynamics of energy and contaminant flow
vary greatly among locations. Consequently, predictive models have become
increasingly sophisticated as investigators attempt to quantify the influence
of ecological factors, such as feeding habits, food chain length, and habitat
characteristics, on contaminant transport and biomagnification. The inclusion of
these ecological factors into transport models represents a major improvement
in our understanding of how contaminants are distributed in ecological systems.
However, knowing the concentration of contaminants in a particular species or
trophic level tells little about the consequences of exposure. The next logical step
in the refinement of food web models is to relate predicted tissue concentrations
to ecologically significant effects.

Another important application of food web ecology to ecotoxicology is to
understand how contaminants directly and indirectly influence food web struc-
ture. This topic has received considerably less attention in the ecotoxicological
literature than the study of contaminant transfer and biomagnification. Because
elimination of individual species may have far reaching consequences for trophic
structure and energy flow, an understanding of trophic responses to contami-
nants is essential for predicting contaminant distribution within a community.
The remainder of this chapter will examine applications of food web ecology
to community ecotoxicology. The first section will review traditional approaches
for assessing biomagnification of contaminants in food webs and the attempts
to improve these models by integrating basic ecological concepts. The last part
of this chapter will focus on direct effects of contaminants on food web
structure.
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8.3.1 BIOCONCENTRATION, BIOACCUMULATION,
BIOMAGNIFICATION, AND FOOD CHAIN TRANSFER

The traditional application of food web ecology to ecotoxicological research
has been to quantify uptake and transport of contaminants between biotic and
abiotic compartments. Inconsistent usage of terms such as bioconcentration,
bioaccumulation, and biomagnification has caused some confusion in the litera-
ture, especially in aquatic communities (Dallinger et al . 1987). Here, we define
bioconcentration as the uptake of contaminants directly from water. Bioconcen-
tration factors (BCFs) are calculated as the ratio of chemical concentration in
the organism to the concentration in water. Bioaccumulation is defined as the
uptake of chemicals from either biotic (food) or abiotic (sediment) compartments,
and bioaccumulation factors (BFs) are calculated as the ratio of the concentra-
tion in organisms to the concentration in these compartments. Biomagnification
refers specifically to the increase in contaminant concentration with trophic level
(after adjusting for lipid content of the organism). If biomagnification occurs, we
would expect that lipid-based concentrations should increase with trophic level.
Although the highest levels of contaminants such as PCBs and other lipophilic
chemicals are frequently measured in top predators, biomagnification is a complex
phenomenon influenced by many physicochemical, physiological, and ecological
factors (Moriarty, Hanson and Freestone 1984; Moriarty and Walker 1987). In
addition to feeding habits, factors such as metabolism, growth rates, and habitat
preferences of predators and prey may regulate contaminant transfer to higher
trophic levels.

8.3.2 LIPIDS INFLUENCE THE PATTERNS OF CONTAMINANT
DISTRIBUTION AMONG TROPHIC LEVELS
The positive relationship between the concentration of lipophilic chemicals and
trophic level is a consistent pattern reported in the literature. However, the pre-
cise mechanistic explanation for this phenomenon is not well understood. The
relationship between chemical concentration and trophic level may be explained
by the increased levels of lipids measured in organisms at higher trophic levels.
Kiriluk et al . (1995) observed a significant positive relationship between lipid
content and trophic position in a pelagic food web. Similar results were reported
by Rasmussen et al . (1990) for lake trout. Various statistical approaches, such as
analysis of covariance (ANCOVA), have been employed to estimate the influence
of lipid content and food chain length on organochlorine concentrations in fish
(Bentzen et al . 1996). Kidd et al . (1998) observed a strong positive relationship
between food chain length and organochlorine concentration after accounting
for lipid content in fish from subarctic lakes. The strength of the relationship
between contaminant concentration and trophic position will also be influenced
by lipophilicity of the chemicals (Fig. 8.6). In general, more lipophilic chemi-
cals show stronger relationships between concentration and trophic level (Kiriluk
et al . 1995).
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Fig. 8.6. Hypothetical relationship between trophic position (as indicated by
stable isotope N value) and organochlorine concentration in fish for highly
lipophilic and less lipophilic compounds. It is expected that highly lipophilic
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8.3.3 RELATIVE IMPORTANCE OF DIET AND WATER
IN AQUATIC SYSTEMS

Much of the debate regarding the significance of food chain transfer of con-
taminants in aquatic systems focuses on the relative importance of food and
water pathways. For many lipophilic organic contaminants, especially PCBs and
other organochlorines, accumulation from food is generally considered the pri-
mary route of exposure. Although sophisticated models have been developed to
predict bioconcentration from water, models that ignore aqueous exposure can
still accurately predict contaminant levels in fish (Jackson and Schindler 1996).
In contrast, attempts to predict chemical concentrations in predators based only
on physiological features of organisms and physicochemical characteristics of
contaminants are fraught with uncertainty (Owens, Swanson and Birkolz 1994;
Russell, Gobas and Haffner 1999). Failure to account for food chain transport will
significantly underestimate concentrations of organochlorines and other lipophilic
chemicals (Zaranko, Griffiths and Kaushik 1997). Indeed, contemporary models
describing fate and transport of highly lipophilic contaminants generally include
a food chain component and account for input from sediment (Fig. 8.7). Mor-
rison et al . (1997) developed and field-validated a model to predict transfer of
PCBs in a pelagic food chain. Results showed that 95% of the observed con-
centrations in invertebrates and fish were within a factor of 2 × the predicted
concentrations. The close agreement between measured and predicted concen-
trations suggests that the model ultimately may be useful for assessing effects
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Fig. 8.7. Food chain model showing transport of contaminants in an aquatic
ecosystem. The size of the arrows indicates the relative importance of each
pathway. (Modified from Figure 6 in Owens, Swanson and Birkolz 1994)

of PCBs on aquatic organisms. Mathematical models developed by Thomann
(1981) that quantify the relative importance of exposure from diet and water are
discussed in Section 8.3.5.1.

Unlike the situation for many lipophilic organic contaminants, the relative
importance of aqueous and dietary exposure to heavy metals is uncertain. Most
of the evidence derived from laboratory studies indicates that uptake from water
is a more important route of exposure than food, particularly for fish. However,
some investigators have suggested that dietary uptake may also contribute sig-
nificantly to total body burdens of heavy metals (see review by Dallinger et al .
1987). For example, Hatakeyama and Yasuno (1987) reported that 90% of cad-
mium (Cd) accumulation in the guppy, Poecilia reticulata, was derived from
feeding on contaminated chironomids. Similarly, Dallinger and Kautzky (1985)
demonstrated that rainbow trout accumulated metals primarily through the diet,
particularly when levels in the water were low. Munger and Hare (1997) mea-
sured the relative importance of diet and water as sources of Cd uptake for the
predatory insect Chaoborus in a laboratory food chain. They reported no signifi-
cant difference in organisms exposed to Cd in food alone versus Cd in food and
water, indicating that uptake from water was relatively unimportant.

Although food chain transfer of most metals is probably a less serious issue
than for lipophilic organic contaminants, dietary exposure should not be ignored
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when assessing ecological risk of heavy metals. Dietary exposure to heavy met-
als is especially contentious because water quality criteria are based exclusively
on aqueous exposure and assume no effects from dietary uptake. Because con-
centrations of metals in certain biotic and abiotic compartments may be very
high, relatively inefficient transfer of metals through food chains can result
in harmful levels. Several researchers have reported that despite low transfer
efficiencies for some metals, dietary exposure may have negative effects on
organisms (Woodward et al . 1994, 1995; Farag et al . 1998). This point was
demonstrated convincingly in a series of laboratory experiments in which rain-
bow trout were fed benthic invertebrates collected from a metal-contaminated
stream (Woodward et al . 1994). Fish consuming metal-contaminated prey showed
reduced growth and greater mortality compared with fish feeding on organisms
collected from an unpolluted stream. Results of this study were complicated by
potential differences in nutritional quality between contaminated and uncontam-
inated prey (Mount et al . 1994). However, these findings suggest that dietary
exposure should not be ignored when assessing ecological risk of heavy metals.

8.3.4 ENERGY FLOW AND CONTAMINANT TRANSPORT
Quantitative approaches developed to measure energy flow in communities can
also be employed to estimate the movement of contaminants across trophic levels
and between biotic and abiotic compartments. Odum’s box and arrow diagrams
showing energy and materials flow among trophic levels are the forerunners
of contemporary contaminant transport models. Although ecotoxicologists have
done a reasonable job quantifying contaminant concentrations in biotic and abi-
otic compartments, validation of transport models requires accurate estimates
of transfer rates between trophic levels. Because these estimates are typically
obtained from laboratory studies, there is some uncertainty concerning their rel-
evance to conditions in the field. Jackson and Schindler (1996) used a long-term
monitoring program to estimate transfer efficiencies of PCBs from prey fishes
to salmonids in Lake Michigan. Despite significant temporal changes in concen-
trations of PCBs in prey, transfer efficiencies remained relatively constant over
the 15-year study. These findings demonstrate that temporal changes in PCB lev-
els in top predators are determined primarily by concentrations in prey species.
Thus, the steady decline in PCB levels in Lake Michigan salmonids over the past
20 years (Stow et al . 1995) is a direct result of reduced inputs and lower PCB
concentrations in prey species.

Russell, Gobas and Haffner (1999) employed multivariate analyses to inves-
tigate the relationship between trophic level and organochlorine concentrations
in a Detroit River food chain. Lipid-based concentrations of organochlorines
increased with trophic level, supporting the hypothesis that these chemicals were
biomagnified through the food chain. In addition to an increase in concentration
with trophic level, principal component analysis (PCA) showed that the specific
constituents of organochlorines varied among trophic groups. Results of PCA
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also showed good resolution of community composition, suggesting the possibi-
lity that quantification of contaminant distributions among trophic levels may be
a useful tool for assessing community structure.

8.3.5 MODELING CONTAMINANT MOVEMENT IN FOOD WEBS
8.3.5.1 Models for Discrete Trophic Levels

Trophic exchange of contaminants can be defined with a simple model that
includes contaminant concentration, biomass in the trophic level of interest,
biomass consumed from the lower trophic level, contaminant bioavailability, and
the fraction of contaminant excreted daily (Ramade 1987) by organisms in the
trophic level of interest. To begin developing such a model, the bioaccumulation
factor (BF) is defined as the ratio of the contaminant concentration (C) at trophic
level n + 1 and the concentration in the next lowest trophic level, n:

Bioaccumulation factor = BFn,n+1 = Cn+1

Cn

Rearranging this equation, the concentrations in the two trophic levels can be
defined.

Cn+1 = BF(n,n+1)Cn

The bioaccumulation factor for transfer n → n + 1 can be described in more
detail by inclusion of the weight of organisms in level n + 1 (bn), the weight
of level n organisms consumed (an), the fraction of contaminant absorbed from
ingested food (fn), and the fraction of accumulated contaminant that is excreted
daily (kn).

BFn,n+1 = anfn

bnkn

Substituting this more detailed version of BFn,n+1 into the relationship between
Cn and Cn+1 given above, the following model is generated:

Cn+1 =
[
anfn

bnkn

]
Cn

This model can be easily expanded to predict the concentration at level Cn+2 by
adding the explicit form of BFn+1,n+2 into this model.

Cn+2 =
[
an+1fn+1

bn+1kn+1

] [
anfn

bnkn

]
Cn

Generalizing this approach, one could theoretically predict the concentration in
any trophic level (r) knowing the contaminant concentration at the lowest level
(C0) and the variables ai, fi, bi and ki for each trophic level.

Cr =
[

r∏
i=1

aifi

biki

]
C0
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Close inspection of this model reveals a general lack of realism as well as its
conceptual parsimony. Considerable information is needed to parameterize this
model, but more importantly the trophic sequence is based on overly simplified
exchanges. Species only feed on those prey in the next lowest trophic level and
are only consumed by species at the next highest trophic level. This might be
adequate in some situations, but it is inadequate for modeling many food webs.

Thomann (1981) expanded this steady-state approach by including organism
growth rate and uptake of contaminants from water. Organism growth was incor-
porated because any increase in body mass has an apparent dilution effect on
contaminant concentration. Inclusion of uptake from water allowed comparison
of the relative importance of food and water sources. A food chain transfer
number (f ) serves this purpose.

f = αC

k
+ G

In this equation, α = the chemical absorption efficiency (fi in the simple BF
model above), C = the specific consumption (weight-specific consumption rate
in units of mass of prey/(mass of predator × day), k = excretion rate (ki in the
BF model above), and G = net organism growth rate. Thomann (1981) gen-
eralized that significant food chain transfer was indicated if f >1, but uptake
of contaminants from water was more important than food sources if f <1.
Applying this rule to PCBs, 239Pu and 137Cs data, he concluded that PCB and
radiocesium concentrations in top predators were predominantly determined by
food sources but accumulated plutonium came primarily from water sources.
Thomann (1981) also added explicit details to this steady-state model for pre-
dicting water → phytoplankton, phytoplankton → zooplankton, zooplankton →
small fish, and small fish → large fish transfers of contaminants. Later (Thomann
1989), this approach was focused on predicting transfer of organic chemicals in
food chains by relating relevant model parameters to the octanol–water partition
coefficient (Kow). Trophic transfer in simple aquatic systems was predicted to be
insignificant if log10Kow <5. Food chain transfer was important for top predators
in aquatic systems if log10Kow was between 5 and 7.

8.3.5.2 Models Incorporating Omnivory

A major shortcoming of the approaches described above is the assumption that
no species feeds on more than one trophic level. Although unrealistic in many
cases, this assumption allows a level of accuracy in predicting trophic transfer
of some contaminants. After noting that such an approach was insufficient to
define trophic transfer in a pelagic food web, Cabana and Rasmussen (1994)
expanded trophic models to include ‘omnivory’. Here, omnivory means that a
species is feeding on food items coming from several trophic levels. Although the
approach is similar to that described above, matrix formulation accommodates
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the increased number of trophic exchanges. In this approach, fractions of the
total amount of the ith level’s diet coming from specific trophic levels (j ) are
designated ρij . Obviously, all ρij fractions sum to 1 in order to include the entire
diet of level i. The total ration to the ith level (Ci) is defined as follows.

Ci =
j∑
1

ρijCj

The fractions of the ith level’s diet coming from the different sources (j lev-
els) can be placed into a matrix with the subdiagonal reflecting the fractions for
the simple level 1 → level 2, level 2 → level 3, level 3 → level 4, etc. trans-
fers. The fractions entered below the subdiagonal are those for the transfers
not accommodated in Thomann’s model (e.g. level 1 → level 3 and level 2 →
level 4 transfers). The following relationship describes a vector of the total rations
for all trophic levels i in a trophic scheme with four levels.

Ci =




C1

C2

C3

C4







0 0 0 0
ρ21 0 0 0
ρ31 ρ32 0 0
0 ρ42 ρ43 0




Such a matrix was called an omnivory matrix by Cabana and Rasmussen
(1994). The food chain model reduces to the simple one described by Thomann
if fractions for all matrix elements are 0 except those in the subdiagonal. There
are more complex exchanges in the omnivory matrix illustrated above because
neither ρ31 nor ρ42 are equal to 0.

Using matrix notation and omitting accumulation for all sources except food,
Cabana and Rasmussen (1994) redefined Thomann’s steady-state model as the
following,

B = αC[(K + G)I]−1

where, for the different trophic levels, B = a vector of bioaccumulation factors,
α = a vector of assimilation (chemical absorption) efficiencies, C = a vector of
rations, K = a vector of excretion rates, G = a vector of growth rates, and I =
the identity matrix. They expanded this formulation to include exchanges other
than those depicted in the matrix subdiagonal (e.g. ρ42 and ρ43) in the example
above. The following matrix-formulated model predicts a vector of contaminant
concentrations (ν) expected for the i trophic levels in a food web incorporating
omnivory.

ν(ρνI)−1 = αC[(K + G)I]−1

In this model, ρ is the omnivory-adjusted mean dietary concentration for each
trophic level.

A major challenge to applying this approach is to obtain estimates of ele-
ments in the omnivory matrix. Some estimates of the trophic position must be
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obtained that include the possibility that species are feeding at various lower
levels. In Section 8.3.10, a technique will be described that can be applied to
these estimates.

8.3.6 FEEDING HABITS, HABITAT ASSOCIATIONS,
AND PREY TOLERANCES
Species-specific feeding habits, habitat associations, and tolerance of prey will
greatly influence food chain transfer and levels of contaminants in top preda-
tors. For example, differences in organochlorine concentrations among waterfowl
species from the Great Lakes were directly related to consumption of zebra mus-
sels (Dreissena polymorpha), an introduced species that has dramatically altered
food chains in this region (Mazak et al . 1997). Variation in contaminant con-
centrations within populations were also explained by the proportion of zebra
mussels in the diet. Similarly, differences in feeding habits between populations
of small mammals also accounted for large variation in Hg bioaccumulation
(Fig. 8.8). Higher levels of contamination in prey and greater transfer efficiency
resulted in a 20 × higher concentration of Hg in insectivorous mammals (short-
tail shrew) compared with omnivorous mammals (white-footed mouse) (Talmage
and Walton 1993). Finally, several investigations have reported that concentra-
tions of contaminants in aquatic systems are often higher in small prey organisms
compared with larger individuals (van Hattum, Timmermans and Govers 1991;
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Fig. 8.8. Hg concentrations (µg/g wet weight) in soil, litter, vegetation, inver-
tebrates, and small mammals (kidney tissue) collected from a terrestrial field
site at Oak Ridge National Laboratory. Dietary differences and variation in
transfer coefficients were hypothesized to account for the differences in Hg
levels between omnivorous and insectivorous mammals. (Data from Figure 1 in
Talmage and Walton 1993)
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Kiffney and Clements 1993). Thus, predators that select smaller prey species,
such as juveniles and early life stages, may be at greater risk from contaminant
exposure (Farag et al . 1998).

Habitat associations of prey species will contribute to variation in contaminant
levels among predators. Contaminated habitats are typically characterized by
reduced species diversity and a shift in community composition from sensitive
to tolerant species. Prey species directly associated with the most contaminated
compartments in these systems (e.g. sediments) are likely to have significantly
elevated levels of chemicals. Several investigators have shown that feeding habits
of predators at impacted sites may be modified to include these tolerant and highly
contaminated prey species (Jeffree and Williams 1980; Clements and Livingston
1983; Livingston 1984). For example, in streams polluted by mining effluents,
Jeffree and Williams (1980) reported that fish switched from pollution-sensitive
to pollution-tolerant prey. As described above, these shifts in feeding habits are
likely to influence contaminant levels in top predators.

Pollution-tolerant species employ a variety of mechanisms to detoxify contami-
nants, including increased excretion, storage, and compartmentalization. The spe-
cific method of detoxification employed by prey species in polluted environments
may influence bioavailability and food chain transfer. In particular, organisms that
store or compartmentalize contaminants may pose a significant risk to predators.
This phenomenon, called the ‘food chain effect’, has been reported for species
inhabiting metal-polluted environments (Dallinger et al . 1987). In a laboratory
study, fish fed Cd-contaminated mussels accumulated approximately 2× higher
metal levels than fish fed Cd-contaminated chironomids, despite greater metal
concentrations in the chironomids (Langevoord et al . 1995). These differences
were related to differences in detoxification mechanisms between the two species.
Wallace, Lopez and Levinton (1998) showed that metal-tolerant oligochaetes
accumulated 4× more Cd than non-resistant organisms when exposed in the lab-
oratory. However, because of differences in regulatory mechanisms employed by
resistant and non-resistant prey (storage in metal rich granules versus metalloth-
ionein), metals in non-resistant oligochaetes were more bioavailable to predators.

8.3.7 TRANSPORT FROM AQUATIC TO TERRESTRIAL
COMMUNITIES
While the majority of studies investigating food chain transport of contaminants
have focused on invertebrates and fish, a few researchers have attempted
to quantify movement from aquatic systems to avian and mammalian
predators. Fairchild et al . (1992) estimated that as much as 2% of 2378-
tetrachlorodibenzofuran (TCDF) in sediments are exported annually by emerging
insects, posing a significant risk to terrestrial predators (primarily birds and bats).
Froese et al . (1998) measured transport of PCBs from emerging aquatic insects
to tree swallows in Saginaw Bay, Michigan. Relative concentrations of PCB
congeners were markedly different between sediments, benthic invertebrates,
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and swallows, possibly reflecting metabolic differences among trophic levels.
Muir, Norstrom and Simon (1988) measured PCBs and other organochlorines in
a marine food chain consisting of arctic cod (Boreogadus saida), ringed seals
(Phoca hispida), and polar bears (Ursus maritimus). In addition to increased
concentrations with trophic level, major differences in the constituents of PCBs
and chlordane-related compounds were observed among species. Elevated levels
of organochlorines in bald eagles collected from Lake Superior were attributed
to consumption of highly contaminated gulls (Kozie and Anderson 1991), which
feed predominately on fish. Finally, food chain transport and biomagnification of
PCBs have likely contributed to the decline of otter (Lutra lutra) populations in
western Europe (Leonards et al . 1997). In addition to significant biomagnification
of PCBs, results of multivariate analyses showed changes in the distribution
of PCB congeners among trophic levels and enrichment of the most toxic
constituents in otters (Fig. 8.9).

8.3.8 FOOD CHAIN TRANSFER OF CONTAMINANTS
FROM SEDIMENTS

Because sediments are an important sink for contaminants in aquatic ecosys-
tems, models of contaminant transport should include a sediment compartment.
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(Modified from Figure 4 in Leonards et al. 1997)
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Concentrations of contaminants in sediments are often several orders of mag-
nitude greater than in overlying water, and benthic organisms associated with
sediments may influence the transport of these contaminants. In addition to
their role in food chain transport of contaminants to higher trophic levels, the
activities and movements of benthic organisms may indirectly affect biocon-
centration and bioaccumulation. For example, Reynoldson (1987) reported that
0.2–7.4 g/m2/year PCBs are ingested by oligochaete worms in contaminated
sections of the Detroit River. Similarly, Evans, Noguchi and Rice (1991) esti-
mated that 30% of the PCBs deposited annually in Lake Michigan sediments
are recycled by amphipods. Vertical migration of the invertebrate planktivore
Mysis relicta transports sediment contaminants back to the water column where
they are available to higher trophic levels (Bentzen et al . 1996). Bioturbation,
defined as the reworking of sediments resulting from various activities of ben-
thic organisms, releases sediment contaminants into overlying water where they
are bioconcentrated by other organisms and transferred to higher trophic levels.
Ciarelli et al . (1999) observed that activities of amphipods in sediments resulted
in significant transfer of polycyclic aromatic hydrocarbons to filter-feeding mus-
sels (Fig. 8.10). Finally, consumption of contaminated sediments, either directly
or incidentally, can result in elevated concentrations in predators. DiPinto and
Coull (1997) estimated the transfer of PCBs in a simple benthic food chain
(sediments → copepods → fish). Approximately 33% of the PCB Arochlor 1254
accumulated by copepods was transferred to fish. Interestingly, PCB levels in
predators foraging on clean prey in contaminated sediments were 5 × greater
than in fish feeding on contaminated prey in clean sediments. These results sug-
gest that incidental ingestion of sediments is a significant route of exposure in
benthic-feeding fish.
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Fig. 8.10. The influence of bioturbation by benthic invertebrates on concentra-
tion of fluoranthene in filter-feeding mussels. The figure shows results after 2
and 18 days exposure. (Modified from Figure 4 in Ciarelli et al. 1999)
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8.3.9 ECOLOGICAL INFLUENCES ON FOOD CHAIN TRANSPORT
OF CONTAMINANTS

Most studies that describe uptake and food chain transport of contaminants usu-
ally do not focus on the ecology of these systems, but simply report tissue
concentrations in biotic and abiotic compartments. More recently, researchers
have recognized that ecological characteristics of communities influence contam-
inant transfer and the concentrations in upper trophic levels. Because food web
interactions strongly influence energy flow and biogeochemical cycling, under-
standing the relative importance of consumer versus resource control is important
for predicting chemical transport. For example, the concentration of lipophilic
contaminants in top predators will be influenced by food web interactions and
the relative strength of top-down versus bottom-up controls. The development of
new techniques to quantify feeding preferences, such as stable isotope analyses,
allows investigators better to characterize relationships between trophic level and
contaminant concentrations. In addition, the larger spatial scale of many contem-
porary food web studies provides an opportunity to investigate how landscape
features influence food chain transport of chemicals. Quantifying the relative
importance of ecological factors on contaminant transport is greatly improved by
making comparisons across communities. For example, studying contaminant lev-
els in systems that lack point source discharges allows investigators to isolate the
relative importance of ecological and habitat features. The best examples of this
research have been conducted in remote systems where atmospheric deposition
is the primary source of contamination (Rasmussen et al . 1990; Larsson, Collvin
and Meyer 1992; Berglund et al . 1997; Kidd et al . 1995, 1998). Better integra-
tion of ecological and landscape concepts into kinetic and bioenergetic models
will allow for a more comprehensive understanding of contaminant transport in
communities.

8.3.9.1 Food Chain Length and Complexity

Understanding the relative importance of ecological factors such as food chain
length, primary and secondary productivity, and linkage strength will help explain
the large amount of variability in contaminant concentrations often observed in
predators collected from different ecosystems. The early work by Rasmussen
et al . (1990) stimulated a significant amount of interest in the relationship between
food web structure and contaminant transport. Rasmussen et al . classified lakes
into three types based on the presence of invertebrate planktivores (Mysis) and
pelagic forage fish. Trout collected from lakes with long food chains (i.e. more
trophic levels) generally had higher PCB levels than fish from lakes with simple
food chains (Fig. 8.11). Similar results were reported by Kidd et al . (1995) in
which elevated levels of toxaphene in fish collected from a subarctic lake were
attributed to an ‘exceptionally long’ food chain. These findings have impor-
tant implications for systems where food webs are altered by exotic species.
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Fig. 8.11. Influence of trophic structure on concentrations of PCBs in lake trout
from central Ontario lakes. Data are shown as total PCBs (solid bars) and after
correcting for lipid content (open bars). Class 1 lakes with short food chains lack
Mysis and pelagic forage fish. Class 2 lakes with intermediate length food chains
lack Mysis but have pelagic forage fish. Class 3 lakes with long food chains have
both Mysis and pelagic forage fish. (Data from Table 1 in Rasmussen et al. 1990)

Introduced species that lengthen food chains may increase levels of persistent
chemicals in top predators (Kidd et al . 1995), especially if these species link
contaminated benthic habitats to pelagic consumers.

The complexity of food webs and the presence of key species may also
influence concentrations of contaminants in top predators. Wong et al . (1997)
attributed high rates of Hg transport from benthic communities to fish in an
Ontario lake to the presence of piscivorus fish. These top predators reduced
abundance of benthic-feeding fish, resulting in greater biomass of macroinver-
tebrates. Presence of the invertebrate planktivore Mysis relicta was found to
regulate food chain transport of organic contaminants (DDT, PCBs) in pelagic
food webs (Bentzen et al . 1996). Stemberger and Chen (1998) observed a neg-
ative relationship between metal levels in fish tissue and the number of trophic
links. They speculated that complex food webs contain a large number of lateral
or horizontal links that do not terminate in top predators, resulting in reduced
metal transfer within the community.

Although most studies relating levels of contaminants to food chain length
have been conducted in aquatic habitats, recent evidence suggests that trophic
complexity will also influence bioaccumulation and biomagnification in terrestrial
species. Differences in food chain structure may explain why concentrations of
organochlorines and other lipophilic contaminants are often higher in aquatic
mammalian predators (e.g. mink, otters) compared with terrestrial predators.
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Bremle, Larsson and Helldin (1997) speculated that the shorter food chains typ-
ical of terrestrial systems may account for lower levels of PCBs in pine marten
(a forest-dwelling mustelid) compared with those in aquatic predators. Similarly,
the elevated levels of organochlorines and mercury measured in bald eagles from
the Aleutian Archipelago supports the hypothesis that food chain length influ-
ences bioaccumulation and biomagnification. Levels of contaminants were greater
and reproductive success was lower in eagles that consumed fish-eating seabirds
compared with eagles that fed directly on fish (Anthony et al . 1999).

8.3.9.2 Primary Productivity

Levels of organochlorines in phytoplankton and the potential transport of these
chemicals to higher trophic levels are influenced by primary productivity (Tay-
lor et al . 1991; Larsson, Collvin and Meyer 1992; Hanten, Neumann and Ward
1998). In general, productive lakes have higher rates of sedimentation and greater
biomass dilution, resulting in lower contaminant transfer. Larsson, Collvin and
Meyer (1992) reported significant variation in concentrations of PCBs and DDE
in predatory fish from 61 Scandinavian lakes, despite similar inputs of pollutants.
In general, levels of persistent chemicals decreased with lake productivity and
concentration of humic substances. These researchers speculated that lower levels
of chemicals in more productive lakes resulted from higher growth rates of fish
(and corresponding growth dilution) and faster turnover of phytoplankton.

Although studies of lentic systems have generally shown a negative relationship
between productivity and contaminant levels in top predators, food chain trans-
fer of contaminants in streams may be quite different. Streams differ from lakes
and large rivers in several important ways, including major physical structuring
forces (flow versus thermal stratification), sources of energy (allochthonous ver-
sus autochthonous), major primary producers (periphyton versus phytoplankton),
and factors that control primary productivity (light versus nutrients). As a con-
sequence, the ecological factors that regulate contaminant transport in lotic and
lentic communities may be quite different. In contrast to results observed in lakes,
Berglund et al . (1997) reported that levels of organochlorines in brown trout from
streams increased with primary productivity. Differences between lotic and lentic
systems were attributed to spiraling of pollutants, a shift from heterotrophic to
autotrophic production, and the greater influence of watershed area on streams.

The relationship between phytoplankton biomass and levels of contaminants in
higher trophic levels has important implications for the biomanipulation experi-
ments described above (Box 8.1). If the introduction of piscivorus fish to lakes
results in lower abundance of planktivores and greater abundance of zooplankton
as predicted by the trophic cascade hypothesis (Carpenter and Kitchell 1993), we
may expect organochlorine concentrations in top predators to increase (Taylor
et al . 1991). Other potential conflicts exist between managing fisheries for max-
imum sustainability and controlling PCB levels in sport fishes (Fig. 8.12). The
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Fig. 8.12. Trade-off between managing a sustainable Great Lakes salmon fishery
and maintaining PCB concentrations below the consumption advisory. (Modified
from Figure 1 in Jackson 1997. Reproduced by permission of the Ecological
Society of America)

sport fisheries in the Great Lakes is an approximately $10 billion per year indus-
try. Thus, understanding the relationship between PCB levels in top predators
and sport fishery management has major socioeconomic implications. Because of
size-selective predation, stocking programs for salmonids and other predators may
influence size structure and growth rates of prey (Jackson 1997). Lower stocking
rates of salmonids would most likely reduce predation pressure and result in older,
more contaminated prey species. Although higher stocking rates would result in
less contaminated prey, increased predation pressure would increase the prob-
ability of a prey population crash. Jackson (1997) developed an age-structured
model for Lake Ontario that considered the trade-offs between managing the
Great Lakes for a sustainable fishery and the potential problems associated with
elevated PCBs in top predators. Results of this model showed that small changes
in stocking levels had significant effects on PCB concentrations in predators and
the probability of a crash in prey communities.
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8.3.9.3 Landscape Features

Large-scale, comparative studies have documented the influence of landscape
features such as watershed area, land use, and hydrologic characteristics on food
web structure and contaminant transport. Macdonald et al . (1993) reported greater
bioavailability of PCBs in shallow lakes compared with deep lakes, and specu-
lated that food web processes were more important determinants of contaminant
transport in these larger systems. Similarly, Hanten, Neumann and Ward (1998)
observed that watershed and hydrological characteristics explained a significant
amount of variation in Hg concentrations in fish from 46 Connecticut (USA)
lakes. In contrast, Paterson et al . (1998) found no relationship between lake size
and levels of PCBs in zooplankton and fish. However, because organic carbon
content decreased with lake size, levels of PCBs in sediment expressed on an
organic carbon basis were greater in larger lakes.

Land use within a watershed may interact with trophic characteristics to influ-
ence contaminant transport. Berglund et al . (1997) reported that the percentage
of land in agriculture was positively associated with higher levels of nutrients
and higher concentrations of organochlorines in top predators. Evers et al . (1998)
attributed variation in Hg concentrations measured in the common loon (Gavia
immer) to large-scale geographic patterns of anthropogenic deposition. How-
ever, variation within a region was explained primarily by geochemical variables
and lake morphology. Long-term (100-year) trends in Hg contamination were
documented by comparing concentrations in bird communities collected from
the North Atlantic (Monteiro and Furness 1997). Using museum specimens
from the late 1800s, these researchers showed that concentrations of mercury
in mesopelagic birds (those feeding on mesopelagic fish) were generally higher
and increased more over the 100-year period compared with concentrations in
epipelagic birds (Fig. 8.13). Although increased Hg over time in epipelagic birds
was consistent with increases observed in global Hg concentrations, levels in
mesopelagic birds were considerably greater. Differences between these two
groups were attributed to the greater production of methylmercury in low-oxygen,
mesopelagic seawater.

A spatially extensive survey of PCB concentrations in herring gull eggs
collected from the Great Lakes showed that levels have declined significantly
between 1974 and 1996 (Hebert 1998). However, concentrations appear to have
stabilized over the past 10 years (Fig. 8.14). Interestingly, much of the annual
variation in PCB concentrations resulted from the effects of winter severity on
gull feeding and migration behavior. Previous studies demonstrated that winter
severity influenced PCB concentrations in gulls by altering the proportion of fish
in the diet (Hebert, Shutt and Norstrom 1997). In a more recent study, Hebert
(1998) speculated that extreme winters forced gulls to migrate farther south where
they fed in more contaminated locations. This study illustrates the importance
of accounting for behavioral characteristics of animals when assessing long-term
patterns in contaminant accumulation.



TROPHIC STRUCTURE, FOOD WEBS, AND CONTAMINANT TRANSPORT 305

Time period

1885−1900 1900−1931 1950−1970 1992−1994

H
g 

co
nc

en
tr

at
io

n 
(µ

g/
g 

fr
es

h 
w

t)

0

5

10

15

20

25

Epipelagic species
Mesopelagic species

Fig. 8.13. Long-term increase in mean (+ SE) Hg concentration in epipelagic
(Cory’s shearwater) and mesopelagic (Bulwer’s petrel) seabirds in the North
Atlantic. Mesopelagic birds feed on more contaminated prey. (Data from Table 1
in Monteiro and Furness 1997)

19
74

19
76

19
78

19
80

19
82

19
84

19
86

19
88

19
90

19
92

19
94

19
96

0.6

0.8

1

1.2

1.4

1.6

1.8

2

Year

Log PCB concentration (µg/g wet wt)

Fig. 8.14. Temporal patterns in PCB concentrations (log10) in herring gull eggs
collected from Double Island, Lake Huron (USA). The data show that PCB levels
have declined significantly since 1974, but that concentrations have stabilized
around 10 µg/g wet weight. Some of the annual variation resulted from the
effects of winter severity on migration patterns. (Data from Table 4 in Hebert
1998)



306 COMMUNITY ECOTOXICOLOGY

8.3.10 APPLICATION OF STABLE ISOTOPES TO STUDY
CONTAMINANT FATE AND EFFECTS

The same problems and limitations associated with characterizing food webs
for basic ecological studies also complicate ecotoxicological investigations. In
particular, obtaining reliable estimates of biomagnification of contaminants is
difficult because trophic levels are often poorly defined. Dietary analyses of
consumers only provide a snapshot of feeding habits, and often omit important
seasonal and ontogenetic changes. Indeed much of the variability associated with
estimating biomagnification of different compounds results from the uncertainty
of assigning organisms to trophic levels. The use of stable isotopes improves
quantitative assessment of food chain transfer of contaminants by treating trophic
position as a continuous variable (Box 8.2). Instead of simply characterizing a
predator as a secondary or tertiary consumer, stable isotope analyses provide a
quantitative and time integrated measure of trophic position. Because δ15N values
are enriched with trophic position, the relative degree of omnivory in a predator
can also be quantified.

Box 8.2 Stable isotopes and contaminant transport

Food web structure influences the distribution and partitioning of lipophilic
chemicals and may account for significant variation in contaminant concen-
trations within ecosystems (Rasmussen et al . 1990). By linking stable isotope
analyses with models of contaminant transport, it is possible to examine the
relationship between trophic ecology of a system and movement of contam-
inants through food chains. Broman et al . (1992) used stable isotopes of C
and N to characterize pelagic and littoral food chains and to estimate bio-
magnification of polychlorinated dibenzo-p-dioxins (PCDDs). Levels of δ15N
in pelagic and littoral food chains increased from phytoplankton → seston →
grazers → top predators, reflecting known trophic differences among these
groups. Results showed that the total concentration of PCDDs and PCDFs
decreased, whereas concentrations of the more toxic constituents increased
with trophic level (Fig. 8.15). Comparison of the slopes of the relationship
between contaminant concentration and trophic level (as determined by δ15N)
for the different PCDD isomers provide an estimate of the biomagnification
potential.

Kiriluk et al . (1995) employed a similar approach to assess biomagnification
of DDE, mirex, and PCBs in a pelagic food web. Stable isotope signatures
for C and N characterized this food web and defined lake trout as the top
predator in the system. Results showed that δ15N increased with trophic level
and was significantly correlated with contaminant concentrations within the
major groups. Similar to the results of Broman et al . (1992), these researchers
concluded that the slope of the relationship between δ15N and organochlorine
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Fig. 8.15. Relationship between trophic position (as indicated by stable iso-
topes of N) and total concentration of 2378-substituted PCDD/Fs (left panel)
and toxic content of the 2378-substituted PCDD/Fs (right panel). P, phyto-
plankton; S, seston; Z, zooplankton; M, mussels; E, eider ducks; H, herring;
C, cod. (Modified from Figure 3 in Broman et al. 1992)

concentration (b) was an indication of biomagnification potential. This study
also demonstrated the role of omnivory in aquatic food chains and showed
that omnivory may be important in top predators. Considerable variation in
δ15N was measured among individual lake trout, reflecting the opportunistic
feeding habits of these fish.

Quantification of food web structure using stable isotopes may also help
clarify relationships between long-term changes in food webs and contaminant
concentrations. Gradual declines in levels of persistent organochlorines and
other contaminants in fish from the Great Lakes have been observed for the
past 20 years (Stow et al . 1995). It is uncertain how much of this decline
reflects reduced levels of contamination versus long-term alterations in food
web structure. Stable isotope analyses may allow researchers to quantify the
relative importance of reduced concentrations of organochlorines and changes
in trophic structure (Kiriluk et al . 1995).

Great advantage has been taken of the fact that stable, naturally-occurring
nitrogen isotopes are excreted at different rates by organisms. The heavy isotope
(15N) is not excreted as readily as the lighter 14N by any species, regardless of
its specific excretory biochemistry and physiology. Differential isotopic excretion
leads to differential isotopic retention. A consumer will ingest a source of nitrogen
slightly enriched with 15N relative to atmospheric N, the ultimate source to all
trophic levels. During the lifetime of that organism, 14N will be excreted more
readily than 15N, and the enrichment of 15N relative to 14N during an organism’s
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life will further shift this isotopic ratio in favor of 15N. The consequence of
this process is a gradual enrichment of 15N relative to 14N with each trophic
exchange. Quantifying the degree of 15N enrichment relative to 14N produces an
index of trophic status that readily incorporates omnivory.

The δ15N metric is the most common way of expressing 15N enrichment rela-
tive to 14N. The ratio of 15N and 14N in a sample (e.g. fish tissue) is compared
with the same ratio in the atmosphere using the following equation.

δ15N = 1000
[
(15Ntissue)/(

14Ntissue)

(15Nair)/(14Nair)
− 1

]

The units for δ15N are parts per thousand (‰ or per mill). The average δ15N
increase with each trophic exchange is 3.4‰ (Minawaga and Wada 1984; Cabana
and Rasmussen 1994), but it can vary from 1.3 to 5.3‰ (Minawaga and Wada
1984). A species feeding at several trophic levels will have a δ15N value lower
than would be predicted if omnivory was not occurring. Cabana and Rasmussen
(1994) related δ15N to ρij values (the fraction of the ith’s level diet coming from
trophic level j ) with lake trout (Salvelinus namaycush) as the apex predator
using matrix algebra: δ 15N − 3.4 = ρδ 15N. Assuming that the average increase
in δ15N is 3.4‰ per trophic exchange in these lakes, the realized δ15N for a lake
trout feeding at different trophic levels is estimated by accounting for the fraction
of the diet consumed from the different levels.

Numerous studies have related δ15N quantitatively to contaminant concentra-
tion in various species occupying different positions in a food web (Rasmussen
et al . 1990; Hesslein et al . 1991; Broman et al . 1992; Rolff et al . 1993; Cabana
et al . 1994; Kidd et al . 1995). Instead of relating changes in δ15N to ρ values,
statistical models are constructed relating δ15N to contaminant concentration.
These statistical models can be linear (e.g. linear fit of Figure 3 of Cabana and
Rasmussen 1994), but application of an exponential model is more common.

Concentration = ea+bδ15N

This model can be fit to data directly with non-linear regression methods
or with linear regression methods after transformation of concentrations to a
log scale.

ln Concentration = a + bδ15N

The a and b in the above model are the intercept and slope derived by linear
regression. (See Newman (1993) about the importance of correcting the back-
transformation bias that appears while converting results of linearized exponential
models back to the original exponential form.) As a good example of applying
linear regression after concentration transformation, Kidd et al . (1995) related
total toxaphene concentration to δ15N in the pristine Laberge Lake (Canada)
with the following model, log10 of total toxaphene (ng/g wetweight) = 0.23(δ15N
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per mill) − 0.33. Relative to the same fish species in lakes nearer to toxaphene
sources, trout (S. namaycush), burbot (Lota lota), and lake whitefish (Coregonus
clupeaformis) had very high toxaphene tissue concentrations due to their more
piscivorus habits in Laberge Lake. The δ15N and gut content analysis of these
species from several lakes supported this notion. The longer than normal food
chain was the only reason for the relatively elevated toxaphene concentrations in
Laberge Lake.

The term b is described by some authors as the biomagnification power (Bro-
man et al . 1992; Rolff et al . 1993). If b > 0, the transfer of a contaminant is
more efficient than the trophic transfer of biomass and biomagnification of the
contaminant will occur. If b < 0, the transfer of a contaminant is less efficient
than the trophic transfer of biomass and contaminant concentrations will decrease
with an increase in trophic position (δ15N). Finally, if b = 0, the transfer of a
contaminant through trophic levels is the same as that for biomass and there
will be no discernible change in concentration with increase in δ15N. The a in
the model is related to the amount of contaminant available at the base of the
food chain (Rolff et al . 1993). However, there will be a bias in this estimate if
the linearizing transformation was used to fit the data to the model and no bias
correction was made (Newman 1993).

8.4 EFFECTS OF CONTAMINANTS ON FOOD CHAINS

AND FOOD WEB STRUCTURE

Although there has been significant progress in the development and testing
of food web theory over the past 20 years, investigators generally have not
considered contaminant-induced alterations in food web structure as endpoints
in ecotoxicological investigations. The limited application of basic food web
ecology to ecotoxicological research is partially a result of the logistical dif-
ficulties and uncertainty associated with constructing food webs. New technical
approaches, such as stable isotope analyses and bioenergetic modeling, will likely
increase the integration of food web theory into ecotoxicology.

General patterns of food web structure described in the basic ecological liter-
ature provide some insight into how communities may respond to anthropogenic
stress. The number of trophic levels, the connectance of food webs, and the
strength of interactions are likely to be affected by exposure to contaminants.
For example, one of the most consistent observations at contaminated sites is
reduced species richness and simplification of community structure. Loss of
species will probably be accompanied by a reduced number of trophic levels
and a reduced degree of connectance. Contaminated sites also tend to be charac-
terized by a disproportionate loss of larger, longer-lived species and a switch
to smaller, more opportunistic taxa. The loss of keystone and other impor-
tant predators from these systems will likely have cascading effects on lower
trophic levels. Finally, because the stability of food chains is often influenced
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by external forces, factors such as disturbance may decouple food chains and
weaken trophic cascades.

8.4.1 INTERSPECIFIC DIFFERENCES IN CONTAMINANT
SENSITIVITY

Interspecific differences in sensitivity to contaminants are well established, and
the effects of contaminant exposure on food webs will depend on these differ-
ences. Contaminant-induced elimination of a sensitive but ecologically important
species from a food web would have significant consequences for trophic levels
above and below. Currently, there is little evidence indicating that any one trophic
level will be more or less sensitive to contaminants than another. However,
because of the potential for biomagnification of lipid-soluble contaminants, we
expect that top predators will be more susceptible to lipophilic contaminants than
their prey. For example, the extremely high sensitivity and susceptibility of mink
(Mustela vison) to organochlorines, especially PCBs, is well established (Peterle
1991). Because these organisms are considerably more sensitive to organochlo-
rines than their prey (primarily fish), PCBs could eliminate this top predator
resulting in significant effects on lower trophic levels.

The relative influence of species loss on consumer or resource trophic levels
will depend on a number of factors, including the importance of top-down versus
bottom-up regulation. In many ways, contaminant-induced mortality is similar
to the effects of a selective predator (Carman, Fleeger and Pomarico 1997).
According to the trophic cascade hypothesis, removal of a top predator in a
three-trophic level system regulated by top-down forces would result in decreased
biomass of primary producers. In contrast, the loss of a top predator in a four-
trophic level system would result in an increase in producer biomass. Similarly,
elimination of an important grazer would result in increased primary producer
biomass but reduced predator biomass.

8.4.2 INDIRECT EFFECTS OF CONTAMINANT EXPOSURE
ON FEEDING HABITS

Exposure to contaminants may have both direct and indirect effects on feeding
relationships and trophic interactions. Altered prey behavior following exposure
to pesticides may increase vulnerability to predation, thus increasing predator
exposure to contaminants. Schauber, Edge and Wolff (1997) reported that deer
mice (Peromyscus maniculatus) consumed more insects immediately follow-
ing application of insecticides, suggesting that these organisms opportunistically
selected dead or dying prey. Selective predation and the ability of predators to
switch to contaminated prey will greatly complicate our ability to predict effects
of contaminants on trophic interactions.

Elimination or reduction of prey resources will cause predators to shift to alter-
native prey species and may have important energetic consequences for predators.
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Experimental studies investigating effects of large-scale insecticide sprays have
provided an unprecedented opportunity to evaluate responses of bird predators
to reductions in prey abundance. These studies also demonstrate the important
linkage between evolutionary ecology and ecotoxicology. Because many avian
species are adapted to take advantage of seasonal increases in insect abundance,
the application of pesticides often coincides with critical life-history periods. The
greatest exposure and potential for loss of prey resources occurs when adults are
caring for their young. Surprisingly, despite large reductions in prey abundance
following application of pesticides, some studies have shown relatively little indi-
rect impact on insectivorous birds (Powell 1984; Adams et al . 1994; Howe et al .
1996). These results suggest that either prey resources are superabundant in these
systems or that predators are able to switch to alternative prey.

The opportunistic feeding habits of many predators may allow them to compen-
sate for contaminant-induced reductions in abundance of preferred prey. Clements
and Rees (1997) examined the effects of heavy metals on prey abundance and
feeding habits of brown trout (Salmo trutta). Prey communities at an unpol-
luted station were dominated by metal-sensitive mayflies (Ephemeroptera) and
black flies (Diptera: Simuliidae), whereas those at a polluted site were dom-
inated by metal-tolerant chironomids (Diptera: Chironomidae) and caddisflies
(Trichoptera). Differences in prey community composition were reflected in the
feeding habits of brown trout, which consumed primarily chironomids and caddis-
flies at the metal-polluted station. Despite these alterations in prey communities,
the mean biomass of prey consumed by brown trout was actually greater at the
polluted site. These results are consistent with the hypothesis that a predator’s
feeding habits are flexible and can shift to take advantage of locally abundant
prey resources. Similar results were reported by Wipfli and Merritt (1994) for
invertebrate predators. Experimental treatment of two streams with the black
fly larvicide B.t.i. (Bacillus thuringiensis var israelensis) resulted in a switch
to alternative, less preferred prey species. The ability to utilize alternative prey
varied among species, as effects of prey reduction were greater for specialized
predators than for generalized predators.

8.4.3 ALTERATIONS IN ENERGY FLOW
AND TROPHIC STRUCTURE
Energy flow and trophic structure of communities may be altered by exposure
to contaminants if important functional groups are eliminated. Experimental and
descriptive studies conducted in Rocky Mountain streams have shown that graz-
ing mayflies are highly sensitive to heavy metals and usually eliminated from
polluted streams (Clements et al . 2000). These organisms are generally replaced
by metal-resistant groups, resulting in a shift in energy flow and greater uti-
lization of detritus by other consumers. Carlisle (2000) used stable isotopes to
characterize the food webs of stream communities impacted by heavy metals.
As expected, isotopic analysis of food web structure showed a greater reliance
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on detritus in the metal-polluted stream and a greater utilization of periphyton
in the unpolluted stream. These findings are in agreement with Odum’s (1985)
predictions that stressed ecosystems tend to be more detritus-based compared
with unstressed ecosystems.

Exposure of meiofaunal communities to diesel fuel in sediment microcosms
resulted in significantly increased algal biomass due to lower grazing pressure
by hydrocarbon-sensitive copepods (Carman, Fleeger and Pomarico 1997). These
researchers observed a similar pattern of reduced grazing pressure and increased
algal biomass in a field study. Although stimulation of algae by hydrocarbons has
been reported previously, this was the first study to demonstrate the role of graz-
ers. Clearly, consideration of multiple trophic levels is necessary to understand
mechanisms by which natural communities respond to contaminants.

A long-term series of studies conducted by Wallace and colleagues in the
Coweeta Experimental Forest demonstrated significant alterations in food chains
and energy flow after experimental introductions of the larvicide methoxychlor
(Wallace, Webster and Cuffney 1982; Wallace et al . 1987, 1989). Catastrophic
drift following methoxychlor treatments resulted in a 90% reduction in total abun-
dance and biomass of stream invertebrates. Changes in abundance of dominant
prey taxa also caused shifts in feeding habits of predators. More importantly,
the elimination of shredders (organisms that consume leaf litter) reduced leaf
decomposition rates and the amount of particulate organic material transferred
downstream.

Alterations in trophic structure observed in contaminated systems may depend
on specific characteristics of the food web. In simple two-trophic level systems
(producers and herbivores), toxic substances may modify trophic structure by
reducing abundance of important grazers, resulting in an increase in primary
producers (Webber et al . 1992). In a three-trophic level system exposed to the
insecticide esfenvalerate, Fairchild et al . (1992) reported that increased biomass
of primary producers resulted from lower predation by bluegill on grazing zoo-
plankton. Whole ecosystem acidification studies conducted by Schindler and
colleagues (Schindler et al . 1985) have shown that elimination of mysids (Mysis
relicta) and fathead minnows (Pimephales promelas), major prey organisms in
the lake’s pelagic food web, had significant effects on lake trout condition. Inter-
estingly, abundance of lake trout and changes in ecosystem processes (primary
productivity, decomposition, nutrient cycling) were less sensitive to acidification
than food web alterations.

Because species interactions in natural communities are often subtle, experi-
mental manipulation of both contaminants and consumers may be necessary to
understand consumer–resource dynamics. In experimental rockpools, Koivisto,
Arner and Kautsky (1997) manipulated levels of Cd, grazers, and predators to
measure interactions between chemical stressors and trophic structure. Results
showed that Cd directly reduced phytoplankton and zooplankton abundance, but
did not alter trophic interactions. In contrast, reduction of herbivores by predators
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resulted in increased phytoplankton productivity, demonstrating top-down control
of this system.

Although most research on contaminant-induced alterations in trophic structure
has been limited to aquatic systems, a few investigators have examined food web
responses in soil communities (Parker et al . 1984; Parmelee et al . 1993, 1997).
Organisms inhabiting soil communities control important ecosystem processes
such as decomposition and mineralization. Because soil microfaunal communi-
ties are often naturally diverse and consist of large numbers of organisms (104

to 106/m2), effects on multiple species at several trophic levels can be investi-
gated at ecologically realistic spatial and temporal scales (Parmelee et al . 1993).
When integrated with microbial assays and measures of functional characteristics
(soil respiration, decomposition), soil microcosm experiments provide a relatively
complete assessment of contaminant effects.

A major challenge of working with soil fauna, especially meiofauna, is the dif-
ficulty in identifying certain taxonomic groups. This limitation can be partially
resolved by categorizing organisms based on guilds or functional feeding groups
(e.g. fungivore, bacterivore, herbivore, omnivore-predator) instead of relying on
traditional taxonomic measures. Parmelee et al . (1993) observed considerable
variation in sensitivity to contaminants among trophic groups, and noted that
reduced abundance of predators resulted in increased abundance of herbivores
(Fig. 8.16). Similar results were reported in desert soil communities treated with
insecticides (Parker et al . 1984). The large amount of variation among feed-
ing groups demonstrates the importance of understanding trophic structure when
assessing ecological impacts on soil communities.

Finally, it should be noted that complete removal of species is not necessary to
disrupt the structure and function of food webs. Significantly reduced abundance
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of predators or prey could influence lower or higher trophic levels. As noted
above, many vertebrate predators are capable of switching to alternative prey
when abundance of preferred prey drops below a particular threshold. Because
contaminants influence either the ability of predators to capture prey or the ability
of prey to escape predation (Chapter 2), species-specific differences in relative
sensitivity will ultimately influence how food webs are affected by these stressors.

8.4.4 THE DEVELOPMENT AND APPLICATION OF BIOENERGETIC
FOOD WEBS IN ECOTOXICOLOGY

Carlisle (2000) has proposed a bioenergetic approach for assessing impacts of
contaminants on communities that combines population measures of secondary

Primary consumer biomass

Consumption

Egestion
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Mortality

Secondary consumer
biomass

Consumption

Contaminants

Energy flow

Fig. 8.17. Model describing the potential effects of contaminants on bioener-
getics. Solid lines show the flow of energy within and between trophic levels.
Dashed lines show the aspects of production that are likely to be affected by con-
taminants. AE, assimilation efficiency; NPE, net production efficiency. (Modified
from Figure 3 in Carlisle 2000)
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production with energetic food webs. Just as growth integrates numerous
physiological processes in individual organisms, secondary production integrates
important population processes and is a useful endpoint in ecotoxicological
investigations. This approach assumes that exposure to contaminants will
modify population energetics directly by effects on growth, mortality, production
efficiency, and assimilation efficiency. Indirect effects include alterations in
feeding behavior, quality/quantity of resources, and susceptibility to predation
(Fig. 8.17). Using data collected from Rocky Mountain streams impacted by
heavy metals, Carlisle (2000) measured community-level production in a guild
of aquatic insects and linked these estimates using energetic food webs. Results
showed that metals significantly reduced secondary production of several species,
primarily through reduced abundance, and that these changes had cascading
effects on predators. This bioenergetic food web approach is an important step
in linking observed toxicological effects on population growth and production to
ecologically significant responses at higher levels of organization.

8.5 SUMMARY

In summary, a significant amount of empirical and theoretical research has been
devoted to understanding the structure and function of food webs in basic ecol-
ogy. The historical application of food web theory in ecotoxicology has been
limited primarily to predicting the flux of contaminants through food chains and
estimating potential exposure to top predators. More recently, ecotoxicologists
have developed a better understanding of how ecological characteristics (e.g. pri-
mary production, food chain length, trophic complexity) influence transport of
contaminants through food chains. However, there has been relatively little effort
devoted to predicting the direct effects of contaminants on food chain structure
or using food web characteristics as endpoints in ecotoxicological assessments.
We see this as an important area for future research in community ecotoxicology.
If food is the ‘burning question’ in animal communities as suggested by Elton
(1927), the field of ecotoxicology would benefit from a greater understanding of
how contaminants directly and indirectly influence food chain structure.
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9 Conclusions

9.1 GENERAL

The study of community ecology is primarily concerned with understanding how
biotic and abiotic factors influence patterns of distribution, abundance, and species
diversity. Deriving mechanistic explanations for patterns observed in nature,
including the lognormal distribution of abundance, species–area relationships,
and the spatial changes that occur across latitudinal or elevational gradients, has
occupied the attention of community ecologists for several decades. Our treat-
ment of community ecotoxicology has attempted to explain how communities will
respond to one major abiotic factor: contaminants. Direct effects of contaminants
may result in reduction or elimination of local populations and are generally eas-
ier to interpret than indirect effects. An autecological understanding of life-history
characteristics and species-specific sensitivity to contaminants may be sufficient
for predicting direct effects on populations. In contrast, indirect effects of contam-
inants are often subtle and difficult to predict without conducting manipulative
experiments. Our poor understanding of the indirect effects of contaminants on
communities is surprising, especially given the prominent role that research on
species interactions (e.g. competition, predation, mutualism) has played in basic
ecology. If ecotoxicologists accept the notion that species interactions are impor-
tant in regulating natural communities, then focused research should be directed
at understanding the influence of contaminants on these interactions.

9.2 SOME PARTICULARLY KEY CONCEPTS

9.2.1 IMPROVEMENTS IN EXPERIMENTAL TECHNIQUES

One of the greatest challenges in community ecotoxicology is separating
contaminant-induced changes in species diversity and composition from variation
due to natural factors. While observational studies can provide critical support
for hypotheses concerning relationships between contaminants and community
responses, some researchers feel that experiments are the only way to demonstrate
causation. The lack of true replication and random assignment of treatments to
experimental units limits the use of inferential statistics in most observational
studies. The recent emphasis on experimental approaches for assessing the effects
of contaminants is seen as a major development in community ecotoxicology. If
the ability to test hypotheses with critical experiments truly defines the maturity
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of a science (Popper 1972), we suggest that experimental approaches should play
an increasingly important role in ecotoxicology.

Our enthusiasm for experimental approaches is somewhat tempered by recog-
nition of the important trade-offs between replication and ecological realism.
Some ecologists argue that the degree of control afforded by small-scale experi-
ments does not compensate for the lack of realism (Carpenter 1996). We feel that
the importance of spatiotemporal considerations for predicting how communities
will respond to contaminants should be treated like any other scientific hypothesis
(Resetarits and Fauth 1998). Thus, an emerging area of research in microcosm
and mesocosm testing is to identify those key ecological processes that must be
accurately reproduced in order to obtain an adequate representation of nature.

Another major research goal for community ecotoxicology should be to deter-
mine the context dependency of community responses to contaminants. Because
communities from different locations will vary naturally in diversity, abundance,
and history of disturbance, effects of stressors on these communities are also
likely to differ. Experimental approaches may be the only way to investigate
context-dependent responses to contaminants. Relatively simple experimental
designs allow researchers to manipulate several variables simultaneously and
investigate the importance of direct and indirect effects. The US EPA’s deci-
sion to abandon mesocosm testing for pesticide registration is seen by many as a
missed opportunity to improve our understanding of context-dependent responses
and indirect effects (Pratt et al . 1997; Taub 1997).

Finally, while improvements in experimental approaches have strengthened
our ability to demonstrate causation, ecotoxicological experiments should not
be conducted without an appreciation of natural history or in isolation from
underlying ecological theory. We do not consider descriptive and experimental
approaches as opposing ends of a continuum, but rather advocate a research pro-
gram in which well-designed experiments are integrated with observational and
theoretical approaches. When small-scale experiments are linked with observa-
tional studies, ecotoxicologists will gain a more realistic understanding of how
communities respond to contaminants and other stressors.

9.2.2 USE OF MULTIMETRIC AND MULTIVARIATE APPROACHES
TO ASSESS COMMUNITY-LEVEL RESPONSES
Community-level data used to assess effects of contaminants range from sim-
ple lists that reflect the presence or absence of species to more sophisticated
compilations that include abundance, trophic structure, life-history characteris-
tics, and measures of species-specific sensitivity. Because the occurrence of an
indicator species is influenced by numerous factors other than contaminants, pres-
ence–absence data alone are insufficient for assessing all but the most severe
forms of pollution. Although there has been significant progress in biomonitor-
ing research since the development of the Saprobien system of classification,
most community-level assessments rely on the assumption that species vary in
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their sensitivity to a particular stressor and that community responses will reflect
this variation. Multimetric and multivariate approaches are particularly useful
for community-level studies because they reduce the typically complex, multi-
dimensional data to readily interpretable patterns. Unfortunately, the complex
and often unwieldy statistical algorithms of many multivariate approaches are
considered major obstacles to their widespread application. The new generation
of software packages designed to perform multivariate analyses has increased
the use of these approaches; however, the widespread availability of ‘point-and-
click’ software does not eliminate the obligation of users fully to understand the
output. Multimetric approaches are computationally simple, but are data inten-
sive and often require a comprehensive understanding of ecology and natural
history. These approaches have been especially effective for assessing impacts
of contaminants in aquatic systems. The development of multimetric indices for
other taxonomic groups, particularly those in terrestrial communities, is seen as
an important research need.

Although they developed independently, multimetric and multivariate
approaches are complementary and can be used together to assess biological
integrity (Reynoldson et al . 1997). For example, output from multivariate
analyses could be used to identify sensitive metrics in a multimetric index.
Conversely, multivariate analyses could be conducted using traditional metrics
from a multimetric index. By selecting metrics that respond to different classes
of stressors, results of multivariate analyses may be useful for identifying specific
stressors in systems receiving multiple perturbations.

9.2.3 DISTURBANCE ECOLOGY AND COMMUNITY
ECOTOXICOLOGY
One of the most significant contributions of basic ecology to ecotoxicology is
the application of disturbance theory in the study of community responses to
contaminants. Disturbance is considered a major regulator of community struc-
ture and has been the subject of intense debate for several decades. Assuming
that responses to natural and anthropogenic disturbance are somewhat analo-
gous, theoretical and empirical studies of resistance and resilience may help
ecotoxicologists predict effects of contaminants. Rapport’s Ecosystem Distress
Syndrome (Rapport, Regier and Hutchinson 1985) provides an important frame-
work for understanding how communities respond to and recover from natural
and anthropogenic disturbances.

Basic research in disturbance ecology may also help explain the significant
variation in responses to contaminants observed among communities. If diversity
in some communities is enhanced under moderate levels of contaminant stress, as
predicted by the intermediate disturbance hypothesis, we would not expect that
concentration–response relationships between contaminants and species diversity
to be linear. In addition, communities subjected to natural disturbance may be pre-
adapted to anthropogenic stressors, thus reducing their sensitivity to contaminants.
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The ability of communities to tolerate contaminants forms the basis of the
pollution-induced community tolerance (PICT) hypothesis (Blanck and Wang-
berg 1988). In contrast to community composition, which can vary significantly
due to natural factors, increased community tolerance for a particular contaminant
is considered a direct result of exposure.

It is likely that the same biological factors that determine the rate of recovery
from natural disturbance will also determine how quickly communities recover
from exposure to contaminants. Thus, an understanding of colonization abilities
of dominant species, proximity of colonists, and life-history characteristics may
help ecotoxicologists predict recovery times following remediation. Because of
natural changes in community composition and species turnover over time, there
remains considerable uncertainty in our ability to identify specific endpoints of
recovery. For example, we know that some measures of recovery, such as number
of species, can quickly return to pre-disturbance conditions despite persistent dif-
ferences in community composition. Similarly, because of redundancy in many
communities, functional measures may recover faster than structural measures.
Our understanding of recovery is further complicated by the uncritical acceptance
of equilibrium theories and our failure to recognize the role of historic events.
The community conditioning hypothesis (Landis, Matthews and Matthews 1996;
Matthews, Landis and Matthews 1996) acknowledges that communities are a
reflection of their unique history. Because this history may include exposure to
contaminants and other anthropogenic disturbances, traditional models of recov-
ery based on equilibrium conditions may not apply.

Finally, throughout this volume we have attempted to make a strong case
for the importance of long-term research. The National Science Foundation’s
Long Term Ecological Research (LTER) programs have contributed significantly
to our understanding of basic ecology. Unfortunately, there are relatively few
examples where long-term studies have been conducted to assess recovery from
contaminants. Bruce Wallace’s research on responses of headwater streams to
pesticides (Wallace, Webster and Cuffney 1982) and David Schindler’s long-
term research on acidification in lakes (Schindler 1988) described in Chapter 4
are two of the more prominent examples. We suggest that a national program
monitoring responses to anthropogenic disturbance, analogous to NSF’s LTER
program, would greatly enhance our understanding of biotic and abiotic factors
that determine recovery.

9.2.4 AN IMPROVED UNDERSTANDING OF TROPHIC
INTERACTIONS
Few topics in basic community ecology are as relevant to understanding eco-
toxicological effects of contaminants as food webs and trophic interactions.
Quantitative approaches used by ecologists to measure energy flow have been
modified to estimate potential transport of contaminants. The primary focus
of this effort has been on measuring the concentrations of contaminants in
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organisms and attempting to quantify contaminant transport among biotic and
abiotic compartments. What is generally lacking from many ecotoxicological
investigations has been a critical understanding of the ecological factors that
influence contaminant transport. In addition to information on physicochemical
properties of contaminants (e.g. molecular structure, lipophilicity), ecotoxicolo-
gists now realize that predicting contaminant transport also requires an under-
standing of ecological characteristics (e.g. feeding habits, food chain length and
complexity, and habitat use). Our ability to quantify the importance of ecological
factors on contaminant transport has been greatly improved by the application of
stable isotopes analyses. Few advances in the study of food webs have had as
great an impact on our understanding of feeding relationships. Time-integrated
estimates of energy flow, trophic position, and carbon sources can be obtained
by comparing the unique isotopic signatures of consumers and resources.

Despite the broad interest in quantifying contaminant transport in ecotoxi-
cological investigations, relatively few studies have considered the effects of
contaminants on trophic structure or used food web characteristics as endpoints
in assessments of ecological integrity. We feel that understanding the effects of
contaminants on food web length, complexity, and trophic structure is a sig-
nificant research need in ecotoxicology. The ecological effects of contaminants
on trophic structure and the transport of contaminants to higher trophic levels
is dependent on the number of trophic levels and whether the system is regu-
lated by top-down or bottom-up factors. These ecological factors have important
applications for the management of sport fisheries. Because contaminant transfer
is greatly influenced by food chain length and other aspects of trophic structure
(Rasmussen et al . 1990), size-selective stocking and other fisheries management
programs may influence contaminant levels in game species (Jackson 1997).

The most important research limitation in food web ecotoxicology has been the
inability to relate concentrations of contaminants measured in different trophic
levels with biologically important effects. Bioenergetic approaches may provide
the conceptual framework to quantify biologically significant responses associated
with contaminant uptake. Because energy is a common currency that unifies all
biological systems (Carlisle 2000), studying the effects of contaminants on energy
flow provides an opportunity to integrate responses across levels of organization.
Integrating contaminant transport models with bioenergetic models will allow
researchers to link exposure with ecologically significant effects.

9.2.5 INTERACTIONS BETWEEN CONTAMINANTS AND GLOBAL
ATMOSPHERIC STRESSORS
Although generally not included in discussions of ecotoxicology, global climate
change, increased UV-B radiation, and acidic deposition represent three of the
most serious threats to ecological communities. Assessing the direct effects of
these stressors is complicated by their large geographic extent, which requires
extrapolation across broad spatial and temporal scales. Evidence that global
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climate change, increased UV-B radiation, and acidification are directly related to
anthropogenic emissions has been obtained from a variety of sources. However,
the direct and indirect effects on aquatic and terrestrial communities are largely
uncertain. The coarse spatial scale of most general circulation models (GCMs)
limits our ability accurately to predict regional responses to climate change. For
example, although global declines of amphibians have been related to increased
levels of UV-B (Blaustein and Wake 1990) and the worldwide degradation of
forest health has been attributed to acidification (Ollinger et al . 1993), there is
tremendous uncertainty in these relationships.

Because of the pervasive and widespread distribution of global atmospheric
stressors, ecotoxicologists cannot continue to study the effects of contaminants
in isolation. Interactions between atmospheric and local stressors complicate our
ability to predict effects of climate change, UV-B, and acidification on com-
munities. It is quite likely that increased temperatures will have a significant
influence on physiochemical characteristics of contaminants and also influence
community responses to contaminants. In addition, the structure of communities
and their susceptibility to contaminants will most likely change in a warmer cli-
mate. Synergistic interactions between UV-B radiation and polycyclic aromatic
hydrocarbons (Oris and Giesy 1986) and between acidification and heavy met-
als (Genter 1995) are well documented. To predict effects of contaminants on
communities simultaneously subjected to increased temperature, greater UV-B
radiation, and/or increased acidification will require a better appreciation for the
impacts of multiple stressors. Currently, our ability to predict interactive effects of
multiple stressors on natural systems is greatly limited. It is likely that interactions
among stressors will be common in natural systems, and therefore community
ecotoxicologists should anticipate the ‘ecological surprises’ resulting from these
interactions (Paine, Tegner and Johnson 1998).

9.3 CONCLUDING REMARKS

We hope that our treatment of community ecotoxicology has convinced the reader
of the importance of understanding how contaminants may affect distribution,
abundance, and species diversity. Within the context of the hierarchical arrange-
ment of living systems, communities are intermediate between populations and
ecosystems. Although the responses of individual species to contaminants will
influence patterns of diversity and abundance in nature, community responses
often transcend those observed in populations. Recognition of the emergent prop-
erties of communities and higher levels of biological organization remains a
significant point of contention between proponents of reductionism and holism
(Odum 1984). The emergence of ecotoxicology as a distinct discipline within
the field of toxicology was at least partially a result of criticism of traditional
reductionist approaches such as laboratory toxicity tests (Cairns 1983, 1986).
Until ecotoxicologists develop a better appreciation for the importance of species
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interactions and indirect effects of contaminants, extrapolation of laboratory
results based on responses of single species will remain tenuous.

Predicting the indirect effects of contaminants on species interactions and
trophic structure has been a major theme in our discussion of community eco-
toxicology. Experience has shown that population surveys of charismatic or
economically-important species often provide an incomplete picture of how com-
munities will respond to or recover from anthropogenic disturbance (Wiens et al .
1996). Similarly, functional characteristics such as primary productivity, nutrient
cycling, and detritus processing, the endpoints typically included in ecosystem-
level studies, are often insensitive to anthropogenic stressors (Schindler 1987).
Because the endpoints evaluated in community-level assessments are gener-
ally sensitive, ecologically significant, and socially relevant, communities are
an appropriate focus for ecotoxicological investigations.
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