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## Preface

The 9th Italian Conference on Theoretical Computer Science (ICTCS 2005) was held at the Certosa di Pontignano, Siena, Italy, on October 12-14 2005. The Certosa di Pontignano is the conference center of the University of Siena; it is located 8 km away from the town and it is in the Chianti region. The Certosa is a place full of history (founded in the 15 th century, it was set on fire a century later and reconstructed) and of valuable artworks, like frescoes of the Scuola Senese.

Previous conferences took place in Pisa (1972), Mantova (1974 and 1989), L'Aquila (1992), Ravello (1995), Prato (1998), Turin (2001) and Bertinoro (2003).

The conference aims at bringing together computer scientists, especially young researchers, to foster cooperation, exchange of ideas and results. Great efforts have been made to attract researchers from all over the world. The main topics of the conference cover all the fields of theoretical computer science and include analysis and design of algorithms, computability, computational complexity, cryptography, formal languages and automata, foundations of programming languages and program analysis, foundations of artificial intelligence and knowledge representation, foundations of web programming, natural computing paradigms (quantum computing, bioinformatics), parallel and distributed computation, program specification and verification, term rewriting, theory of concurrency, theory of data bases, theory of logical design and layout, type theory, security, and symbolic and algebraic computation.

The Program Committee, consisting of 16 members, considered 83 papers and selected 29 for presentation. These papers were selected, after a careful reviewing process, on the basis of their originality, quality and relevance to theoretical computer science. In keeping with the previous conferences, ICTCS 2005 was characterized by the high number of submissions and by the number of different countries represented. These proceedings contain the revised versions of the 29 accepted papers together with the invited talks by Luca Cardelli (Biological Systems as Reactive Systems, abstract), Giuseppe Castagna (Semantic Subtyping: Challenges, Perspectives, and Open Problems) and Nicola Santoro (Mobile Agents Computing: Security Issues and Algorithmic Solutions).

Due to the high quality of the submissions, paper selection was a difficult and challenging task. Each submission was reviewed by at least three reviewers. We thank all the Program Committee members and the additional reviewers for their accurate work and for spending so much time in the reviewing process. We apologize for any inadvertent omission in the list of reviewers.

Following the example of the last ICTCS edition, we encouraged authors to submit their papers in electronic format. Special thanks are due to Simone Donetti for setting up a very friendly Web site for this purpose.

Finally, we would like to thank all the authors who submitted papers and all the conference participants.

October 2005
Mario Coppo Elena Lodi
G. Michele Pinna
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# Semantic Subtyping: Challenges, Perspectives, and Open Problems 

Giuseppe Castagna<br>CNRS, École Normale Supérieure de Paris, France<br>Based on joint work with: Véronique Benzaken, Rocco De Nicola, Mariangiola Dezani, Alain Frisch, Haruo Hosoya, Daniele Varacca


#### Abstract

Semantic subtyping is a relatively new approach to define subtyping relations where types are interpreted as sets and union, intersection and negation types have the corresponding set-theoretic interpretation. In this lecture we outline the approach, give an aperçu of its expressiveness and generality by applying it to the $\lambda$-calculus with recursive and product types and to the $\pi$-calculus. We then discuss in detail the new challenges and research perspectives that the approach brings forth.


## 1 Introduction to the Semantic Subtyping

Many recent type systems rely on a subtyping relation. Its definition generally depends on the type algebra, and on its intended use. We can distinguish two main approaches for defining subtyping: the syntactic approach and the semantic one. The syntactic approach-by far the more used-consists in defining the subtyping relation by axiomatising it in a formal system (a set of inductive or coinductive rules); in the semantic approach (for instance, AW93, Dam94), instead, one starts with a model of the language and an interpretation of types as subsets of the model, then defines the subtyping relation as the inclusion of denoted sets, and, finally, when the relation is decidable, derives a subtyping algorithm from the semantic definition.

The semantic approach has several advantages (see [CF05] for an overview) but it is also more constraining. Finding an interpretation in which types can be interpreted as subsets of a model may be a hard task. A solution to this problem was given by Haruo Hosoya and Benjamin Pierce [HP01, Hos01, HP03], who noticed that in order to define subtyping all is needed is a set theoretic interpretation of types, not a model of the terms. In particular, they propose to interpret a type as the set of all values that have that type. So if we use $\mathcal{V}$ to denote the set of all values, then we can define the following set-theoretic interpretation for types $\llbracket t \rrbracket_{\mathcal{V}}=\{v \in \mathcal{V} \mid \vdash v: t\}$ which induces the following subtyping relation:

$$
\begin{equation*}
s \leq_{\mathcal{V}} t \stackrel{\text { def }}{\Longleftrightarrow} \llbracket s \rrbracket_{\mathcal{V}} \subseteq \llbracket t \rrbracket_{\mathcal{V}} \tag{1}
\end{equation*}
$$

This works for Hosoya and Pierce because the set of values they consider can be defined independently from the typing relation 1 But in general in order to state when a value has a given type (the " $\vdash v: t$ " in the previous definition) one needs the subtyping

[^1]relation. This yields a circularity: we are building a model to define the subtyping relation, and the definition of this model needs the subtyping relation. This circularity is patent in both the examples we discuss below: in $\lambda$-calculus (Section 2) values are $\lambda$ abstractions and to type them (in particular, to type applications that may occur in their body) subtyping is needed; in $\pi$-calculus (Section 3) the covariance and contravariance of read-only and write-only channel types make the subtyping relation necessary to type channels.

In order to avoid this circularity and still interpret types as set of values, we resort to a bootstrapping technique. The general ideas of this technique are informally exposed in [CF05], while the technical development can be found in [FCB02, Fri04]. For the aims of this article, the process of defining semantic subtyping can be roughly summarised in the following steps:

1. Take a bunch of type constructors (e.g., $\rightarrow, \times, \operatorname{ch}(), \ldots$ ) and extend the type algebra with the following boolean combinators: union $\vee$, intersection $\wedge$, and negation $\neg$.
2. Give a set-theoretic model of the type algebra, namely define a function $\llbracket \rrbracket_{\mathcal{D}}$ : Types $\rightarrow \mathcal{P}(\mathcal{D})$, for some domain $\mathcal{D}$ (where $\mathcal{P}(\mathcal{D})$ denotes the powerset of $\mathcal{D}$ ). In such a model, the combinators must be interpreted in a set-theoretic way (that is, $\llbracket s \wedge t \rrbracket_{\mathcal{D}}=\llbracket s \rrbracket_{\mathcal{D}} \cap \llbracket t \rrbracket_{\mathcal{D}}, \llbracket s \vee t \rrbracket_{\mathcal{D}}=\llbracket s \rrbracket_{\mathcal{D}} \cup \llbracket t \rrbracket_{\mathcal{D}}$, and $\llbracket \neg t \rrbracket_{\mathcal{D}}=\mathcal{D} \backslash \llbracket t \rrbracket_{\mathcal{D}}$ ), and the definition of the model must capture the essence of the type constructors.

There might be several models, and each of them induces a specific subtyping relation on the type algebra. We only need to prove that there exists at least one model and then pick one that we call the bootstrap model. If its associated interpretation function is $\llbracket \rrbracket_{\mathcal{B}}$, then it induces the following subtyping relation:

$$
\begin{equation*}
s \leq_{\mathcal{B}} t \stackrel{\text { def }}{\Longleftrightarrow} \llbracket s \rrbracket_{\mathcal{B}} \subseteq \llbracket t \rrbracket_{\mathcal{B}} \tag{2}
\end{equation*}
$$

3. Now that we defined a subtyping relation for our types, find a subtyping algorithm that decides (or semi-decides) the relation. This step is not mandatory but highly advisable if we want to use our types in practise.
4. Now that we have a (hopefully) suitable subtyping relation available, we can focus on the language itself, consider its typing rules, use the new subtyping relation to type the terms of the language, and deduce $\Gamma \vdash_{\mathcal{B}} e: t$. In particular this means to use in the subsumptionrule the bootstrap subtyping relation $\leq_{\mathcal{B}}$ we defined in step 2.
5. The typing judgement for the language now allows us to define a new natural settheoretic interpretation of types, the one based on values $\llbracket t \rrbracket_{\mathcal{V}}=\left\{v \in \mathcal{V} \mid \vdash_{\mathcal{B}} v: t\right\}$, and then define a "new" subtyping relation as in equation (1). This relation might be different from $\leq_{\mathcal{B}}$ we started from. However, if the definitions of the model, of the language, and of the typing rules have been carefully chosen, then the two subtyping relations coincide

$$
s \leq_{\mathcal{B}} t \quad \Longleftrightarrow \quad s \leq_{\mathcal{V}} t
$$

and this closes the circularity. Then, the rest of the story is standard (reduction relation, subject reduction, type-checking algorithm, etc ...).

The accomplishment of this is process is far from being straightforward. In point 2 it may be quite difficult to capture the semantics of the type constructors (e.g., it is quite
hard to define a set-theoretic semantics for arrow types); in point 3 defining a model may go from tricky to impossible (e.g., because of bizarre interactions with recursive types); point 4 may fail for the inability of devising a subtyping algorithm (cf. the subtyping algorithm for $\mathbb{C} \pi$ in [CNV05]); finally the last step is the most critical one since it may require a consistent rewriting of the language and/or of the typing rules to "close the circle" ... if possible at all. We will give examples of all these problems in the rest of this document.

In the next two sections we are going to show how to apply this process to $\lambda$-like and $\pi$-like calculi. The presentation will be sketchy and presuppose from the reader some knowledge of the $\lambda$-calculus, of the $\pi$-calculus, and of their type systems. Also, the calculi we are going to present are very simplified versions of the actual ones whose detailed descriptions can be found in [FCB02] and [CNV05], respectively.

## 2 Semantic $\lambda$-Calculus: $\mathbb{C D u c e}$

As a first example of application of the semantic subtyping 5-steps technique, let us take the $\lambda$-calculus with products.

Step 1. The first step consists in taking some type constructors, in this case products and arrows, and adding boolean combinators to them:

$$
t::=\mathbb{0}|\mathbb{1}| t \rightarrow t|t \times t| \neg t|t \vee t| t \wedge t
$$

where $\mathbb{0}$ and $\mathbb{1}$ correspond, respectively, to the empty and the universal types. For more generality we consider also recursive types. Thus, our types are the regular trees generated by the grammar above and satisfying the standard contractivity condition that every infinite branch has infinitely many occurrences of the $\times$ or of the $\rightarrow$ constructors (this rules out meaningless expressions such as $t \wedge(t \wedge(t \wedge(\ldots))))$.

Step 2. The second step is, in this case, the hard one as it requires to define a settheoretic interpretation $\llbracket \rrbracket_{\mathcal{D}}$ : Types $\rightarrow \mathcal{P}(\mathcal{D})$. But, how can we give a set theoretic interpretation to the arrow type? The set theoretic intuition we have of $t \rightarrow s$ is that it is the set of all functions (of our language) that when applied to a value of type $t$ either diverge or return a result of type $s$. If we interpret functions as binary relations on $\mathcal{D}$, then $\llbracket t \rightarrow s \rrbracket$ is the set of binary relations in which if the first projection is in (the interpretation of) $t$ then the second projection is in (the interpretation of) $s$, namely $\mathcal{P}(\overline{\llbracket t \rrbracket \times \overline{\llbracket s \rrbracket}})$, where the overline denotes set complement ${ }^{2}$ However, setting $\llbracket t \rightarrow s \rrbracket=$ $\mathcal{P}(\overline{\llbracket t \rrbracket \times \overline{\llbracket s \rrbracket}})$ is impossible since, for cardinality reasons, we cannot have $\mathcal{P}\left(\mathcal{D}^{2}\right) \subseteq \mathcal{D}$. Note though, that we do not define the interpretation $\llbracket \rrbracket$ in order to formally state what the syntactic types mean but, more simply, we define it in order to state how they are related. Therefore, even if the interpretation does not capture the intended semantics of types, all we need is that it captures the containment relation induced by this semantics. That is, roughly, it suffices to our aims that the interpretation function satisfies

$$
\begin{equation*}
\llbracket t_{1} \rightarrow s_{1} \rrbracket \subseteq \llbracket t_{2} \rightarrow s_{2} \rrbracket \Longleftrightarrow \mathcal{P}\left(\overline{\llbracket t_{1} \rrbracket \times \overline{\llbracket s_{1} \rrbracket}}\right) \subseteq \mathcal{P}\left(\overline{\llbracket t_{2} \rrbracket \times \overline{\boxed{s_{2} \rrbracket}}}\right) \tag{3}
\end{equation*}
$$

[^2]Note that $\mathcal{P}_{f}(X) \subseteq \mathcal{P}_{f}(Y)$ if and only if $\mathcal{P}(X) \subseteq \mathscr{P}(Y)$ (where $\mathscr{P}_{f}$ denotes the finite powerset). Therefore, if we set $\llbracket t \rightarrow s \rrbracket=\mathcal{P}_{f}(\overline{\llbracket t \rrbracket \times \overline{\llbracket s \rrbracket}})$, this interpretation satisfies (3). In other words, we can use as bootstrap model $\mathcal{B}$ the least solution of the equation $X=X^{2}+\mathcal{P}_{f}\left(X^{2}\right)$ and the following interpretation function $\rrbracket^{3} \llbracket \rrbracket_{\mathcal{B}}:$ Types $\rightarrow \mathcal{P}(\mathcal{B})$ :

$$
\begin{aligned}
& \llbracket 0 \rrbracket_{\mathcal{B}}=\varnothing \quad \llbracket \mathbb{1} \rrbracket_{\mathcal{B}}=\mathcal{B} \quad \llbracket s \vee t \rrbracket_{\mathcal{B}}=\llbracket s \rrbracket_{\mathcal{B}} \cup \llbracket t \rrbracket_{\mathcal{B}} \quad \llbracket s \wedge t \rrbracket_{\mathcal{B}}=\llbracket s \rrbracket_{\mathcal{B}} \cap \llbracket t \rrbracket_{\mathcal{B}} \\
& \llbracket \neg t \rrbracket_{\mathcal{B}}=\mathcal{B} \backslash \llbracket t \rrbracket_{\mathcal{B}} \quad \llbracket s \times t \rrbracket_{\mathcal{B}}=\llbracket s \rrbracket \times \llbracket t \rrbracket \quad \llbracket t \rightarrow s \rrbracket_{\mathcal{B}}=\mathcal{P}_{f}\left(\overline{\left.\llbracket t \rrbracket_{\mathcal{B}} \times \overline{\llbracket s \rrbracket_{\mathcal{B}}}\right)}\right.
\end{aligned}
$$

The model we have chosen can represent only finite graph functions, therefore it is not rich enough to give semantics to a $\lambda$-calculus (even the simply typed one). However since this model satisfies equation (3), it is able to express the containment relation induced by the semantic intuition we have of the type $t \rightarrow s$ (namely that it represents $\mathcal{P}(\overline{\llbracket t \rrbracket \times \overline{\llbracket s \rrbracket}})$, which is all we need.
Step 3. We can use the definition of subtyping as given by equation (2) to deduce some interesting relations: for instance, according to (2) the type $\left(t_{1} \rightarrow s_{1}\right) \wedge\left(t_{2} \rightarrow s_{2}\right)$ is a subtype of $\left(t_{1} \wedge t_{2}\right) \rightarrow\left(s_{1} \wedge s_{2}\right)$, of $\left(t_{1} \vee t_{2}\right) \rightarrow\left(s_{1} \vee s_{2}\right)$, of their intersection and, in general, all these inclusions are strict.

Apart from these examples, the point of course is to devise an algorithm to decide inclusion between any pair of types. Deciding subtyping for arbitrary types is equivalent to decide whether a type is equivalent to (that is, it has the same interpretation as) $\mathbb{0}$ :

$$
s \leq_{\mathcal{B}} t \Leftrightarrow \llbracket s \rrbracket_{\mathcal{B}} \subseteq \llbracket t \rrbracket_{\mathcal{B}} \Leftrightarrow \llbracket s \rrbracket_{\mathcal{B}} \cap \overline{\llbracket t \rrbracket_{\mathcal{B}}}=\varnothing \Leftrightarrow \llbracket s \wedge \neg t \rrbracket_{\mathcal{B}}=\varnothing \Leftrightarrow s \wedge \neg t=\mathbb{0} .
$$

By using the definition of $\mathcal{B} \llbracket \rrbracket$, we can show that every type is equivalent to a finite union where each summand is either of the form:
or of the form

$$
\begin{equation*}
\left(\bigwedge_{s \times t \in P} s \times t\right) \wedge\left(\bigwedge_{s \times t \in N} \neg(s \times t)\right) \tag{4}
\end{equation*}
$$

$$
\begin{equation*}
\left(\bigwedge_{s \rightarrow t \in P} s \rightarrow t\right) \wedge\left(\bigwedge_{s \rightarrow t \in N} \neg(s \rightarrow t)\right) \tag{5}
\end{equation*}
$$

Put $s \wedge \neg t$ in this form. Since it is a finite union, then it is equivalent to 0 if and only if each summand is so. So the decision of $s \leq_{\mathcal{B}} t$ is reduced to the problem of deciding whether the types in (4) and (5) are empty. The subtyping algorithm, then, has to work coinductively, decomposing these problems into simpler subproblems where the topmost type constructors have disappeared. In particular, in [Fri04] it is proved that the type in (4) is equivalent to $\mathbb{O}$ if and only if for every $N^{\prime} \subseteq N$ :

$$
\begin{equation*}
\left(\bigwedge_{(t \times s) \in P} t \wedge \bigwedge_{\left(t^{\prime} \times s^{\prime}\right) \in N^{\prime}} \neg t^{\prime}\right) \simeq \mathbb{0} \text { or }\left(\bigwedge_{(t \times s) \in P} s \wedge_{\left(t^{\prime} \times s^{\prime}\right) \in M \backslash N^{\prime}} \neg \neg s^{\prime}\right) \simeq \mathbb{O} \tag{6}
\end{equation*}
$$

while the type in (5) is equal to zero if and only if there exists some $\left(t^{\prime} \rightarrow s^{\prime}\right) \in N$ such that for every $P^{\prime} \subseteq P$ :

$$
\begin{equation*}
\left(t^{\prime} \wedge \bigwedge_{(t \rightarrow s) \in P^{\prime}} \neg t\right) \simeq \mathbb{0} \text { or }\left(\bigwedge_{(t \rightarrow s) \in P \backslash P^{\prime}} s \wedge \neg s^{\prime}\right) \simeq \mathbb{0} \tag{7}
\end{equation*}
$$

[^3]By applying these decompositions the algorithm can decide the subtyping relation. Its termination is ensured by the regularity and contractivity of the types.

Step 4. We have just defined a decidable subtyping relation for our types. We now want to apply it to type the terms of a language. We do not present here a complete language: the reader can find plenty of details in [CF05, FCB02]. Instead, we concentrate on the definition and the typing of the terms that are the most interesting for the development of this article, namely $\lambda$-abstractions. These in the rest of this paper will have the form $\lambda^{\wedge_{i \in I} s_{i} \rightarrow t_{i}}$.ee, that is we index them by an intersection type. This index instructs the type checker to verify that the abstraction is in the given intersection, namely, that it has all the types composing it, as implemented by the following rule:

$$
\begin{aligned}
& t \equiv\left(\Lambda_{i=1 . . n} s_{i} \rightarrow t_{i}\right) \wedge\left(\Lambda_{j=1 . . m} \neg\left(s_{j}^{\prime} \rightarrow t_{j}^{\prime}\right)\right) \neq \mathbb{0} \\
& \frac{(\forall i) \Gamma, x: s_{i} \vdash_{\mathcal{B}} e: t_{i}}{\Gamma \vdash_{\mathcal{B}} \lambda^{\wedge_{i \in I} s_{i} \rightarrow t_{i}} x . e: t} \text { (abstr) }
\end{aligned}
$$

To understand this rule consider, as a first approximation, the case for $m=0$, that is, when the type $t$ assigned to the function is exactly the index. The rule verifies that the function has indeed all the $s_{i} \rightarrow t_{i}$ types: for every type $s_{i} \rightarrow t_{i}$ of the intersection it checks that the body $e$ has type $t_{i}$ under the assumption that the parameter $x$ has type $s_{i}$. The rule actually is (and must be) more general since it allows the type checker to infer for the function a type $t$ strictly smaller than the one at the index, since the rule states that it is possible to subtract from the index any finite number of arrow types, provided that $t$ remains non-empty 4 This is necessary to step 5 of our process. But before moving to the next step, note that the intersection of arrows can be used to type overloaded functions. Indeed, our framework is compatible with overloading, since the following containment

$$
\begin{equation*}
\llbracket\left(t_{1} \vee t_{2}\right) \rightarrow\left(s_{1} \wedge s_{2}\right) \rrbracket \nsubseteq \llbracket\left(t_{1} \rightarrow s_{1}\right) \wedge\left(t_{2} \rightarrow s_{2}\right) \rrbracket \tag{8}
\end{equation*}
$$

is strict. So the semantic model authorises the language to define functions that return different results (e.g. one in $s_{1} \backslash s_{2}$ and the other in $s_{2} \backslash s_{1}$ ) according to whether their argument is of type $t_{1}$ or $t_{2}$. If the model had instead induced an equality between the two types above then the function could not have different behaviours for different types but should uniformly behave on them 5

Step 5. The last step consists in verifying whether the model of values induces that same subtyping relation as the bootstrap one. This holds only if

$$
\begin{equation*}
\vdash_{\mathcal{B}} v: t \Longleftrightarrow \vdash_{\mathcal{B}} v: \neg t \tag{9}
\end{equation*}
$$

which holds true (and, together with the fact that no value has the empty type, makes the two subtyping relations coincide) thanks to the fact that the (abstr) rule deduces negated arrow types for lambda abstractions. Without it the difference of two arrow types (which

[^4]in general is non-empty) might be not inhabited by a value, since the only way to deduce for an abstraction a negated arrow would be the subsumption rule. To put it otherwise, without the negated arrows in (abstr) property (9) would fail since, for instance, both $\nvdash \lambda^{\text {Int } \rightarrow \text { Int }} x .(x+3): \neg($ Bool $\rightarrow$ Bool $)$, and $\forall \lambda^{\text {Int } \rightarrow \text { Int }} x .(x+3):$ Bool $\rightarrow$ Bool would hold.

## 3 Semantic $\pi$-Calculus: $\mathbb{C} \pi$

In this section we repeat the 5 steps process for the $\pi$-calculus.
Step 1. The types we are going to consider are the following ones

$$
t::=0|\mathbb{1}| c h^{+}(t)\left|\operatorname{ch}^{-}(t)\right| \operatorname{ch}(t)|\neg t| t \vee t \mid t \wedge t
$$

without any recursion. As customary $c h^{+}(t)$ is the type of channels on which one can expect to receive values of type $t, \operatorname{ch}^{-}(t)$ is the type of channels on which one is allowed to send values of type $t$, while $c h(t)$ is the type of channels on which one can send and expect to receive values of type $t$.

Step 2. The set-theoretic intuition of the above types is that they denote sets of channels. In turn a channel can be seen as a box that is tightly associated to the type of the objects it can transport. So $\operatorname{ch}(t)$ will be the set of all boxes for objects of type $t \mathrm{ch}^{-}(t)$ the set of all boxes in which one can put something of type $t$ while $c h^{+}(t)$ will be the set of boxes in which one expects to find something of type $t$. This yields the following interpretation

$$
\begin{aligned}
& \llbracket c h(t) \rrbracket=\{c \mid c \text { is a box for objects in } \llbracket t \rrbracket\} \\
& \llbracket c h^{+}(t) \rrbracket=\{c \mid c \text { is a box for objects in } \llbracket s \rrbracket \text { with } s \leq t\} \\
& \llbracket c h^{-}(t) \rrbracket=\{c \mid c \text { is a box for objects in } \llbracket t \rrbracket \text { with } s \geq t\} .
\end{aligned}
$$

Given the above semantic interpretation, from the viewpoint of types all the boxes of one given type $t$ are indistinguishable, because either they all belong to the interpretation of one type or they all do not. This implies that the subtyping relation is insensitive to the actual number of boxes of a given type. We can therefore assume that for every equivalence class of types, there is only one such box, which may as well be identified with $\llbracket t \rrbracket$, so that the intended semantics of channel types will be

$$
\begin{equation*}
\llbracket c h^{+}(t) \rrbracket=\{\llbracket s \rrbracket \mid s \leq t\} \quad \llbracket c h^{-}(t) \rrbracket=\{\llbracket s \rrbracket \mid s \geq t\} \tag{10}
\end{equation*}
$$

while the invariant channel type $\operatorname{ch}(t)$ will be interpreted as the singleton $\{\llbracket t \rrbracket\}$. Of course, there is a circularity in the definitions in (10), since the subtyping relation is not defined, yet. So we rather use the following interpretations $\llbracket c h^{+}(t) \rrbracket=\{\llbracket s \rrbracket \mid \llbracket s \rrbracket \subseteq \llbracket t \rrbracket\}$, $\llbracket c h^{-}(t) \rrbracket=\{\llbracket s \rrbracket \mid \llbracket s \rrbracket \supseteq \llbracket t \rrbracket\}$, which require to have a domain that satisfies $\{\llbracket t \rrbracket \mid t \in$ Types $\} \subseteq \mathcal{D}$. This is not straightforward but doable, as shown in [CNV05].

Step 3. As for the $\lambda$-calculus we can use the definition of the model given by to $\overline{\text { deduce }}$ some interesting relations. First of all, the reader may have already noticed that

$$
\operatorname{ch}(t)=\operatorname{ch}^{+}(t) \wedge c h^{-}(t)
$$

thus, strictly speaking, the $c h$ constructor is nothing but syntactic sugar for the intersection above (henceforth, we will no longer consider this constructor and concentrate on the covariant and contravariant channel type constructors). Besides this relation, far


Fig. 1. Deciding atomicity
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more interesting relations can be deduced and, quite remarkably, in many case this can be done graphically. Consider the definitions in (10): they tell us that the interpretation of $c h^{+}(t)$ is the set of the interpretations of all the types smaller than or equal to $t$. As such, it can be represented by the downward cone starting from $t$. Similarly, the upward cone starting from $t$ represents $\mathrm{ch}^{-}(t)$. This illustrated in Figure 1 where the upward cone B represents $c h^{-}(s)$ and the downward cone C represents $c h^{+}(t)$. If we now pass on Figure 2 we see that $c h^{-}(s)$ is the upward cone $\mathrm{B}+\mathrm{C}$ and $c h^{-}(t)$ is the upward cone $\mathrm{C}+\mathrm{D}$. Their intersection is the cone C , that is the upward cone starting from the least upper bound of $s$ and $t$ which yields the following equation

$$
\begin{equation*}
c h^{-}(s) \wedge \operatorname{ch}^{-}(t)=\operatorname{ch}^{-}(s \vee t) . \tag{11}
\end{equation*}
$$

Similarly, note that the union of $c h^{-}(s)$ and $c h^{-}(t)$ is given by $\mathrm{B}+\mathrm{C}+\mathrm{D}$ and that this is strictly contained in the upward cone starting from $s \wedge t$, since the latter also contains the region A , whence the strictness of the following containment:

$$
\begin{equation*}
\operatorname{ch}^{-}(s) \vee \operatorname{ch}^{-}(t) \lesseqgtr \operatorname{ch}^{-}(s \wedge t) . \tag{12}
\end{equation*}
$$

Actually, the difference of the two types in the above inequality is the region A which represents $c h^{+}(s \vee t) \wedge c h^{-}(s \wedge t)$, from which we deduce

$$
\operatorname{ch}^{-}(s \wedge t)=\operatorname{ch}^{-}(s) \vee c h^{-}(t) \vee\left(c h^{+}(s \vee t) \wedge c h^{-}(s \wedge t)\right)
$$

We could continue to devise such equations, but the real challenge is to decide whether two generic types are one subtype of the other. As in the case for $\lambda$-calculus we can reduce the problem of subtyping two types to the decision of the emptiness of a type (the difference of the two types). If we put this type in disjunctive normal form, then it comes to decide whether $\bigwedge_{i \in P} t_{i} \wedge \bigwedge_{j \in N} \neg t_{j}^{\prime}=\mathbb{O}$, that is whether $\bigwedge_{i \in P} t_{i} \leq \bigvee_{j \in N} t_{j}^{\prime}$. With the type constructors specific to $\mathbb{C} \pi$ this expands to $\bigwedge_{i \in I} c h^{+}\left(t_{1}^{i}\right) \wedge \bigwedge_{j \in J} c h^{-}\left(t_{2}^{j}\right) \leq \bigvee_{h \in H} c h^{+}\left(t_{3}^{h}\right) \vee$ $\mathrm{V}_{k \in K} c h^{-}\left(t_{4}^{k}\right)$. Since intersections can always be pushed inside type constructors (we saw it in (11) for $c h^{-}$types, the reader can easily check it for $c h^{+}$), then we end up with checking the following inequality:

$$
\begin{equation*}
c h^{+}\left(t_{1}\right) \wedge c h^{-}\left(t_{2}\right) \leq \bigvee_{h \in H} c h^{+}\left(t_{3}^{h}\right) \vee \bigvee_{k \in K} c h^{-}\left(t_{4}^{k}\right) \tag{13}
\end{equation*}
$$

This is indeed the most difficult part of the job, since while in some cases it is easy to decide the inclusion above (for instance, when $t_{2} \not \leq t_{1}$ since then the right-hand side is empty), in general, this requires checking whether a type is atomic, that is whether its only proper subtype is the empty type (for sake of simplicity the reader can think of the atomic types as the singletons of the type system ${ }^{6}$. The general case is treated in [CNV05], but to give an idea of the problem consider the equation above with only two types $s$ and $t$ with $t \lesseqgtr s$, and let us try to check if:

$$
\operatorname{ch}^{+}(s) \wedge \operatorname{ch}^{-}(t) \leq \operatorname{ch}^{-}(s) \vee \operatorname{ch}^{+}(t) .
$$

Once more, a graphic representation is quite useful. The situation is represented in Figure 1 where the region A represents the left-hand side of the inequality, while the region $B+C$ is the right hand side. So to check the subtyping above we have to check whether $A$ is contained in $B+C$. At first sight these two regions looks completely disjoint, but observe that they have at least two points in common, marked in bold in the figure (they are respectively the types $\operatorname{ch}(s)$ and $\operatorname{ch}(t)$ ). Now, the containment holds if the region A does not contain any other type besides these two. This holds true if and only if there is no other type between $s$ and $t$, that is if and only if $s \backslash t$ (i.e. $s \wedge \neg t$ ) is an atomic type.

Step 4. The next step is to devise a $\pi$-calculus that fits the type system we have just defined. Consider the dual of equation (12): 7

$$
\begin{equation*}
\operatorname{ch}^{+}(s) \vee c h^{+}(t) \lesseqgtr c h^{+}(s \vee t) \tag{14}
\end{equation*}
$$

and in particular the fact that the inclusion is strict. A suitable calculus must distinguish the two types above. The type on the left contains either channels on which we will always read $s$-objects or always read $t$-objects, while the type on the right contains channels on which objects of type $s$ or of type $t$ may arrive interleaved. If we use a channel with the left type and we can test the type of the first message we receive on it, then we can safely assume that all the following messages will have the same type. Clearly using in such a context a channel with the type on the right would yield a runtime type error, so the two types are observationally different. This seems to suggest that a suitable calculus should be able to test the types of the messages received on a channel, which yields to the following definition of the calculus:

```
Channels \(\quad \alpha::=x \mid c^{t}\)
Processes \(\quad P::=\bar{\alpha}(\alpha)\left|\sum_{i \in I} \alpha\left(x: t_{i}\right) P_{i}\right| P_{1} \| P_{2}\left|\left(v c^{t}\right) P\right|!P\)
```

The main difference with respect to the standard $\pi$-calculus is that we have introduced channel values, since a type-case must not be done on open terms. Thus, $c^{t}$ is a physical box that can transport objects of type $t$ : channels are tightly connected to the type of the objects they transport. Of course, restrictions are defined on channels, rather than

[^5]channel variables (since the latter could be never substituted). The type-case is then performed by the following reduction rule
$$
\bar{c}_{1}^{s}\left(c_{2}^{t}\right) \| \sum_{i \in I} c_{1}^{s}\left(x: t_{i}\right) P_{i} \quad \rightarrow \quad P_{j}\left[c_{2}^{t} / x\right] \quad \text { if } \operatorname{ch}(t) \leq t_{j}
$$

This is the usual $\pi$-calculus reduction with three further constraints: $(i)$ synchronisation takes place on channels (rather than on channel variables),(ii) it takes place only if the message is a channel value (rather than a variable), and (iii) only if the type of the message (which is $c h(t)$ ) matches the type $t_{j}$ of the formal parameter of the selected branch of the summation. The last point is the one that implements the type-case. It is quite easy to use intersection and negation types to force the various branches of the summation to be mutually exclusive or to obey to a first match policy. We leave it as an exercise to the reader.

As usual, the type system assigns a type to messages (i.e. channels) and checks well-typing of processes. It is very compact and we report it below

$$
\begin{aligned}
& \overline{\Gamma \vdash c^{t}: \operatorname{ch}(t)} \text { (chan) } \\
& \overline{\Gamma \vdash x: \Gamma(x)} \text { (var) } \quad \frac{\Gamma \vdash \alpha: s \leq_{\mathcal{B}} t}{\Gamma \vdash \alpha: t} \text { (subsum) } \\
& \frac{\Gamma \vdash P}{\Gamma \vdash\left(\mathrm{vc} c^{t}\right) P} \text { (new) } \quad \frac{\Gamma \vdash P}{\Gamma \vdash!P} \text { (repl) } \quad \frac{\Gamma \vdash P_{1} \quad \Gamma \vdash P_{2}}{\Gamma \vdash P_{1} \| P_{2}} \text { (para) } \\
& \underset{\substack{t \\
t_{i} \wedge t \neq 0}}{\leq \mathrm{V}_{i \in t_{i}}} \frac{\Gamma \vdash \alpha: c h^{+}(t) \quad \Gamma, x: t_{i} \vdash P_{i}}{\Gamma \vdash \sum_{i \in I} \alpha\left(x: t_{i}\right) \cdot P_{i}} \text { (input) } \quad \frac{\Gamma \vdash \beta: t \quad \Gamma \vdash \alpha: c h^{-}(t)}{\Gamma \vdash \bar{\alpha}(\beta)} \text { (output) }
\end{aligned}
$$

The rules are mostly self explaining. The only one that deserves some comments is (input), which checks that the channel $\alpha$ can be used to read, and that each branch is well-typed. Note the two side conditions of the rule: they respectively require that for every $t$ message arriving on $\alpha$ there must be at least one branch able to handle it (thus $t \leq \mathrm{V}_{i \in I} t_{i}$ forces summands to implement exhaustive type-cases), and that for every branch there must be some message that may select it (thus the $t_{i} \wedge t \neq \mathbb{0}$ conditions ensure the absence of dead branches). Also note that in the subsumption rule we have used the subtyping relation induced by the bootstrap model (the one we outlined in the previous step) and that in rule (new) the environment is the same in the premise and the conclusion since we restrict channels and not variables.
Step 5. The last step consists in verifying whether the set of values induces the same subtyping relation as the bootstrap model, which is indeed the case. Note that here the only values are the channel constants and that they are typed just by two rules, (chan) and (subsum). Note also that, contrary to the $\lambda$-calculus, we do not need to explicit consider in the typing rule intersections with negated types. This point will be discussed in Section 4.6

## 4 Challenges, Perspectives, and Open Problems

In the previous sections we gave a brief overview of the semantic subtyping approach and a couple of instances of its application. Even though we have done drastic simplifications to the calculi we have considered, this should have given a rough idea of
the basic mechanisms and constitute a sufficient support to understand the challenges, perspectives, and open problems we discuss next.

### 4.1 Atomic Types

We have shown that in order to decide the subtyping relation in $\mathbb{C} \pi$ one must be able to decide the atomicy of the types (more precisely, one must be able to decide whether a type contains a finite number of atomic types and, if this is the case, to enumerate them). Quite surprisingly the same problem appears in $\lambda$-calculus (actually, in any semantic subtyping based system) as soon as we try to extend it with polymorphic types. Imagine that we embed our types with type variables $X, Y, \ldots$. Then the "natural" (semantic) extension of the subtyping relation is to quantify the interpretations over all substitutions for the type variables:

$$
\begin{equation*}
t_{1} \leq t_{2} \quad \stackrel{\text { def }}{\Longleftrightarrow} \quad \forall s . \llbracket t_{1}[s / X] \rrbracket \subseteq \llbracket t_{2}[s / X] \rrbracket . \tag{15}
\end{equation*}
$$

Consider now the following inequality (taken from [HFC05]) where $t$ is a closed type

$$
\begin{equation*}
(t, X) \leq(t, \neg t) \vee(X, t) \tag{16}
\end{equation*}
$$

We may need to check such an inequality when type-checking the body of a function polymorphic in $X$ where we apply a function whose domain is the type on the right to an argument of the type on the left.

It is easy to see that this inequality holds if and only if $t$ is atomic. If $t$ is not atomic, then it has at least one non-empty proper subtype, and (15) does not hold when we substitute this subtype for $X$. If instead $t$ is atomic, then for all $X$ either $t \leq X$ or $t \leq$ $\neg X$ : if the second case holds then $X$ is contained in $\neg t$, thus the left hand type of the inequality is included in the first clause on the right hand type. If $X$ does contain $t$, then all the elements on the left except those in $(t, t)$ are included by the first clause on the right, and the elements in $(t, t)$ are included by the second clause.

Note that the example above does not use any fancy or powerful type constructor, such arrows or channels: it only uses products and type variables. So the problem we exposed is not a singularity but applies to all polymorphic extensions of semantic subtyping where, once more, deciding subtyping reduces to deciding whether some type is atomic or not.

Since these atomic types pop out so frequently a first challenge is understanding why this happens and therefore how much the semantic subtyping technique is tightened to the decidability of atomicity. In particular, we may wonder whether it is reasonable and possible to study systems in which atomic types are not denotable so that the set of subtypes of a type is dense.

### 4.2 Polymorphic Types

The previous section shows that the atomic types problem appears both in $\mathbb{C} \pi$ and in the study of polymorphism for $\mathbb{C}$ Duce. From a theoretical viewpoint this is not a real problem: in the former case Castagna et al. [CNV05] show atomicity to be decidable, which implies the decidability of the subtyping relation; in the functional case Hosoya et al. [HFC05] argue that the subtyping relation based on the substitution interpretation can be reduced to the satisfiability of a constraint system with negative constraints.

However, from a practical point of view the situation is way more problematic, probably not in the case of $\mathbb{C} \pi$, since it is not intended for practical immediate applications, but surely is in the case targeted by Hosoya et al. since the study performed there is intended to be applied to programming languages, and no practical algorithm to solve this case is known. For this reason in [HFC05] a different interpretation of polymorphic types is given. Instead of interpreting type variables as "place holders" where to perform substitutions, as stated by equation (15), they are considered as "marks" that indicate the parametrised subparts of the values. The types are then interpreted as sets of marked values (that is, usual values that are marked by type variables in the correspondence of where these variables occur in the type), and are closed by mark erasure. Once more, subtyping is then set containment (of mark-erasure closed sets of marked values) which implies that the subtyping relation must either preserve the parametrisation (i.e. the marks), or eliminate part of it in the supertype. More specifically, this requires that the type variables in the supertype are present in the same position in the subtype. This rules out critical cases such as the one of equation (16) which does not hold since no occurrence of $X$ in the type on the left of the equation corresponds to the $X$ occurring in the type on the right.

Now, the marking approach works because the only type constructor used in [HFC05] is the product type, which is covariant. This is enough to model XML types, and the polymorphism one obtains can be (and actually is) applied to the XDuce language. However, it is still matter of research how to implement the marking approach in the presence of contravariant type constructors: first and foremost in the presence of arrow types, as this would yield the definition of a polymorphic version of $\mathbb{C}$ Duce; but also, it would be interesting to study the marking approach in the presence of the contravariant $c h^{-}$type constructor, to check how it combines with the checks of atomicity required by the mix with the $\mathrm{ch}^{+}$constructor, and see whether markings could suggests a solution to avoid this check of atomicity.

On a different vein it would be interesting to investigate the relation between parametricity (as intended in Rey83, ACC93, LMS93) and the marking approach to polymorphism. According to parametricity, a function polymorphic (parametric) in a type variable $X$ cannot look at the elements of the argument which have type $X$, but must return them unmodified. Thus with respect to those elements, the function is just a rearranging function and it behaves uniformly on them whatever the actual type of these elements is. Marks have more or less the same usage and pinpoint those parts of the argument that must be used unchanged to build the result (considering the substitution based definition of the subtyping relation would correspond to explore the semantic properties of the type parameters, as the example of equation (16) clearly shows). However, by the presence of "ad hoc" polymorphism (namely, the type-case construction evocated in Footnote 5 and discussed in Section 4.5) the polymorphic functions in [HFC05] can look at the type of the parametric (i.e. marked) parts of the argument, decompose it, and thus behave differently according to the actual type of the argument. Therefore, while the marking approach and parametric polymorphism share the fact that values of a variable type are never constructed, they differ in presenting a uniform behaviour whatever the type instantiating a type variable is.

Another direction that seems worth pursuing is to see if it is possible to recover part of the substitution based polymorphic subtyping as stated by equation (15), especially in $\mathbb{C} \pi$ where the test of atomicity is already necessary because of the presence of the covariant and contravariant cones.

Finally, one can explore a more programming language oriented approach and check whether it is possible to define reasonable restrictions on the definition of polymorphic functions (for instance by allowing polymorphism to appear only in top-level functions, by forbidding a type variable to occur both in covariant and in contravariant position, by constraining the use of type variables occurring in the result type of polymorphic functions, etc.) so that the resulting language provides the programmer with sufficient polymorphism for practical usage, while keeping it simple and manageable.

### 4.3 The Nature of Semantic Subtyping

The importance of atomic types also raises the question about the real nature of the semantic subtyping, namely, is semantic subtyping just a different way to axiomatise a subtyping relation that could be equivalently axiomatised by classic syntactic techniques, or is it something different? If we just look at the $\mathbb{C D u c e}$ case, then the right answer seems to be the first one. As a matter of facts, we could have probably arrived to define the same system without resorting to the bootstrapping technique and the semantic interpretation, but just finding somehow the formulae (6) and (7) and distributing them at the premises of some inference rules in which the types (4) and (5) are equated to 0 . Or alternatively we could have arrived to this system by looking at the axiomatisation for the positive fragment of the $\mathbb{C D u c e}$ type system given in [DCFGM02], and trying to extend it to negation types.

But if we consider $\mathbb{C} \pi$, then we are no longer sure about the right answer. In Section 3 we just hinted at the fact that checking subtyping involves checking whether some types are atomic, but we did not give further details. The complete specification can be found in Theorem 2.6 of [CNV05], and involves the enumeration of all the atomic types of a finite set. Looking at that definition, it is unclear whether it can be syntactically axiomatised, or defined with a classical deduction system. Since the relation is proved to be decidable, then probably the answer is yes. But it is clear that finding such a solution without resorting to semantic techniques would have been very hard, if not impossible. And in any case one wonders whether in case of a non decidable relation this would be possible at all.

As a matter of facts, we do not know whether the semantic subtyping approach is an innovative approach that yields to the definition of brand new type systems or it is just a new way to define old systems (or rather, systems that could be also defined in the good old syntactic way). Whichever the answer is, it seems interesting trying to determine the limits of the semantic subtyping approach, that is, its degree of freedom. More precisely, the technique to "close the circle" introduced in [FCB02] and detailed in [CF05] is more general than the one presented here in the introduction. Instead of defining a particular model it is possible to characterise a class of models which are those that induce the same containment relation as the intended semantics (that is, that satisfy an equation such as (10) but customised for the type constructors at issue). This relies on the definition of an auxiliary function-called the extensional interpretation [FCB02]-
which fixes the intended semantics for the type constructors. So a more technical point is to investigate whether and to which extent it is possible to systematise the definition of the extensional interpretation. Should one start with a given model of values and refine it, or rather try to find a model and then generalise it? And what are the limits of such a definition? For instance, is it possible to define an extensional interpretation which induces a containment where the inequality (14) is an equality? And more generally is it possible to characterise, even roughly, the semantic properties that could be captured by a model? Because, as we show in the next section, there are simple extensions of the type systems we met so far for which a model does not exist.

### 4.4 Recursive Types and Models

As we said at the end of the introduction, to complete the 5 steps of the semantic subtyping approach is far from being trivial. One of the main obstacles, if not the main one, may reside in the definition of a model. Not only that the model may be hard to find, but also that sometimes it does not exist. A simple illustration of this can be given in $\mathbb{C} \pi$. In the first step of the definition of $\mathbb{C} \pi$ in Section 3 we carefully specified that the types were not recursive: as pointed out in [CNV05], if we allow recursion inside channel types, then there does not exist any model. To see why, consider the following recursive type:

$$
t=\operatorname{int} \vee(\operatorname{ch}(t) \wedge \operatorname{ch}(\operatorname{int}))
$$

If we had a model, then either $t=$ int or $t \neq \operatorname{int}$ hold. Does $t=$ int? Suppose it does, then $\operatorname{ch}(t) \wedge \operatorname{ch}($ int $)=\operatorname{ch}($ int $)$ and int $=t=$ int $\vee \operatorname{ch}($ int $)$, which is not true since $c h(i n t)$ is not contained in int. Therefore it must be $t \neq$ int. According to our semantics this implies $\operatorname{ch}(t) \wedge \operatorname{ch}($ int $)=\mathbb{0}$, because they are interpreted as two distinct singletons (whence the invariance of $c h$ types). Thus $t=\operatorname{int} \vee \mathbb{O}=\operatorname{int}$, contradiction. The solution is to avoid recursion inside channel types, for instance by requiring that on every infinite branch of a regular type there are only finitely many occurrences of the channel type constructors. Nevertheless, this is puzzling since the natural extension with recursion is inconsistent.

It is important to notice that this problem is not a singularity of $\mathbb{C} \pi$ : it also appears in CDuce as soon as we extend its type system by reference types, as explained in [CF05]. This raises the problem to understand what the non-existence of a model means. Does it correspond to a limit of the semantic subtyping approach, a limit that some different approach could overcome, or does it instead characterise some mathematical properties of the semantics of the types, by reaching the limits that every semantic interpretation of these types cannot overcome?

Quite remarkably the restriction on recursive types in $\mathbb{C} \pi$ can be removed, by moving to a local version of the calculus [Mer00], where only the output capability of a channel can be communicated. This can be straightforwardly obtained by restricting the syntax of input processes so that they only use channel constants (that is, $\sum_{i \in I} c^{t}\left(x: t_{i}\right) P_{i}$ instead of $\left.\sum_{i \in I} \alpha\left(x: t_{i}\right) P_{i}\right)$, which makes the type $c h^{+}(t)$ useless. Without this type, the example at the beginning of this section cannot be constructed (by removing $\operatorname{ch}^{+}(t)$ we also remove $\operatorname{ch}(t)$ which is just syntactic sugar) and indeed it is possible build a model of the types with full recursion. The absence of input channel types makes also the decision algorithm considerably simpler since equation (13) becomes:

$$
\begin{equation*}
c h^{-}(s) \leq \bigvee_{k \in K} c h^{-}\left(t_{k}\right) \tag{17}
\end{equation*}
$$

and it is quite easy to check (e.g. graphically) that (17) holds if and only if there exists $k \in K$ such that $t_{k} \leq s$. Last but not least, the types of the local version of of $\mathbb{C} \pi$ are enough to encode the type system of $\mathbb{C D u c e}$ (this is shown in Section4.7). However, as we discuss in Section 4.6, new problems appear (rather, old problems reappear). So the approach looks like too a short blanket, that if you pull it on one side uncovers other parts and seems to reach the limits of the type system.

### 4.5 Type-Case and Type Annotations

Both $\mathbb{C}$ Duce and $\mathbb{C} \pi$ make use of type-case constructions. In both cases the presence of a type-case does not look strictly necessary to the development, but it is strongly supported, if not induced, by some semantic properties of the models. We already discussed these points while presenting the two calculi.

For $\mathbb{C}$ Duce we argued that equation (8) and in particular the fact that the subtyping inequality it induces

$$
\begin{equation*}
\left(t_{1} \vee t_{2}\right) \rightarrow\left(s_{1} \wedge s_{2}\right) \lesseqgtr\left(t_{1} \rightarrow s_{1}\right) \wedge\left(t_{2} \rightarrow s_{2}\right) \tag{18}
\end{equation*}
$$

is in general strict, suggests the inclusion of overloaded function in the language to distinguish the two types: an overloaded function can have different behaviour for $t_{1}$ and $t_{2}$, so it can belong to the right hand side, and not to the left hand side where all the functions uniformly return results in the intersection of $s_{1}$ and $s_{2}$. Of course, from a strict mathematical point of view it is not necessary for a function to be able to distinguish on the type of their argument in order to be in the right hand side but not in the left one: it suffices that it takes, say, a single point of $t_{1}$ into $s_{1} / s_{2}$ to be in the difference of the two types. If from a mathematical viewpoint this is the simplest solution from a programming language point of view, this is not the easy way. Indeed we want to be able to program this function (as long as we want that the model based on values induces the same subtyping relation as the bootstrap model). Now imagine that $t_{1}$ and $t_{2}$ are function types. Then a function which would have a different behaviour on just one point could not be programmed by a simple equality check on the input (such as "if the input is the point at issue then return a point in $s_{1} / s_{2}$ otherwise return something in $s_{2}{ }^{\prime \prime}$ ) as we cannot check equality on functions: the only thing that we can do is to apply them. This would imply a non trivial construction of classes of functions which have a distinguished behaviour on some specific points. It may be the case that such construction does not result technically very difficult (even if the presence of recursive types suggests the contrary). However constructing it would not be enough since we should also type-check it and, in particular, to prove that the function is typed by the difference of the two types in (18): this looks as an harder task. From a programming language perspective the easy mathematical solution is the difficult one, while the easy solution, that is the introduction of type-cases and of overloaded functions, has a hard mathematical sense (actually some researchers consider it as a mathematical non-sense).

For $\mathbb{C} \pi$ we raised a similar argument about the strictness of

$$
c h^{+}(s) \vee c h^{+}(t) \lesseqgtr c h^{+}(s \vee t)
$$

The presence of a type-case in the processes is not strictly necessary to the existence of the model (values do not involve processes but just messages) but it makes the two types observationally distinguishable. One could exclude the type-case from the language, but then we would have a too restrictive subtyping relation because it would not let values in the right type to be used where values of the left type are expected, even if the two types would not be operationally distinguishable: it would be better in that case to have the equality hold (as in the system defined by Hennessy and Riely [HR02] where no type-case primitive is present).

These observations make us wonder how much the semantic subtyping approach is bound to the presence of a type-case. We also see that if for instance in $\mathbb{C D}$ Dee we try to provide a language without overloading, the formal treatment becomes far more difficult (see Section 5.6 of [Fri04]). Therefore one may also wonder whether the semantic subtyping approach is unfit to deal with languages that do not include a type case. Also, since we have a type-case, then we annotated explicitly by their type some values: $\lambda$-abstractions in $\mathbb{C}$ Duce and channel constants in $\mathbb{C} \pi$. One may wonder if any form of partial type reconstruction is possibl $8^{8}$, and reformulate the previous question as whether the semantic subtyping approach is compatible with any form of type reconstruction.

The annotations on the $\lambda$-abstractions raise even deeper questions. Indeed all the machinery on $\lambda$-calculus works because we added these explicit annotations. The point is that annotations and abstractions constitute an indissociable whole, since in the presence of a type-case the annotations observably change the semantics of the abstractions: using two different annotations on the same $\lambda$-abstraction yields two different behaviours of the program they are used in. For instance $\lambda^{\text {Odd } \rightarrow \text { Odd } \wedge \text { Even } \rightarrow \text { Even }} x . x$ will match a type-case on $O d d \rightarrow O d d$ while $\lambda^{\text {Int } \rightarrow I n t} x . x$ will not. We are thus deeply changing the semantics of the elements of a function space, or at least of the $\lambda$-terms as usually intended. This raises a question which is tighten to-but much deeper than-the one raised by Section 4.3, namely which is the mathematical or logical meaning of the system of $\mathbb{C D u c e}$, and actually, is there any? A first partial answer to this question has been answered by Dezani et al. [DCFGM02] who showed that the subtyping relation induced by the model of Section 2 restricted to its positive part (that is arrows, unions, intersections but no negations) coincides with the relevant entailment of the $\mathbf{B}_{+}$logic (defined 30 years before). However, whether analogous characterisations of the system with negation exist is still an open question. This seems a much more difficult task since the presence of negation requires deep modifications in the semantics of functions and in their typing. Thus, it still seems unclear whether the semantic subtyping technique for $\lambda$-calculus is just a syntactic hack that makes all the machinery work, or it hides some underlying mathematical feature we still do not understand.

### 4.6 Language with Enough Points and Deduction of Negations

We have seen in step 4 of Section2, that lambda abstractions are typed in an unorthodox way, since the rule (abstr) can subtract any finite number of arrow types as long as the type is non-empty. In step 5 of the same section we justified this rule by the fact that we wanted a language that provided enough values to inhabit all the non-empty types.

[^6]This property is important for two reasons: $(i)$ if the bootstrap model and the model of values induce the same subtyping relation, then it is possible to consider types as set of values, which is an easier concept to reason on (at least for a programmer) than the bootstrap model, and (ii) if two different types cannot be distinguished by a value than we would have too a constraining type system, since it would forbid to interchange the values of the two types even though the types are operationally indistinguishable.

The reader may have noticed that we do not have this problem in $\mathbb{C} \pi$. Indeed given a value, that is a channel $c^{t}$, it is possible to type it with the negation of all channel types that cannot be deduced for it. In particular we can deduce for $c^{t}$ the types $\neg \mathrm{ch}^{+}\left(s_{1}\right)$ and $\neg c h^{-}\left(s_{2}\right)$ for all $s_{1} \nsupseteq t$ and $s_{2} \not \leq t$, and this is simply obtained by subsumption, since it is easy to verify that all these types are supertypes of the minimum type deduced for $c^{t}$ that is $c h^{+}(t) \wedge c h^{-}(t)$. For instance if $s_{1} \nsupseteq t$ then $c h^{-}(t) \leq \neg c h^{+}\left(s_{1}\right)$ and so is the intersection.

But subsumption does not work in the case of $\mathbb{C D u c e}$ : to deduce by subsumption that $\lambda^{\text {Int } \rightarrow \text { Int } x . ~}(x+3): \neg($ Bool $\rightarrow$ Bool $)$ one should have Int $\rightarrow$ Int $\leq \neg($ Bool $\rightarrow$ Bool $)$, which holds if and only if Int $\rightarrow$ Int $\wedge$ Bool $\rightarrow$ Bool is empty, which is not since it contains the overloaded functions of the corresponding type.

Interestingly, the same problem pops up again if we consider the local version of $\mathbb{C} \pi$. In the absence of covariant channels it is no longer possible to use the same rules to deduce that $c^{t}$ has type $\neg c h^{-}(s)$ for $s \not \leq t$. Indeed we can only deduce that $c^{t}: \operatorname{ch}^{-}(t)$ and this is not a subtype of $\neg c h^{-}(s)$ (since $\operatorname{ch}^{-}(t) \wedge c h^{-}(s)$ is non-empty: it contains $c^{s \vee t}$ ), thus subsumption does not apply and we have to modify the rule for channels, so that is uses the same techniques as (abstr):

$$
\frac{t_{i} \notin t}{\Gamma \vdash c^{t}: \operatorname{ch}^{-}(t) \wedge \neg c h^{-}\left(t_{1}\right) \wedge \ldots \wedge \neg c h^{-}\left(t_{n}\right)} \text { (chan) }
$$

Having rules of this form is quite problematic. First because one loses the simplicity and intuitiveness of the approach, but more importantly because the system no longer satisfies the minimum typing property, which is crucial for the existence of a typing algorithm. The point is that the minimum "type" of an abstraction is the intersection of the type at its index with all the negated arrow types that can be deduced for it. But this is not a type since it is an infinite intersection, while in our type system only finite intersections are admitted ${ }^{9}$ In order to recover the minimum typing property and define a type algorithm, Alain Frisch [Fri04] introduces some syntactic objects, called schemas, that represent in a finite way the infinite intersection above, but this does not allow the system to recover simplicity and makes it lose its set-theoretic interpretation.

Here it is, thus, yet another problematic behaviour shared between $\mathbb{C D u c e}$ and $\mathbb{C} \pi$. So once more the question is whether this problem is a limitation of semantic subtyping or it is implicit in the usage of negation types. And as it can be "solved" in the case case of $\mathbb{C} \pi$ by considering the full system instead of just the local version, is it possible to find similar (and meaningful) solutions in other cases (notably for $\mathbb{C D u c e}$ )?

[^7]Finally, it would be interesting to check whether the semantic subtyping type system could be used to define a denotational semantics of the language by relating the semantic of an expression with the set of its types and (since our type system is closed by finite intersections and subsumption) build a filter model [BCD83].

### 4.7 The Relation Between $\mathbb{C} \pi$ and $\mathbb{C}$ Duce

There exist several encodings of the $\lambda$-calculus into the $\pi$-calculus (see part VI of [SW02] for several examples), so it seems interesting to study whether the encoding of $\mathbb{C}$ Duce into $\mathbb{C} \pi$ is also possible. In particular we would like to use a continuation passing style encoding as proposed in Milner's seminal work [Mil92] according to which a $\lambda$-abstraction is encoded as a (process with a free) channel that expects two messages, the argument to which the function must be applied and a channel on which to return the result of the application. Of course, in the $\mathbb{C D u c e} / \mathbb{C} \pi$ case a translation would be interesting only if it preserved the properties of the type system, in particular the subtyping relation. In other terms, we want that our translation $\left\{\}\}\right.$ : Types $\mathbb{C d u c e} \rightarrow$ Types $_{\mathbb{C} \pi}$ satisfies the property $t=\mathbb{0}$ if and only if $\{\{t\}\}=\mathbb{0}$ (or equivalently $s \leq t$ iff $\{\{s\}\} \leq\{\{t\}$ ).

Such an encoding can be found in a working draft we have been writing with Mariangiola Dezani and Daniele Varacca [CDV05]. The work presented there starts from the observation that the natural candidate for such an encoding, namely the typed translation used in [SW02] for $\lambda V^{\rightarrow}$ (the simply-typed call-by-value $\lambda$-calculus) and defined as $\{\{s \rightarrow t\}\}=c h^{-}\left(\{\{s\}\} \times c h^{-}(\{\{t\}))\right.$ does not work for $\mathbb{C D u c e} \mathbb{C} \pi$ (from now on we will omit the inner mapping parentheses and write $\mathrm{ch}^{-}\left(s \times \mathrm{ch}^{-}(t)\right)$ instead). This can be seen by considering that the following equality holds in $\mathbb{C}$ Duce

$$
\begin{equation*}
s \rightarrow(t \wedge u)=(s \rightarrow t) \wedge(s \rightarrow u) \tag{19}
\end{equation*}
$$

while if we apply the encoding above, the translation of the left hand side is a subtype of the translation of the right hand side but not viceversa. Once more, this is due to the strictness of some inequality, since the translation of the codomain of the left hand side $\mathrm{ch}^{-}(t \wedge u)$, contains the translation of the codomains of the right hand side $\mathrm{ch}^{-}(t) \vee$ $c h^{-}(u)$ (use equation (11) and distribute union over product) but not viceversa.

So the idea of [CDV05] is to translate $s \rightarrow t$ as $\operatorname{ch}^{-}\left(s \times c h^{\lambda}(t)\right)$ where $c h^{\lambda}(t)$ is a type that is $(i)$ contravariant (since it must preserve the covariance of arrow codomains), (ii) satisfies $c h^{\lambda}(t \wedge u)=c h^{\lambda}(t) \vee c h^{\lambda}(u)$ (so that it preserves equation (19) ) and (iii) is a supertype of $\operatorname{ch}^{-}(t)$ (since we must be able to pass on it the channel on which the result of the function is to be returned).

Properties $(i)$ and (ii) can be satisfied by adding a double negation as for $\neg c h^{-}(\neg t)$ : the double negation preserves the contravariance of $\mathrm{ch}^{-}$while the inner negation by De Morgan's laws yields the distributivity of the union. For (iii) notice that $\neg c h^{-}(\neg t) \backslash$ $c h^{-}(t)=\operatorname{ch}(\mathbb{1})$, so it suffices to add the missing point by defining $c h^{\lambda}(t)=\neg c h^{-}(\neg t) \vee$ $\operatorname{ch}(\mathbb{1})$. With such a definition the translation $c h^{-}\left(s \times c h^{\lambda}(t)\right)$ has the wanted properties. Actually, in [CDV05] it is proved that the three conditions above are necessary and sufficient to make the translation work, which induces a class of possible translations parametric in the definition of $c h^{\lambda}$ (see [CDV05] for a characterisation of the choices for $\left.c h^{\lambda}\right) . c h^{\lambda}(t)$ is a supertype of $c h^{-}(t)$ but the latter is also the greatest channel type contained in $c h^{\lambda}(t)$. So there is gap between $c h^{\lambda}(t)$ and $c h^{-}(t)$ which constitutes the definition space of $c h^{\lambda}(t)$. What is the meaning of this gap, that is of $c h^{\lambda}(t) \backslash c h^{-}(t)$ ? We do
not know, but it is surely worth of studying, since it has important consequences also in the interpretation of terms. The translation of terms is still work in progress, but we want here hint at our working hypotheses since they outline the importance of $\mathrm{ch}^{\lambda}(t) \backslash \mathrm{ch}^{-}(t)$. We want to give a typed translation of terms, where the translation of a term $e$ of type $t$ is a process with only one unrestricted channel $\alpha$ of type $c h^{-}(\{t\})$ ) (intuitively, this is the channel on which the process writes the result of $e$ ). We note this translation as $\{\{e\}\} \alpha$. Consider the rule (abstr) for functions and note that the body of an abstraction is typed several times under several assumptions. If we want to be able to prove that the translation preserves typing, then the translation must mimic this multiple typing. This can be done in $\mathbb{C} \pi$ by using a summation, and thus by translating $\lambda^{\wedge_{i \in I} s_{i} \rightarrow t_{i}} x . e$ into a process that uses the unrestricted channel $\alpha: \operatorname{ch}^{-}\left(\left\{\left\{\wedge_{i \in I} s_{i} \rightarrow t_{i}\right\}\right\}\right)=\operatorname{ch}^{-}\left(\operatorname{ch}^{-}\left(\mathrm{V}_{i \in I}\left(s_{i} \times \operatorname{ch}^{\lambda}\left(t_{i}\right)\right)\right)\right)$ as follows:

$$
\left\{\left\{\lambda^{\wedge_{i \in I} s_{i} \rightarrow t_{i}} x . e\right\}_{\alpha}=\left(v f^{\vee_{i \in I}\left(s_{i} \times c h^{\lambda}\left(t_{i}\right)\right)}\right)\left(\bar{\alpha}(f) \|!\sum_{i \in I} f\left(x: s_{i}, r: c^{-}\left(t_{i}\right)\right)\left\{\{e\}_{r}\right)\right.\right.
$$

Unfortunately, the translation above is not correct since it is not exhaustive. More precisely, it does not cover the cases in which the second argument is in $c h^{\lambda}\left(t_{i}\right) \backslash \operatorname{ch}^{-}\left(t_{i}\right)$ : to type $\{\{e\}\}_{r}$ the result channel $r$ must have type $\operatorname{ch}^{-}\left(t_{i}\right)$ (since the only types the $\mathbb{C D u c e}$ type system deduces for $e$ are the $t_{i}$ 's), but the encoding of arrow types uses $c h^{\lambda}\left(t_{i}\right)$ in second position. Thus, it seems important to understand what the difference above means. Is it related to the negation of arrow types in the (abstr) rule? Note that in this section we worked on the local version of $\mathbb{C} \pi$, so we have recursive types (Section 4.4) but also negated channels in the (chan) typing rule (Section4.6). If for local $\mathbb{C} \pi$ we use the rule without negations then $c h^{\lambda}(t) \backslash c h^{-}(t)=\varnothing$, so the encoding above works but we no longer have a consistent type system. We find again that our blanket is too short to cover all the cases. Is this yet another characterisation of some limits of the approach? Does it just mean that Milner's translation is unfit to model overloading? Or does it instead suggest that the encoding of $\mathbb{C D u c e}$ into $\mathbb{C} \pi$ has not a lot of sense and that we had better study how to integrate $\mathbb{C D u c e}$ and $\mathbb{C} \pi$ in order to define a concurrent version of $\mathbb{C D u c e}$ ?

### 4.8 Dependent Types

As a final research direction for the semantic subtyping we want to hint at the research on dependent types. Dependent types raise quite naturally in type systems for the $\pi$ calculus (e.g. YH00, Yos04]), so it seems a natural evolution of the study of $\mathbb{C} \pi$. Also, dependent types in the $\pi$-calculus are used to check the correctness of cryptographic protocols (see the research started by Gordon and Jeffrey [GJ01]) and unions, intersections, and negations of types look very promising to express properties of programs. Thus, it may be worth of study the definition of an extension of Gordon an Jeffrey systems with semantic subtyping, especially in the light of the connection of the latter with XML and the use of this in protocols for webservices.

Also quite interesting would be to study the extension of first order dependent type theory $\lambda \Pi$ [HHP93]. As far as we know, all the approaches to add subtyping to $\lambda \Pi$ are quite syntactic, since the subtyping relation is defined on $\beta_{2}$ normal forms (see for instance [AC96] or, for an earlier proposal, [Pfe93]). Even more advanced subtype systems, such as [CC01, Che99], still relay on syntactic properties such as the strong normalisation of the $\beta_{2}$-reduction, since the subtyping rules essentially mimic the $\beta_{2}-$ reduction procedure. It would then be interesting to check whether the semantic sub-
typing approach yields a more semantic characterisation of the subtyping relation for dependent types.

## 5 Conclusion

The goal of this article was twofold: $(i)$ to give an overview of the semantic subtyping approach and an aperçu of its generality by applying it both to sequential and concurrent systems and (ii) to show the new questions it raises. Indeed we were much more interested in asking questions than giving answers, and it is in this perspective that this paper was written. Some of the questions we raised are surely trivial or nonsensical, some others will probably soon result as such, but we do hope that at least one among them will have touched some interesting mathematical problem being worth of pursuing. In any case we hope to have interested the reader in this approach.
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# Biological Systems as Reactive Systems 

Luca Cardelli

Microsoft Research
Systems Biology is a new discipline aiming to understand the behavior of biological systems as it results from the (non-trivial, "emergent") interaction of biological components. We discuss some biological networks that are characterized by simple components, but by complex interactions. The components are separately described in stochastic pi-calculus, which is a "programming language" that should scale up to description of large systems. The components are then wired together, and their interactions are studied by stochastic simulation. Subtle and unexpected behavior emerges even from simple circuits, and yet stable behavior emerges too, giving some hints about what may be critical and what may be irrelevant in the organization of biological networks
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#### Abstract

The use of mobile agents is becoming increasingly popular when computing in networked environments, ranging from Internet to the Data Grid, both as a theoretical computational paradigm and as a system-supported programming platform.

In networked systems that support autonomous mobile agents, the main theoretical concern is how to develop efficient agent-based system protocols; that is, to design protocols that will allow a team of identical simple agents to cooperatively perform (possibly complex) system tasks.

The computational problems related to these operations are definitely non trivial, and a great deal of theoretical research is devoted to the study of conditions for the solvability of these problems and to the discovery of efficient algorithmic solutions.

At a practical level, in these environments, security is the most pressing concern, and possibly the most difficult to address. Actually, even the most basic security issues, in spite of their practical urgency and of the amount of effort, must still be effectively addressed.

Among the severe security threats faced in distributed mobile computing environments, two are particularly troublesome: harmful agent (that is, the presence of malicious mobile processes), and harmful host (that is, the presence at a network site of harmful stationary processes). The former problem is particularly acute in unregulated non-cooperative settings such as Internet (e.g., e-mail transmitted viruses). The latter not only exists in those settings, but also in environments with regulated access and where agents cooperate towards common goals (e.g., sharing of resources or distribution of a computation on the Grid). In fact, a local (hardware or software) failure might render a host harmful.

In this talk I will concentrate on two security problems, one for each type: locating a black hole, and capturing an intruder; I will describe the recent algorithmic solutions and remaining open questions for both problems.
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#### Abstract

A set of $n$ points in the plane is in equiangular configuration if there exist a center and an ordering of the points such that the angle of each two adjacent points w.r.t. the center is $\frac{360^{\circ}}{n}$, i.e., if all angles between adjacent points are equal. We show that there is at most one center of equiangularity, and we give a linear time algorithm that decides whether a given point set is in equiangular configuration, and if so, the algorithm outputs the center. A generalization of equiangularity is $\sigma$-angularity, where we are given a string $\sigma$ of $n$ angles and we ask for a center such that the sequence of angles between adjacent points is $\sigma$. We show that $\sigma$-angular configurations can be detected in time $O\left(n^{4} \log n\right)$.


Keywords: Weber point, equiangularity, $\sigma$-angularity, design of algorithms, computational geometry.

## 1 Introduction

We study how to identify geometric configurations that are in a sense generalizations of stars: a set of $n$ distinct points $P$ in the plane is in equiangular configuration if there exists a point $c \notin P$ - the center of equiangularity - and an ordering of the points such that each two adjacent points form an angle of $\frac{360^{\circ}}{n}$ w.r.t. $c$ (see Figure 1(a)).

Obviously, if all points have the same distance from the center, then they form a regular star. Note that we exclude the special case that any of the given points is at center $c$. Furthermore, observe that the number of points in equiangular configurations can be odd or even, and that any set of two points is always in equiangular configuration. In the remainder of this paper, we will consider only point sets with at least three points.

There is a strong connection between equiangular configurations and Weber points, which are defined as follows: a point $w$ is a Weber point of point set $P$ if it minimizes $\sum_{p \in P}|p-x|$ over all points $x$ in the plane, where $|p-x|$ denotes the Euclidean distance between $p$ and $x$ [8]. Hence, a Weber point minimizes the sum of all distances between itself and all points in $P$. The Weber point for an arbitrary point set is unique except for the case of an even number of points which are all on a line [3]. We will show that the center of equiangularity, if it


Fig. 1. Example of (a) equiangular configuration with $n=5$; (b) $\sigma$-angular configuration with $n=9$, where $\sigma=\left(31^{\circ}, 45^{\circ}, 14^{\circ}, 31^{\circ}, 49.5^{\circ}, 68.5^{\circ}, 76^{\circ}, 31^{\circ}, 14^{\circ}\right)$; and (c) biangular configuration with $n=8$.
exists, is a Weber point; thus, there is at most one center of equiangularity for $n \geq 3$ points that are not on a line. Obviously, we could check easily whether a given set of points is in equiangular configuration if we could find their Weber point. Unfortunately, no efficient algorithms are known to find the Weber point in general; even worse, it can be shown that the Weber point cannot even be computed using radicals [2]. Hence, other algorithms are necessary, which we will develop throughout this paper. The algorithm we will present for identifying equiangularity has an interesting implication on Weber points: If $n$ points are in equiangular configuration, then we can use our algorithm to compute their Weber point. This is rather surprising, since such results are known for only few other patterns (e.g. all points are on a line), whereas this does not hold in general for many easy-looking geometric pattern: for instance, it has been shown that it is hard to find the Weber point even if all points are on a circle 5 .

A generalization of equiangularity is $\sigma$-angularity, where we are given a string $\sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ of $n$ angles and we ask whether there exists a center $c$ and an ordering of the points such that the sequence of angles between each two adjacent points w.r.t. the center is $\sigma$ (see Figure 1(c)). Observe that the center of $\sigma$-angularity is not necessary unique. Obviously, equiangularity is equivalent to $\sigma$-angularity with $\sigma=\left(\frac{360^{\circ}}{n}, \frac{360^{\circ}}{n}, \ldots, \frac{360^{\circ}}{n}\right)$. The case of two alternating angles $\alpha$ and $\beta$, i.e., $\sigma=(\alpha, \beta, \alpha, \ldots, \beta)$, is referred to as biangular (see Figure 1(c)).
$\sigma$-angular configurations have been applied successfully in robotics, namely in solving the Gathering Problem, which - informally - can be defined as follows: given is a set of autonomous mobile robots that cannot communicate at all and that can only observe the positions of all other robots in the plane. The task is to gather the robots at an arbitrary point in the plane that is not fixed in advance. One of the main difficulties of this problem is to deal with configurations that are totally symmetric, for instance where the robots' positions form a regular 1 -gon. Recently, an algorithm solving the Gathering Problem has been proposed which uses - among other techniques - the center

[^8]of equiangularity or biangularity to gather the robots there 4]. Hence, efficient algorithms are needed to find the centers of such configurations.

In this paper, we present algorithms that decide whether a point set is in $\sigma$-angular configuration, for a given string $\sigma$, and if so, the algorithms output a corresponding center. To our knowledge, there is no treatment of equiangularity in the vast amount of literature on computational geometry. Only very distantly related, if at all, are for instance star-shaped polygons and star-graphs [7.

For the general case of $\sigma$-angularity, we will present in Section 2 an algorithm with running time $O\left(n^{4} \log n\right)$. For the special cases of biangular and equiangular configurations, this algorithm runs in cubic time, if the two angles are given. In Section 3, we will give another algorithm that allows to detect equiangular configurations even in linear time. All algorithms are straightforward to implement.

## $2 \sigma$-Angular Configurations

In this section, we present an algorithm that detects $\sigma$-angularity in running time $O\left(n^{4} \log n\right)$, and we show how to simplify this algorithm for biangular and equiangular configurations, yielding running time $O\left(n^{3}\right)$. Our algorithms rely on the notion of Thales circles, which we introduce below.

### 2.1 Thales Circles

Given two points $p$ and $q$ and an angle $0^{\circ}<\alpha<180^{\circ}$, a circle $\mathcal{C}$ is a Thales circle of angle $\alpha$ for $p$ and $q$ if $p$ and $q$ are on $\mathcal{C}$, and there is a point $x$ on $\mathcal{C}$ such that $\varangle(p, x, q)=\alpha$, where $\varangle(p, x, q)$ denotes the angle between $p$ and $q$ w.r.t. $x$. In the following we will denote such a circle also by $\mathcal{C}_{p q}$. An example of a Thales circle ${ }^{2}$ can be found in Figure 2(a). It is well-known from basic geometry that all angles on a circle arc are identical, i.e., given a Thales circle $\mathcal{C}$ of angle $\alpha$ for points $p$ and $q$ such that $\varangle(p, x, q)=\alpha$ for some point $x$ on $\mathcal{C}$, then $\varangle\left(p, x^{\prime}, q\right)=\alpha$ for every point $x^{\prime}$ on the same circle arc of $\mathcal{C}$ where $x$ is.

Lemma 1. Given two points $p$ and $q$ and an angle $0^{\circ}<\alpha<180^{\circ}$, the Thales circles of angle $\alpha$ for $p$ and $q$ can be constructed in constant time.

The lemma can be proven using basic geometry.
Observe that for two points $p$ and $q$, there is exactly one Thales circle of angle $90^{\circ}$, and there are two Thales circles of angle $\alpha \neq 90^{\circ}$. However, in the remainder of this paper we will often speak of "the Thales circle", since it will be clear from the context which of the two Thales circles we refer to.

The connection between Thales circles and $\sigma$-angular configurations is the following (see Figure 2(b)): Assume that a point set $P$ is in $\sigma$-angular configuration with center $c$, for some string of angles $\sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right)$. For two points $p, q \in P$, let $\alpha$ be the angle between $p$ and $q$ w.r.t. $c$, i.e., $\alpha=\varangle(p, c, q)$. Then
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(a)

(b)

Fig. 2. (a) A Thales circle of angle $\alpha<90^{\circ}$. (b) $\mathcal{C}_{p_{3} p_{9}}$ is Thales circle for $p_{3}$ and $p_{9}$ with $\alpha=\sigma_{9}+\sigma_{1}+\sigma_{2}$, and $\mathcal{C}_{p_{7} p_{8}}$ is Thales circle for $p_{7}$ and $p_{8}$ with $\alpha=\sigma_{7}$.
$\alpha=\sum_{k=i}^{j} \sigma_{k}$ for two appropriate indices $i, j$ (taken modulo $n$ ). Let $\mathcal{C}$ be the circle through $p, q$ and $c$. Then $\mathcal{C}$ is a Thales circle of angle $\alpha$ for $p$ and $q$. Since this holds for any pair of points from $P$ - with appropriate angles - this yields the following:

Observation 1. The center of $\sigma$-angularity must lie in the intersection of Thales circles for any two points from $P$ of appropriate angle.

We will use this observation in our algorithms to find candidates for the center of $\sigma$-angularity.

### 2.2 Algorithm for $\sigma$-Angular Configurations

We now present an algorithm that detects $\sigma$-angular configurations in time $O\left(n^{4} \log n\right)$; before, we observe basic properties of $\sigma$-angular configurations that we apply in our algorithm.

Let $\sigma$ be a string of angles and $P$ be a point set that is in $\sigma$-angular configuration with center $c$. First, observe that the angles in $\sigma$ must sum up to $360^{\circ}$; thus, there can be at most one angle in $\sigma$ that is larger than $180^{\circ}$. Let $\alpha_{\max }$ be the maximum angle in $\sigma$. Then the following holds (cf. Figure 3): If $\alpha_{\max }>180^{\circ}$, then center $c$ is outside the convex hull of $P$; if $\alpha_{\max }=180^{\circ}$ and there is no other angle of $180^{\circ}$ in $\sigma$, then center $c$ is on the convex hull; if there are two angles of $180^{\circ}$ in $\sigma$, then all other angles in $\sigma$ are of $0^{\circ}$, and the points in $P$ are on a line; and, finally, if $\alpha_{\max }<180^{\circ}$, then center $c$ is strictly inside the convex hull of $P$. Furthermore, observe for the last case - where $c$ is inside the convex hull - that the ordering of the points in $P$ that yields $\sigma$, if restricted to the points on the convex hull of $P$, corresponds to the ordering of these points along the convex hull.

Our algorithm to detect $\sigma$-angularity will distinguish these four cases. For each case, the algorithm will generate few candidate points that might be a center of $\sigma$-angularity. Then we test for each candidate $c$ whether it is indeed a center as follows: We compute the angle between a fixed point on the convex hull, say $x$, and every other point $p \in P$ w.r.t. $c$. We sort these angles and compute


Fig. 3. $\sigma$-angular configurations with (a) $\alpha_{\max }>180^{\circ}$, (b) $\alpha_{\max }$ unique angle of $180^{\circ}$, and (c) $\alpha_{\max }<180^{\circ}$ (dashed lines show the convex hull of $\left\{p_{1}, \ldots, p_{n}\right\}$ ).
sequence $\tau$ by subtracting each angle from its successor. Then candidate $c$ is a center of $\sigma$-angularity if sequence $\tau$ or its reverse is a cyclic shift of $\sigma$. This test requires time $O(n \log n)$.

Theorem 1. Given a point set $P$ of $n \geq 3$ distinct points in the plane and $a$ string $\sigma=\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ of $n$ angles with $\sum_{i} \sigma_{i}=360^{\circ}$, there is an algorithm with running time $O\left(n^{4} \log n\right)$ that decides whether the points are in $\sigma$-angular configuration, and if so, the algorithm outputs a center of $\sigma$-angularity.

Proof. The algorithm consists of different routines, depending on whether the largest angle in $\sigma$ is greater than, equal to, or less than $180^{\circ}$. We present the algorithm for the case that all angles are less than $180^{\circ}$. The other cases are solved similarly.

Case All angles less than $180^{\circ}$. In this case, a center of $\sigma$-angularity, if it exists, is strictly inside the convex hull of $P$ (see Figure 3(c)). Moreover, if we fix three points from $P$ and compute the Thales circles for these points with appropriate angles, then the center of equiangularity lies in the intersection of these circles (cf. Observation (1). This idea is implemented in Algorithm 1 .

To see the correctness of the algorithm, note that $\alpha$ and $\beta$ are two consecutive range sums of $\sigma^{\prime}$ that sum over at most $n$ angles. Thus, the algorithm has a loop for each angle $\alpha$ that might occur between $x$ and $y$ according to $\sigma$.

If for some angle $\alpha$ all points from $P$ are on the Thales circle $\mathcal{C}_{x y}$, then $\alpha$ cannot be the angle between $x$ and $y$, since the center of $\sigma$-angularity would have to be both on circle $\mathcal{C}_{x y}$ and inside the convex hull of the points, which is not possible (recall that the center cannot be a point from $P$ by definition).

The running time of Algorithm 1 is $O\left(n^{4} \log n\right)$.
We now show how to simplify the previous algorithm to test in only cubic time whether a point set is in biangular configuration, presumed we know the two corresponding angles:

```
Algorithm 1 Algorithm for all angles less than \(180^{\circ}\).
    If the points in \(P\) are on a line Then
        Return <not \(\sigma\)-angular»
    \(\sigma^{\prime}=\left(\sigma_{1}, \ldots, \sigma_{n}, \sigma_{1}, \ldots, \sigma_{n}\right)\)
    \(x, y=\) two arbitrary neighbors on convex hull of \(P\)
    For \(i=1\) To \(n\) Do
        For \(j=i\) To \(i+n-1\) Do
            \(\alpha=\sum_{l=i}^{j} \sigma_{l}^{\prime}\)
            \(\mathcal{C}_{x y}=\) Thales circle of angle \(\alpha\) for \(x\) and \(y\)
            If at least one point from \(P\) is not on \(\mathcal{C}_{x y}\) Then
                \(z=\) arbitrary point from \(P\) that is not on \(\mathcal{C}_{x y}\)
                For \(k=j+1\) TO \(j+n\) Do
                    \(\beta=\sum_{l=j+1}^{k} \sigma_{l}^{\prime}\)
                    \(\mathcal{C}_{x z}=\) Thales circle of angle \(\beta\) for \(x\) and \(z\)
                    If \(\mathcal{C}_{x y}\) and \(\mathcal{C}_{x z}\) intersect in two points Then
                    \(c=\) point in intersection that is not \(x\)
                    If \(c\) is a center of \(\sigma\)-angularity Then
                                    Return \(<\sigma \sigma\)-angular with center \(c \gg\)
                    \(\mathcal{C}_{y z}=\) Thales circle of angle \(\beta\) for \(y\) and \(z\)
                    If \(\mathcal{C}_{x y}\) and \(\mathcal{C}_{y z}\) intersect in two points Then
                        \(c=\) point in intersection that is not \(y\)
                    If \(c\) is a center of \(\sigma\)-angularity Then
                        Return \(\ll \sigma\)-angular with center \(c \gg\)
    Return <<not \(\sigma\)-angular»
```

Corollary 1. For two given angles $\alpha$ and $\beta$ with $0^{\circ} \leq \alpha, \beta \leq 180^{\circ}$, biangular configurations can be detected in time $O\left(n^{3}\right)$.

Proof. First observe that the special case where either $\alpha$ or $\beta$ is of $180^{\circ}$ is easy to solve: In this case, the other angle has to be $0^{\circ}$, the point set $P$ consists of exactly 4 points, all points are on a line, and the center of biangularity is every point between the two median points in $P$.

In the following, we assume that $\alpha, \beta<180^{\circ}$, and adapt Algorithm 1 from above for this special case: First, we pick two neighbor points $x$ and $y$ on the convex hull of $P$. If the points in $P$ are in biangular configuration, then the angle between $x$ and $y$ is $\gamma=k \cdot(\alpha+\beta)+\delta$, for some value $k \in\left\{0, \ldots, \frac{n}{2}\right\}$ and some angle $\delta \in\left\{0^{\circ}, \alpha, \beta\right\}$. For each of these possibilities, we compute the corresponding Thales circle $\mathcal{C}_{x y}$ of angle $\gamma$. Like in Algorithm 1, if for some $k$ and $\delta$ all other points are on $\mathcal{C}_{x y}$, then these values cannot be the right choice. Otherwise, we pick a point $z$ that is not on $\mathcal{C}_{x y}$. The angle between $y$ and $z$ is $\gamma^{\prime}=k^{\prime} \cdot(\alpha+\beta)+\delta^{\prime}$, for appropriate values $k^{\prime} \in\left\{0, \ldots, \frac{n}{2}\right\}$ and $\delta^{\prime} \in\left\{0^{\circ}, \alpha, \beta\right\}$. We then compute all corresponding Thales circles $\mathcal{C}_{y z}$ of angle $\gamma^{\prime}$ and check for each of the (at most) two points in the intersection between $C_{x y}$ and $C_{y z}$ whether it is a center of biangularity. The correctness follows from Observation 1 ,

The running time of this algorithm is $O\left(n^{3}\right)$, instead of $O\left(n^{4} \log n\right)$ for Algorithm 1. This improvement results from two facts: First, instead of considering all combinations of two consecutive range sums of $\sigma$ in Algorithm 1 we consider
only all combinations of $k(\alpha+\beta)+\delta$ and $k^{\prime}(\alpha+\beta)+\delta^{\prime}$, where $k, k^{\prime} \in\left\{1, \ldots, \frac{n}{2}\right\}$ and $\delta, \delta^{\prime} \in\left\{0^{\circ}, \alpha, \beta\right\}$. This reduces the number of executions of the inner loop from $O\left(n^{3}\right)$ to $O\left(n^{2}\right)$.

Second, within the loop, we can test a candidate $c$ in linear time (instead of $O(n \log n))$ as follows: we compute all angles between $x$ and $p$ w.r.t. $c$ for all points $p \in P$. If any of these angles is not of the form $k(\alpha+\beta)+\delta$ with $k \in\left\{0, \ldots, \frac{n}{2}\right\}$ and $\delta \in\left\{0^{\circ}, \alpha, \beta\right\}$, then $c$ cannot be a center of biangularity. Otherwise, we use three arrays of length $\frac{n}{2}$ to store the points from $p$, each corresponding to one possible value of $\delta$. More precisely, if the angle between $x$ and $p$ is $k \cdot(\alpha+\beta)+\delta$, then we store point $p$ in position $k$ of the corresponding array. This process resembles a kind of bucket counting sort (see e.g. 6]). The points are in biangular configuration with center $c$ if and only if the following three conditions hold: 1 . in the array corresponding to $\delta=0^{\circ}$ there is exactly one entry in each position; 2. one of the other two arrays is empty; and 3. in the remaining array there is exactly one entry in each position.

Observe that if the configuration is biangular, then we can immediately determine the corresponding ordering of the points from the values in the three arrays from the algorithm above. Furthermore, note that the previous corollary yields immediately an algorithm for equiangularity with running time $O\left(n^{3}\right)$, since in this case $\alpha=\beta=\frac{360^{\circ}}{n}$. In the next section we will give an algorithm that identifies equiangular configurations even in linear time.

## 3 Equiangular Configurations

In this section, we first show that there is at most one center of equiangularity. Then we give a linear time algorithm that detects equiangular configurations.

Lemma 2. Given a point set $P$ of $n \geq 3$ distinct points in the plane that are in equiangular configuration with center $c$, the following holds:

1. Center $c$ is invariant under straight movement of any of the points towards to or away from $c$, i.e., the points remain in equiangular configuration with center $c$.


Fig. 4. Equiangular configuration and its "shifted" points


Fig. 5. (a) Median line $M_{x}$. (b) Median cone Cone ${ }_{x}$.
2. Center $c$ is the Weber point of $P$.
3. The center of equiangularity is unique.

Proof. The first claim is trivial. For the second claim, assume that we move the points in $P$ straight in the direction of $c$ until they occupy the vertices of regular $n$-gon centered in $c$ (cf. Figure 4). These "shifted" points are rotational symmetric, with symmetry center $c$. It is straightforward to see that the Weber point for these shifted points is $c$, since it must be at the center of rotational symmetry. Since the movements were in the direction of $c$, and the Weber point is invariant under straight movement of any of the points in its direction [1], $c$ must be the Weber point of $P$. The third claim of the lemma follows immediately from the previous one and from the fact that the Weber point is unique if the points are not collinear [3] (observe that more than two points in equiangular configuration cannot be collinear).

A similar argument can be used to show that the center of biangularity, if it exists, is unique. We now present an algorithm that identifies equiangular configurations in linear time.

Theorem 2. Given a point set $P$ of $n \geq 3$ distinct points in the plane, there is an algorithm with running time $O(n)$ that decides whether the points are in equiangular configuration, and if so, the algorithm outputs the center of equiangularity.

Proof. We handle separately the cases of $n$ even and $n$ odd, where the first case turns out to be much easier. Both algorithms can be divided into two steps: First, they compute (at most) one candidate point for the center of equiangularity; then they check whether this candidate is indeed the center of equiangularity.

1. Case: $n$ is even. The main idea for $n$ even is as follows: assume for a moment that the points in $P$ are in equiangular configuration with center $c$. Since $n$ is even, for every point $p \in P$ there is exactly one corresponding point $p^{\prime} \in P$ on the line from $p$ through $c$ (there cannot be more than one point on this line, since this would imply an angle of $0^{\circ}$ between these points and $p$ w.r.t. $c$ ). Hence,
the line through $p$ and $p^{\prime}$ divides the set of points into two subsets of equal cardinality $\frac{n}{2}-1$. We will refer to such a line as median line (cf. Figure 4(a)). Obviously, center of equiangularity $c$ must lie in the intersection of the median lines of all points in $P$. We will use this observation in the following algorithm by first computing two median lines and then checking whether their intersection is the center of equiangularity.
```
Algorithm 2 Algorithm for \(n\) even.
    \(x=\) arbitrary point on the convex hull of \(P\)
    \(M_{x}=\) median line of \(x\)
    If \(\left|M_{x} \cap P\right|>2\) Then Return <<not equiangular》
    \(y=\) clockwise neighbor of \(x\) on the convex hull of \(P\)
    \(M_{y}=\) median line of \(y\)
    If \(\left|M_{y} \cap P\right|>2\) Then Return <<not equiangular»
    If \(M_{x} \cap M_{y}=\emptyset\) Then Return <<not equiangular»
    \(c=\) unique point in \(M_{x} \cap M_{y}\)
    If \(c\) is the center of equiangularity Then Return \(<\sigma\)-angular with center \(c \gg\)
    Else Return <not equiangular»
```

Correctness. To see the correctness of Algorithm 2 observe the following:
For a point on the convex hull of $P$, the median line is unique. (This does not necessarily hold for inner points.) If there are more than two points from $P$ on $M_{x}$, then the configuration cannot be equiangular. To see this, recall that the center of equiangularity, if it exists, will lie on $M_{x}$. If there are at least three points from $P$ on $M_{x}$, then two of them will have angle $0^{\circ}$ w.r.t. the center, which is impossible for equiangular configurations.

If the two median lines $M_{x}$ and $M_{y}$ are equal, then the configuration cannot be equiangular. To see this, first observe that in this case $x$ and $y$ are the only points from $P$ on $M_{x}$. Since $x$ and $y$ are adjacent points on the convex hull of $P$, all points from $P$ are on one side of $M_{x}$. On the other hand, since $M_{x}$ is a median line, by definition the number of points from $P$ on both sides of $M_{x}$ is equal. Hence, $n=2$, in contradiction to the assumption of the theorem.

On the other hand, if the two median lines $M_{x}$ and $M_{y}$ do not intersect, then the points are not in equiangular configuration. This is obvious, since the center of equiangularity will lie in the intersection of the median lines of all points from $P$.
Finally, if the points are in equiangular configuration with center $c$, then $c$ must lie in the intersection of $M_{x}$ and $M_{y}$.

Time Complexity. We now show how to implement each step of Algorithm 2 in linear time.

In order to find point $x$ on the convex hull of $P$, we could just compute the entire convex hull, but this would take time $\Theta(n \log n)$. Instead, we take as $x$ an arbitrary point from $P$ with a minimal x-coordinate. This is always a point on the convex hull of $P$ and can be found in linear time.

We can find $M_{x}$ in linear time as follows. First, we compute the slopes of all lines from $x$ to any other point $p \in P-\{x\}$ and store these slopes in an (unsorted) array. Then we pick the line with the median slope. This requires only linear time, since selecting the $k$-th element of an unsorted array - and consequently the median as well - can be done in linear time [6].

Using the unsorted array from the previous paragraph, we can choose $y \in P$ such that the line through $x$ and $y$ has maximal slope amongst all lines through $x$ and a point in $P$, using the unsorted array from the previous step. If there is more than one candidate for $y$, then we take the one closest to $x$. Then $y$ is a point on the convex hull of $P$.

Finally, the test whether $c$ is the center of equiangularity can be done in linear time as follows, analogous to the test in the proof of Corollary Let $\alpha=\frac{360^{\circ}}{n}$. We compute all angles between $x$ and $p$ w.r.t. $c$ for all points $p \in P, p \neq x$. If any of these angles is not a multiple of $\alpha$, then the points are not in equiangular configuration. Otherwise, we store the points from $P$ in an array of length $n-1$, where we store point $p$ in the array at position $k$ if the angle between $x$ and $p$ is $k \cdot \alpha$. This process resembles again a kind of bucket counting sort (see e.g. [6). If there is exactly one point in each position of the array, then $c$ is the center of equiangularity; otherwise, the points in $P$ are not in equiangular configuration.
2. Case: $n$ is odd. For the odd case, we need to relax the concept of median line, and introduce that of cone.

The basic idea of the algorithm for this case is similar to the case " $n$ is even", but slightly more sophisticated, since we have to relax the concept of median lines: assume for a moment that the points are in equiangular configuration with center $c$. For every point $p \in P$, there is no other point on the line from $c$ to $p$, since $n$ is odd and no angle of $0^{\circ}$ can occur. Hence, such a line divides the set of points into two subsets of equal cardinality $\frac{n-1}{2}$. If we pick two points $p_{l}, p_{u} \in P$ that are "closest" to this line, in the sense that the slope of the line from $p$ to $c$ is between the slopes of lines $L_{p}$ and $U_{p}$ from $p$ to $p_{l}$ and $p_{u}$, respectively, then these two points define a cone with tip $p$ (cf. Figure $4(\mathrm{~b})$ ). We will refer to this cone as median cone, since the number of points from $P$ on each side of the cone (including lines $L_{p}$ and $U_{p}$, respectively) equals $\frac{n-1}{2}$. Observe that the median cone is unique for points on the convex hull of $P$, and that the center of equiangularity, if it exists, lies in the intersection of all median cones of points on the convex hull of $P$. Moreover, for two points $x$ and $y$ on the convex hull of $P$, every point that is between $x$ and $y$ in the ordering of the points that yields equiangularity is a point in the area "between" Cone $x_{x}$ and Cone $_{y}$ (bold points in the upper left area in Figure $4(\mathrm{~b})$ ). We denote this number by $k_{x y}$. Notice that the angle between $x$ and $y$ w.r.t. $c$ would be $\left(k_{x y}+1\right) \cdot \alpha$.

The complete algorithm is shown in Algorithm 3, and illustrated in Figure 5. Its main idea is to elect three points $x, y, z$ on the convex hull of $P$; to use the median cones of these points to determine the angels between the points w.r.t. the center of equiangularity (if it exists); to find one candidate center in the intersection of Thales circles for these points of appropriate angles; and, finally, to check whether this candidate is indeed the center of equiangularity.

```
Algorithm 3 Algorithm for \(n\) odd.
    \(x=\) arbitrary point on the convex hull of \(P\)
    Cone \(_{x}=\) median cone with tip \(x\)
    \(y=\) clockwise neighbor of \(x\) on the convex hull of \(P\)
    Cone \(_{y}=\) median cone of \(y\)
    \(k_{x y}=\) number of points from \(P-\{x, y\}\) that lie between the cones Cone \(x_{x}\) and
    Cone \(_{y}\), including the boundaries
    \(\alpha=\frac{360^{\circ}}{n}\)
    \(\beta_{x y}=\left(k_{x y}+1\right) \cdot \alpha\)
    \(\mathcal{C}_{x y}=\) Thales circle for \(x\) and \(y\) of angle \(\beta_{x y}\)
    Arc \(=\) circle arc \(\mathcal{C}_{x y} \cap\) Cone \(_{x} \cap\) Cone \(_{y}\)
    \(g=\) line through the starting and ending point of Arc
    \(H=\) halfplane defined by \(g\) that does not contain \(x\) and \(y\)
    \(S=H \cap P\)
    If \(S=\emptyset\) Then Return <<not equiangular»
    \(z=\) point from \(S\) with maximal perpendicular distance from \(g\) over all points in \(P\)
    If \(z \in \mathcal{C}_{x y}\) Then Return <not equiangular»
    \(k_{y z}=\) number of points from \(P-\{x, y, z\}\) that lie between the cones \(C o n e_{y}\) and
    Cone \(_{z}\), including the boundaries
    \(\beta_{y z}=\left(k_{y z}+1\right) \cdot \alpha\)
    \(\mathcal{C}_{y z}=\) Thales circle for \(y\) and \(z\) of angle \(\beta_{y z}\)
    If \(\left|\mathcal{C}_{x y} \cap \mathcal{C}_{y z}\right|=1\) Then Return <not equiangular》
    \(c=\) unique point in \(\mathcal{C}_{x y} \cap \mathcal{C}_{y z}-\{y\}\)
    If \(c\) is the center of equiangularity Then Return \(\ll \sigma\)-angular with center \(c \gg\)
    Else Return <not equiangular»
```

Correctness. To see the correctness of Algorithm [3. observe the following:
By definition, no point from $P$ can be strictly inside cones Cone Cor $_{x}$ Cone $_{y}$.
The center of equiangularity, if it exists, is inside the convex hull of the points. Thus, it is straightforward which of the two Thales circles for $x$ and $y$ is appropriate, since $x$ and $y$ are points on the convex hull. The same holds for the Thales circle for $y$ and $z$.

After picking $x$ and $y$, we need to find another point $z$ on the convex hull such that the intersection of the two corresponding Thales circles yields a candidate for the center of equiangularity. For the choice of $z$ we have to be careful: if we simply took $z$ as the next point on the convex hull (after $x$ and $y$ ), it might happen that the corresponding Thales circle $\mathcal{C}_{y z}$ coincides with $\mathcal{C}_{x y}$, and, consequently, we do not obtain a single candidate for the center of equiangularity in their intersection. Therefore, we have to chose $z$ such that it is on the convex hull and such that it does not lie on $\mathcal{C}_{x y}$. This is done in Lines $9-15$, and discussed in the following (see Figure 5(b)).

If $S$ is empty, then the points are not in equiangular configuration. To see this, observe that the center of equiangularity, if it exists, must be on Arc, with Arc as computed in Line 9 . On the other hand, if $S=\emptyset$, then Arc is completely outside the convex hull of $P$, in contradiction to the fact that the center of equiangularity must be inside the convex hull.


Fig. 6. (a) Determination of $k_{x y}=5$ between $U_{x}$ and $L_{y}$. (b) Determination of $g^{\prime}$.

Point $z$ computed in Line 15 is on the convex hull of $P$ : since, by construction, all points from $P$ are on one side of the line through $z$ that is parallel to $g$ (line $g^{\prime}$ in Figure 5(b)).

If point $z$ is on $\mathcal{C}_{x y}$, then the points in $P$ are not in equiangular configuration. To see this, assume that $z \in \mathcal{C}_{x y}$. Then $z \in \operatorname{Arc}$ by construction, hence, $z \in$ Cone $_{x} \cap$ Cone $_{y}$. By definition, no point from $P$ can be strictly inside any median cone; thus, $z$ has to be at one of the two endpoints of Arc. Moreover, no point from $P$ can be strictly inside $H$, since $H$ is delimited by $g$, and $z$ is the point from $P$ furthest away from $g$. This implies that points on Arc are on or outside the convex hull of $P$. On the other hand, only points on Arc might be a center of equiangularity, since such a center must lie in the intersection of Cone ${ }_{x}$, Cone $_{y}$ and $\mathcal{C}_{x y}$. Since the center of equiangularity, if it exists, must be strictly inside the convex hull of $P$ (otherwise there would be an angle of $180^{\circ}$ ), the points cannot be in equiangular configuration.

The two circles $\mathcal{C}_{x y}$ and $\mathcal{C}_{y z}$ are different, since $z \notin \mathcal{C}_{x y}$. Thus, they either intersect in one or two points. If $\left|\mathcal{C}_{x y} \cap \mathcal{C}_{y z}\right|=1$, then $y$ is the unique point in the intersection, and the points in $P$ cannot be in equiangular configuration. On the other hand, if the center of equiangularity exists, then it is in $\mathcal{C}_{x y} \cap \mathcal{C}_{y z}$, and thus found in Line 20.

Time Complexity. We now show how to implement each step of Algorithm 2 in linear time.

Points $x$ and $y$ can be found in linear time like in the algorithm for the case " $n$ is even".

To find the median cone $C_{o n e}$, we proceed analogous to the search for the median line in algorithm for the case " $n$ is even": First we compute the slopes of all lines from $x$ to every other point $p \in P$, and store them in an (unsorted) array. Let $L_{x}$ and $U_{x}$ be the two lines such that their slope is the $\lfloor n / 2\rfloor$-th and
the $\lceil n / 2\rceil$-th largest, respectively, among all stored slopes. These two lines define Cone $_{x}$, and can be found in linear time using like before an algorithm to select the $k$-th element of an unsorted list [6]. Analogous, we can find Cone $_{y}$.

To determine value $k_{x y}$, let $p$ be the point in the intersection of $L_{y}$ and $U_{x}$, the two lines that delimit cones Cone ${ }_{x}$ and Cone $_{y}$ (cf. Figure ??(a)). Then $k_{x y}$ is the number of points from $P-\{x, y\}$ that lie inside or on the convex angle in $p$ with edges $L_{y}$ and $U_{x}$. This number can be obtained in linear time by comparing the position of every point in $P$ against $L_{y}$ and $U_{x}$. Value $k_{y z}$ can be found analogous.

Finally, the test whether $c$ is the center of equiangularity can be done in linear time like in the algorithm for the case " $n$ is even".

## 4 Conclusions

We have given an algorithm that decides in time $O\left(n^{4} \log n\right)$ whether $n$ points are in $\sigma$-angular configuration, and if so, the algorithm outputs a center of $\sigma$ angularity. The adaption of this algorithm for biangular configurations runs in cubic time, if the corresponding two angles are given. Finally, for the case of equiangularity, we have given an algorithm that runs even in time $O(n)$.

While the algorithm for equiangularity is already asymptotically optimal, we believe that the running time of the algorithm for $\sigma$-angularity allows to be significantly improved.

As already stated, our algorithm for equiangularity allows to find the Weber point for such configurations, and this is a rather surprising result, since algorithms to compute the Weber point (in finite time) are known for only few other patterns. We are not aware of any general characterization of patterns where the Weber point is easy to find; this might be an interesting line of future research.
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#### Abstract

We consider the following variant of the Vehicle Routing Problem that we call the Pickup and Delivery for Moving Objects ( $P D M O$ ) problem, motivated by robot navigation: The input to the problem consists of $n$ products, each of which moves on a predefined path with a fixed constant speed, and a robot arm of capacity one. In each round, the robot arm grasps and delivers one product to its original position. The goal of the problem is to find a collection of tours such that the robot arm grasps and delivers as many products as possible. In this paper we prove the following results: (i) If the products move on broken lines with at least one bend, then the PDMO is MAXSNP-hard, and (ii) it can be approximated with ratio two. However, (iii) if we impose the "straight line without bend" restriction on the motion of every product, then the PDMO becomes tractable.


## 1 Introduction

The Vehicle Routing Problem (VRP for short) or Vehicle Scheduling Problem is one of the best known routing problems (see for a survey [1 and the references contained therein). In the VRP we have scarce capacitated vehicles, their home depot, and a large number of customers who request the vehicles to transport their products to the depot. A typical VRP can be described as the problem of designing as short routes from the depot to the customers as possible in such a way that each customer is visited only once by exactly one vehicle, all routes start and end at the depot, the total demand of all customers on one particular route cannot exceed the capacity of the vehicle, and all the products have to be collected to the depot. The VRP has received considerable attention especially in the operations research literature for its wide applicability to practical situations and thus a lot of its variants have been introduced, such as the VRP with Time

[^10]Windows (VRPTW) and the VRP with Backhauls (VRPB) (see, e.g., [2]4]). In the VRPTW, each customer has a release time and a deadline, and the goal is to visit as many customers as possible within their "time-windows." The VRPB involves both a set of customers to whom products are to be delivered and a set of vendors whose products need to be transported back to the depot, and the critical assumption is that all deliveries must be made on each route before any pickups can be made.

In this paper, we consider a new extension of the classical VRP motivated by a real-world routing situation, called the Pickup and Delivery for Moving Objects ( $P D M O$ ) problem: Given manufacture products initially located on numbers of convey belts in arbitrary positions, the robot arm must grasp and deliver the products to the fixed position (depot). That is, the input to the problem consists of $n$ objects (products), each of which moves on a predefined broken-line path with a fixed constant speed, and a robot arm of capacity one. In each round, the robot arm grasps and delivers one object to the depot. If some object can move faster than the robot in the opposite direction from its current position, then the robot is not able to collect the object. Therefore, the goal of the problem is to find a collection of tours such that the robot arm grasps and delivers as many objects as possible.

### 1.1 Our Contributions

Since the original VRP and its variants are not only practically but also theoretically interesting, and not at all easy to solve, it is important to study the PDMO from both the complexity and the algorithmic viewpoints. Hence it follows that a fundamental question is the complexity status of the PDMO, especially with respect to approximation. In this paper, we prove that the PDMO is MAXSNPhard in the general case, and moreover it is still true for the case where all objects move on broken lines with only one bend. That is, unfortunately, we cannot obtain a polynomial-time approximation scheme (PTAS) for the PDMO under the assumption $\mathcal{P} \neq \mathcal{N} \mathcal{P}$ even if every motion of the object is highly restricted. On the other hand, we provide a simple greedy algorithm that obtains a solution with a value of at least $\frac{1}{2}$ times the value of an optimal solution. Finally, as a straightforward step towards tackling this intractable problem, we slightly impose one restriction on the motion of every object; we assume that every object moves on an individual straight line with no bend. Then, under this assumption, we show that there is an $O(n \log n)$-time algorithm which maximizes the number of objects collected by a robot arm.

### 1.2 Related Work

The VRP includes the Traveling Salesperson Problem (TSP) as a special case, i.e., only one vehicle is available at the depot and no additional operational constraints are imposed, which is probably the best important in the field of complexity theory and combinatorial optimization (see, e.g., the classical book edited by Lawler, Lenstra, Rinnooy Kan, and Shmoys [5]). Similarly to the problem of this paper, very recently, kinetic versions of the TSP, called the Dynamic
k-Collect TSP problem [6], the Moving-Target TSP problem [7], or the Kinetic $T S P$ problem [8], have been introduced: Given $n$ objects, each $j$ moving with a constant speed $v_{j}$, and a robot $\operatorname{arm} R$ with capacity $k$ and with the maximum speed $v_{R}>v_{j}$ for all $j$ 's, we ask for the robot arm's tour that collects all the $n$ moving objects and whose length is as short as possible. It is important to note that the goal of the problem is to minimize the total completion time, not to maximize the so-called profit. Chalasani, Motwani, and Rao [6] proved that the problem can be approximated in polynomial time within a constant factor if $k=\infty$, and can be solved in polynomial time if $k=1$ and the robot and the objects move on a single track-line. Helvig, Robins, and Zelikovsky [7] showed that there is a $(1+\alpha)$-approximation algorithm if $k=\infty$ and at most $O\left(\frac{\log n}{\log \log n}\right)$ objects are moving, where $\alpha$ denotes an approximation factor of the best heuristic for the classical TSP. In [8] Hammar and Nilsson showed that there is a PTAS if $k=\infty$ and all objects have the same speed. Although there hardly appears to be any prior work on the profit maximization, Asahiro, Horiyama, Makino, Ono, Sakuma, and Yamashita [9] provided a couple of first-step results for several special cases, and Asahiro, Miyano and Shimoirisa [10] for the time constrained version; only a few approximable results are known for a very restricted case, and non-approximable results have not been shown.

One can notice that there is a close connection between the PDMO and some class of time constrained job scheduling problems, such as the sequencing problems [1112] and the job interval selection problems [13]. In the job scheduling model, the input is a set of jobs, each of which has its constant processing time. The objective is to schedule as many jobs as possible to a single machine (or, several machines). Note, however, that in the PDMO the processing time for each moving object, i.e., the period between the robot's departure time and its arrival time at the depot is variable, which makes the PDMO harder. The job scheduling model also contains a large number of intractable cases, and hence a great deal of effort has been devoted to the design of approximation algorithms with small constant performance ratios [1415/16].

### 1.3 Organization

The rest of this paper is organized as follows: We begin with more precise definitions of our problems and then summarize our results in Sect. 2. Then we give a 2 factor approximation algorithm for the general problem, followed by a polynomial time algorithm for moving objects on straight lines in Sections 3 and 4 , respectively. In Sect. 5 , we prove the MAXSNP-hardness of the PDMO. Finally, we conclude in Sect. 6.

## 2 Problems and Results

Let $B=\left\{b_{1}, b_{2}, \cdots, b_{n}\right\}$ be a set of moving objects in the $x y$-plane with the Euclidean metric. The speed of each object $b_{i}$ is $v\left(b_{i}\right)$. As illustrated in Fig. 1 a path of each object $b_{i}$ is a broken line given as a sequence of line segments, or vertices labeled as $C_{0}\left(b_{i}\right)=\left(x_{0}\left(b_{i}\right), y_{0}\left(b_{i}\right)\right), C_{1}\left(b_{i}\right)=\left(x_{1}\left(b_{i}\right), y_{1}\left(b_{i}\right)\right)$ through


Fig. 1. Moving objects and their paths
$C_{m\left(b_{i}\right)+1}=\left(x_{m\left(b_{i}\right)+1}\left(b_{i}\right), y_{m\left(b_{i}\right)+1}\left(b_{i}\right)\right)$. That is, the broken line has $m\left(b_{i}\right)$ bends. Also, let $m=\max _{b_{i} \in B} m\left(b_{i}\right)$. Every $b_{i}$ starts from $C_{0}\left(b_{i}\right)$ at time 0 and moves towards the next point $C_{1}\left(b_{i}\right)$ with speed $v\left(b_{i}\right)$. Then, at time $\left|\overline{C_{1}\left(b_{i}\right) C_{0}\left(b_{i}\right)}\right| / v\left(b_{i}\right)$, $b_{i}$ arrives at $C_{1}\left(b_{i}\right)$, changes the direction there, and moves towards $C_{2}\left(b_{i}\right)$, and so on.

We now can formulate the problem of this paper, Pickup and Delivery for Moving Objects on Broken Lines (PDMO), as follows:

## PDMO:

Instance: A set $B=\left\{b_{1}, b_{2}, \cdots, b_{n}\right\}$ of moving objects and their paths, where each $b_{i}$ is initially placed on $C_{0}\left(b_{i}\right)$.
Question: Find a longest scheduling of a robot arm $R$ with speed $v_{R}$, that is represented as a sequence of triples $\left(s_{1}, b_{i_{1}}, g_{1}\right),\left(s_{2}, b_{i_{2}}, g_{2}\right), \cdots$, for $i_{1}, i_{2}, \cdots \in$ $\{1, \cdots, n\}$, such that for any $j, k, b_{i_{j}} \neq b_{i_{k}}$ and each of $\left(s_{j}, b_{i_{j}}, g_{j}\right)$ 's satisfies the following three conditions:
(i) $R$ is at the origin $O$ at time $s_{j}$.
(ii) (Pickup) $R$ can start from $O$ at time $s_{j}$, move onto the path of $b_{i_{j}}$, and then grasp $b_{i_{j}}$. Namely, $b_{i_{j}}$ arrives at the point where $R$ is waiting for $b_{i_{j}}$ to come.
(iii) (Delivery) $R$ can move back to $O$ at time $g_{j}$, and $g_{j} \leq s_{j+1}$ (except for the last one).

We simply call a turn of pickup and delivery of an object, collect the object. A scheduling is valid if the three conditions (i), (ii), and (iii) are satisfied. We assume that the robot arm can stop only at the origin and makes no detour to move to any position, because a general scheduling can be transformed easily to such a scheduling without decreasing the number of objects to be collected. This assumption yields that $g_{j}$ is uniquely determined by $s_{j}$ and $b_{i_{j}}$. If it is not ambiguous in the context, we often abbreviate, for example, $C_{0}\left(b_{i}\right)$ and $v\left(b_{i}\right)$ as $C_{0}$ and $v$, respectively. Without loss of generality we set $v_{R}=1$. Since an object whose speed is slower than $v_{R}$ can be collected at any time, we focus only on the case that all the objects move with faster or same speeds compared to the
robot arm. We say an algorithm ALG is an $r$ factor approximation algorithm for a maximization problem if for any instance $I$, $\mathrm{OPT}(I) / \mathrm{ALG}(I)$ is bounded above by $r$, where $\operatorname{OPT}(I)$ is the objective function value of an optimal solution for $I$ and $\operatorname{ALG}(I)$ is that of a solution ALG obtains.

In this paper we mainly prove the following three theorems:
Theorem 1. The PDMO is MAXSNP-hard even if $m\left(b_{i}\right)=1$ for all $i$ 's.
Theorem 2. There exists a 2 factor approximation algorithm for the (general) PDMO that runs in $O\left(m n^{2}\right)$.

Theorem 3. If $\forall i, m\left(b_{i}\right)=0$ (i.e., all the objects move on straight lines), then there exists an $O(n \log n)$-time algorithm that maximizes the total number of the moving objects collected by a robot arm.

In the following sections, we shall give the proofs of Theorems 2, 3 and in that order.

## 3 A 2-Approximation Algorithm

In this section, we present the 2 factor approximation algorithm of Theorem 2, but before describing it, we first show a lemma. Let the completion time $T_{i}(t)$ of an object $b_{i}$ be the smallest $t_{d}$ where the robot arm starts at time $t$ or later from the origin $O$, grasps the object $b_{i}$, and delivers it at time $t_{d}$ back to $O$.

Lemma 1. For any object $b_{i}$ and time $t, T_{i}(t)$ can be computed in $O(m)$ time.
Proof. Consider an object $b$ with speed $v>1\left(=v_{R}\right)$. First we argue only about the first line segment of its path. Let the first two vertices of its path be $C_{0}=(x, y)$ and $C_{1}=\left(x_{1}, y\right)\left(x_{1}<x\right.$ and $\left.y>0\right)$, i.e., $b$ horizontally moves left. Note that when we focus on one object, we can adjust the axes to meet this condition by rotation and symmetry in $O(1)$ time. If $b$ can be collected on this segment, $x>0$ holds; otherwise, $b$ cannot be collected since in the case where $x \leq 0$, it moves away from the origin and is faster than the robot arm.

Consider a point $M=(e x, y)$, where $x_{1} / x \leq e \leq 1$. If the robot arm $R$ grasps $b$ on $M$ and delivers it to the origin $O$, then the time $t(e)$ that the robot arm delivers $b$ is given as summation of time that the object reaches $M$ and that the robot arm moves back to the origin from $M$ :

$$
t(e)=\frac{(1-e) x}{v}+\sqrt{y^{2}+e^{2} x^{2}}
$$

This takes minimum by setting

$$
e=\frac{y}{x \sqrt{v^{2}-1}}
$$

and hence the point $M_{\min }$ on which the robot arm grasps $b$ is

$$
\begin{equation*}
M_{\min }=\left(\frac{y}{\sqrt{v^{2}-1}}, y\right) \tag{1}
\end{equation*}
$$

Then the minimum completion time $T_{\min }$ that the robot arm grasps $b$ on $\overline{C_{0} C_{1}}$ is obtained as

$$
T_{\min }=\frac{x}{v}-\frac{y}{v \sqrt{v^{2}-1}}+\frac{v y}{\sqrt{v^{2}-1}}
$$

Also, $b$ arrives at $M_{\text {min }}$ at time

$$
t_{\min }=\frac{(1-e) x}{v}=\frac{x}{v}-\frac{y}{v \sqrt{v^{2}-1}}
$$

and the distance $\left|\overline{O M_{\min }}\right|$ is equal to $v y / \sqrt{v^{2}-1}$. Therefore, to minimize the completion time, $R$ starts at time

$$
t_{0}=t_{\min }-\frac{v y}{\sqrt{v^{2}-1}}
$$

from $O$ (if it can), moves to $M_{\min }$, grasps $b$, and finally returns back to $O$. However, since the above $t_{0}$ depends on the location $(x, y)$ of $C_{0}$, it is possibly to be negative that implies that the robot arm cannot start from the origin at $t_{0}$. Therefore, in summary, if $x>0, t_{0} \geq 0$ and $0 \leq t \leq t_{0}$, the robot arm $R$ can accomplish the motion and then $T_{i}(t)=T_{\min }$ holds since $R$ can stay at $O$ until time $t_{0}$, moves to the point $M_{\min }$, grasps and eventually delivers $b$.

For the other case $t_{0}<0$ or $t>t_{0}$, suppose that $R$ starts at time $t$ from $O$ and grasps $b$ on $\left(x-v t^{\prime}(v, x, y, t), y\right)$ at time $t^{\prime}(v, x, y, t) \leq\left|\overline{C_{0} C_{1}}\right| / v=\left(x-x_{1}\right) / v$. Let $t_{1}$ in the following satisfy $t_{1}+\left|\overline{O C_{1}}\right|=\left(x-x_{1}\right) / v$. The time $T$ that $R$ delivers $b$ is

$$
t^{\prime}(v, x, y, t)+\sqrt{\left(x-v t^{\prime}(v, x, y, t)\right)^{2}+y^{2}}
$$

Since $t^{\prime}(v, x, y, t)=t+\sqrt{\left(x-v t^{\prime}(v, x, y, t)\right)^{2}+y^{2}}$,

$$
\begin{aligned}
T & =t+2 \sqrt{\left(x-v t^{\prime}(v, x, y, t)\right)^{2}+y^{2}}, \quad \text { and } \\
t^{\prime}(v, x, y, t) & =\frac{(v x-t)^{2}+\sqrt{(v x-t)^{2}-\left(v^{2}-1\right)\left(x^{2}+y^{2}-t^{2}\right)}}{v^{2}-1}
\end{aligned}
$$

This motion can be done when $(v x-t)^{2}-\left(v^{2}-1\right)\left(x^{2}+y^{2}-t^{2}\right) \geq 0$, that derives

$$
\frac{x-\sqrt{2 x^{2}-\left(v^{2}-1\right) y^{2}}}{v}\left(\stackrel{\text { def }}{=} t_{2}\right) \leq t \leq \frac{x+\sqrt{2 x^{2}-\left(v^{2}-1\right) y^{2}}}{v} \quad\left(\stackrel{\text { def }}{=} t_{3}\right)
$$

As a result,

$$
T(t)=\left\{\begin{array}{l}
\frac{x}{v}-\frac{y}{v \sqrt{v^{2}-1}}+\frac{v y}{\sqrt{v^{2}-1}}, \text { if } x>0, t_{0} \geq 0, \text { and } 0 \leq t \leq t_{0} \\
t+2 \sqrt{\left(x-v t^{\prime}(v, x, y, t)\right)^{2}+y^{2}}, \\
\text { if } x>0 \text { and } \max \left\{t_{0}, t_{2}\right\}<t \leq \min \left\{t_{1}, t_{3}\right\}, \text { and } \\
\text { undefined, otherwise. }
\end{array}\right.
$$

All the above $t_{0}, t_{1}, t_{2}, t_{3}, t^{\prime}(v, x, y, t)$ and so $T(t)$ 's can be computed from $x, x_{1}, y$, $v$ and $t$ in $O(1)$ time. By "undefined" we mean that the object cannot be collected on the line segment in that situation.

Now we look at a line segment $\overline{C_{j} C_{j+1}}$ of the path $(j \leq m(b))$. Similarly we can compute the minimum completion time $T^{(j)}(t)$ with regard to $\overline{C_{j} C_{j+1}}$ in $O(1)$ time: Let the time that $b$ arrives at $C_{j}$ be

$$
s_{j}=\sum_{k=0}^{j-1} \frac{\left|\overline{C_{k} C_{k+1}}\right|}{v} .
$$

Only by replacing the above symbols, e.g., $x$ with $x_{j}$, one can see that the following holds:

$$
T^{(j)}(t)=\left\{\begin{array}{l}
\frac{x_{j}}{v}-\frac{y_{j}}{v \sqrt{v^{2}-1}}+\frac{v y_{j}}{\sqrt{v^{2}-1}}, \text { if } x_{j}>0, t_{0} \geq 0, \text { and } 0 \leq t \leq s_{j}+t_{0} \\
t+2 \sqrt{\left(x_{j}-v t^{\prime}\left(v, x_{j}, y_{j}, t\right)\right)^{2}+y_{j}^{2}}, \\
\quad \text { if } x_{j}>0 \text { and } s_{j}+\max \left\{t_{0}, t_{2}\right\}<t \leq s_{j}+\min \left\{t_{1}, t_{3}\right\}, \text { and } \\
\text { undefined, otherwise. }
\end{array}\right.
$$

Since the domain of $T^{(j)}(t)$ for $\overline{C_{j} C_{j+1}}$ overlaps the others, to obtain the true completion time at $t$, we have to compute the above $T^{(j)}(t)$ 's for all the line segments $\overline{C_{j} C_{j+1}}$ 's, and then select the minimum value among them, which requires $O(m)$ time.

As for the case $v(b)=v_{R}$, similar but rather simpler discussion can be done that proves the statement of the lemma. We omit it here.

The following is a description of the algorithm. The operator $\circ$ denotes concatenation of a sequence and a triple which represents a tour of collecting an object.

## Algorithm Iterated_Greedy:

Stage 0. Set the current time $t=0$, and initial scheduling $\mathcal{S}=$ NULL.
Stage 1. The following operations are executed while some of objects are possible to be collected, i.e., the completion time for an object is defined.
1-1. Set $j=\operatorname{argmin}_{i}\left\{T_{i}(t)\right\}$.
1-2. Grasp and deliver $b_{j}: \mathcal{S}=\mathcal{S} \circ\left(t, b_{j}, T_{j}(t)\right)$
1-3. Update $t=T_{j}(t)$, and return to the beginning of Stage 1.
Stage 2. Output $\mathcal{S}$ and exit.
Proof of Theorem 2. First of all, we estimate the running time of the above Iterated_Greedy. From Lemma 1. Stage 1-1 is executed in $O(m n)$ time since each completion time $T_{i}(t)$ for $b_{i}$ is obtained in $O(m)$ time and the number of objects is $n$. Stages $\mathbf{1 - 2}$ and $\mathbf{1 - 3}$ can be done in $O(1)$ time. Since the number of iterations of Stage $\mathbf{1}$ is at most $n$ and Stage $\mathbf{2}$ is done in $O(n)$ time, Iterated_Greedy runs in $O\left(m n^{2}\right)$ time.

Next we prove that Iterated_Greedy is a 2 factor approximation algorithm. Suppose that given an instance, Iterated_Greedy collects $p$ moving objects, $u_{1}, u_{2}, \cdots, u_{p}$, in this order. Also, suppose that for the same instance an optimal algorithm OPT collects $v_{1}, v_{2}, \cdots, v_{q}(q>p)$ in this order. Let the scheduling $\mathcal{S}_{A}$ of Iterated_Greedy be $\left(s_{1}(A), u_{1}, g_{1}(A)\right),\left(s_{2}(A), u_{2}, g_{2}(A)\right)$, $\cdots,\left(s_{p}(A), u_{p}, g_{p}(A)\right)$ and also let $\mathcal{S}_{O P T}$ of OPT be $\left(s_{1}(O P T), v_{1}, g_{1}(O P T)\right)$, $\left(s_{2}(O P T), v_{2}, g_{2}(O P T)\right), \cdots,\left(s_{q}(O P T), v_{q}, g_{q}(O P T)\right)$. We divide the time interval $\left[0, T_{m}\right]$, where $T_{m}=\max \left\{g_{p}(A), g_{q}(O P T)\right\}$, into $\left[0, g_{1}(A)\right),\left[g_{1}(A), g_{2}(A)\right)$, $\cdots,\left[g_{p}(A), T_{m}\right]$.

Consider the first interval $\left[0, g_{1}(A)\right)$. Since Iterated_Greedy first collects an object whose completion time is minimum, in this interval, OPT delivers no objects and $g_{1}(O P T) \geq g_{1}(A)$ holds. In the second interval $\left[g_{1}(A), g_{2}(A)\right)$, Iterated_Greedy delivers one object $u_{1}$. Assume that $g_{2}(O P T)<g_{2}(A)$, i.e., OPT delivers two objects $v_{1}$ and $v_{2}$ in this interval. If $v_{2} \in B-\left\{u_{1}, v_{1}\right\}$, then this contradicts the fact that $g_{2}(A)$ is the minimum among the completion times of $B-\left\{u_{1}\right\}$, since $g_{1}(A) \leq g_{1}(O P T) \leq s_{2}(O P T)<g_{2}(O P T)<g_{2}(A)$ that implies the completion time of $v_{2}$ is less than that of $u_{2}$. Therefore, in this case, $v_{2}$ is only possible to be identical to $u_{1}$. Therefore within the interval $\left[g_{1}(A), g_{2}(A)\right)$ in which $A$ delivers one object, OPT can deliver at most two objects. Similarly for the other interval $\left[g_{i}(A), g_{i+1}(A)\right)$, if the number of objects OPT collects in this interval is more than one, then the additional objects collected belong to $\left\{u_{1}, \cdots, u_{i}\right\}$, because $u_{i+1}$ 's completion time is minimum among $B-\left\{u_{1}, \cdots, u_{i}\right\}$ at time $g_{i}(A)$. By induction, the number of objects OPT collects in $\left[0, g_{i+1}(A)\right)$ is at most $2 i$, while $A$ collects $i$ objects $u_{1}, \cdots, u_{i}$ in this interval, in which the increase $i$ comes from $\left\{u_{1}, \cdots, u_{i}\right\}$. This concludes the proof.

Although the above analysis is rather simple, the factor 2 is best possible for Iterated_Greedy; there is a tight example that Iterated_Greedy can collect only half of objects that an optimal solution does.

Proposition 1. There exists an instance for which the number of objects collected by Iterated_Greedy is 1/2 of an optimal solution.

Proof. See Fig. 2 The initial points of objects $b_{1}$ and $b_{2}$ are respectively ( $l, l$ ) and $(l+\epsilon,-(l+\epsilon)$ ), where $l$ is some constant and $\epsilon$ is small positive. The angle $\angle C_{1}$ is set to, say, $60^{\circ}$. Suppose that the speeds of the objects and the robot arm are all 1 . Since the minimum completion time $2 l$ is obtained by grasping $b_{1}$ on the point $D$ at time $l$, Iterated_Greedy collects $b_{1}$ first. However, at time $2 l$ or later, $b_{2}$ cannot be collected, so that the number of objects collected by Iterated_Greedy is one. On the other hand, the optimal solution is collecting $b_{2}$ and $b_{1}$ in this order. When $b_{2}$ is delivered at time $2 l+2 \epsilon, b_{1}$ already passed through $D$ but there is another chance to collect it on the point $E$ at time $(1+2 \sqrt{3}) l$. Therefore, the optimal number of objects to be collected is two, and is twice of that by Iterated_Greedy.

This worst case example intuitively shows the intractability of the problem, and is based on the proof of MAXSNP-hardness in Sect. 5. On the other hand,


Fig. 2. A worst case example for Iterated_Greedy
we can obtain optimal solutions if all the paths of objects are straight lines, which is shown in the next section.

## 4 An $O(n \log n)$-Time Algorithm for No Bend

Assuming that all the paths of the objects are straight lines, we shall give an algorithm mentioned in Theorem 3. At first, we show the following lemma on Iterated_Greedy in this setting:
Lemma 2. Iterated_Greedy obtains an optimal solution when all the paths of objects are lines.

Proof. Look again at the discussion of the proof of Theorem 2 in the previous section. The main reason why the approximation ratio rose up to two was that, say, in the interval $\left[g_{1}(A), g_{2}(A)\right)$, OPT could collect an object $u_{1}$ after the time $g_{1}(A)$ at which Iterated_Greedy delivered $u_{1}$. However, if $u_{1}$ moves on a straight line, this cannot happen: Recall that we assume the speed $v$ of an object is faster than or equal to the speed $v_{R}(=1)$ of the robot arm. We explain the situation by using Fig. 2 again. Suppose that Iterated_Greedy grasps $b_{2}$ on a point $Z$ (not shown in Fig. (2) at time $t$. Then, the time Iterated_Greedy delivered $b_{2}$ is $t+|\overline{O Z}| / v_{R}$. $|\overline{O Z}| / v_{R}>|\overline{Z F}| / v$ holds since $|\overline{O Z}|>|\overline{Z F}|$ and $v_{R} \leq v$. Let us consider any algorithm that has not collected $b_{2}$ until time $t+|\overline{O Z}|$. Such an algorithm cannot collect $b_{2}$ starting from $O$ at time $t+|\overline{O Z}|$ or later, whatever $|\overline{O Z}|$ is, since at that time $b_{2}$ passed through $F$ and the speed $v_{R}$ of the robot arm is less than or equal to that of $b_{2}$ in this situation. This implies that any algorithm can collect at most one object in a divided interval described in the proof of Theorem 2, except the first interval $\left[0, g_{1}(A)\right)$ that no algorithm can collect any object. Therefore the number of objects collected by Iterated_Greedy is optimal.

Iterated_Greedy calculates all the completion times and selects the minimum one iteratively in Stage 1. However, we show that by obtaining once the completion time functions $T_{i}(t)$ 's of all the objects for an arbitrary time $t$ at the beginning and by using the lower envelope of those functions, the running time can be improved. Now, let $\mathcal{T}=\left\{T_{1}(t), T_{2}(t), \cdots, T_{n}(t)\right\}$ be a collection of completion time functions. The lower envelope of $\mathcal{T}$ is now defined as $E_{\mathcal{T}}(t)=\min _{1 \leq i \leq n} T_{i}(t)$.

## Algorithm Envelope:

Stage 1. For each object $b_{i}$, compute its completion time function $T_{i}(t)$ for an arbitrary time $t$.
Stage 2. Compute the lower envelope $E_{\mathcal{T}}(t)$ of $\mathcal{T}=\left\{T_{1}(t), T_{2}(t), \cdots, T_{n}(t)\right\}$.
Stage 3. Set $t=0$ and $\mathcal{S}=$ NULL initially.
Stage 4. Execute the following operations while the lower envelope is defined at time $t$ :
4-1. Select the lowest function $T_{j}(t)$ at time $t$ by using the lower envelope $E_{\mathcal{T}}(t)$. Then, grasp and deliver the object $b_{j}: \mathcal{S}=\mathcal{S} \circ\left(t, b_{j}, T_{j}(t)\right)$.
4-2. Update $t=T_{j}(t)$ and return to the beginning of Stage 4 .
Stage 5. Output $\mathcal{S}$ and exit.
Proof of Theorem 3. First we shall note the correctness of the algorithm Envelope. This algorithm essentially executes the same greedy strategy used in Iterated_Greedy, and so runs correctly. Next, we show that Envelope runs in $O(n \log n)$ time. Stage 1 needs $O(n)$ time based on Lemma since only one segment exists for each object and so its completion time function can be obtained in $O(1)$ time. In Stage 2, the lower envelope is obtained by a divide-and-conquer method [17]. Its running time is dependent of the number of intersections between a pair of completion time functions. Since all the objects move on straight lines at constant speed, a completion time function intersects only once with the other completion time function, so that the required time to obtain the lower envelope is $O(n \log n)$. Stages $\mathbf{3}$ and $\mathbf{5}$ are done in $O(1)$ time and $O(n)$ time, respectively.

The rest is analysis for Stage 4 that takes $O(n)$ time in an amortized sense: The lower envelope is assumed to be given as pairs of an time interval and an index that indicates which object yields the minimum completion time within the interval. By definition of the paths of the objects, each completion time function for an object appears only once as a part of the lower envelope, hence the number of the pairs of time interval and an index is at most $n$. Suppose that at an iteration of Stage $\mathbf{4}$, the current time is $t$ and $b_{k}$ is the one whose completion time is minimum among all. Then as stated above in the proof of Lemma 2 for time $T_{k}(t)$ which is used as $t$ for the next iteration, the completion time for the object $b_{k}$ is undefined. Therefore, each time-interval of the lower envelope is under consideration at most once in Stage 4. Since Stage 4-2 can be done in $O(1)$ time, Stage 4 takes $O(n)$ time in total. In summary, the time complexity of Stage $\mathbf{2}$ is the largest among all the stages, and then the running time of Envelope is $O(n \log n)$ in total.

## 5 MAXSNP-Hardness

We shall show the proof of Theorem 11. In [13], the following restricted version of Job Interval Scheduling Problem, called JISP2, is shown to be MAXSNP-hard. We reduce the JISP2 to a restricted version of the PDMO in which all $m\left(b_{i}\right)$ 's are equal to one, i.e., all the moving objects turn only once.

## JISP2:

Instance: A set $J=\{1,2, \cdots, n\}$ of $n$ jobs, two intervals of length 2 associated with each job $j: I_{j, 1}=\left[r_{j, 1}, r_{j, 1}+2\right]$, and $I_{j, 2}=\left[r_{j, 2}, r_{j, 2}+2\right]$, where $r_{j, 1}$ and $r_{j, 2}$ are integers, $r_{j, 1} \geq 0$ and $r_{j, 1}+2<r_{j, 2}$ holds.
Question: Find a longest sequence $\mathcal{S}$ of intervals $I_{j_{1}, k_{1}}, I_{j_{2}, k_{2}}, \cdots, I_{j_{h}, k_{h}}$ that satisfies the following two conditions:

- Either $I_{j, 1}$ or $I_{j, 2}$ can be included in $\mathcal{S}$ for any $j$. (Neither may be included.)
- For $1 \leq i \leq h-1, r_{j_{i}, k_{i}}+2 \leq r_{j_{i+1}, k_{i+1}}$ (i.e., no interval overlaps any others in $\mathcal{S}$.)

We show an $L$-reduction from the JISP2 to the PDMO. The definition of the $L$-reduction from problem $A$ to problem $B$ is as follows [18]:

An $L$-reduction is a pair of functions $R$ and $S$, both computable in logarithmic space, with the following two additional properties: First, if $x$ is an instance of $A$ with optimal cost $O P T(x)$, then $R(x)$ is an instance of $B$ with optimal cost that satisfies $\operatorname{OPT}(R(x)) \leq \alpha \cdot O P T(x)$, where $\alpha$ is a positive constant. Second, if $s$ is any feasible solution of $R(x)$, then $S(s)$ is a feasible solution of $x$ such that $|O P T(x)-c(S(s))| \leq$ $\beta \cdot|O P T(R(x))-c(s)|$, where $\beta$ is another positive constant.

For a job $j$ of the JISP2 which has parameters $r_{1}$ and $r_{2}$ as its starting times of intervals, we construct an object $b_{j}$ with speed $v=2$ and its path for the PDMO: As illustrated in Fig. 3, $b_{j}$ is initially placed on a point $A$, and its path is bended at a point $C$. We determine (i) the radius $l$ (and so $F$ ), (ii) the location of $D$, (iii) the location of $C$ that determines $E$ and $G$, (iv) the location of $A$, and finally (v) the location of $B$, in this order. The reason why the speed $v$ is set to two is presented at the almost end of this proof.

We first set

$$
l=\frac{\sqrt{v^{2}-1}}{v}=\frac{\sqrt{3}}{2}
$$

and then $\overline{A C}$ and $\overline{C B}$ are tangential lines of a circle whose center is at $O$ and radius is $l$. In addition to that, $\overline{A C}$ is parallel to the horizontal $x$-axis. We now determine the exact location of $D$. Let the points at which $T(t)$ gives the minimum on $\overline{A C}$ (and $\overline{C B}$ ) be $D$ (and $E$ ) that can be obtained by (11) in the proof of Lemma 1

$$
D=\left(\frac{l}{\sqrt{v^{2}-1}}, l\right)=\left(\frac{1}{v}, \frac{\sqrt{v^{2}-1}}{v}\right)=\left(\frac{1}{2}, \frac{\sqrt{3}}{2}\right)
$$

by which $|\overline{O D}|=1$ holds.
Next we determine the location of $C$. Note that $|\overline{O C}|^{2}=l^{2}+|\overline{F C}|^{2}$ holds. Then, we choose the location of $C$ such that $(|\overline{D C}|+|\overline{C E}|) / v=r_{2}-\left(r_{1}+2\right)$ which is the gap between the first and the second intervals of the job $j$. Since


Fig. 3. Reduction from the JISP2 to the PDMO
$|\overline{D F}|=|\overline{G E}|$ and hence $|\overline{D C}|+|\overline{C E}|=|\overline{F C}|+|\overline{C G}|=2|\overline{F C}|$, we set the location

$$
|\overline{O C}|^{2}=l^{2}+\left(\frac{v\left(r_{2}-\left(r_{1}+2\right)\right)}{2}\right)^{2}=\frac{3}{4}+\left(r_{2}-\left(r_{1}+2\right)\right)^{2}
$$

We can always determine the location of $C$ that satisfies the above equation. Then the location of $G$ is determined in straightforward, and also $E$ is determined based on the location of $C$ as $D$ above.

The remainder of the points, $A$ and $B$ are to be determined. The location of $A$ is the point such that $|\overline{A D}|=\left(r_{1}+1\right) v$, i.e.,

$$
A=\left(\frac{1}{v}+\left(r_{1}+1\right) v, \frac{\sqrt{v^{2}-1}}{v}\right)=\left(\frac{1}{2}+2\left(r_{1}+1\right), \frac{\sqrt{3}}{2}\right)
$$

holds. Then we extend the line segment $\overline{C G}$ to some arbitrary position labeled as $B$. This ends the reduction that can be done in logarithmic space. Note that $D$ and $E$ can be always located on $\overline{A F}$ and $\overline{C G}$, respectively, because $|\overline{D F}|=|\overline{E G}|=1 / v=1 / 2$ and the above configuration gives $|\overline{A F}|>v=2$ and $|\overline{C G}| \geq v / 2=1$. By this reduction, the minimum completion time for $b_{j}$ is obtained by starting from $O$ at time $r_{1}$ (or $r_{2}$ ), then grasps it on $D$ (or $E$ ) at time $r_{1}+1$ (or $r_{2}+1$ ), and finally delivers it at time $r_{1}+2$ (or $r_{2}+2$ ).

For an instance $X$ of the JISP2, we show the first condition of the $L$-reduction in a stronger form $O P T(X)=O P T(R(X))$, where $R(X)$ is an instance of the PDMO given as the above reduction from $X$. Let a feasible solution $S$ of JISP2 be $I_{1, k_{1}}, I_{2, k_{2}}, \cdots$, where $k_{i} \in\{1,2\}$. For all $i$ 's, if $k_{i}=1$, then we choose as the robot arm's motion $\left(r_{i, 1}, b_{i}, r_{i, 1}+2\right)$ in which the robot arm starts from $O$ at time $r_{1}$, grasps $b_{i}$ on $D$, and delivers it at time $r_{1}+2$. Otherwise ( $k_{i}=2$ ), $\left(r_{i, 2}, b_{i}, r_{i, 2}+2\right)$ that grasps $b_{i}$ on $E$ is chosen as well. Since $\forall i, r_{i, k_{i}}+2 \leq r_{i+1, k_{i+1}}$ in $S$, the scheduling of the robot arm chosen is valid, and then the number of objects collected is equal to the number of jobs done in $S$ for the JISP2. At this point, we can only say that $O P T(R(X)) \geq O P T(X)$.

We call the robot arm's scheduling $\mathcal{S}$ is canonical if it includes only these two kinds of triples $\left(r_{i, 1}, b_{i}, r_{i, 1}+2\right)$ and $\left(r_{i, 2}, b_{i}, r_{i, 2}+2\right)$. Also we call a triple or motion $(s, b, g)$ is canonical if it is either of them. In the above, we transformed a feasible solution of the JISP2 to a canonical scheduling of the PDMO with the same objective value. Next we will show that any scheduling of the robot arm
can be transformed into a canonical one without changing the objective value (the number of collected objects). This implies that it is sufficient to consider canonical schedulings only, and then concludes that $\operatorname{OPT}(R(X))=\operatorname{OPT}(X)$ since canonical schedulings can preserve the objective value.

Suppose that a scheduling $\mathcal{S}$ of the PDMO is not canonical. $\mathcal{S}$ includes (i) a motion starts before $r_{i, 1}$ (or $r_{i, 2}$ ) and grasps an object $b_{i}$ on $\overline{A D}$ (or $\overline{C E}$ ), and (ii) a motion starts after $r_{i, 1}$ (or $r_{i, 2}$ ) and grasps an object $b_{i}$ on $\overline{D C}$ (or $\overline{E B}$ ). See Fig. 3, As for (i), since the motion $\left(r_{i, 1}, b_{i}, r_{i, 1}+2\right)$ for object $b_{i}$ has the minimum completion time, the motion ( $s, b_{i}, g$ ) of (i) meets the conditions $s<r_{i, 1}$ and $r_{i, 1}+2<g$. Then, if $\mathcal{S}$ is valid, replacement of $\left(s, b_{i}, g\right)$ to $\left(r_{i, 1}, b_{i}, r_{i, 1}+2\right)$ in $\mathcal{S}$ also gives a valid scheduling and the number of collected objects does not change. As for the case considering the motion $\left(r_{i, 2}, b_{i}, r_{i, 2}+2\right)$, it is similar.

Let $\mathcal{S}^{\prime}$ be another scheduling which is obtained by replacing all the motions of (i) in $\mathcal{S}$ with canonical ones. That is, $\mathcal{S}^{\prime}$ includes canonical motions and the motions of (ii). Consider the first motion $\left(s, b_{i}, g\right)$ of (ii) in $\mathcal{S}^{\prime}$. It satisfies $r_{i, 1}<s$ and $r_{i, 1}+2<g$ (or, $r_{i, 2}<s$ and $r_{i, 2}+2<g$ ). Suppose that $s-r_{i, 1} \leq t_{\max }<1$ (which is shown later) where $t_{\text {max }}$ denotes the maximum latency of time to start and grasp $b_{i}$ compared to the canonical motion. Let us consider the case the robot arm collects $b_{j}$ by a canonical motion $\left(r_{j}, b_{j}, r_{j}+2\right)$, and next collects $b_{i}$ by a motion $\left(s, b_{i}, g\right)$ of (ii), i.e., $r_{j}+2 \leq s$. The intervals corresponding to the jobs of the instance $X$ for the JISP2 are supposed to be $\left[r_{j}, r_{j}+2\right]$ and $\left[r_{i}, r_{i}+2\right]$. (We do not have to care about whether they are $I_{j, 1}$ or $I_{j, 2}$, and $I_{i, 1}$ or $I_{i, 2}$.) Then, $r_{j}+2 \leq s \leq r_{i}+t_{\text {max }}$ holds. There are the following two cases: (a) $r_{i} \geq r_{j}+2$ and (b) $r_{i}<r_{j}+2$. The case (a) implies that $\left[r_{j}, r_{j}+2\right]$ and $\left[r_{i}, r_{i}+2\right]$ do not overlap, and therefore, the canonical motion $\left(r_{i}, b_{i}, r_{i}+2\right)$ can be adopted instead of the motion $\left(s, b_{i}, g\right)$. In the case (b), since $r_{j}$ and $r_{i}$ are both integers, $r_{i}<r_{j}+2$ implies that $r_{i}+1 \leq r_{j}+2$. Then $s \leq r_{i}+t_{\max }<r_{i}+1 \leq r_{j}+2$, and this contradicts the assumption that the robot arm collects $b_{i}$ starting at time $s$ from the origin after it delivers $b_{j}$ at time $r_{j}+2$. From the cases (a) and (b), therefore, the first motion of (ii) in $\mathcal{S}^{\prime}$ can be also replaced with a canonical motion. Since this replacement can be done iteratively, as a result all the motions of (ii) can be replaced with canonical ones without changing the number of collected objects.

Next we prove the assumption $t_{\max }<1$ in the above discussion. Suppose that the robot has to start from $O$ at time $t$ to grasp an object $b$ on the point $D$, which yields minimum completion time. Since $D=(1 / 2, \sqrt{3} / 2)$, at time $t+1$ the object $b$ arrives at $D$. Consider the motion of the robot arm that starts at time $t+t_{w}(z)$ and grasps $b$ at the point on $\overline{D C}$ whose distance from $D$ is $z$, so that $\max _{z} t_{w}(z)=t_{\max }$. See Fig. 3 again. Since at that point, the object $b$ arrives at time $t+1+z / v$, and so

$$
\begin{gathered}
t_{w}(z)=t+1+\frac{z}{v}-\left(t+\sqrt{l^{2}+\left(\frac{1}{v}-z\right)^{2}}\right)=1+\frac{z}{2}-\sqrt{z^{2}-z+1} \\
\frac{z}{2}-\sqrt{z^{2}-z+1}<0
\end{gathered}
$$

always holds, and then $t_{w}(z)<1$ for any $z$ that we would like to show. This observation is also true for the point $E$ and the other objects. The rest of the proof for the $L$-reducibility is to show how to obtain a feasible solution $S\left(s_{R}\right)$ of $X$, the instance of the JISP2, from a feasible solution $s_{R}$ of $R(X)$, the instance of the PDMO. Simply we need to transform $s_{R}$ to a canonical one. The corresponding sequence of jobs is set as the feasible solution $S\left(s_{R}\right)$ for $X$. According to the above discussion, since the transformation of a scheduling of the robot arm to a canonical one does not change the number of collected objects, the number of collected objects in a canonical scheduling corresponds to the number of jobs executed in a solution for the JISP2, $c\left(S\left(s_{R}\right)\right)=c\left(s_{R}\right)$. In conjunction with $O P T(R(x))=O P T(x)$, this implies the second condition of the $L$-reducibility in a stronger form, $\left|O P T(x)-c\left(S\left(s_{R}\right)\right)\right|=\left|O P T(R(x))-c\left(s_{R}\right)\right|$.

## 6 Conclusion

In this paper we introduced a kinetic extension of the VRP, which is formulated as the robot grasp and delivery problem: Given moving objects, the objective is to find a collection of tours such that the robot arm grasps and delivers as many objects as possible. Then, we proved its MAXSNP-hardness, and gave a 2 factor approximation algorithm assuming that there is one robot arm with capacity one. An apparent remaining problem is to develop a better approximation algorithm with a performance ratio less than 2 . Another direction for complexity and algorithmic research is to consider more general cases, for example, several robots move simultaneously, and/or each can collect the larger number of moving objects in one round. Especially, the case the capacity of the robot arm is a more general, for example, positive constant such as three, is an interesting variation to be considered. Two types of the problem in such a case are possible: The robot arm has to consume its capacity, i.e., collects exactly three objects, in each tour, or it can deliver only one or two objects to the origin if needed. For the former problem, the similar idea of Iterated_Greedy in Sect. 3 may work with additional polynomial time, though we have not yet obtained non-trivial results for the latter.
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#### Abstract

This paper presents a non-uniform static analysis for SPIKY, an extension of the spi calculus with capabilities for PKI operations. The analysis, which follows a denotational framework, captures the property of term substitutions resulting from communications, cryptographic and PKI capabilities. The results of the analysis are used to formalise definitions of two security properties: the term secrecy and (un)certified peer-entity participation.


## 1 Introduction

In [7], an extension of the spi calculus [1] called the SPIKY language was introduced to clarify some of the issues related to key usage in spi calculus protocol specifications, like the validity of key-user bindings and users' ownership of processes, by making use of special primitives for performing Public-Key Infrastructure (PKI) key-retrieval operations. These included primitives for the retrieval of private and public parts of key pairs belonging to PKI users registered in the domain of the underlying PKI state. The primitives express both certified and uncertified public key-user bindings. Uncertified bindings are necessary for the modelling of protocols designed to run over devices with relatively limited computational power, e.g. handheld PDAs.

In this paper, we construct a non-uniform static analysis for the SPIKY language that captures the property of term substitutions occurring in PKI systems. In particular, the analysis captures PKI users sending and obtaining the substituted terms. Based on this information, it is possible to formalise security properties like for example, whether a user is capable of learning a term, and whether a user can (possibly) confirm that another user has participated in an instance of some protocol. To demonstrate this latter property, consider the following simple protocol between $A$ and $B$, assuming they both know each other's public keys, $K_{A}^{+}$and $K_{B}^{+}$, and $N_{A}, N_{B}$ are fresh nonces:

$$
\begin{array}{ll}
\text { Message 1 } & A \rightarrow B: A, N_{A} \\
\text { Message 2 } & B \rightarrow A: B, N_{B},\left[\left\{N_{A}\right\}\right]_{K_{B}^{-}} \\
\text {Message 3 } & A \rightarrow B:\left\{\left\{N_{B}\right\}\right]_{K_{A}^{-}}
\end{array}
$$

A specification of this protocol in the spi calculus will necessarily make the assumption that the public key $K_{B}^{+}$(respectively $K_{A}^{+}$) must be validly bound to $B$ (respectively $A$ ), and that the partial correctness property of the protocol terminating will ensure that $B$ (respectively $A$ ) participated in the protocol, even in the presence of middle-man attacks. Using the key retrieval capabilities of SPIKY, it is possible to assert this binding formally. Moreover, our static analysis will formally detect the fact that (un)certified public keys were used to arrive at the fact that $B$ (respectively $A$ ) participated in the protocol, and that the private keys used in the signatures were not leaked to third parties.

The static analysis presented in this paper is directly related to previous analyses 3456, which were designed to capture the term substitution property for systems specified in the $\pi$-calculus and the spi calculus. The main novelty about the current analysis is that it can deal with systems equipped with key retrieval capabilities over the underlying PKI state.

The rest of the paper is organised as follows. In Section 2 we review the syntax of the SPIKY language. In Section 3 we extend the domain model of [4] to SPIKY processes and we build a denotational semantics for the language. In Section [4 we give an extended semantics that captures the property of term substitutions in SPIKY language. This semantics is safely abstracted in Section 5. In Section 6. we formalise the security properties based on the results of the previous section and in Section 7, we review a simple example of a mobile authentication protocol. Finally, in Section 8, we conclude the paper.

## 2 The SPIKY Language

We review here the syntax of the SPIKY language introduced in [7]. The syntax consists of terms, processes, systems and protocols, as shown in Figure 1. The syntax of terms and processes is mostly similar to that of the spi calculus, except for the following differences, which occur in the syntax of processes:

- The signature with recovery validation process, case $L$ of $[\{x\}]_{N}$ in $P$, is similar to its counterpart in the spi calculus, whereas the signature with appendix validation process, $\left[[\{L, M\}]_{N}\right] P$, behaves as $P$ only if $L$ is the signature $[\{M\}]_{K^{-}}$and N is the public key $K^{+}$, otherwise, the process will block.
- Abstraction instantiations, $A(M)$, substitute $x$ in the definition, $A(x) \triangleq P$, where $x$ is bound to $P$, by the term $M$ yielding a process $P[M / x]$. In order to simplify our static analysis, we consider only non-recursive definitions.
- The processes, let $x=\operatorname{private}(M)$ in $P$, let $x=\operatorname{public}(M)$ in $P$ and let $x=\operatorname{certified}(M)$ in $P$, attempt to retrieve the private, uncertified and certified public keys, respectively, of the PKI user, $M$. If successful, the retrieved key, $k$, substitutes $x$, and the process continues as $P[k / x]$, otherwise, the process blocks. The success or failure of these key-retrieval processes depends on the identity of the owner of that process.

In addition to terms and processes, systems formalise the idea of the ownership of a user, $N$, to a process, $P$, written as $\lceil P\rceil^{N}$, where $N$ must reduce to an


Fig. 1. The syntax of the SPIKY language
agent's name. Systems can also be composed in parallel and new names can be introduced within the scope of a system. Finally, a protocol is a pair consisting of a PKI state, $\theta: \mathcal{A G} \rightarrow \mathcal{N}$, and a system, $E$. A PKI state maps distinct names of PKI users (agents) to their corresponding key pairs. The details of the actual binding of users to key pairs are abstracted, as well as the mechanisms for revocation. In general, $\theta$ is assumed to be up to date when a protocol is run.

In the following sections, we assume that the notions of $\alpha$-conversion and term substitution as well as free and bound names and variables of terms and processes all apply as usual. We also assume that there are no occurrences of homonymous bound names and variables. Finally, in any protocol, we assume that there are only finitely many agents, possibly with replicated process behaviour.

## 3 A Domain-Theoretic Model

We introduce here a domain-theoretic model for closed processes in the SPIKY language that is an extension of the model originally given in [4] for the spi calculus. Our model is based on the following predomain equations:

$$
\begin{align*}
\text { Spiky } & \cong 1+\mathbb{P}\left(\text { Spiky }_{\perp}+\text { In }+ \text { Out }\right)  \tag{1}\\
\text { In } & \cong N \times\left(T \rightarrow \text { Spiky }_{\perp}\right)  \tag{2}\\
\text { Out } & \cong N \times\left(T \times \text { Spiky }+N \rightarrow \ldots N \rightarrow\left(T \times \text { Spiky }_{\perp}\right)\right)  \tag{3}\\
T & \cong N+\text { Sec }+ \text { Pub }+ \text { Sig }+ \text { Pair }  \tag{4}\\
\text { Sec } & \cong T \times N  \tag{5}\\
\text { Pub } & \cong T \times N  \tag{6}\\
\text { Sig } & \cong T \times N  \tag{7}\\
\text { Pair } & \cong T \times T \tag{8}
\end{align*}
$$

Where $S p i k y_{\perp}$ is the domain of processes, In and Out are the predomains of input and output actions, respectively. Input actions are modelled as pairs; a name, $N$ (the channel), and a function, $T \rightarrow$ Spiky $_{\perp}$, that can be instantiated with a term, $T$, yielding a process in $S p i k y_{\perp}$. Output actions are divided into free and bound output actions. These are pairs consisting of the channel, $N$, and either another pair, $T \times S p i k y_{\perp}$, denoting the message, $T$, and the residue $S p i k y_{\perp}$ (free outputs), or composed functions, $N \rightarrow \ldots N \rightarrow\left(T \times\right.$ Spiky $\left._{\perp}\right)$, that introduce new names to the message, $T$, and the residue, $S p i k y_{\perp}$ (bound outputs). $\mathbb{P}(-)$ is Plotkin's powerdomain [8] applied to the disjoint union of input, output and silent actions (the latter represented by Spiky $\perp_{\perp}$ ) to construct Spiky. The one-element predomain, 1, representing terminated (deadlocked) processes is adjoined as in [2, Def. 3.4]. The flat predomain of closed terms, $T$, is defined as the disjoint union of the predomains of names, $N$, secret-key ciphers, Sec, public-key ciphers, Pub, digital signatures, Sig, and pairs, Pair. The predomains Sec, Pub and Sig are represented as pairs, $T \times N$, where the term, $T$, is encrypted/signed using the key, $N$. There is no predomain of variables as part of the definition of $T$ since we only deal with closed semantic terms.

The following functions are also defined, leading into Spiky $\perp_{\perp}[2$, Def. 3.3]:

The empty set, $\emptyset$, is required to represent inactive processes. The singleton map, $\{|-|\}$, creates elements of Spiky $\perp_{\perp}$ from elements of input, output and silent actions, and $\uplus$, is the standard multiset union operator representing nondeterminism. Finally, new is used to interpret the effects of restriction.

Concrete elements of $t \in T$ include names, $a, b, c$, secret-key ciphers, $\sec (t, k)$, public-key ciphers, $\operatorname{pub}(t, k)$, digital signatures, $\operatorname{sig}(t, k)$, and pairs, $\left(t, t^{\prime}\right)$. Elements $p \in S_{\text {Siky }}^{\perp}$ include the bottom element, $\{|\perp|\}$, the empty set, $\emptyset$ (where $\{|\perp|\} \sqsubseteq \emptyset)$, input actions, $\{\operatorname{in}(a, \lambda y . p) \mid\}$, free output actions, $\{\operatorname{out}(a, t, p)\}$, bound

| $n e w(\lambda n . \emptyset)$ |  |
| :---: | :---: |
| $n e w(\lambda n .\{\|\perp\|\})$ | $=\{\|\perp\|\}$ |
| $\operatorname{new}(\lambda n .\{\|i n(a, \lambda x . p)\|\})$ | $= \begin{cases}\emptyset, & \text { if } a=n \\ \{\|\operatorname{in}(a, \lambda x \cdot n e w(\lambda n \cdot p))\|\}, & \text { otherwise }\end{cases}$ |
| $n e w(\lambda n .\{\|o u t(a, t, p)\|\})$ | $= \begin{cases}\emptyset, & \text { if } a=n \\ \{\mid \text { out }(a, \lambda n \cdot(t, p)) \mid\}, & \text { if } n \in n(t) \\ \{\|\operatorname{out}(a, t, \operatorname{new}(\lambda n \cdot p))\|\}, & \text { otherwise }\end{cases}$ |
| $n e w\left(\lambda n .\left\{\mid\right.\right.$ out $\left.\left.\left(a, \lambda m_{1} \ldots \lambda m_{k} \cdot(t, p)\right) \mid\right\}\right)$ |  |
| $\emptyset \emptyset$ | f |
| $\left\{\left\{\left\|\operatorname{out}\left(a, \lambda n \cdot \lambda m_{1} \ldots \lambda m_{k} \cdot(t, p)\right)\right\|\right\}\right.$, | if $n \in n(t)$ and $n \neq a$ |
| $\left\{\left\{\mid\right.\right.$ out $\left.\left(a, \lambda m_{1} \ldots \lambda m_{k} \cdot(t, \operatorname{new}(\lambda n . p))\right) \mid\right\}$, otherwise |  |
| $n e w(\lambda n .\{\|\operatorname{tau}(p)\|\})$ | $=\{\|t a u(\operatorname{new}(\lambda n . p))\|\}$ |
| $n e w\left(\lambda n .\left(p_{1} \uplus p_{2}\right)\right)$ | $=n e w\left(\lambda n . p_{1}\right) \uplus n e w\left(\lambda n . p_{2}\right)$ |

Fig. 2. The concrete definition of new over elements $p \in S p i k y_{\perp}$
output actions, $\left\{\operatorname{out}\left(a, \lambda n_{1} \ldots \lambda n_{m} \cdot(t, p)\right)\right\}$ silent actions, $\{|\operatorname{tau}(p)|\}$ and sums, $p \uplus q$. The effects of restriction are interpreted by defining new as in Figure 2, These effects lead to the blocking of processes attempting to communicate over fresh, non-extruded channels and the transformation of free outputs to bound outputs whenever the message of communication is a fresh name. Otherwise, new has no effect and it is simply distributed over $\uplus$.

The denotational semantics for the SPIKY language is given as a semantic function, $\mathcal{S}([E]) \rho \phi_{\mathcal{S}} \theta \in S p i k y_{\perp}$, defined by the set of rules of Figure 3] The $\theta$ environment is defined as the PKI state of some protocol, such that $\theta(U)$ is a name representing the key pair associated with the user, $U$, where $\theta(U)^{+}$is the public part of that key pair and $\theta(U)^{-}$is the private part. The multiset, $\rho$, is used to hold systems composed in parallel with the analysed system and
 Furthermore, rule ( $\mathcal{R} 0)$ is used to interpret the contents of $\rho$. The environment, $\phi_{\mathcal{S}}: V \rightarrow T$, where $V$ is the flat predomain of variables, captures any term substitutions that occur in the semantics. The special function, $\varphi_{\mathcal{S}}$, returns the semantic value of a term:

$$
\forall \phi_{\mathcal{S}}, M: \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M\right)= \begin{cases}\phi_{\mathcal{S}}(M), & \text { if } M \in N \wedge M \in V \\ \sec \left(\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M^{\prime}\right), \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, N\right)\right), & \text { if } M=\left\{M^{\prime}\right\}_{N} \\ \operatorname{pub}\left(\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M^{\prime}\right), \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, N\right)\right), \text { if } M=\left\{\left[M^{\prime}\right]\right\}_{N} \\ \operatorname{sig}\left(\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M^{\prime}\right), \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, N\right)\right), & \text { if } M=\left[\left\{M^{\prime}\right\}\right]_{N} \\ \left(\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, N\right), \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, L\right)\right), & \text { if } M=(N, L)\end{cases}
$$

Rules $(\mathcal{S} 0 A)$ and $(\mathcal{S} 0 B)$ interpret parallelism and restriction between two systems by joining the parallel systems to $\rho$ and using the new operator, respectively. Rules $(\mathcal{S} 1)-(\mathcal{S} 16)$ deal with process ownership by cases. Rule ( $\mathcal{S} 1$ ), deals with output actions taking into consideration any communications that may occur between the output channel and appropriate input channels guarding processes in $\rho$. The $\phi_{\mathcal{S}}$ is updated appropriately with the substituted semantic elements. Rules ( $\mathcal{S} 2$ ) deals with input functions leaving out communications since these are considered in $(\mathcal{S} 1)$. Rule $(\mathcal{S} 3)$ interprets directly parallel

[^11]```
\((\mathcal{S} 0 A) \mathcal{S}\left([E \mid F] \rho \phi_{\mathcal{S}} \theta \quad=\mathcal{R}(\{|E|\} \uplus\{|F|\} \uplus \rho]\right) \phi_{\mathcal{S}} \theta\)
\((\mathcal{S O B}) \mathcal{S}\left(\mathbb{( \nu n ) E ]} \rho \phi_{\mathcal{S}} \theta \quad=n e w\left(\lambda n . \mathcal{R}(\{\{|E|\} \uplus \rho]) \phi_{\mathcal{S}} \theta\right)\right.\)
(S1) \(\left.\mathcal{S}\left(\lceil\bar{M}\langle L\rangle . P\rceil^{U}\right\rceil\right) \rho \phi_{\mathcal{S}} \theta=\)
    \(\left(\underset{\left\lceil M^{\prime}(z) \cdot P^{\prime}\right\rceil U^{\prime} \in \rho}{\biguplus}\left\{\left|\operatorname{tau}\left(\mathcal{R}\left(\left\{\mid\lceil P\rceil^{U}\right\}\right\} \uplus \rho\left[\left\lceil P^{\prime}\right\rceil^{U^{\prime}} /\left\lceil M^{\prime}(z) \cdot P^{\prime}\right\rceil\right\rceil^{U^{\prime}}\right] D \phi_{\mathcal{S}}^{\prime} \theta\right|\right\}\right)\)
    \(\left\lceil M^{\prime}(z) \cdot P^{\prime}\right\rceil U^{\prime} \in \rho\)
        \(\left.\left.\uplus\left\{\mid \operatorname{out}\left(\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M\right), \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, L\right), \mathcal{R}\left(\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus \rho\right]\right) \phi_{\mathcal{S}}\right)\right\}\right\}\)
                where, \(\phi_{\mathcal{S}}^{\prime}=\phi_{\mathcal{S}}\left[z \mapsto \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, L\right)\right]\)
                and, \(\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M\right)=\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M^{\prime}\right) \in N\)
(S2) \(\left.\left.\quad \mathcal{S}(\llbracket \mid M(y) \cdot P\rceil^{U}\right]\right) \rho \phi_{\mathcal{S}} \theta=\left\{\left|i n\left(\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M\right), \lambda y \cdot \mathcal{R}\left(\left\{\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus \rho\right\rceil\right) \phi_{\mathcal{S}} \theta\right)\right|\right\}\)
where \(\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M\right) \in N\)
(S3) \(\mathcal{S}\left(\left\lceil\lceil P \mid Q\rceil^{U}\right] \rho \phi_{\mathcal{S}} \theta=\mathcal{R}\left(\left\lceil\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus\left\{\left|\lceil Q\rceil^{U}\right|\right\} \uplus \rho\right\rceil\right) \phi_{\mathcal{S}} \theta\right.\)
(S4) \(\mathcal{S}\left(\left\lceil\lceil(\nu n) P\rceil^{U}\right\rceil\right) \rho \phi_{\mathcal{S}} \theta=\operatorname{new}\left(\lambda n . \mathcal{R}\left(\left\{\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus \rho\right]\right) \phi_{\mathcal{S}} \theta\right)\)
(S5) \(\mathcal{S}\left(\left[\lceil!P\rceil^{U} \rrbracket\right) \rho \phi_{\mathcal{S}} \theta \quad=\bigsqcup \mathcal{F}\right.\)
    where, \(\mathcal{F}=\left\{\{|\perp|\}, \mathcal{S}\left(\left\lceil\prod_{i} P\left[\operatorname{bnv}_{i}(P) / b n v(P)\right]\right]^{U}\right.\right.\) D \(\left.\rho \phi_{\mathcal{S}} \theta \mid i=0 \ldots \infty\right\}\)
    and, \(\operatorname{bnv}_{i}(P)=\left\{x_{i} \mid x \in \operatorname{bnv}(P)\right\}\)
(S6) \(\quad \mathcal{S}\left(\left[\lceil[M \text { is } N] P\rceil^{U}\right]\right) \rho \phi_{\mathcal{S}} \theta=\)
    \(\left\{\begin{array}{l}\left.\mathcal{R}\left(\left\{\{\mid \Gamma P\rceil^{U} \mid\right\} \uplus \rho\right]\right) \phi_{\mathcal{S}} \theta, \\ \emptyset, \\ \text { otherwise }\end{array}\right.\)
(S7) \(\mathcal{S}\left(\left\lceil[\mathbf{0}\rceil^{U}\right]\right) \rho \phi_{\mathcal{S}} \theta \quad=\emptyset\)
(S8) \(\quad \mathcal{S}\left(\lceil\text { let }(x, y)=M \text { in } P\rceil^{U} \rrbracket \rho \phi_{\mathcal{S}} \theta=\right.\)
    \(\left\{\mathcal{R}\left(\left[\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus \rho\right]\right) \phi_{\mathcal{S}}\left[x \mapsto t, y \mapsto t^{\prime}\right] \theta\right.\), if \(\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M\right)=\left(t, t^{\prime}\right)\)
    \(\{\emptyset, \quad\) otherwise
(S9) \(\mathcal{S}\left(\llbracket\left\lceil\text { case } L \text { of }\{x\}_{N} \text { in } P\right\rceil^{U} \rrbracket \rho \phi_{\mathcal{S}} \theta=\right.\)
    \(\left\{\mathcal{R}\left(\left\{\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus \rho\right]\right) \phi_{\mathcal{S}}[x \mapsto t] \theta\right.\), if \(\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, L\right)=\sec (t, k)\) and \(\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, N\right)=k\)
    Ø, \(\quad\) otherwise
(S10) \(\mathcal{S}\left(\llbracket \text { case } L \text { of }\{[x]\}_{N} \text { in } P\right\rceil^{U} \rrbracket \rho \phi_{\mathcal{S}} \theta=\)
    \(\begin{cases}\left.\mathcal{R}\left(\llbracket\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus \rho\right]\right) \phi_{\mathcal{S}}[x \mapsto t] \theta, & \text { if } \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, L\right)=p u b\left(t, k^{+}\right) \text {and } \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, N\right)=k^{-} \\ \text {otherwise }\end{cases}\)
(S11) \(\mathcal{S}\left(\left[\left\lceil\text { case } L \text { of }[\{x\}]_{N} \text { in } P\right\rceil^{U}\right] \rho \phi_{\mathcal{S}} \theta=\right.\)
    \(\left\{\begin{array}{l}\mathcal{R}\left(\left\{\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus \rho\right]\right) \phi_{\mathcal{S}}^{\prime} \theta, \text { if } \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, L\right)=\operatorname{sig}\left(t, k^{-}\right) \text {and } \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, N\right)=k^{+} \\ \text {where, } \phi_{\mathcal{S}}^{\prime}=\phi_{\mathcal{S}}[x \mapsto t]\end{array}\right.\)
    \(\left\{\begin{array}{l}\text { where, } \phi_{\mathcal{S}}^{\prime}=\phi_{\mathcal{S}}[x \mapsto t] \\ \emptyset,\end{array}\right.\) otherwise
\((\mathcal{S} 12) \mathcal{S}\left(\left[\left[[\{L, M\}]_{N}\right] P\right\rceil^{U}\right] \rho \phi_{\mathcal{S}} \theta=\)
    \(\begin{cases}\mathcal{R}\left(\left\{\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus \rho\right]\right) \phi_{\mathcal{S}} \theta & , \text { if } \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, L\right)=\operatorname{sig}\left(t, k^{-}\right) \text {and } \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, N\right)=k^{+} \\ \emptyset, & \text { ond } \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M\right)=t\end{cases}\)
(S13) \(\mathcal{S}\left(\llbracket\lceil A(M)\rceil^{U} \rrbracket\right) \rho \phi_{\mathcal{S}} \theta=\)
    \(\left\{\begin{array}{l}\mathcal{R}\left(\left[\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus \rho\right]\right) \phi_{\mathcal{S}}^{\prime} \theta \text {, where } A(x) \triangleq P \text { and } \phi_{\mathcal{S}}^{\prime}=\phi_{\mathcal{S}}\left[x \mapsto \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M\right)\right]\end{array}\right.\)
    \(\emptyset, \quad\) otherwise
\((\mathcal{S} 14) \mathcal{S}\left(\left\lceil\lceil\text { let } x=\operatorname{private}(M) \text { in } P\rceil^{U} \rrbracket\right) \rho \phi_{\mathcal{S}} \theta=\right.\)
    \(\left\{\begin{array}{l}\mathcal{R}\left(\left\{\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus \rho\right]\right) \phi_{\mathcal{S}}\left[x \mapsto \theta(U)^{-}\right] \theta, \text { if } \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M\right)=\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, U\right)\end{array}\right.\)
    \(\{\emptyset, \quad\) otherwise
\((\mathcal{S} 15) \quad \mathcal{S}\left(\lceil\text { let } x=\operatorname{public}(M) \text { in } P\rceil^{U} \rrbracket\right) \rho \phi_{\mathcal{S}} \theta=\)
    \(\left\{\begin{array}{c}\mathcal{R}\left(\left\{\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus \rho\right]\right) \phi_{\mathcal{S}}\left[x \mapsto \theta(U)^{+}\right] \theta, \text { if } \varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, M\right)=\varphi_{\mathcal{S}}\left(\phi_{\mathcal{S}}, U\right) \\ \biguplus \mathcal{R}\left(\left[\left\{\left|\lceil P\rceil^{U}\right|\right\} \uplus \rho\right]\right) \phi_{\mathcal{S}}\left[x \mapsto \theta\left(U^{\prime}\right)^{+}\right] \theta, \text { otherwise } \\ U^{\prime} \in \operatorname{dom}(\theta)\end{array}\right.\)
(S16)
\((\mathcal{S} 16)\)
\((\mathcal{R} 0)\)
    \(\mathcal{R}([\rho]) \phi_{\mathcal{S}} \theta \quad=\biguplus_{E \in \rho} \mathcal{S}([E])(\rho \backslash\{|E|\}) \phi \mathcal{S} \theta\)
                        \(E \in \rho\)
```

Fig. 3. The standard denotational semantics of the SPIKY language
composition by the addition of the parallel subprocesses to $\rho$. Rule ( $\mathcal{S} 4$ ) uses new to interpret the meaning of a restriction. Rule $(\mathcal{S} 5)$ interprets a replication, $\lceil!P\rceil^{U}$, as the least upper bound of the infinite poset $\mathcal{F}$. This least upper bound represents the least fixed point meaning of $!P$. Due to the fact that the semantic domain, $S p i k y_{\perp}$, is infinite, the calculation of this least fixed point may not terminate within finite limits. The rule also uses a labelling mechanism to


Fig. 4. The non-standard semantics of the SPIKY language
rename all the bound variables and names, $b n v(P)$, of the spawned processes by subscripting those variables and names with a number signifying process copy.

Rule $(\mathcal{S} 6)$ resolves the meaning of two terms using $\varphi_{\mathcal{S}}$. Rule $(\mathcal{S} 7)$ interprets the meaning of a null system as the empty set mapping, $\emptyset$. Rule $(\mathcal{S} 8)$ splits the elements of a pair term. Rules $(\mathcal{S} 9)-(\mathcal{S} 12)$ deal with cryptographic systems for the decryption of symmetric and public-key ciphertexts and signatures with recovery
and appendix validations. A residual system, $\lceil P\rceil^{U}$, signifying the success of the operation is added to $\rho$, else, if the operation fails, $\emptyset$ is returned instead. Rule $(\mathcal{S} 13)$ interprets the meaning of abstraction instantiations directly by adding the definition to $\rho$ and updating $\phi_{\mathcal{S}}$ with the substituted term. Rules $(\mathcal{S} 14)-(\mathcal{S} 16)$ deal with PKI operations for retrieving private, uncertified and certified public keys. This is done using the PKI state, $\theta$, and the user owning the system, $U$. The uncertified public key operation offers less guarantees (if the owner of the process requires other users' keys), therefore, it may return the public key of any PKI user, $U^{\prime}$, in $\operatorname{dom}(\theta)$. On the other hand, the certified version is always guaranteed to return a valid public key, regardless of the owner's identity.

## 4 Non-Standard Semantics

We extend here the standard semantics of the previous section to a non-standard semantics that captures the property of term substitutions. Hence, the meaning of a system is now given as a special environment, $\phi_{\mathcal{E}}: V \rightarrow \wp(T \times A G \times A G)$, which maps each variable of a closed system to a set of triples representing semantic terms that may substitute the variable, and names of PKI users that instantiate and own that variable. Note that $A G$ here represents the flat predomain of agent names corresponding to the set $\mathcal{A G}$. Since the non-standard semantics is precise (copies of bound names and variables are always distinct), each variable will be mapped to a singleton set per choice of control flow.

A non-standard semantic domain, $D_{\perp}=V \rightarrow \wp(T \times A G \times A G)$, can be constructed, ordered by subset inclusion as follows:

$$
\forall \phi_{\mathcal{E} 1}, \phi_{\mathcal{E} 2} \in D_{\perp}: \phi_{\mathcal{E} 1} \sqsubseteq_{D_{\perp}} \phi_{\mathcal{E} 2} \Leftrightarrow \forall x \in V: \phi_{\mathcal{E} 1}(x) \subseteq \phi_{\mathcal{E} 2}(x)
$$

with the bottom element, $\perp_{D_{\perp}}$, being the null environment, $\phi_{\mathcal{E} 0}$, that maps each variable to the empty set. The union of environments operation, $\cup_{\phi}$, can also be defined as follows:

$$
\forall \phi_{\mathcal{E} 1}, \phi_{\mathcal{E} 2} \in D_{\perp}, x \in V:\left(\phi_{\mathcal{E} 1} \cup_{\phi} \phi_{\mathcal{E} 2}\right)(x)=\phi_{\mathcal{E} 1}(x) \cup \phi_{\mathcal{E} 2}(x)
$$

The non-standard semantics of the SPIKY language is defined using the semantic function, $\mathcal{E}([E]) \rho \phi_{\mathcal{E}} \theta \in D_{\perp}$, as illustrated in Figure 4. The definitions of $\rho$ and $\theta$ are as in Section 3. The definition of the special function, $\varphi_{\mathcal{E}}$ allows for the meaning of a closed term to be computed under some $\phi_{\mathcal{E}}$ :
$\varphi_{\mathcal{E}}\left(\phi_{\mathcal{E}}, M\right)^{2}= \begin{cases}t, & \text { if } M \in V \wedge \\ M, & \phi_{\mathcal{E}}(M)=\left\{\left(t, U, U^{\prime}\right)\right\} \\ \sec \left(\varphi_{\mathcal{E}}\left(\phi_{\mathcal{E}}, M^{\prime}\right), \varphi_{\mathcal{E}}\left(\phi_{\mathcal{E}}, N\right)\right), & \text { if } M=\left\{M^{\prime}\right\}_{N} \\ \operatorname{pub}\left(\varphi_{\mathcal{E}}\left(\phi_{\mathcal{E}}, M^{\prime}\right), \varphi_{\mathcal{E}}\left(\phi_{\mathcal{E}}, N\right)\right), & \text { if } M=\left\{\left[M^{\prime}\right\}_{N}\right. \\ \operatorname{sig}\left(\varphi_{\mathcal{E}}\left(\phi_{\mathcal{E}}, M^{\prime}\right), \varphi_{\mathcal{E}}\left(\phi_{\mathcal{E}}, N\right)\right), & \left.\text { if } M=\left\{M^{\prime}\right\}\right]_{N} \\ \left(\varphi_{\mathcal{E}}\left(\phi_{\mathcal{E}}, M^{\prime}\right), \varphi_{\mathcal{E}}\left(\phi_{\mathcal{E}}, M^{\prime \prime}\right)\right), & \text { if } M=\left(M^{\prime}, M^{\prime \prime}\right) \\ & \end{cases}$

[^12]The main difference in this semantics as compared to the standard semantics of the previous section is the fact that the meaning of a process is a $\phi_{\mathcal{E}}$ environment rather than an element of Spiky $\perp_{\perp}$. Note again the difference in performing uncertified versus certified public key retrieval in rules $(\mathcal{E} 15)$ and $(\mathcal{E} 16)$, respectively. In the former case, the owner of a process may obtain any public key stored in $\theta$ when asking for some other user's public key without any guarantees as to the validity of the key-user binding (unless the owner asks for its own public key). In the latter case, this requirement is always guaranteed to return a public key that is validly bound to its user.

## 5 Abstract Semantics

One problem with the non-standard semantics of the previous section is that it is not guaranteed to terminate due to the possibility of infinite behaviour resulting from the presence of replication. Therefore, it is necessary to introduce a safe abstraction that limits the size of the semantic domain. This abstraction is a variation of the abstraction used in (346].

We begin first by assuming a predomain of tags, Tag, ranged over by $t, \dot{t}, \ddot{t}$, where $t$ is the tag of a generic term, $\dot{t}$ is the tag of a name or a variable, and $\ddot{t}$ is the tag of a complex term (ciphertext, signature, pair). Next, we appropriately $\operatorname{tag} M, M^{\prime}$ in $\bar{N}\langle M\rangle . P$, let $(x, y)=\left(M, M^{\prime}\right)$ in $P$, case $\{M\}_{N}$ of $\{x\}_{N^{\prime}}$ in $P$, case $\{[M]\}_{N}$ of $\{[x]\}_{N^{\prime}}$ in $P$, case $[\{M\}]_{N}$ of $[\{x\}]_{N^{\prime}}$ in $P, A(M)$, and tag each of private $(M)$, public $(M)$ and certified $(M)$ in the syntax. Furthermore, the following functions are defined over tags and systems:

- value_of $\left(\left\{t_{1}, \ldots, t_{n}\right\}\right)=\left\{M_{1}, \ldots, M_{n}\right\}$, which when applied to a set of tags, $\left\{t_{1}, \ldots, t_{n}\right\}$, returns the corresponding set of terms, $\left\{M_{1}, \ldots, M_{n}\right\}$.
- tags_of $(E)=\left\{t_{1}, \ldots, t_{n}\right\}$, which when applied to a system, $E$, returns its set of tags, $\left\{t_{1}, \ldots, t_{n}\right\}$.

We now introduce the $\alpha_{k, k^{\prime}}$ abstraction function, which keeps to a finite level, the number of copies of bound variables, bound names and tags.
Definition 1. Define $\alpha_{k, k^{\prime}}: \mathbb{N} \times \mathbb{N} \times(V+N+T a g) \rightarrow\left(V^{\sharp}+N^{\sharp}+T a g^{\sharp}\right)$ :
$\forall M \in(V+N+T a g), i, k, k^{\prime} \in \mathbb{N}: \alpha_{k, k^{\prime}}(M)=\left\{\begin{array}{l}\dot{t}_{k}, \text { if } M=\dot{t}_{i} \in \text { Tag and } i>k \\ \ddot{t}_{k^{\prime}}, \text { if } M=\ddot{t}_{i} \in \text { Tag and } i>k^{\prime} \\ x_{k}, \text { if } M=x_{i} \in V \text { and } i>k \\ a_{k}, \text { if } M=a_{i} \in N \text { and } i>k \\ M, \text { otherwise }\end{array}\right.$
The resulting abstract predomains, $V^{\sharp}, N^{\sharp}$ and $T a g^{\sharp}$, can be defined as $V^{\sharp}=$ $V \backslash\left\{x_{j} \mid j>k\right\}, N^{\sharp}=N \backslash\left\{a_{j} \mid j>k\right\}$ and $\operatorname{Tag}^{\sharp}=\operatorname{Tag} \backslash\left(\left\{\dot{t}_{j} \mid j>k\right\} \cup\left\{\ddot{t}_{i} \mid\right.\right.$ $\left.\left.i>k^{\prime}\right\}\right)$. Informally, $k$ constrains the number of bound variables and names, and tags of primitive terms, whereas $k^{\prime}$ constrains the number of tags of complex terms. In effect, constraining the tags of primitive terms implies limiting the copies of bound names and variables carrying the tags, whereas constraining the number of tags of complex terms means limiting the depth of data structures.

For example, in the process ! $(\nu n) \bar{a}\left\langle n^{i}\right\rangle \mid!a(x)$, it is possible to spawn infinite copies of each replication, $\left(\nu n_{1}\right) \bar{a}\left\langle n_{1}^{\dot{t}_{1}}\right\rangle\left|a\left(x_{1}\right)\right|\left(\nu n_{2}\right) \bar{a}\left\langle n_{2}^{\dot{t}_{2}}\right\rangle\left|a\left(x_{2}\right)\right| \ldots$. It is clear that $\dot{t}$ is an indicator to the number of copies $n$ has after spawning each process. On the other hand, the process ! $a(x) \cdot \bar{a}\left\langle\{x\}_{k}^{\ddot{t}}\right\rangle \mid \bar{a}\langle b\rangle$, which also spawns $a\left(x_{1}\right) \cdot \bar{a}\left\langle\left\{x_{1}\right\}_{k}^{\ddot{t}_{1}}\right\rangle\left|a\left(x_{2}\right) \cdot \bar{a}\left\langle\left\{x_{2}\right\}_{k}^{\ddot{t}_{2}}\right\rangle\right| \bar{a}\langle b\rangle \mid \ldots$ demonstrates the role of $\ddot{t}$ as an indicator to the number of times the ciphertext, $\{x\}_{k}$, is applied to $b$.

Using $\alpha_{k, k^{\prime}}$, we construct $\phi_{\mathcal{A}}: V^{\sharp} \rightarrow \wp\left(T a g^{\sharp} \times A G \times A G\right)$, with a meaning similar to $\phi_{\mathcal{E}}$ in the previous section. Furthermore, a domain, $D_{\perp}^{\sharp}=V^{\sharp} \rightarrow$ $\wp\left(T a g^{\sharp} \times A G \times A G\right)$ is formed as follows:

$$
\forall \phi_{\mathcal{A} 1}, \phi_{\mathcal{A} 2} \in D_{\perp}^{\sharp}, x \in V^{\sharp}: \phi_{\mathcal{A} 1} \sqsubseteq_{D_{\perp}^{\sharp}} \phi_{\mathcal{A} 2} \Leftrightarrow \phi_{\mathcal{A} 1}(x) \subseteq \phi_{\mathcal{A} 2}(x)
$$

with a bottom element, $\perp_{D_{\perp}^{\sharp}}$, representing the null environment, $\phi_{\mathcal{A} 0}$. Taking $D_{\perp}^{\sharp}$ as the abstract semantic domain, we can define the abstract semantics of the SPIKY language using the function, $\mathcal{A}([E]) \rho \phi_{\mathcal{A}} \theta \in D_{\perp}^{\sharp}$, as shown in Figure 5. The definitions of $\rho$ and $\theta$ are as in the previous sections. The special function, $\varphi_{\mathcal{A}}$, returns a set of terms corresponding to a term, $M$, given substitutions captured by $\phi_{\mathcal{A}}$, as follows:
$\varphi_{\mathcal{A}}\left(\phi_{\mathcal{A}}, M\right)=\varphi_{\mathcal{A}}^{\prime}\left(\phi_{\mathcal{A}}, M^{\prime}\right)_{\{ \}}$,
where, $M^{\prime}=M\left[\alpha_{k, k^{\prime}}(t) / t\right]\left[\alpha_{k, k^{\prime}}(x) / x\right]\left[\alpha_{k, k^{\prime}}(n) / n\right]$, for all tags, $t$, names, $n$, and variables, $x$, of $M$,
and $\varphi_{\mathcal{A}}^{\prime}\left(\phi_{\mathcal{A}}, M\right)_{s}=$ if $M \in s$ then $\}$ else

We describe a few rules here. Rule ( $\mathcal{A} 1$ ) deals with the case of output actions, dealing with possible communications with appropriate input actions in $\rho$. The tag of the output message is registered in $\phi_{\mathcal{A}}$ as a value for the input variable. The semantics is imprecise, since $\phi_{\mathcal{A}}$ only captures an abstract tag as a value for an abstract variable. Rule $(\mathcal{A} 5)$ introduces the functions:
$\operatorname{ren}(x, i)=$ fold $^{\operatorname{sub}}{ }_{i}\left(\right.$ fold $^{\operatorname{sub}}{ }_{i} x$ bnv $\left.(x)\right)$ tags_of $(x)$
fold $f e\left\{x_{1}, \ldots, x_{n}\right\}=f\left(x_{n}, \ldots, f\left(x_{1}, e\right) \ldots\right)$
$\operatorname{sub}_{i} x y=y\left[x_{i} / x\right]$
which are used in the definition of the least fixed point meaning of a replicated process. This meaning is defined as the least upper bound of the set $\mathcal{F}$, which


Fig. 5. The abstract semantics of the SPIKY language
can only be finite in this semantic. As a result, the termination of the least fixed point is formalised as follows.

## Theorem 1 (Termination of the least fixed point calculation) The calculation of rule $(\mathcal{A} 5)$ terminates.

Proof Sketch. To prove the termination property, it is necessary to satisfy two requirements. First, the semantic domain must be finite. This is satisfied by the definition of $D_{\perp}^{\sharp}$, where $T a g^{\sharp}$ and $A G$ are both finite. The second requirement is that $\left.\mathcal{A}\left(\left\lceil\prod_{i} P\right\rceil^{U}\right]\right) \rho \phi_{\mathcal{A}} \theta$ must be monotonic over $P$, i.e. $\left.\mathcal{A}\left(\left\lceil\prod_{i} P\right\rceil^{U}\right]\right) \rho \phi_{\mathcal{A}} \theta \sqsubseteq_{D_{\perp}^{\sharp}}$ $\left.\mathcal{A}\left(\left\lceil\prod_{i+1} P\right\rceil^{i}\right\rfloor\right) \rho \phi_{\mathcal{A}} \theta$.

We can state the safety of the abstract semantics by the following theorem.

## Theorem 2 (Safety of the abstract semantics)

```
\(\forall P, \rho, \phi_{\mathcal{E}}, \phi_{\mathcal{A}}, k, k^{\prime}, \mathcal{E}\left(\left[\lceil P\rceil^{U}\right]\right) \rho \phi_{\mathcal{E}} \theta=\left(p, \phi_{\mathcal{E}}^{\prime}\right), \mathcal{A}\left(\left[\lceil P\rceil^{U}\right]\right) \rho \phi_{\mathcal{A}} \theta=\phi_{\mathcal{A}}^{\prime}\) :
\(\left(\exists M, x: \varphi_{\mathcal{E}}\left(\phi_{\mathcal{E}}, M\right) \in \phi_{\mathcal{E}}(x) \Rightarrow\right.\)
    \(\exists t \in \phi_{\mathcal{A}}\left(\alpha_{k, k^{\prime}}(x)\right): M^{\sharp} \in\) value_of \((\{t\}) \wedge M^{\sharp}=\) fold \(\left.\operatorname{sub}_{k, k^{\prime}} M n v(M)\right)\)
\(\Rightarrow\)
\(\left(\exists M, x: \varphi_{\mathcal{E}}\left(\phi_{\mathcal{E}}^{\prime}, M\right) \in \phi_{\mathcal{E}}^{\prime}(x) \Rightarrow\right.\)
    \(\exists t \in \phi_{\mathcal{A}}^{\prime}\left(\alpha_{k, k^{\prime}}(x)\right): M^{\sharp} \in\) value_of \((\{t\}) \wedge M^{\sharp}=\) fold \(\left.\operatorname{sub}_{k, k^{\prime}} M \operatorname{nv}(M)\right)\)
where, sub \({ }_{k, k^{\prime}} x y=y\left[\alpha_{k, k^{\prime}}(x) / x\right]\)
and, \(n v(M)\) is the set of names and variables of \(M\)
```

Proof Sketch. The proof is by induction over the structure of the abstract semantics and relies on first proving the safety of the $\cup_{\phi}$ operation.

The theorem states that for any term, $M$, captured in the non-standard semantics by including its $\varphi_{\mathcal{E}}\left(\phi_{\mathcal{E}}^{\prime}, M\right)$ value in the value of a variable, $\phi_{\mathcal{E}}^{\prime}(x)$, then that corresponds to capturing a tag, $t$, in the abstract semantics, by $\phi_{\mathcal{A}}^{\prime}\left(\alpha_{k, k^{\prime}}(x)\right)$. The appropriateness of $t$ is expressed by the ability to obtain (by folding) an abstract form, $M^{\sharp}=$ fold $\operatorname{sub}_{k, k^{\prime}} M n v(M)$, of the concrete term, $M$, by evaluating $t$ using value_of. More concisely, every concrete term, $M$, captured in the non-standard semantics is also captured in the form of the corresponding abstract tag, $t$, in the abstract semantics. From now on, we shall use the following predicate, to denote the property that a term, $M$, is captured by an agent, $B$, sent by another agent, $A$, given the results of an abstract semantics, $\phi_{\mathcal{A}}$, and the constraints, $k$ and $k^{\prime}$ :
$\operatorname{captured}\left(M, A, B, \phi_{\mathcal{A}}, k, k^{\prime}\right) \stackrel{\text { def }}{=}$
$\exists t \in \operatorname{Ta} g^{\sharp}, x \in \operatorname{dom}\left(\phi_{\mathcal{A}}\right):(t, A, B) \in \phi_{\mathcal{A}}(x) \wedge M^{\sharp} \in$ value_of $(t)$

## 6 Security Properties

In this section, we formalise two security properties that can be checked by the static analysis of the previous section. These properties are the term secrecy and the peer-entity participation.

### 6.1 Term Secrecy

We formalise the property that a term, $M$, is never leaked to some agent, $U$, with respect to the results of the abstract semantics, $\phi_{\mathcal{A}}$, and using the captured predicate defined in the previous section, as follows.

Property 1 (Secrecy of the term $M$ w.r.t. $U$ )
$\nexists U^{\prime} \in A G: \operatorname{captured}\left(M, U^{\prime}, U, \phi_{\mathcal{A}}, k, k^{\prime}\right)$
From now on, we write the predicate, $\operatorname{secret}(M, U)$, to indicate that $M$ remains secret with respect to $U$.

### 6.2 Peer-Entity Participation

Peer-entity participation means that an agent, $A$, knows to a certain degree of certainty that another agent, $B$, has participated in a session of some protocol in which $A$ is also a participant. In reality, there are many scenarios that this property could be established, both in its one-way and two-way forms. In this section, we discuss one such scenario, where $A$ creates a nonce, $N$, and $N$ is signed by $B$, then, provided that only $B$ has the knowledge of its own private key, $A$ knows that $B$ has just participated in the protocol if it receives back the signature and is able to verify it. The degree of certainty to which $A$ may establish the property depends on whether $A$ performs a certified or an uncertified retrieval of the public key of $B$. In the uncertified case, $A$ may still be able to raise its degree of certainty by relying on trusted third parties to perform the certified public key retrieval.

Based on this, we define the certified peer-entity participation and the uncertified peer-entity participation, as follows.

## Property 2 (Certified peer-entity participation of $\mathbf{B}$ by $\mathbf{A}$ )

$\operatorname{captured}\left(\theta(B)^{-}, B, B, \phi_{\mathcal{A}}, k, k^{\prime}\right) \wedge$
$\left(\exists t \in \operatorname{Ta}^{\sharp}, x \in \operatorname{dom}\left(\phi_{\mathcal{A}}\right): \phi_{\mathcal{A}}(x)=\{(t, A, A)\} \wedge \theta(B)^{+^{\sharp}} \in\right.$ value_of $\left.(t)\right) \wedge$
$\left(\exists U, L: \operatorname{captured}\left(\left[\{L]_{\theta(B)^{-}}, U, A, \phi_{\mathcal{A}}, k, k^{\prime}\right)\right) \wedge\right.$
$\left(\forall U^{\prime}: U^{\prime} \neq B \Rightarrow \operatorname{secret}\left(\theta(B)^{-}, U^{\prime}\right)\right)$
Property 3 (Uncertified peer-entity participation of B by A) $\operatorname{captured}\left(\theta(B)^{-}, B, B, \phi_{\mathcal{A}}, k, k^{\prime}\right) \wedge$
$\left(\exists t \in \operatorname{Tag}^{\sharp}, x \in \operatorname{dom}\left(\phi_{\mathcal{A}}\right):(t, A, A) \in \phi_{\mathcal{A}}(x) \wedge \theta(B)^{+\sharp} \in\right.$ value_of $\left.(t)\right) \wedge$
$\left(\exists U, L: \operatorname{captured}\left(\left[\{L\}_{\theta(B)^{-}}, U, A, \phi_{\mathcal{A}}, k, k^{\prime}\right)\right) \wedge\right.$
$\left(\forall U^{\prime}: U^{\prime} \neq B \Rightarrow \operatorname{secret}\left(\theta(B)^{-}, U^{\prime}\right)\right)$

## 7 Example

We consider here an example of mobile protocol authentication taken from (7). In this example, we have that agent $A$ is running on a small device with computational power insufficient for performing the full certification of the public key of $B$, therefore it relies on a trusted server with much more computational power to complete the verification process and forward its signed nonce to $B$ :

```
\(\operatorname{INIT}\left(a, b, s, c h, c h^{\prime}\right) \triangleq\left(\nu n_{a}\right) \overline{c h}\left\langle a, n_{a}\right\rangle \cdot \operatorname{ch}\left(b^{\prime}, n_{b}, \operatorname{sig}\right)\).
    [ \(b\) is \(\left.b^{\prime}\right]\) let \(k_{b}=\operatorname{public}(b)\) in
        [ \(\left.\left.\left\{\operatorname{sig}, n_{a}\right\}\right]_{k_{b}}\right]\) let \(k_{a}=\operatorname{private}(a)\) in
        let \(k_{s}=\operatorname{certified}(s)\) in \(\overline{c h^{\prime}}\left\langle\left\{\left[\left\{n_{b}\right\}\right]_{k_{a}}, b, k_{b}\right\}_{k_{s}}\right\rangle .0\)
    \(\operatorname{RESP}(b, a, c h) \triangleq \operatorname{ch}\left(a^{\prime}, n_{a}\right)\).
    [ \(a\) is \(\left.a^{\prime}\right]\) let \(k_{b}=\operatorname{private}(b)\) in
        \(\left(\nu n_{b}\right) \overline{c h}\left\langle b, n_{b},\left\{\left\{n_{a}\right\}\right]_{k_{b}}\right\rangle . \operatorname{ch}(\operatorname{sig})\).
        let \(k_{a}=\operatorname{certified}(a)\) in \(\left.\left[\left\{s i g, n_{b}\right\}\right]_{k_{a}}\right] .0\)
\(\operatorname{SERV}(a, s, \operatorname{ch} 1, \operatorname{ch} 2) \triangleq\) let \(k_{s}=\operatorname{private}(s)\) in
    \(c h^{\prime}(c)\).case \(c\) of \(\{[p]\}_{k_{s}}\) in
        let \((s i g, b, k e y)=p\) in
                                let \(k_{b}=\operatorname{certified}(b)\) in \(\left[k e y\right.\) is \(\left.k_{b}\right] \overline{c h}\langle s i g\rangle .0\)
    \(S Y S T \triangleq(\nu c h)\left(\nu c h^{\prime}\right)\left(\left\lceil\operatorname{INIT}\left(A, B, S, c h, c h^{\prime}\right)\right\rceil^{A} \mid\right.\)
    \(\left.\lceil\operatorname{RESP}(B, A, c h)\rceil^{B} \mid\left\lceil\operatorname{SERV}\left(A, S, c h, c^{\prime}\right)\right\rceil^{S}\right)\)
```
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(1.) $\quad A \rightarrow B: A, N_{A}$
(2.) $\quad B \rightarrow A: B, N_{B},\left[\left\{N_{A}\right\}\right]_{K_{B}-}$
(3.) $\left.\quad A \rightarrow S:\left\{\left[\left\{N_{B}\right\}\right]_{K_{A}-}, B, K_{B}{ }^{+}\right\}\right\}_{K_{S}}{ }^{+}$
(4.) $\quad S \rightarrow B:\left[\left\{N_{B}\right\}\right]_{K_{A}-}$

The specification of this protocol in the SPIKY language is given in Figure 6 .

### 7.1 Analysis Results

Applying $\mathcal{A}([S Y S T]) \rho \phi_{\mathcal{A}} \theta$, for the uniform case, where $k=k^{\prime}=1$, we find that Property [3 is satisfied for agent $A$, since captured $\left(\left[\left\{n_{a}\right\}\right]_{k_{b}}, B, A, \phi_{\mathcal{A}}, k, k^{\prime}\right)$ and $A$ can only verify the signature with uncertified public key for $B$. Obviously, $A$ later relies on the server, $S$, to compare the uncertified key of $B$ with a certified version that $S$ is capable of retrieving. On the other hand, we find that Property 2 is satisfied for agent $B$, since captured $\left(\left[\left\{n_{b}\right\}\right]_{k_{a}}, S, B, \phi_{\mathcal{A}}, k, k^{\prime}\right)$ is true and $B$ can verify the signature with a certified public key of $A$. Finally, we also note that Property $\mathbb{1}$ is satisfied for the term, $\left\{\left[\left[n_{b}\right\}\right]_{k_{a}}, B, k_{b}\right]_{k_{s}}$ with respect to all the agents in the second protocol except the server, $\operatorname{SERV}\left(A, S, c h, c h^{\prime}\right)$.

## 8 Conclusion

In this paper, we have presented a novel static analysis of PKI-based systems that captures the property of term substitutions in SPIKY-based specifications. The analysis was used to formally define the security properties of term secrecy and peer-entity participation. For the future, we hope to implement the analysis in some functional language, like SML or OCAML, and we plan then to use the implementation to verify a number of protocols that use PKIs.
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#### Abstract

Subtyping in first order object calculi is studied with respect to the logical semantics obtained by identifying terms that satisfy the same set of predicates, as formalized through an assignment system. It is shown that equality in the full first order $\varsigma$-calculus is modelled by this notion, which on turn is included in a Morris style contextual equivalence.


## 1 Introduction

Subtyping is a prominent feature of type-theoretic foundation of object oriented programming languages. The basic idea is expressed by subsumption: any piece of code of type $A$ can masquerade as a code of type $B$ whenever $A$ is a subtype of $B$, written $A<: B$.

In typed calculi equations are among terms of the same type; since terms may have several types because of subsumption, it is commonly postulated that if $a=b: A$ and $A<: B$ then $a=b: B$ (but not viceversa): call this equational subsumption. In the realm of object calculi, object types are essentially interfaces, and subtyping interface extension; therefore subsumption is justified by the intuition that any object which is able to react to messages mentioned in $A$ a fortiori will answer correctly to messages in the smaller interfaces represented by its supertypes. Similarly equational subsumption is understood on the ground of contexts separability: $a$ and $b$ are contextually equivalent at type $A$ if both typeable by $A$ and no context with a hole of type $A$ can take them apart. This provides an interpretation of subtyping: $A<: B$ should hold if any pair of terms contextually equivalent at type $A$ cannot be separated at $B$.

Semantically this is understood in two ways according to the existing literature (see [10] ch. 10 for a gentle introduction to these approaches): either by means of coercions [4], or by inclusion of partial equivalence relations as in [5]6] and [1] ch. 14. But coercion semantics does not reflects the actual implementation practice of object-oriented

[^13]languages; on the other hand PER semantics is quite complex to use for reasoning about programs, and suffers of technical problems which are still open.

We propose a third approach which, in our view, can lead to a simpler logical framework for reasoning about object oriented programs. It is based on the ideas of logical semantics and domain logic. In the latter perspective the meaning of a term is determined by the set of the predicates it satisfies, so that two terms are equivalent if they are indiscernible. To account for equivalence "at" a certain type $A$ we relativize this form of absolute indiscernibility to sets of predicates indexed over types, calling them languages. Hence $a$ and $b$ are logically equivalent at type $A$ if they satisfy the same set of predicates form the language $\mathcal{L}_{A}$ associated to $A$.

For equational subsumption to be sound in our framework, it is needed that some relation between $\mathcal{L}_{A}$ and $\mathcal{L}_{B}$ exists whenever $A<: B$. Were we about a calculus of pure objects, such a relation would be simply $\mathcal{L}_{A} \supseteq \mathcal{L}_{B}$, and this is clearly enough. However, since in the present paper we consider a richer calculus with functions and recursive types, called $\mathrm{FOb}_{1<: \mu}$ in [1], this is no longer true in general, and is replaced by a more complex inclusion relation.

The logical equivalence is indeed the theory of a model. Such a model can be obtained by the filter model construction as in [3], with a more complex structure due to the presence of types (see [8] and [12]). Here we live aside the investigation of the model and concentrate on the theory itself, establishing two results: first if $\vdash a \leftrightarrow b: A$ is derivable in the equational theory of system $\mathrm{FOb}_{1<: \mu}$, then $a$ and $b$ are logically equivalent at type $A$; second two terms logically equivalent at type $A$ are contextually equivalent at the same type. The latter result is a consequence of the characterization of convergence in terms of derivability of non trivial predicates in $\mathcal{L}_{A}$ much as in the case of $\lambda$-calculus and intersection types (see e.g. [11]). A similar result was proved for the type-free $\varsigma$-calculus in [7].

Because of the limited space available, proofs are omitted: see [13].

### 1.1 Related Work

The present paper follows some previous works by the authors in [7|8|12]. The novelty is subtyping of object and recursive types, while subtyping polymorphism was considered in [8] for a $\lambda$-calculus with function and record types only. The idea of using languages to model types in a filter model originates from [2]: however in Abramsky's work the modeling of polymorphism was left out. In this case the predicate languages cannot be disjoint; moreover they need to have a structure reflecting the subtyping relation, as stressed above, a topic which has not been addressed in the literature. The theory of objects in [1] is a natural environment of investigation for the themes we are about here; Morris style contextual equivalence for first order object calculi is introduced and studied in [9], where system $\mathrm{FOb}_{1<: \mu}$ is considered: this is the reason for the choice of the same calculus in the present paper.

## 2 The System $\mathrm{FOb}_{1<: \mu}$

To keep the present exposition self-contained, we recall the definition of the system $\mathrm{FOb}_{1<: \mu}$ of [1]. As usual for polymorphic calculi, we will introduce type and term
syntax in two steps: first by defining type expressions (pre-types) and pre-terms, namely terms decorated by pre-types; types and terms are then defined together with the the type derivation system as well-formed pre-types and well-typed pre-terms respectively.

Definition 1 (Pre-types and Pre-terms). Let $\mathcal{K}$ be a set of type constants, ranged over by $K$, and $\mathcal{V}$ a set of type variables, ranged over by $X,\left\{\ell_{i} \mid i \in N\right\}$ a denumerable set of labels, $I$ and $J$ finite subsets of $N$. The set of types $\mathcal{T}$, ranged over by $A, B, C, \ldots$ is defined by the following grammar:

$$
A, B::=K|X|\left[\ell_{i}: B_{i}^{(i \in I)}\right]|A \rightarrow B| \mu X . A
$$

The pre-terms of $\mathrm{FOb}_{1<: \mu}$ are defined through the following grammar, where $c$ ranges over constants:

$$
\begin{aligned}
& a, b::=x|c| \lambda x^{A} . a|a(b)|\left[\ell_{i}=\varsigma\left(x_{i}^{A}\right) b_{i}{ }^{(i \in I)}\right] \mid a \cdot \ell \\
&|a \cdot \ell \Longleftarrow \varsigma(x) b| \text { fold }(A, a) \mid \operatorname{unfold}(a)
\end{aligned}
$$

A type expression of the shape $\left[\ell_{i}: B_{i}{ }^{(i \in I)}\right]$ is used for an object type; $A \rightarrow B$ is the usual functional type and $\mu X . A$ is a recursive type: in the latter the type variable $X$ is bound in $A$. In the expressions $\varsigma\left(x^{A}\right) b$ and $\lambda x^{A} . b, x$ is bound in $b$; free and bound variables are defined as usual. Types and pre-terms are considered equal modulo $\alpha$ conversion, i.e. up to renaming of bound variables.

In [1] the system is defined as the union of several fragments, which we subdivide into two parts; the first one concerns contexts, types and terms formation 1 :

Definition 2. A context for a type judgement is just a finite set $E$ of type-decorated variables, of the shape $x: A$.

The system $\Delta_{K} \cup \Delta_{x} \cup \Delta_{\mathrm{Ob}} \cup \Delta_{\rightarrow} \cup \Delta_{X} \cup \Delta_{\mu}$ is given in Figure 1
$E$ is a well-formed context if $E \vdash \diamond$ is derivable, and $A$ is a type for $a$ if there exists $E$ with $E \vdash a: A$.

The second one is about sybtyping:
Definition 3. The system $\Delta_{<:} \cup \Delta_{<: \mathrm{Ob}} \cup \Delta_{<: \rightarrow} \cup \Delta_{<: X} \cup \Delta_{<: \mu}$ can be found in Figure 2

It is understood that such unions produce a set of inductive clauses generating a unique system where contexts and types in the rules from the first part can be formed according to the rules of the second part and vice-versa. There is also a certain redundancy: the context $E, X$ is the same as $E, X<:$ Top. In what follows we will use the generic notation $\cdot\{\cdot \longleftarrow \cdot\}$ for substitution both of type variables by type expressions and of term variables by terms, implicitly replacing all occurrences of the first parameter of $\{\cdot \leftarrow \cdot\}$ by the second in the preceding expression; as usual the replacements occur up to $\alpha$-congruence to avoid variable clashes.

[^14]assuming here that $I=\{1, \ldots, n\}$.

| $(E n v \emptyset):$ | $(E n v x):$ | $(\operatorname{Val} x):$ | (Type Const) : |
| :---: | :---: | :---: | :---: |
| $\overline{\emptyset \vdash \diamond}$ | $\frac{E \vdash A}{E, x: A \vdash \diamond}(x \notin \operatorname{dom}(E))$ | $\frac{E^{\prime}, x: A, E^{\prime \prime} \vdash \diamond}{E^{\prime}, x: A, E^{\prime \prime} \vdash x: A}$ | $\frac{E \vdash \diamond}{E \vdash K}$ |

(Type Object): (Val Object) : (Val Select) :

$$
\frac{E \vdash B_{i}(\forall i \in I)}{E \vdash\left[\ell_{i}: B_{i}{ }^{(i \in I)}\right]} \quad \frac{E, x_{i}: A \vdash b_{i}: B_{i}(\forall i \in I)}{E \vdash\left[\ell_{i}=\varsigma\left(x_{i}^{A}\right) b_{i}{ }^{(i \in I)}\right]: A} \quad \frac{E \vdash a:\left[\ell_{i}: B_{i}{ }^{(i \in I)}\right]}{E \vdash a \cdot \ell_{j}: B_{j}}(j \in I)
$$

(Val Update) :

$$
\frac{E \vdash a: A \quad E, x: A \vdash_{\Sigma} b: B_{j}}{E \vdash\left(a \cdot \ell_{j} \Longleftarrow \varsigma\left(x^{A}\right) b\right): A}\left(A \equiv\left[\ell_{i}: B_{i}^{i \in I}\right], j \in I\right)
$$

(Type Arrow): (Val Fun): (Val Appl):

$$
\frac{E \vdash A \quad E \vdash B}{E \vdash A \rightarrow B} \quad \frac{E, x: A \vdash a: B}{E \vdash \lambda x^{A} \cdot a: A \rightarrow B} \quad \frac{E \vdash a: A \rightarrow B \quad E \vdash b: A}{E \vdash a(b): B}
$$

(Env $X$ ) :

$$
\frac{E \vdash \diamond}{E, X \vdash \diamond}(X \notin \operatorname{dom}(E))
$$

(Type Rec): (Val Fold) :
$\frac{E, X \vdash A}{E \vdash \mu X . A} \quad \frac{E \vdash a: A\{X \longleftarrow \mu X . A\}}{E \vdash \operatorname{fold}(\mu X . A, a): \mu X . A}$
(Type $X$ ) :

$$
\frac{E^{\prime}, X, E^{\prime \prime} \vdash \diamond}{E^{\prime}, X, E^{\prime \prime} \vdash X}
$$

(Val Unfold) :

$$
\frac{E \vdash a: \mu X . A}{E \vdash \operatorname{unfold}(a): A\{X \longleftarrow \mu X . A\}}
$$

Fig. 1. Fragments $\Delta_{K} \cup \Delta_{x} \cup \Delta_{\mathrm{Ob}} \cup \Delta_{\rightarrow} \cup \Delta_{X} \cup \Delta_{\mu}$

Definition 4 (Reduction). Evaluating contexts are term expressions with a hole [_], and are generated by the grammar:

$$
\mathcal{E}[-]::=-|\mathcal{E}[-] \cdot \ell| \mathcal{E}[-] \cdot \ell \Leftarrow \varsigma\left(x^{A}\right) b|\mathcal{E}[-](a)| \operatorname{unfold}(\mathcal{E}[-]) \mid \text { fold }(A, \mathcal{E}[-]) .
$$

We will wrire $\mathcal{E}[a]$ for the replacement of ${ }_{-}$by $a$ in $\mathcal{E}$.
The one-step reduction relation on terms is the binary relation defined by the following rules:

$$
\begin{aligned}
{\left[\ell_{i}=\varsigma\left(x_{i}^{A_{i}}\right) b_{i}{ }^{(i \in I)}\right] \cdot \ell_{j} } & \rightarrow b_{j}\left\{x_{j} \longleftarrow\left[\ell_{i}=\varsigma\left(x_{i}^{A_{i}}\right) b_{i}(i \in I)\right]\right\} \\
{\left[\ell_{i}=\varsigma\left(x_{i}^{A_{i}}\right) b_{i}(i \in I)\right] \cdot \ell_{j} \Leftarrow \varsigma\left(x^{A}\right) b } & \rightarrow\left[\ell_{i}=\varsigma\left(x_{i}^{A_{i}}\right) b_{i}{ }^{i \in I \backslash j}, \ell_{j}=\varsigma\left(x^{A_{j}}\right) b\right] \\
\left(\lambda x^{A} \cdot a\right)(b) & \rightarrow a\{x \longleftarrow b\} \\
\text { unfold(fold }(X, a)) & \rightarrow a \\
a \rightarrow b & \Rightarrow \mathcal{E}[a] \rightarrow \mathcal{E}[b]
\end{aligned}
$$

The relation $\xrightarrow{*}$ is the reflexive and transitive closure of $\rightarrow$.
The one-step reduction is from [9]. In [1], Ch. 6 the operational semantics of the object calculi is defined by means of a bigstep predicate $a \rightsquigarrow v$, where $a$ is a closed term, $v$ is a value as it is defined by the grammar:

$$
v::=c\left|\lambda x^{A} . a\right|\left[\ell_{i}: \varsigma\left(x_{i}^{A}\right) b_{i}{ }^{i \in I}\right] \mid \text { fold }(A, v) .
$$

(Sub Refl): (Sub Trans): (Val Subsumption) :
$\frac{E \vdash A}{E \vdash A<: A} \quad \frac{E \vdash A<: B \quad E \vdash B<: C}{E \vdash A<: C} \quad \frac{E \vdash a: A \quad E \vdash A<: B}{E \vdash a: B}$
(Type Top) : (Sub Top) : (Sub Object) :
$\frac{E \vdash \diamond}{E \vdash \mathrm{Top}} \quad \frac{E \vdash A}{E \vdash A<: \operatorname{Top}} \quad \frac{E \vdash B_{i} \quad(\forall i \in I)}{E \vdash\left[\ell_{i}: B_{i}{ }^{i \in I}\right]<:\left[\ell_{i}: B_{i}{ }^{i \in J}\right]}(J \subseteq I)$
(Sub Arrow) : (Env $X<$ :) : (Type $X<$ :) :

$$
\begin{array}{cc}
\frac{E \vdash A^{\prime}<: A \quad E \vdash B<: B^{\prime}}{E \vdash A \rightarrow B<: A^{\prime} \rightarrow B^{\prime}} \quad \frac{E \vdash A}{E, X<: A \vdash \diamond}(X \notin \operatorname{dom}(E)) \quad \frac{E^{\prime}, X<: A, E^{\prime \prime} \vdash \diamond}{E^{\prime}, X<: A, E^{\prime \prime} \vdash X} \\
(\text { Sub } X): & \\
\frac{E^{\prime}, X<: A, E^{\prime \prime} \vdash \diamond}{E^{\prime}, X<: A, E^{\prime \prime} \vdash X<: A} & \frac{E, X<: \operatorname{Top} \vdash A}{E \vdash \mu X . A}
\end{array}
$$

(Sub Rec) :

$$
\frac{E \vdash \mu X . A \quad E \vdash \mu Y . B \quad E, Y<: \text { Top, } X<: Y \vdash A<: B}{E \vdash \mu X . A<: \mu Y . B}
$$

Fig. 2. Fragments $\Delta_{<: ~} \cup \Delta_{<: \mathrm{Ob}} \cup \Delta_{<: \rightarrow} \cup \Delta_{<: X} \cup \Delta_{\mu}$

It is easy to see that $a \rightsquigarrow v$ if and only if $a \xrightarrow{*} v$. The reduction relation is more general since it is defined for any term (possibly with free variable occurrences); it is even true that normal forms are not necessarily values. However it is easy to adapt the arguments in $\left[\frac{1}{1}\right]$ to establish the following theorem:
Theorem 5 (Subject reduction property of $\mathrm{FOb}_{1<: \mu}$ ). If $E \vdash a: A$ is derivable in the system $\mathrm{FOb}_{1<: \mu}$ and $a \rightarrow b$, then $E \vdash b: A$ is derivable as well.

We just stress that, consistently with the definition of $\rightsquigarrow$ in $[1]$, in the clause:

$$
\left[\ell_{i}=\varsigma\left(x_{i}^{A_{i}}\right) b_{i}{ }^{(i \in I)}\right] \cdot \ell_{j} \Longleftarrow \varsigma\left(x^{A}\right) b \rightarrow\left[\ell_{i}=\varsigma\left(x_{i}^{A_{i}}\right) b_{i}{ }^{i \in I \backslash j}, \ell_{j}=\varsigma\left(x^{A_{j}}\right) b\right]
$$

a renaming of the self type of the bound variable $x^{A}$ into $x^{A_{j}}$ occurs. This is immaterial in the fragments of the $\varsigma$-calculus without subtyping, but it is needed in the presence of rule (Val Subsumption) since if $A=\left[\ell_{i}: B_{i}{ }^{i \in I}\right]$, and $A<: C$, then we can give type $C$ to any term of type $A$ and therefore update a method in an object of type $A$ with $\varsigma\left(x^{C}\right) b$; but the result of (naively) performing the update saving the self type $C$ is no longer typeable, as the selves of the methods now have different types, so that rule (Val Object) will not apply.

The reduction relation is trivially confluent. Even relaxing Definition 4 and taking the closure of $\rightarrow$ under arbitrary contexts would not destroy confluence, as can be shown e.g. by adapting the Martin-Löf technique for proving the Church-Rosser theorem for the $\lambda$-calculus. As for typed $\lambda$-calculi with recursion (e.g. PCF), typed terms do not necessarily have a normal form: $\Omega_{B} \equiv\left[\ell=\varsigma\left(x^{A}\right) x . \ell\right] . \ell$ is typeable by $B$ if $A$ is any object type $[\ell: B, \ldots]$, and it is such that $\Omega_{B} \rightarrow \Omega_{B}$.

## 3 Predicates and Assignment

In this section we will introduce the syntax of the predicates and an assignment system to syntactically derive judgements associating predicates to typed terms under the assumption of similar judgements about a finite set of typed variables.

Predicates are transparently intersection types for a $\lambda$-calculus with records, and come from [7]. The essential difference is that the set of predicates is stratified into languages (see [8|12]), in such a way that whenever a predicate can be deduced for a term $a$, it belongs to the language $\mathcal{L}_{A}$ associated with $A$.

Much in the style of [11], in this section we will present a notion of strict intersection types, called strict predicates here; this is a technical choice and a departure from [12], making the proof theory of the system more manageable, without loss in the expressivity. Using these, we will define a notion of predicate assignment, which will consists basically of associating a predicate to a typed term.

Definition 6 (Predicates). $\mathcal{P}_{s}$, the set of strict predicates, and the set $\mathcal{P}$ of intersection predicates, both ranged over by $\sigma, \tau, \ldots$, are defined through:

$$
\begin{aligned}
\mathcal{P}_{\mathrm{S}} & : \\
\mathcal{P}: & =\kappa\left|\left(\mathcal{P} \rightarrow \mathcal{P}_{\mathrm{S}}\right)\right|\left\langle\ell: \mathcal{P}_{\mathrm{S}}\right\rangle \mid \mu\left(\mathcal{P}_{\mathrm{S}}\right) \quad\left(n \geq \mathcal{P}_{\mathrm{S}_{n}}\right)
\end{aligned}
$$

where $\kappa$ ranges over a countable set of atoms. We will write $\omega$ for an intersection of zero strict types, and write $\wedge_{\underline{n}} \sigma_{i}$ for $\sigma_{1} \wedge \ldots \wedge \sigma_{n}$, where we assume that each $\sigma_{i} \in \mathcal{P}_{s}$. Also, rather than $\left\langle\ell: \sigma_{1}\right\rangle \wedge \cdots \wedge\left\langle\ell: \sigma_{n}\right\rangle$ we will write $\left\langle\ell: \sigma_{1} \wedge \cdots \wedge \sigma_{n}\right\rangle$ or $\left\langle\ell: \wedge_{\underline{n}} \sigma_{i}\right\rangle$, where $\underline{n}=\{1, \ldots, n\}$; also, rather than $\left\langle\ell_{1}: \sigma_{1}\right\rangle \wedge \cdots \wedge\left\langle\ell_{n}: \sigma_{n}\right\rangle$ where the $\ell_{i}$ are distinct, we will write $\left\langle\ell_{i}: \sigma_{i}{ }^{i \in \underline{n}}\right\rangle$ or $\left\langle\ell_{i}: \sigma_{i}{ }^{(i \in I)}\right\rangle$.

Atomic predicates $\kappa$ are intended to describe elements of atomic type in the domain of interpretation; $\sigma \rightarrow \tau$ is the property of functions sending element satisfying $\sigma$ into elements satisfying $\tau ;\langle\ell: \sigma\rangle$ is the property of records having values that satisfy $\sigma$ associated with the field $\ell$. Predicates $\omega$ and $\sigma \wedge \tau$ mean 'truth' and 'conjunction' respectively. It should be noted that arbitrary intersection predicates like $(\sigma \rightarrow \tau) \wedge\langle\ell: \rho\rangle$ are allowed by the above definition.

To build a logic of predicates we need a notion of implication, written $\sigma \leq \tau$, which is a reflexive and transitive relation on predicates, defined below.

Definition 7 (Predicate pre-order). On predicates a pre-order $\leq$ is inductively defined by:

$$
\begin{gathered}
\frac{\sigma \leq \sigma_{i}}{\sigma \leq \wedge_{\underline{n}} \sigma_{i}}(\forall i \leq n \geq 0) \\
\frac{\rho \leq \sigma \quad \tau \leq \mu}{\sigma \rightarrow \tau \leq \rho \rightarrow \mu}
\end{gathered} \frac{\sigma \leq \tau \leq \rho}{\wedge_{\underline{n}} \sigma_{i} \leq \sigma_{i}}(\forall i \leq n \geq 1) \quad \frac{\sigma \leq \tau}{\langle\ell: \sigma\rangle \leq\langle\ell: \tau\rangle} \quad \frac{\sigma \leq \tau}{\mu(\sigma) \leq \mu(\tau)}
$$

Finally $\sigma=\tau \Longleftrightarrow \sigma \leq \tau \leq \sigma$. A predicate is trivial if equivalent to $\omega$.
Lemma 8. The following rules are admissible

$$
\overline{\left\langle\ell_{i}: \sigma_{i}{ }^{i \in I}\right\rangle \wedge\left\langle\ell_{j}: \tau_{j}{ }^{j \in J}\right\rangle \leq\left\langle\ell_{k}: \rho_{k}{ }^{(k \in I \cup J)}\right\rangle}, \text { where } \begin{cases}\rho_{k}=\sigma_{k} \wedge \tau_{k}, & \text { if } k \in I \cap J, \\ \rho_{k}=\sigma_{k}, & \text { if } k \in I \backslash J, \\ \rho_{k}=\tau_{k}, & \text { if } k \in J \backslash I\end{cases}
$$

$$
\overline{\left\langle\ell_{i}: \sigma_{i}{ }^{(i \in I)}\right\rangle \leq\left\langle\ell_{j}: \sigma_{j}{ }^{j \in J}\right\rangle}(J \subseteq I)
$$

Lemma 9. $\left\langle\ell_{i}: \sigma_{i}^{i \in I}\right\rangle \wedge\left\langle\ell_{j}: \tau_{j}^{j \in J}\right\rangle=\left\langle\ell_{k}: \rho_{k}{ }^{(k \in I \cup J)}\right\rangle$, provided $\sigma_{i}=\tau_{i}$ for $i \in I \cap J$.
Although predicates are basically properties of untyped terms (resulting from typed terms essentially by erasing type decorations), types are quite relevant in the equational theory of the $\mathrm{FOb}_{1<: \mu}$ calculus; this was accounted for in [8|12] by means of the notion of predicate languages, whose definition easily extends to the present richer syntax.

Definition 10 (Languages). The set of all predicates $\mathcal{L}$ is stratified into a family $\left\{\mathcal{L}_{A}\right\}_{A}$ of sets of predicates called languages, indexed over closed types such that:

1. for every $\kappa$, there exists exactly one $K \in \mathcal{K}$ such that $\kappa \in \mathcal{L}_{K}$;
2. $\mathcal{L}_{A}$ is the least set (including atoms if $A \equiv K$ ) such that

$$
\begin{gathered}
\frac{\sigma_{i} \in \mathcal{L}_{A} \quad(\forall i \in \underline{n})}{\wedge_{\underline{n}} \sigma_{i} \in \mathcal{L}_{A}}(n \geq 0) \quad \frac{\sigma \in \mathcal{L}_{A} \quad \tau \in \mathcal{L}_{B}}{\sigma \rightarrow \tau \in \mathcal{L}_{A \rightarrow B}} \quad \frac{\sigma \in \mathcal{L}_{A\{X \hookrightarrow \mu X . A\}}}{\mu(\sigma) \in \mathcal{L}_{\mu X . A}}\left(\sigma \in \mathcal{P}_{\mathrm{s}}\right) \\
\frac{\sigma \in \mathcal{L}_{A \rightarrow B_{j}}}{\left\langle\ell_{j}: \sigma\right\rangle \in \mathcal{L}_{A}}\left(A=\left[\ell_{i}: B_{i}{ }^{(i \in I)}\right], j \in I, \sigma \in \mathcal{P}_{\mathrm{s}}\right)
\end{gathered}
$$

The intuition behind languages is the following. Properties in $\mathcal{L}_{A}$ give some information about values of type $A$; to be a value of type $A$ should then imply to enjoy at least a non-trivial property in $\mathcal{L}_{A}$. That two values are logically equivalent at type $A$ means that they satisfy the same set of properties in that language; consistently $\mathcal{L}_{\text {Top }}$ is the set of trivial types. A natural question is whether there exists a relation between languages and the subtyping relation, which is partly answered in the following proposition, for which we recall the definition of the Egli-Milner preorder over the powerset of any preordered set $(X, \leq)$ : if $U, V \subseteq X$ then

$$
U \sqsubseteq^{\natural} V \Leftrightarrow \forall u \in U \exists v \in V . u \leq v \& \forall v \in V \exists u \in U . u \leq v .
$$

Proposition 11. Let $A$ and $B$ be closed type expressions not including recursion and such that $\vdash A<: B$ then:

1. if $A$ and $B$ are object types then $\mathcal{L}_{B} \subseteq \mathcal{L}_{A}$;
2. if $A$ and $B$ are either object or arrow types then $\mathcal{L}_{A} \sqsubseteq^{\natural} \mathcal{L}_{B}$.

We say that $\mathcal{L}_{B}$ is a restriction of $\mathcal{L}_{A}$ when $\mathcal{L}_{A} \sqsubseteq^{\natural} \mathcal{L}_{B}$. Note that, since $\omega \in \mathcal{L}_{B}$ for any $B$ (take $n=0$ in the rule about intersection in Definition 10) and $\sigma \leq \omega$ for all $\sigma$, we have that $\mathcal{L}_{B} \subseteq \mathcal{L}_{A}$ implies $\mathcal{L}_{A} \sqsubseteq^{\natural} \mathcal{L}_{B}$. If $\mathcal{L}_{A} \sqsubseteq^{\natural} \mathcal{L}_{B}$ then $\mathcal{L}_{B}$ is weaker than $\mathcal{L}_{A}$ : we speak of restriction, since its discriminating power is less than the power of $\mathcal{L}_{A}$, as it is immediately clear when $\mathcal{L}_{B} \subseteq \mathcal{L}_{A}$. This makes languages and restriction good candidates for modelling types and subtyping relation respectively.

The proof of Proposition 11 is by induction on the derivation of $\vdash A<: B$ and does not need to take the context into account at any step because of the assumptions; this is no longer true when recursive types are considered.

Definition 12. A map $\eta$ from type variables to closed types is called a type-environment. For $E$ a well-formed context, we say that $\eta$ respects the context $E$ if for any $X<: A \in E$ (if $X \in E$ then it is read as $X<$ : Top $\in E$ ) it is the case that $\mathcal{L}_{\eta(X)} \sqsubseteq^{\natural} \mathcal{L}_{\eta(A)}$, where $\eta(A)$ is the value of application to $A$ of the obvious extension of $\eta$ to the set of types.

Theorem 13. If $E \vdash A<: B$, then for any type-environment $\eta$ that respects $E$ we have $\mathcal{L}_{\eta(A)} \sqsubseteq^{\natural} \mathcal{L}_{\eta(B)}$.

We are now in place to introduce the main tool in the present work, namely the assignment system. It is a formal system to derive judgments of the form $a: A: \sigma$, whose intended meaning is: the denotation of $a$ satisfies the property $\sigma$ when seen as a value of type $A$ (here a "value" could be the undefined object in the domain of interpretation: we shall see that in such a case $\sigma$ has to be trivial).

## Definition 14 (Statements, bases, compatibility).

1. A statement is an expression of the shape $a: A: \sigma$, where $a$ is a term, $A$ is a type for $a$, and $\sigma$ is a predicate, and $a$ is called the subject of this statement.
2. A basis $\Gamma$ is a finite set of statements with only (distinct) term variables as subject.
3. For a basis $\Gamma$, we say that $E$ fits into $\Gamma$, written $E \triangleleft \Gamma$, if $x: A: \sigma \in \Gamma$ implies $x: A \in E$. We write $\widehat{\Gamma}$ for the largest context that fits into $\Gamma$.
4. We say that two bases $\Gamma_{0}, \Gamma_{1}$ are compatible if there exists a context $E$ including all variables occurring in both $\Gamma_{0}$ and $\Gamma_{1}$, fitting into both of them.
5. We say that $\Gamma$ preserves languages if $\sigma \in \mathcal{L}_{\eta(A)}$ whenever $x: A: \sigma \in \Gamma$ and $\eta$ is a type-environment respecting $\widehat{\Gamma}$.
6. We extend $\leq$ to bases by: $\Gamma^{\prime} \leq \Gamma$ if and only if for every $x: A: \sigma \in \Gamma$ there exists $x: A: \sigma^{\prime} \in \Gamma^{\prime}$ such that $\sigma^{\prime} \leq \sigma$.

Definition 15 (Predicate Assignment). The predicate assignment system to derive judgments of the form $\Gamma \vdash a: B: \sigma$ where $\Gamma$ is a basis preserving languages, $a$ a term, $A$ a type and $\sigma$ a predicate is defined in figure 3.

Lemma 16. 1. The rules

$$
\frac{\Gamma \vdash a: A: \sigma \quad \sigma \leq \tau}{\Gamma \vdash a: A: \tau} \quad \text { and } \quad \frac{\Gamma \vdash a: A: \sigma \quad \sigma \leq \tau \quad \widehat{\Gamma} \vdash A<: B}{\Gamma \vdash a: B: \tau}\left(\tau \in \mathcal{L}_{B}\right)
$$

are admissible.
2. If $\widehat{\Gamma} \vdash a: A, \widehat{\Gamma} \vdash A<: B$ and $\Gamma \vdash a: B: \tau$, then there exists $\sigma \in \mathcal{L}_{A}$ such that $\sigma \leq \tau$ and $\Gamma \vdash a: A: \sigma$.

## 4 Subject Reduction and Expansion

A minimal requirement for soundness of the assignment system is that predicates are invariant under reduction. This is established through the following result.
(Val $x$ ) :

$$
\overline{\Gamma \vdash x: B: \sigma}(x: B: \tau \in \Gamma, \tau \leq \sigma)
$$

(Val Fun) :

$$
\frac{\Gamma, x: A: \tau \vdash a: B: \sigma}{\Gamma \vdash \lambda x^{A} \cdot a: A \rightarrow B: \tau \rightarrow \sigma}
$$

(Val Fold) :

$$
\frac{\Gamma \vdash a: A\{X \longleftarrow \mu X . A\}: \sigma}{\Gamma \vdash \operatorname{fold}(\mu X . A, a): \mu X . A: \mu(\sigma)}
$$

$$
(<:):
$$

$$
\frac{\Gamma \vdash a: B: \sigma \quad \widehat{\Gamma} \vdash B<: C}{\Gamma \vdash a: C: \sigma}\left(\sigma \in \mathcal{L}_{C}\right)
$$

(Val Appl) :

$$
\frac{\Gamma \vdash a: A \rightarrow B: \tau \rightarrow \sigma \quad \Gamma \vdash b: A: \tau}{\Gamma \vdash a(b): B: \sigma}
$$

(Val Unfold) :

$$
\frac{\Gamma \vdash a: \mu X . A: \mu(\sigma)}{\Gamma \vdash \operatorname{unfold}(a): A\{X \longleftarrow \mu X . A\}: \sigma}
$$

in the next rules $A \equiv\left[\ell_{i}: B_{i}{ }^{(i \in I)}\right]$
(Val Select) :

$$
\frac{\Gamma \vdash a: A:\left\langle\ell_{j}: \tau \rightarrow \sigma\right\rangle \quad \Gamma \vdash a: A: \tau}{\Gamma \vdash a \cdot \ell_{j}: B_{j}: \sigma}
$$

(Val Update ${ }_{1}$ ) :

$$
\frac{\Gamma \vdash a: A: \sigma \quad \Gamma, y: A: \rho \vdash b: B_{j}: \tau}{\Gamma \vdash\left(a . \ell_{j} \Longleftarrow \varsigma\left(y^{A}\right) b\right): A:\left\langle\ell_{j}: \rho \rightarrow \tau\right\rangle}
$$

$$
(\omega) \frac{E \vdash a: B}{\Gamma \vdash a: B: \omega}(E \triangleleft \Gamma)
$$

(Val Object) :

$$
\frac{\Gamma, x_{i}: A: \tau_{i} \vdash b_{i}: B_{i}: \sigma_{i} \quad(\forall i \in I)}{\Gamma \vdash\left[\ell_{i}=\varsigma\left(x_{i}^{A}\right) b_{i}{ }^{(i \in I)}\right]: A:\left\langle\ell_{j}: \tau_{j} \rightarrow \sigma_{j}\right\rangle}(j \in I)
$$

(Val Update ${ }_{2}$ ) :

$$
\frac{\Gamma \vdash a: A:\left\langle\ell_{j}: \sigma\right\rangle \quad \Gamma, y: A: \rho \vdash b: B_{i}: \tau}{\Gamma \vdash\left(a \cdot \ell_{i} \Leftarrow \varsigma\left(y^{A}\right) b\right): A:\left\langle\ell_{j}: \sigma\right\rangle}(i \neq j)
$$

$$
(\wedge I) \frac{\Gamma \vdash a: B: \sigma_{i} \quad(\forall i \in \underline{n})}{\Gamma \vdash a: B: \wedge_{\underline{n}} \sigma_{i}}(n \geq 1)
$$

Fig. 3. Predicate Assignment

Theorem 17 (Subject Reduction). If $\Gamma \vdash a: A: \rho$, and $a \rightarrow a^{\prime}$, then $\Gamma \vdash a^{\prime}: A: \rho$.
Example 18. To better appreciate the importance of this standard result in the present setting, we review an example given in [12].

Suppose that $A \equiv\left[\ell_{0}: \operatorname{Int}, \ell_{1}: \operatorname{Int}\right]$ and $a \equiv\left[\ell_{0}=\varsigma\left(x^{A}\right) 1, \ell_{1}=\varsigma\left(x^{A}\right) x . \ell_{0}\right]$ (using a constant 1 of type Int), so that in $\mathrm{FOb}_{1<: \mu}$ we have $\vdash a: A$. Then

$$
\left.\frac{\overline{x: A:\left\langle\ell_{0}: \omega \rightarrow \mathbf{O}\right\rangle \vdash x: A:\left\langle\ell_{0}: \omega \rightarrow \mathbf{O}\right\rangle}(\text { Val } x) \overline{x: A:\left\langle\ell_{0}: \omega \rightarrow \mathbf{O}\right\rangle \vdash x: A: \omega}(\omega)}{x: A:\left\langle\ell_{0}: \omega \rightarrow \mathbf{O}\right\rangle \vdash x \cdot \ell_{0}: \text { Int }: \mathbf{O}}(\text { Val Object }, \wedge I) \text { (Val Select }\right)
$$

where $\ell_{0}$ is a field, $\ell_{1}$ is the method get $\ell_{0}$, and $O \in \mathcal{L}_{\text {Int }}$ is the predicate of being an odd integer. Using rules (Val Update $\left.{ }_{1}\right)$, (Val Update ${ }_{2}$ ) and $(\wedge I)$ one can derive (the seemingly incorrect):

$$
\frac{\vdash a: A:\left\langle\ell_{0}: \omega \rightarrow \mathbf{O}, \ell_{1}:\left\langle\ell_{0}: \omega \rightarrow \mathbf{O}\right\rangle \rightarrow \mathbf{O}\right\rangle \quad \overline{y: A: \omega \vdash 2: I n t: \mathbf{E}}}{\vdash\left(a \cdot \ell_{0} \Longleftarrow \varsigma\left(y^{A}\right) 2\right): A:\left\langle\ell_{0}: \omega \rightarrow \mathbf{E}, \ell_{1}:\left\langle\ell_{0}: \omega \rightarrow \mathbf{O}\right\rangle \rightarrow \mathbf{O}\right\rangle}
$$

where $\mathrm{E} \in \mathcal{L}_{\text {Int }}$ is the predicate of being an even integer. This makes sense, however, since it simply states that if the value at $\ell_{0}$ is an odd integer, then the method $\ell_{1}$ will return an odd integer; it also states that this is vacuously true of the actual a. $\ell_{0} \Longleftarrow \varsigma\left(y^{A}\right) 2$, since it has an even integer at $\ell_{0}$. As a consequence of Theorem TT we also know that this is harmless: indeed $\left(a \cdot \ell_{0} \Longleftarrow \varsigma\left(y^{A}\right) 2\right) \cdot \ell_{1} \xrightarrow{*} 2$ and we clearly assume that $\forall 2$ :Int : O, so by contraposition $\forall\left(a \cdot \ell_{0} \Longleftarrow \varsigma\left(y^{A}\right) 2\right) \cdot \ell_{1}:$ Int : O. As a matter of fact, rule (Val Select) is not applicable, since $\forall\left(a . \ell_{0} \Longleftarrow \varsigma\left(y^{A}\right) 2\right): A:\left\langle\ell_{0}: \omega \rightarrow \mathbf{O}\right\rangle$.

On the other hand, the following odd-looking assignment is legal as well, this time by rule (Val Object) and $(\wedge I)$ :
$\frac{\overline{x: A: \omega \vdash 1: I n t: \mathrm{O}} \frac{\overline{x: A:\left\langle\ell_{0}: \omega \rightarrow \mathrm{E}\right\rangle \vdash x: A:\left\langle\ell_{0}: \omega \rightarrow \mathrm{E}\right\rangle} \quad \overline{x: A:\left\langle\ell_{0}: \omega \rightarrow \mathrm{E}\right\rangle \vdash x: A: \omega}}{a: A:\left\langle\ell_{0}: \omega \rightarrow \mathrm{E}\right\rangle \vdash\left(x \cdot \ell_{0}\right): \text { Int }: \mathrm{E}}}{a \vdash A:\left\langle\ell_{0}: \omega \rightarrow \mathrm{O}, \ell_{1}:\left\langle\ell_{0}: \omega \rightarrow \mathrm{E}\right\rangle \rightarrow \mathrm{E}\right\rangle}$

In the last case, however, the apparently odd predicate we deduce is of use to conclude as before:

which is what we expected.
The invariant property of predicates w.r.t. reduction is stronger as they are preserved even by expansion, as is the case for standard intersection type assignment systems (see e.g. [3|11]). However we have to be careful, since the simply typed $\lambda$-calculus is a subcalculus of $\mathrm{FOb}_{1<: ~}$, for which it is known that subject expansion does not hold. In fact we can prove $\vdash\left(\lambda x^{A \rightarrow A} . x\right)\left(\lambda x^{A} . x\right): A \rightarrow A: \sigma \rightarrow \sigma$, but $\Gamma \nvdash y y\left\{y \hookleftarrow\left(\lambda x^{C} . x\right)\right\}: A \rightarrow A$ : $\sigma \rightarrow \sigma$, since there is no way to derive a type for $y y$ for any choice of $\Gamma$ and $C$.

As a matter of fact, subject expansion does hold for predicates whenever it is the case for types, and this suffices for giving semantics to typed terms consistently with the restriction of convertibility relation to terms of the same type.
Theorem 19 (Subject Expansion). If $\Gamma \vdash a: A: \tau$, and $a^{\prime}$ is such that $\widehat{\Gamma} \vdash a^{\prime}: A$ and $a^{\prime} \rightarrow a$, then $\Gamma \vdash a^{\prime}: A: \tau$.

## 5 The Logical Equivalence

The assignment system of Definition 15 induces a logical notion of equivalence, according to which $a$ and $b$ are equal at $A$ if they can be assigned the same set of
predicates from $\mathcal{L}_{A}$. By extending this notion to open terms, we arrive at the following definition.

## Definition 20 (Logical Equivalence).

Let $a$ and $b$ be terms such that $E \vdash a: A$ and $E \vdash b: A$; we define

$$
\llbracket a: A \rrbracket_{E}=\left\{\sigma \in \mathcal{L}_{A} \mid \exists \Gamma \cdot \widehat{\Gamma}=E \& \Gamma \vdash a: A: \sigma\right\} .
$$

We then say that $a$ and $b$ are logically equivalent at $A$ and environment $E$ if

$$
E \vdash a: A, E \vdash b: A \text { and } \llbracket a: A \rrbracket_{E}=\llbracket b: A \rrbracket_{E},
$$

and write $a \simeq_{E}^{\mathcal{L}} b: A$.
Notice that, if the basis $\Gamma$ respects languages, the requirement $\sigma \in \mathcal{L}_{A}$ in the above definition is clearly redundant. Logical equivalence is the theory of a model built out of predicates, where the denotation of a term is exactly the set of its properties: i.e. the filter model [3]. It can be constructed along the lines of [12], even if the type interpretation cannot be the same, because retractions do not model subtyping. We leave this investigation to further study, and concentrate here on the properties of logical equivalence.

A notion of equivalence among terms of the $\mathrm{FOb}_{1<: \mu}$ is defined via a system deriving statements of the shape $a \leftrightarrow b: A$, meaning that terms $a$ and $b$ are equal at type $A$; the system $\Delta_{=} \cup \Delta_{=x} \cup \Delta_{=<:} \cup \Delta_{=\rightarrow} \cup \Delta_{=} \mathrm{Ob} \cup \Delta_{=\mu}$ is shown in Figure 4, where with respect to the original system in [1], we have omitted the obvious rules, like (Eq Appl), and extensionality rules (called (Eval Eta) and (Eval Fold), respectively).

Such a notion includes (typed) convertibility but it does not coincide with it: in fact ' $\leftrightarrow$ ' is a congruence whereas ' $\rightarrow$ ' is not closed under arbitrary contexts; more importantly, this is a consequence of subtyping and precisely of rule (Eq Sub Object)

$$
\begin{aligned}
& \text { (Eval Beta) : } \\
& \begin{array}{ccc}
\text { (Eq Subsumption) : } & \text { (Eq Top) : } \\
\begin{array}{c}
E \vdash \lambda x^{A} b: A \rightarrow B \\
E \vdash\left(\lambda x^{A} b\right)(a) \leftrightarrow b\{x \leftarrow a\}: B
\end{array} & \frac{E \vdash a \leftrightarrow a^{\prime}: A \quad E \vdash A<: B}{E \vdash a \leftrightarrow a^{\prime}: B} & \frac{E \vdash a: A \quad E \vdash b: B}{E \vdash a \leftrightarrow b: \text { Top }}
\end{array}
\end{aligned}
$$

(Eq Select) :

$$
\frac{E \vdash a \leftrightarrow a^{\prime}:\left[\ell_{i}: B_{i}{ }^{i \in I}\right]}{E \vdash a \cdot \ell_{j} \leftrightarrow a^{\prime} \cdot \ell_{j}: B_{j}}(j \in I)
$$

(Eq Update) where $A \equiv\left[\ell_{i}: B_{i}{ }^{(i \in I)}\right]$ :

$$
\frac{E \vdash a \leftrightarrow a^{\prime}: A \quad E, x: A \vdash b \leftrightarrow b^{\prime}: B_{j}}{E \vdash a \cdot \ell_{j} \Leftarrow \varsigma\left(x^{A}\right) b \leftrightarrow a^{\prime} \cdot \ell_{j} \Leftarrow \varsigma\left(x^{A}\right) b^{\prime}: A}(j \in I)
$$

(Eval Select) where $I \cap J=\emptyset, A \equiv\left[\ell_{i}: B_{i}{ }^{i \in I}\right], A^{\prime} \equiv\left[\ell_{i}: B_{i}{ }^{i \in I \cup J}\right], a \equiv\left[\ell_{i}=\varsigma\left(x_{i}^{A^{\prime}}\right) b_{i}{ }^{i \in I}\right]$ :

$$
\frac{E \vdash a: A}{E \vdash a \cdot \ell_{j} \leftrightarrow b_{j}\left\{x_{j} \hookleftarrow a\right\}: B_{j}}(j \in I)
$$

(Eval Update) where $I \cap J=\emptyset, A \equiv\left[\ell_{i}: B_{i}{ }^{i \in I}\right], A^{\prime} \equiv\left[\ell_{i}: B_{i}{ }^{i \in I \cup J}\right], a \equiv\left[\ell_{i}=\varsigma\left(x_{i}^{A^{\prime}}\right) b_{i}{ }^{i \in I}\right]$ :

$$
\frac{E \vdash a: A \quad E, x: A \vdash b: B_{j}}{E \vdash a . \ell_{j} \Leftarrow \varsigma\left(x^{A}\right) b \leftrightarrow\left[\ell_{j}=\varsigma\left(x^{A^{\prime}}\right) b, \ell_{i}=\varsigma\left(x^{A^{\prime}}\right) b_{i}{ }^{(i \in I \cup J \backslash\{j\})}\right]: A}(j \in J)
$$

Fig. 4. The equation system $\Delta=\cup \Delta=x \cup \Delta=<; \cup \Delta=\rightarrow \cup \Delta_{=} \mathrm{Ob} \cup \Delta=\mu$
(see the next example). Therefore, from the subject reduction and expansion theorems it does not follow that equality implies logical equivalence.

Example 21. Consider the terms (where $A \equiv\left[\ell_{0}: I n t, \ell_{1}: I n t\right]$ )

$$
a \equiv\left[\ell_{0}=\varsigma\left(x_{1}^{A}\right) 1, \ell_{1}=\varsigma\left(x_{1}^{A}\right) 1\right], b \equiv\left[\ell_{0}=\varsigma\left(x_{0}^{A}\right) 1, \ell_{1}=\varsigma\left(x_{1}^{A}\right) x \cdot \ell_{0}\right] .
$$

In [1], Section 7.6.2 it is argued that they cannot be equated at $A$. Indeed, they are not logically equivalent at $A$ since, if we assume that 1 is the predicate expressing the property of "being the number 1 ", so $1 \in \mathcal{L}_{\text {Int }}$, and $\vdash 1:$ Int $: 1$, then $\vdash a: A:\left\langle\ell_{1}: \omega \rightarrow 1\right\rangle$ but $\forall b: A:\left\langle\ell_{1}: \omega \rightarrow 1\right\rangle$. Indeed (omitting some parts of the derivation for readability):

$$
\frac{\overline{x_{1}: A: \omega \vdash 1: \text { Int }: 1}}{\vdash a: A:\left\langle\ell_{1}: \omega \rightarrow 1\right\rangle}(\text { Val Object })
$$

Replacing $a$ by $b$ would not yield a valid derivation. The best we can do in the case of $b$ is instead:

$$
\left.\frac{\overline{x_{1}: A:\left\langle\ell_{0}: \omega \rightarrow 1\right\rangle \vdash x_{1}: A:\left\langle\ell_{0}: \omega \rightarrow 1\right\rangle} \overline{x_{1}: A:\left\langle\ell_{0}: \omega \rightarrow 1\right\rangle \vdash x_{1}: A: \omega}}{\frac{x_{1}: A:\left\langle\ell_{0}: \omega \rightarrow 1\right\rangle \vdash x_{1} \cdot \ell_{0}: \text { Int }: 1}{\vdash b: A:\left\langle\ell_{1}:\left\langle\ell_{0}: \omega \rightarrow 1\right\rangle \rightarrow 1\right\rangle}(\text { Val Object })} \text { (Val Select }\right)
$$

To express this in natural language, what we have proved is that the value of $a$ on calling method $\ell_{1}$ is 1 , and that this is a "field", in that it does not depend on other parts of $a$; on the other hand, for $b$ the value returned by $\ell_{1}$ depends on the actual value of $\ell_{0}$ in $b$ : the predicate $\left\langle\ell_{1}:\left\langle\ell_{0}: \omega \rightarrow 1\right\rangle \rightarrow 1\right\rangle$ expresses this.

However, in [1] paragraph 8.4 .2 is observed that the equality $\vdash a \leftrightarrow b:\left[\ell_{0}: I n t\right]$ is derivable since both

$$
\vdash\left[\ell_{0}=\varsigma\left(x_{0}^{B}\right) 1\right] \leftrightarrow a:\left[\ell_{0}: I n t\right] \text { and } \vdash\left[\ell_{0}=\varsigma\left(x_{0}^{B}\right) 1\right] \leftrightarrow b:\left[\ell_{0}: I n t\right]
$$

can be obtained by rule (Eq Sub Object); this clearly shows that ' $\leftrightarrow$ ' is not convertibility, since $a, b$ and $\left[\ell_{0}=\varsigma\left(x_{0}^{B}\right) 1\right]$ are distinct normal forms and the reduction is confluent.

In our setting, we can show that $a \simeq \simeq_{\emptyset}^{\mathcal{L}} b:\left[\ell_{0}: I n t\right]$ as well, and this is the effect of restricting to the language $\mathcal{L}_{\left[\ell_{0}: \text { Int }\right]}$ : in fact the only non-trivial predicates in $\mathcal{L}_{\left[\ell_{0}: \text { Int }\right]}$ that we can derive for either $a$ or $b$ are $\left\langle\ell_{0}: \omega \rightarrow 1\right\rangle$ (or greater than this w.r.t. $\leq$ ).

Theorem 13 is a first evidence of the consistency of the predicate assignment system with respect to the subtyping relation. It is however not enough, and we need to establish the following.
Corollary 22. If $a \simeq_{E}^{\mathcal{L}} b: A$ and $E \vdash A<: B$ then $a \simeq_{E}^{\mathcal{L}} b: B$.
We conclude this section by establishing that equality in $\mathrm{FOb}_{1<: \mu}$ system implies logical equivalence, proving that what we have seen in the Example 21 actually holds in general.
Theorem 23. If $E \vdash a \leftrightarrow b: A$ then $a \simeq_{E}^{\mathcal{L}} b: A$.

## 6 Observational Semantics and Adequacy

Observational semantics for the $\mathrm{FOb}_{1<: \mu}$ calculus has been defined in [9] in Morrisstyle, called there "contextual equivalence". In the same paper it has been shown that it coincides with a notion of bisimulation which is stronger than ' $\leftrightarrow$ '. We will adopt a slightly more general definition (we will write $a^{A}$ for a closed term $a$ such that $\vdash a$ : $A$ ).

Definition 24 (Convergence). Given any (well formed) closed term $a^{A}$ we say that it converges to value $v$, written $a \Downarrow v$, if $a \xrightarrow{*} v$. Moreover we say that $a^{A}$ is convergent $(a \Downarrow)$ if there exists a value $v$ such that $a \Downarrow v$.

We will write _ $: A \vdash C[-]: B$ to express that the closed context $C[-]$ is well typed with type $B$, under the assumption that the "hole "" has type $A ; C[a]$ is the result of replacing '-' by $a$ in $C[-]$.

Definition 25 (Observational Equivalence). Two closed terms $a$ and $b$ are called $o b-$ servationally equivalent at type $A$, written $a \simeq_{A}^{\mathcal{O}} b$, if both $a^{A}$ and $b^{A}$, and for any ground type $K$ and value $v_{K}$ it is the case:

$$
\forall C[-] . ._{-}: A \vdash C[-]: K \Rightarrow\left(C[a] \Downarrow v_{K} \Leftrightarrow C[b] \Downarrow v_{K}\right)
$$

This differs from definition of contextual equivalence in [9] in some respect. First, we consider contexts of any ground type as an "experiment"; moreover, we do not consider reduction rules for constants as "if then else"; as a consequence we cannot discriminate between different constants like true and false. It is for that reason that we use in Definition 20 the predicate $a \Downarrow v$ instead of $a \Downarrow$.

We claim that, when restricted to closed terms, logical equivalence is included in observational equivalence. To this aim we establish an adequacy result of the logical semantics w.r.t. convergence, by means of a realizability interpretation of predicates, proving that the characterization results of [7] are preserved in the typed context of the calculus $\mathrm{FOb}_{1<: \mu}$.

In the next definition the set of labels of $A$ is defined as $\operatorname{Label}(A)=\left\{\ell_{i} \mid i \in I\right\}$ only for $A \equiv\left[\ell_{i}: A_{i}{ }^{(i \in I)}\right]$; it is empty in all other cases. If $a^{A}$ for some object type $A, \ell_{j} \in \operatorname{Label}(A)$ and $a \Downarrow\left[\ell_{i}=\varsigma\left(x_{i}^{A}\right) b_{i}{ }^{(i \in I)}\right]$, then, for any $c^{A}$, a. $\ell(c)$ abbreviates $b_{j}\left\{x_{j} \hookleftarrow c\right\}$.

Definition 26 (Realizability Interpretation). The realizability interpretation of the predicate $\sigma$ is a set $\llbracket \sigma \rrbracket$ of closed terms defined by induction over the structure of predicates as follows:

1. $\llbracket \kappa \rrbracket=\left\{a^{K} \mid \kappa \in \mathcal{L}_{K} \& \exists v . \vdash v: K: \kappa \& a \Downarrow v\right\}$,
2. $\llbracket \sigma \rightarrow \tau \rrbracket=\left\{a^{A \rightarrow B} \mid \exists x, b . a \Downarrow\left(\lambda x^{A} . b\right) \& \forall c^{A} \in \llbracket \sigma \rrbracket . b\{x \longleftarrow c\} \in \llbracket \tau \rrbracket\right\}$,
3. $\llbracket\langle\ell: \sigma \rightarrow \tau\rangle \rrbracket=\left\{a^{A} \mid a \Downarrow \& \ell \in \operatorname{Label}(A) \& \forall c^{A} \in \llbracket \sigma \rrbracket\right.$. a. $\left.\ell(c) \in \llbracket \tau \rrbracket\right\}$,
4. $\left.\llbracket \mu(\sigma) \rrbracket=\left\{a^{\mu X . A} \mid a \xrightarrow{*} \operatorname{fold}(\mu X . A, b) \& b_{A\{X} \longleftarrow \mu X . A\right\} \in \llbracket \sigma \rrbracket\right\}$,
5. $\llbracket \omega \rrbracket=\left\{a^{A} \mid A\right.$ is a type $\}$,
6. $\llbracket \sigma \wedge \tau \rrbracket=\llbracket \sigma \rrbracket \cap \llbracket \tau \rrbracket$.

The next lemma says that $\llbracket \sigma \rrbracket$ is closed under reduction and expansion for any $\sigma$.

Lemma 27. If $a^{A} \in \llbracket \sigma \rrbracket$ then for any $b^{A}$ if $a \xrightarrow{*}$ b or $b \xrightarrow{*}$ a then $b^{A} \in \llbracket \sigma \rrbracket$.
Lemma 28. If $\sigma \leq \tau$ then $\llbracket \sigma \rrbracket \subseteq \llbracket \tau \rrbracket$.
Theorem 29 (Realizability theorem). Let $\vartheta$ be any closed substitution, and av be the effect of applying $\vartheta$ to $a$ (with usual conventions to avoid free and bound variable clashes). If $\Gamma \vdash a: A: \sigma$ and for all $x: B: \tau \in \Gamma$ it is the case that $\vartheta(x) \in \llbracket \tau \rrbracket$, then $a \vartheta \in \llbracket \sigma \rrbracket$.

It is easily seen that values $v$ can be assigned non-trivial predicates, so that $a \Downarrow v$ implies that the same predicates can be derived for $a$ because of Theorem 19, on the other hand a straightforward induction shows that if $\sigma$ is non trivial, then any $a^{A} \in \llbracket \sigma \rrbracket$ converges: by this and Theorem 29 we obtain a proof of the following corollary.

Corollary 30 (Characterization of convergence). Let $a^{A}$ be any closed term: then $a \Downarrow$ if and only if $\vdash a: A: \sigma$ for some non trivial $\sigma$.

Theorem 31 (Logical Equivalence and Observational Equivalence). Suppose that for any value $v$ of ground type $K$ we have exactly a non trivial predicate $\kappa \in \mathcal{L}_{K}$, that this predicates are distinct for different values and that $\vdash v: K: \kappa$ is assumed for each $v$. Then for any $a^{A}$ and $b^{A}$, if $a \simeq^{\mathcal{L}} b: A$ then $a \simeq_{A}^{\mathcal{O}} b$.

## 7 Concluding Remarks

By using bisimulation and its coincidence with observational equivalence, in [9] it is shown that, taking $a$ and $b$ as in example 21, $a \simeq_{\left[\ell_{1}: I n t\right]}^{\mathcal{O}} b$. This is intuitively clear: the only way to separate $a$ from $b$ is to change the value of $\ell_{0}$, since then the fact that $b \cdot \ell_{1}$ depends on such a value while $a . \ell_{1}$ does not, becomes apparent; but the overriding of $\ell_{0}$ is inhibited in contexts with the hole of type [ $\left.\ell_{1}: I n t\right]$, where $\ell_{0}$ is hidden.

It is not true, however, that $a \simeq^{\mathcal{L}} b:\left[\ell_{1}:\right.$ Int $]$, because the predicate $\left\langle\ell_{1}: \omega \rightarrow 1\right\rangle$ is in $\mathcal{L}_{\left[\ell_{1}: I n t\right]}$, it is derivable for $a$ even at type $\left[\ell_{1}: I n t\right]$ but cannot be derived for $b$ at any type.

That language inclusion is not sufficient to account for subtyping of object types, while it is for record types (see [8]) is the essential reason for the presence of rule (Val Select) in our system. It is reasonable to think that the failure of equivalences like $a \simeq^{\mathcal{L}} b:\left[\ell_{1}: \operatorname{Int}\right]$ from example 21 depends on the fact that no rule accounts for the hiding effect of subtyping in the case of object types. One possibility for coping with such a limitation is the following rule:

$$
\begin{aligned}
I \cap J= & \emptyset, A \equiv\left[\ell_{i}: B_{i}{ }^{i \in I \cup J}\right], A^{\prime} \equiv\left[\ell_{i}: B_{i}{ }^{i \in J}\right],\langle\ell: \tau \rightarrow \rho\rangle \in \mathcal{L}_{A^{\prime}}: \\
& \frac{\Gamma \vdash a: A:\left\langle\ell:\left\langle\ell_{i}: \sigma_{i}{ }^{i \in I}\right\rangle \wedge \tau \rightarrow \rho\right\rangle \quad \Gamma \vdash a: A:\left\langle\ell_{i}: \sigma_{i}{ }^{i \in I}\right\rangle}{\Gamma \vdash a: A^{\prime}:\langle\ell: \tau \rightarrow \rho\rangle}
\end{aligned}
$$

This rule formalizes the idea that when $A<: A^{\prime}$ and $A$ and $A^{\prime}$ are object types, the methods of any object of type $A$ not mentioned in $A^{\prime}$ are hidden: therefore if $a$ satisfies the premise of any arrow predicate concerning the hidden part, this will never change in contexts of type $A^{\prime}$, in such a way that the latter premise can be discharged. Clearly,
with reference to the example 21 by this rule one can derive $\vdash b:\left[\ell_{1}: \operatorname{Int}\right]:\left\langle\ell_{1}: \omega \rightarrow 1\right\rangle$, which makes $a$ and $b$ logically indiscernible at type $\left[\ell_{1}:\right.$ Int $]$.

The soundness with respect to observational equivalence of the system resulting by adding such a rule to the predicate assignment system can be proved by means of a modified realizability interpretation of predicates, but at the time of writing we do not know to what extent it actually solves the problem.
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#### Abstract

We present the syntax and reduction rules for $\mathcal{X}$, an untyped language that is well suited to describe structures which we call "circuits" and which are made of parts that are connected by wires. To demonstrate that $\mathcal{X}$ gives an expressive platform, we will show how, even in an untyped setting, that we can faithfully embed algebraic objects and elaborate calculi, like the naturals, the $\lambda$-calculus, Bloe and Rose's calculus of explicit substitutions $\lambda \mathbf{x}$, and Parigot's $\lambda \mu$.


## 1 Introduction

In the past, the study of the relation between computation, programming languages and logic has concentrated mainly on natural deduction systems. In fact, these carry the predicate 'natural' deservedly; in comparison with, for example, sequent style systems, natural deduction systems are easy to understand and reason about. This holds most strongly in the context of non-classical logics. For example, the relation between Intuitionistic Logic and the Lambda Calculus (with types) is well-studied and understood, and has resulted in a vast and well-investigated area of research, resulting in, amongst others, functional programming languages. In an other direction, the deep study of sequent calculus resulted in Linear Logic.

Expressing classical logic in a natural deduction system comes with handicaps. This can be observed by looking at [20], where Gentzen commented that even his intuitionistic Natural Deduction calculus "lacks a certain formal elegance", while its Classical counterpart fares still worse, breaking the symmetry between the introduction and elimination rules. Because of these technical difficulties, Gentzen found that to achieve the main results of [19], "I had to provide a logical calculus especially suited to the purpose. For this the natural [deduction] calculus proved unsuitable."

[^15]In this paper, we will try and break a spear for the sequent-style approach, and make some further steps towards the development of a programming language based on cutelimination for the sequent calculus for classical logic. Essentially following [17], we will present a language called $\mathcal{X}$ that describes circuits, and its reduction rules that join circuits. The logic we will consider contains only implication, but that is mainly because we, in this initial phase, aim for simplicitly; cut-elimination in sequent calculi is notorious for the great number of rules, which will only increase manifold when considering more logical connectors.

To break with the natural deduction paradigm comes with a price, in that no longer abstraction and application (corresponding to introduction of implication and modes ponens) are the basic tools of the extracted language. In fact, the language we obtain is more of a continuation style, that models both the parameter as well as the context call. However, abstraction and application can be faithfully implemented, and we will show how $\mathcal{X}$ can be used to describe the behaviour of functional programming languages at a very low level of granularity.
$\mathcal{X}$ as a Language for Describing Circuits. The basic pieces of $\mathcal{X}$ can be understood as components with entrance and exit wires and ways to describe how to connect them to build larger circuits. Those component will be quickly surveyed in the introduction and receive a more detailed treatment in Section 2 We call "circuits" the structures we build, because they are made of components connected by wires.
$\mathcal{X}$ as a Syntax for the Sequent Calculus. Starting from the proof of Dragalin [12], Herbelin proposed in his PhD [15] a Curry-Howard correspondence; this was more elaborated in [9] leading to the definition of the language $\bar{\lambda} \mu \tilde{\mu}$. Among other approaches we need to mention [14|10|117]; more generally, this work has connections with linear logic [13]. The relation between CBN and CBV in the context of $\bar{\lambda} \mu \tilde{\mu}$ was studied in detail in [23].

The origins of the language $\mathcal{X}$ we discuss in this paper lie in an observation made on the structure of derivations in $\bar{\lambda} \mu \tilde{\mu}$ in [9]. This that was picked up by Lengrand [17], who introduced $\mathcal{X}$ and investigated in-depth the relation between $\mathcal{X}$ and $\bar{\lambda} \mu \tilde{\mu}$. Later it became apparent that $\mathcal{X}$ also has strong connections with the notations for the sequent calculus as presented first by Urban in his PhD thesis [22]. With respect to [22] an improvement of this paper is to make the notation more intuitive and readable by moving to an infix notation, and to insist on the computational aspect. This is achieved by studying $\mathcal{X}$ in the context of the normal functional programming languages paradigms, but, more importantly, to cut the link between $\mathcal{X}$ and Classical Logic, in that we also consider circuits that do not correspond to proofs.

This main step forward with respect to previous work is achieved by moving to an untyped language (both [17] and [22] consider only well-typed objects) which serves as an expressive framework for representing the untyped lambda calculus, the untyped calculus of explicit substitutions and the untyped language $\bar{\lambda} \mu \tilde{\mu}$. In particular, in our setting we can model infinite computations.

In the future, we aim to study $\mathcal{X}$ outside the context of Classical Logic in much the same way as the $\lambda$-calculus is studied outside the context of Intuitionistic Logic.
$\mathcal{X}$ as a Fine Grained Operational Model of Computation. When taking the the $\lambda$ calculus as a model for programming languages, the operational behaviour is provided by $\beta$-contraction. As is well known, $\beta$-contraction expresses how to calculate the value of a function applied to a parameter. In this, the parameter is used to instantiate occurrences of the bound variable in the body via the process of substitution. This description is rather basic as it says nothing on the actual cost of the substitution, which is quite high at run-time. Usually, a calculus of explicit substitutions $[8|1| 18 \mid 16]$ is considered better suited for an accurate account of the substitution process and its implementation. When we refer to the calculus of explicit substitution we rather intend the calculus of explicit substitution with explicit names $\lambda \mathbf{x}$, due to Bloo and Rose [8]. $\lambda \mathbf{x}$ gives a better account of substitution as it integrates substitutions as first class citizens, decomposes the process of inserting a term into atomic actions, and explains in detail how substitutions are distributed through terms to be eventually evaluated at the variable level.

In this paper, we will show that the level of description reached by explicit substitutions can in fact be greatly refined. In $\mathcal{X}$, we reach a 'subatomic' level by decomposing explicit substitutions into smaller components. At this level, the calculus $\mathcal{X}$ explains how substitutions and terms interact.

The calculus is actually symmetric [5] and, unlike $\lambda \mathbf{x}$ where a substitution is applied to a term, a term in $\mathcal{X}$ can also be applied to a substitution. Their interaction percolates (propagates) subtly and gently through the term or substitution according to the direction that has been chosen. We will see that the these two kinds of interaction have a direct connection with call-by-value and call-by-name reduction, that both have a natural description in $\mathcal{X}$.

A notion of principal contexts for $\mathcal{X}$ has been defined in [4]; a tool [34] to study $\mathcal{X}$ has been developed (see http://www.doc.ic.ac.uk/~jr200/X) that allows to input circuits from $\mathcal{X}$ and have fine control over reduction.
The Ingredients of the Syntax. It is important to note that $\mathcal{X}$ does not have variables $\sqrt{1}$ -like the $\lambda$-calculus or $\bar{\lambda} \mu \tilde{\mu}$ - as possible places where terms might be inserted; instead, $\mathcal{X}$ has wires, also called connectors, that can occur free or bound in a term. As for the $\lambda$-calculus, the binding of a wire indicates that it is active in the computation; other than in the $\lambda$-calculus, however, the binding is not part of a term that is involved in the interaction, but is part of the interaction itself.

There are two kinds of wires: sockets and plugs (corresponding to variables and covariables, respectively, in [23]) that are reminiscent of values and continuations. Wires are not supposed to denote a location in a term like variables in the $\lambda$-calculus. Rather, they can be connected with wires in other components.

One specificity of $\mathcal{X}$ is that syntactic constructors bind two wires, one of each kind. In $\mathcal{X}$, bound wires receive a hat, so to show that $x$ is bound we write $\hat{x}$ [24|25]. That a wire is bound in a term implies, naturally, that this wire is unknown outside that term, but also that it 'interacts' with another 'opposite' wire that is bound into another term. The interaction differs from one constructor to another, and is ruled by basic reductions (see Section 2). In addition to bound wires an introduction rule exhibits a free wire, that is exposed; this can correspond to the creation of the wire, which is then connectable.

[^16]Contents of this Paper. In this paper we will present the formal definitions for $\mathcal{X}$, via syntax and reduction rules, and will show that the system is well behaved by stating a number of essential properties. We will define a notion of simple type assignment for terms in $\mathcal{X}$, in that we will define a system of derivable judgements for which the terms of $\mathcal{X}$ are witnesses; we will show a soundness result for this system by showing that a subject-reduction result holds.

We will also compare $\mathcal{X}$ with a number of its predecessors. In fact, we will show that a number of well-know calculi are easily, elegantly and surprisingly effectively implementable in $\mathcal{X}$. For anyone familiar with the problem of expressibility, in view of the fact that $\mathcal{X}$ is substitution-free, these result are truly novel. With the exception of the calculus $\bar{\lambda} \mu \tilde{\mu}$, the converse is unobtainable. This can easily be understood from the fact that the vast majority of calculi in our area is confluent (Church-Rosser), whereas $\mathcal{X}$ is not.

## 2 The $\mathcal{X}$-Calculus

The circuits that are the objects of $\mathcal{X}$ are built with three kinds of building stones, or constructors, called capsule, export and mediator. We define an operator cut, which is handy for describing circuit construction, and which will be eliminated eventually by rules. In addition we give congruence among circuits.

### 2.1 The Operators

Circuits are connected through wires that are named. In our description wires are directed: we know in which direction the 'ether running through our circuits' moves, and can say when a wire provides an entrance to a circuit or when a wire provides an exit. Thus we make the distinction between exit wires which we call plugs and entry wires which we call sockets; we will use the word connectors for either sockets or plugs.

When connecting two circuits $P$ and $Q$ by the operator we may suppose that $P$ has a plug $\alpha$ and $Q$ has a socket $x$ which we want to connect together to create a flow from $P$ to $Q$. After the link has been established, the wires have been plugged, and the names of the connectors are forgotten; in fact, those names are bound in the link. We use the "hat"-notation to express binding, writing $\hat{x}$ to say that $x$ is bound, keeping in line with the old tradition of Principia Mathematica [24]. The notion of free and bound connectors is defined as usual. We will normally adopt Barendregt's convention (called convention on variables by Barendregt, but here it will be a convention on names). An exception to that convention is the definition of natural numbers in Section 3

Definition 1 (Syntax). The circuits of the $\mathcal{X}$-calculus are defined by the following grammar, where $x, y, \ldots$ range over the infinite set of sockets, and $\alpha, \beta, \ldots$ over the infinite set of plugs.

$$
P, Q::=\langle y \cdot \beta\rangle|\widehat{x} P \widehat{\alpha} \cdot \beta| P \widehat{\alpha}[y] \widehat{x} Q \mid P \widehat{\alpha} \dagger \widehat{x} Q
$$

Notice that, using Barendregt's convention, for example, the connector $\alpha$ in $P \widehat{\alpha}[y] \widehat{x} Q$ is supposed not to occur free in $Q$.

Diagrammatically, we represent the basic circuits as:


### 2.2 The Reduction Rules

The calculus, defined by the reduction rules below, explains in detail how cuts are distributed through circuits to be eventually erased at the level of capsules.

It is important to know when a connector is introduced, i.e. is connectable, i.e. is exposed and unique; this will play an important role in the reduction rules. Informally, a circuit $P$ introduces a socket $x$ if $P$ is constructed from subcircuits which do not contain $x$ as free socket, so $x$ only occurs at the "top level." This means that $P$ is either a mediator with a middle connector $[x]$ or a capsule with left part $x$. Similarly, a circuit introduces a plug $\alpha$ if it is an export that "creates" $\alpha$ or a capsule with right part $\alpha$. We say now formally what it means for a terms to introduce a connector.

## Definition 2 (Introduction).

$P$ introduces $x: P=\langle x . \beta\rangle$ or $P=R \widehat{\alpha}[x] \widehat{y} Q$, with $x \notin f s(R, Q)$.
$P$ introduces $\alpha: P=\langle y . \alpha\rangle$ or $P=\widehat{x} Q \widehat{\beta} \cdot \alpha$ with $\alpha \notin f p(Q)$.
We first present a simple family of reduction rules, that specify how to reduce a cut with sub-circuits that both introduce the connectors mentioned in the cut.

Definition 3 (Logical Reduction). Assume that the terms of the left-hand sides of the rules introduce the socket $x$ and the plug $\alpha$.

$$
\begin{aligned}
(\text { var }): & & \langle y \cdot \alpha\rangle \widehat{\alpha} \dagger \widehat{x}\langle x \cdot \beta\rangle & \rightarrow\langle y \cdot \beta\rangle \\
(\text { exp }) & & (\widehat{y} P \widehat{\beta} \cdot \alpha) \widehat{\alpha} \dagger \widehat{x}\langle x \cdot \gamma\rangle & \rightarrow \widehat{y} P \widehat{\beta} \cdot \gamma \\
\text { (med }) & : & \langle y \cdot \alpha\rangle \widehat{\alpha} \dagger \widehat{x}(Q \widehat{\beta}[x] \widehat{z} R) & \rightarrow Q \widehat{\beta}[y] \widehat{z} R \\
& \text { (ins }): & (\widehat{y} P \widehat{\beta} \cdot \alpha) \widehat{\alpha} \dagger \widehat{x}(Q \widehat{\gamma}[x] \widehat{z} R) & \rightarrow Q \widehat{\gamma} \dagger \widehat{y} P \widehat{\beta} \dagger \widehat{z} R
\end{aligned}
$$

The diagrammatical representation of these rules is given in Figure 1
Notice that, in rule (ins), in addition to the conditions for introduction of the connectors that are active in the cut $(\alpha \notin f p(P)$ and $x \notin f s(Q, R))$ we can also state that $\beta \notin f p(Q) \backslash\{\gamma\}$, as well as that $y \notin f s(R) \backslash\{z\}$, due to Barendregt's convention.

Still in rule (ins) the reader may have noticed that we did not put parenthesis in the expression $Q \widehat{\gamma} \dagger \widehat{y} P \widehat{\beta} \dagger \widehat{z} R$, which therefore is officially not a circuit. Instead, we should have given both the circuits $(Q \widehat{\gamma} \dagger \widehat{y} P) \widehat{\beta} \dagger \widehat{z} R$ and $Q \widehat{\gamma} \dagger \widehat{y}(P \widehat{\beta} \dagger \widehat{z} R)$ as result of the rewriting. However there is, in fact, a kind of associativity at play which means that we can omit the parenthesis; this will be made more clear in the next section.

We now need to define how to reduce a cut when one of its sub-circuits does not introduce a connector mentioned in the cut. This requires to extend the syntax with two new operators that we call activated cuts:

$$
P::=\ldots|P \widehat{\alpha} \nmid \widehat{x} Q| P \widehat{\alpha} \nmid \widehat{x} Q
$$



Fig. 1. The diagrammatical representation for the logical rules

## Definition 4 (Activating the cuts).

$$
\begin{aligned}
& (\text { act-L }): P \widehat{\alpha} \dagger \widehat{x} Q \rightarrow P \widehat{\alpha} \nmid \widehat{x} Q \text {, if } P \text { does not introduce } \alpha \\
& (\text { act }-\mathrm{R}): P \widehat{\alpha} \dagger \widehat{x} Q \rightarrow P \widehat{\alpha} \nmid \widehat{x} Q \text {, if } Q \text { does not introduce } x
\end{aligned}
$$

Notice that both side-conditions can be valid simultaneously, thereby validating both rewrite rules at the same moment. This gives, in fact, a critical pair or superposition for our notion of reduction, and is the cause for the loss of confluence. This notion of activation is related to the notion of colour in [11].

Circuits where cuts are not activated are called pure (the diagrammatical representation of activated cuts is the same as that for not activated cuts). Activated cuts are propagated through the terms, to reach a position where a logical rule can be applied.

Definition 5 (Propagation). The rules of propagation are given in Figure 2 ,
We will now define how to propagate a cut through sub-circuits. The direction of the activating shows in which direction the cut should be propagated, hence the two sets of reduction rules.

We will subscript the arrow that represents our reduction to indicate certain subsystems, defined by a sub-reduction: for example, we will write $\rightarrow_{\mathrm{A}}$ for the reduction that uses only rules in Left propagation or Right propagation. In fact, $\rightarrow_{\mathrm{A}}$ is the reduction that pushes $\Varangle$ and $\Varangle$ inward.

The rules (L2) and (R3) deserve some attention. For instance, in the left-hand side of (L2), $\alpha$ is not introduced, hence $\alpha$ occurs more than once in $\widehat{y} Q \widehat{\beta} \cdot \alpha$, that is once after the dot and again in $Q$. The occurrence after the dot is dealt with separately by creating the new name $\gamma$. Note that the cut associated with that $\gamma$ is then unactivated; this is because, after the activated cut has been pushed through $\widehat{y}(Q \widehat{\alpha} \nsucc \widehat{x} P) \widehat{\beta} \cdot \gamma$ (so leaves a circuit with no activated cut), the resulting term $(\widehat{y} R \widehat{\beta} \cdot \gamma) \widehat{\gamma} \dagger \widehat{x} P$ needs to be considered in its entirety: although we now that now $\gamma$ is introduced, we do not know if $x$ is. So, in any case, it would be wrong to activate the cut before the result of $Q \widehat{\alpha} \nmid \widehat{x} P$ (i.e. $R$ ) is known. The same thing holds for $x$ in (R3) and a new name $z$ is created and the external cut is unactivated.

## Left propagation



Right propagation


Fig. 2. The propagation rules

### 2.3 Structural Congruences

By viewing $\mathcal{X}$ as a calculus, a natural questions to ask, and which has not been addressed in the past, is that if certain terms could be considered to be equivalne. To that purpose, we will define two congruences for $\dagger$ that look like associativity and commutativity.

## Definition 6.

$$
\begin{aligned}
(\dagger \text {-assoc): }(P \widehat{\alpha} \dagger \widehat{x} Q) \widehat{\beta} \dagger \widehat{y} R \stackrel{\mathcal{X}}{=} P \widehat{\alpha} \dagger \widehat{x}(Q \widehat{\beta} \dagger \widehat{y} R) & \text { if } \beta \notin f p(P) \& x \notin f s(R) \\
\text { (left-comm): } P \widehat{\alpha} \dagger \widehat{x}(Q \widehat{\beta} \dagger \widehat{y} R) \stackrel{\text { x }}{=} Q \widehat{\beta} \dagger \widehat{y}(P \widehat{\alpha} \dagger \widehat{x} R) & \text { if } x \notin f s(Q) \& y \notin f s(P) \\
\text { (right-comm): }(P \widehat{\alpha} \dagger \widehat{x} Q) \widehat{\beta} \dagger \widehat{y} R \stackrel{\mathcal{x}}{=}(P \widehat{\beta} \dagger \widehat{y} R) \widehat{\alpha} \dagger \widehat{x} Q & \text { if } \alpha \notin f p(R) \& \beta \notin f p(Q)
\end{aligned}
$$

Rule ( $\dagger$-assoc) allows us to write $P \widehat{\alpha} \dagger \widehat{x} Q \widehat{\beta} \dagger \widehat{y} R$ (provided the side-condition is fulfilled) since the order of the applications of cuts is irrelevant. Notice that the sidecondition for this rule is the one we have indicated for (ins), and comes from the variable convention. This is consistent with the parenthesis-free notation we have used for the right-hand side of (ins). Notice that now writing $P \widehat{\alpha} \dagger \widehat{x} Q \widehat{\alpha} \dagger \widehat{x} R$ is licit. The second rule is left-commutativity and the third rule is right-commutativity.

There is another rule asserting the associativity of the mediators, given by:

$$
\begin{aligned}
& \text { (med-assoc) : P } \widehat{\alpha}[z] \widehat{x}(Q \widehat{\beta}[u] \widehat{y} R) \stackrel{\mathcal{X}}{=}(P \widehat{\alpha}[z] \widehat{x} Q) \widehat{\beta}[u] \widehat{y} R \\
& \text { if } \beta \notin f p(P) \backslash\{\alpha\}, x \notin f s(R) \backslash\{y\}
\end{aligned}
$$

Observe that, unsurprisingly, the side-condition is the same as for the cut. We will freely write $P \widehat{\alpha}[z] \widehat{x} Q \widehat{\beta}[u] \widehat{y} R$.

### 2.4 Call-by-Name and Call-by-Value

In this section we will define two sub-systems of reduction, that have a strong connection to call-by-value (CBV) and call-by-name (CBN) reduction. Notice that this is essentially different from the approach of [23], where, as in $\bar{\lambda} \mu \tilde{\mu}$, only one notion of reduction is defined; the CBN-CBV result there was obtained via different interpretation functions from CBN/CBV calculi.

As mentioned above, when $P$ does not introduce $\alpha$ and $Q$ does not introduce $x$, $P \widehat{\alpha} \dagger \widehat{x} Q$ is a superposition, meaning that two rules, namely (act-L) and (act-R), can both be fired which can lead to different irreducible terms: $\rightarrow$ is not confluent. The subsystems of reduction we will introduce explicitly favour one kind of activating whenever the above critical pair occurs; these were shown to be confluent in [17] when restricted to typeable terms, and we conjecture that this result can be extended to untyped terms.

Definition 7. - We write $P \rightarrow{ }_{\mathrm{v}} Q$ for the sub-reduction system that only activates a cut via (act-L) when it could be activated in two ways.

- Likewise, we write $P \rightarrow_{\mathrm{N}} Q$ for the sub-reduction system that only activates such a cut via (act-R).

The reason to use the names CBV and CBN in fact comes from the fact that these systems successfully implement their counterparts in the $\lambda$-calculus (see Theorem 23). And, in fact, the use of the terminology CBV is justifiable, when at the same time calling values those circuits that introduce a plug. But, in contrast to the case for the $\lambda$-calculus, our two systems are really dual, and we actually should use a terminology like 'call-by$*$ ', where ' $*$ ' is a name for those circuits that introduce a socket. At the moment, there is no clear idea on what ' $*$ ' should be, so we will use the (misnomer) CBN.

We will now state some basic properties, which essentially show that the calculus is well behaved. Recall that a term is pure if it contains no activated cuts.

## Lemma 8 (Cancellation).

1. $P \widehat{\alpha} \dagger \widehat{x} Q \rightarrow_{\mathrm{v}} P$ if $\alpha \notin f p(P)$ and $P$ is pure.
2. $P \widehat{\alpha} \dagger \widehat{x} Q \rightarrow_{\mathrm{N}} Q$ if $x \notin f s(Q)$ and $Q$ is pure.

We will now show that a cut with a capsule leads to renaming.

## Lemma 9 (Renaming).

1. $P \widehat{\delta} \dagger \widehat{z}\langle z . \alpha\rangle \rightarrow P[\alpha / \delta]$, if $P$ is pure.
2. $\langle z . \alpha\rangle \widehat{\alpha} \dagger \widehat{x} P \rightarrow P[z / x]$, if $P$ is pure.

These results motivate the extension (in both sub-systems) of the reduction rules, formulating new rules in the shape of the above results.

## 3 Expressing the Natural Numbers in $\mathcal{X}$

The example of expressing natural numbers into $\mathcal{X}$ that we will give in this section is interesting in two respects. Firstly, it shows how a basic structure can be embedded in $\mathcal{X}$. Secondly, it shows many features and among them $\alpha$-conversion.

A natural number is represented in $\mathcal{X}$ by a sequence of capsules connected by mediating sockets, i.e., with the same used names.

We assume that natural numbers have two free sockets $x$ and $f$ and one free plug $\alpha$, with $x$ as entry socket, $\alpha$ as exit plug and $f$ as mediating socket. We define 0 as $\langle x . \alpha\rangle$ and $\operatorname{succ}(N)$ as $N \widehat{\alpha}[f] \widehat{x}\langle x . \alpha\rangle$ where $N$ itself is a natural number (which violates Barendregt's convention and should be removed in actual use). By induction it follows that $x$ and $\alpha$ have both a unique occurrence in each natural number.

Lemma 10. If $N$ is a natural number, then $N \widehat{\alpha}[f] \widehat{x}\langle x \cdot \alpha\rangle=\langle x . \alpha\rangle \widehat{\alpha}[f] \widehat{x} N$.
Lemma 11. If $N_{1}$ and $N_{2}$ are natural numbers, then $\left(\rightarrow_{\mathrm{s}}\right.$ is either $\rightarrow_{\mathrm{v}}$ or $\rightarrow_{\mathrm{N}}$ )

1. $\left(N_{1} \widehat{\alpha}[f] \widehat{x}\langle x . \alpha\rangle\right) \widehat{\alpha} \dagger \widehat{x} N_{2} \rightarrow_{\mathrm{s}} N_{1} \widehat{\alpha}[f] \widehat{x} N_{2}$
2. $N_{1} \widehat{\alpha} \dagger \widehat{x}\left(N_{2} \widehat{\alpha}[f] \widehat{x}\langle x . \alpha\rangle\right) \rightarrow_{\mathrm{s}} N_{1} \widehat{\alpha}[f] \widehat{x} N_{2}$

## Definition 12 (Addition and multiplication).

$$
\operatorname{add}\left(N_{1}, N_{2}\right)=N_{1} \widehat{\alpha} \dagger \widehat{x} N_{2} \quad \operatorname{times}\left(N_{1}, N_{2}\right)=\left(\widehat{x} N_{1} \widehat{\alpha} \cdot \beta\right) \widehat{\beta} \dagger \widehat{f} N_{2}
$$

Using this definition, we can show that the normal properties for addition hold.

## Lemma 13 (Properties of add).

$$
\begin{aligned}
\operatorname{add}(\langle x . \alpha\rangle, N) & \rightarrow_{\mathrm{A}} N \\
\operatorname{add}(N,\langle x . \alpha\rangle) & \rightarrow_{\mathrm{A}} N \\
\operatorname{add}\left(N_{1} \widehat{\alpha}[f] \widehat{x}\langle x . \alpha\rangle, N_{2}\right) & \rightarrow_{\mathrm{A}} \operatorname{add}\left(N_{1}, N_{2}\right) \widehat{\alpha}[f] \widehat{x}\langle x . \alpha\rangle \\
\operatorname{add}\left(N_{1}, N_{2} \widehat{\alpha}[f] \widehat{x}\langle x . \alpha\rangle\right) & \rightarrow_{\mathrm{A}} \operatorname{add}\left(N_{1}, N_{2}\right) \widehat{\alpha}[f] \widehat{x}\langle x . \alpha\rangle
\end{aligned}
$$

From Lemma 13 we get, by induction:

$$
\begin{aligned}
& \operatorname{add}(0, N)=N \quad \operatorname{add}\left(\operatorname{succ}\left(N_{1}\right), N_{2}\right)=\operatorname{succ}\left(\operatorname{add}\left(N_{1}, N_{2}\right)\right) \\
& \operatorname{add}(N, 0)=N \quad \operatorname{add}\left(\operatorname{succ}\left(N_{1}\right), N_{2}\right)=\operatorname{succ}\left(\operatorname{add}\left(N_{1}, N_{2}\right)\right) .
\end{aligned}
$$

From them we can prove: $\quad \operatorname{add}\left(N_{1}, N_{2}\right)=\operatorname{add}\left(N_{2}, N_{1}\right)$

$$
\operatorname{add}\left(N_{1}, \operatorname{add}\left(N_{2}, N_{3}\right)\right)=\operatorname{add}\left(\operatorname{add}\left(N_{1}, N_{2}\right), N_{3}\right)
$$

The key point of the definition of times is that the ins rule copies $N_{2}$ into $N_{1}$ at each of the occurences of $f$.

## Lemma 14 (Properties of times).

$$
\begin{aligned}
\operatorname{times}(N, 0) & \rightarrow_{\mathrm{A}} 0 \\
\operatorname{times}\left(N_{1}, \operatorname{succ}\left(N_{2}\right)\right) & \rightarrow_{\mathrm{A}} \operatorname{add}\left(\operatorname{times}\left(N_{1}, N_{2}\right), N_{1}\right)
\end{aligned}
$$

## 4 Typing for $\mathcal{X}$

The notion of type assignment on $\mathcal{X}$ that we present in this section is the basic implicative system for Classical Logic (Gentzen system LK). The Curry-Howard property is easily achieved by erasing all term-information.

## Definition 15 (Types and Contexts).

1. The set of types is defined by the grammar: $A, B::=\varphi \mid A \rightarrow B$. The types considered in this paper are normally known as simple (or Curry) types.
2. A context of sockets $\Gamma$ is a mapping from sockets to types, denoted as a finite set of statements $x: A$, such that the subject of the statements $(x)$ are distinct. When we write $\Gamma_{1}, \Gamma_{2}$ we mean the union of $\Gamma_{1}$ and $\Gamma_{2}$ when $\Gamma_{1}$ and $\Gamma_{2}$ are coherent (if $\Gamma_{1}$ contains $x: A_{1}$ and $\Gamma_{2}$ contains $x: A_{2}$ then $A_{1}=A_{2}$ ).
Contexts of plugs $\Delta$ are defined in a similar way.

## Definition 16 (Typing for $\mathcal{X}$ ).

1. Type judgements are expressed via a ternary relation $P: \Gamma \vdash \Delta$, where $\Gamma$ is a context of sockets and $\Delta$ is a context of plugs, and $P$ is a circuit. We say that $P$ is the witness of this judgement.
2. Type assignment for $\mathcal{X}$ is defined by the following sequent calculus:

$$
\begin{aligned}
& (\text { cap }): \frac{}{\langle y \cdot \alpha\rangle: \cdot \Gamma, y: A \vdash \alpha: A, \Delta} \quad(\text { med }): \frac{P: \Gamma \vdash \alpha: A, \Delta \quad Q: \cdot \Gamma, x: B \vdash \Delta}{P \widehat{\alpha}[y] \widehat{x} Q: \Gamma, y: A \rightarrow B \vdash \Delta} \\
& (\exp ): \frac{P: \Gamma, x: A \vdash \alpha: B, \Delta}{\widehat{x} P \widehat{\alpha} \cdot \beta: \cdot \Gamma \vdash \beta: A \rightarrow B, \Delta} \quad(\text { cut }): \frac{P: \Gamma \vdash \alpha: A, \Delta \quad Q: \cdot \Gamma, x: A \vdash \Delta}{P \widehat{\alpha} \dagger \widehat{x} Q: \Gamma \vdash \Delta}
\end{aligned}
$$

We write $P: \Gamma \vdash \Delta$ if there exists a derivation for this judgement.
$\Gamma$ and $\Delta$ carry the types of the free connectors in $P$, as unordered sets. There is no notion of type for $P$ itself, instead the derivable statement shows how $P$ is connectable.

We can now provide the type naturals.

- The type of natural numbers in $\mathcal{X}$ is $N: \cdot x: A, f: A \rightarrow A \vdash \alpha: A$.

The soundness result of simple type assignment with respect to reduction is stated as usual:

## Theorem 17 (Witness reduction).

1. If $P: \Gamma \vdash \Delta$, and $P \rightarrow Q$, then $Q: \cdot \Gamma \vdash \Delta$.
2. If $P: \Gamma \vdash \Delta$, and $P \stackrel{\mathcal{X}}{=} Q$, then $Q: \Gamma \vdash \Delta$.

Theorem 18 (Strong normalisation [22]). If $P: \Gamma \vdash \Delta$, then $P$ is strongly normalising.

## 5 Interpreting the $\boldsymbol{\lambda}$-Calculus

In this section, we illustrate the expressive power of $\mathcal{X}$ by showing that we can faithfully interpreted the the $\lambda$-calculus [6], and in the following sections we will show a similar result for $\lambda \mathbf{x}$ and $\lambda \mu$. Using the notion of Curry type assignment, we will show that assignable types are preserved by the interpretation.

In part, the interpretation results could be seen as variants of similar results obtained by Curien and Herbelin in [9]. Indeed, we could have defined our mappings using the mappings of the $\lambda$-calculus and $\lambda \mu$ into $\bar{\lambda} \mu \tilde{\mu}$, and concatenating those to the mapping from $\bar{\lambda} \mu \tilde{\mu}$ to $\mathcal{X}$, but our encoding is more detailed and precise than that, and deals with explicit substitution as well. In fact, we will show that our interpretation encompasses CBV and CBN reduction, something that has not been achieved in [9], and will argue that $\mathcal{X}$ in fact does more than that, like expressing explicit substitution.

One should notice that for [9] the preservation of the CBV-evaluation and CBNevaluation relies on two distinct translations of terms. For instance, the CBV- and CBNthe $\lambda$-calculus can both be encoded into CPS [2], and there it is clear that what accounts for the distinction CBV/CBN is the encodings themselves, and not the way CPS reduces the encoded terms.

So, when encoding the $\lambda$-calculus in $\bar{\lambda} \mu \tilde{\mu}$, the distinction between CBV and CBN mostly relies on Curien and Herbelin's two distinct encodings rather than the features of $\bar{\lambda} \mu \tilde{\mu}$ (the same holds for [23]). Whereas there the CBN-translation seems intuitive, they apparently need to twist it in a more complex way in order to give an accurate interpretation of the CBV-the $\lambda$-calculus, since the CBV-interpretation of a term $M$ reduces to its CBN-interpretation. This is a bit disappointing since the CBN-encoding turns out to be more refined than the CBV-encoding, breaking the nice symmetry.

In contrast, in $\mathcal{X}$ we have no need of two separate interpretation functions, but will define only one. Combining this with the two sub-reduction systems $\rightarrow_{\mathrm{v}}$ and $\rightarrow_{\mathrm{N}}$ we can encode the the CBV- and CBN-the $\lambda$-calculus. We can compare this to what is done by Danos, Joinet, Shellinx, when they write (before section 3.1.2: "Note that choosing colours has nothing to do with imposing a strategy. We don not select redexes, but rather the way we want to reduce them .

We first define the direct encoding of the $\lambda$-calculus into $\mathcal{X}$ :
Definition 19 (Interpretation of the $\lambda$-calculus in $\mathcal{X}$ ).

$$
\begin{aligned}
\llbracket x \rrbracket_{\alpha}^{\lambda} & =\langle x . \alpha\rangle \\
\llbracket \lambda x . M \rrbracket_{\alpha}^{\lambda} & =\widehat{x} \llbracket M \rrbracket_{\beta}^{\lambda} \widehat{\beta} \cdot \alpha \\
\llbracket M N \rrbracket_{\alpha}^{\lambda} & =\llbracket M \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \dagger \widehat{x}\left(\llbracket N \rrbracket_{\beta}^{\lambda} \widehat{\beta}[x] \widehat{y}\langle y \cdot \alpha\rangle\right)
\end{aligned}
$$

Observe that every sub-term of $\llbracket M \rrbracket_{\alpha}^{\lambda}$ has exactly one free plug.
Definition 20 (Curry type assignment for the $\lambda$-calculus).

$$
\begin{gathered}
(A x): \frac{\Gamma}{\Gamma, x: A \vdash_{\lambda} x: A} \quad(\rightarrow I): \frac{\Gamma, x: A \vdash_{\lambda} M: B}{\Gamma \vdash_{\lambda} \lambda x \cdot M: A \rightarrow B} \\
(\rightarrow E): \frac{\Gamma \vdash_{\lambda} M: A \rightarrow B \quad \Gamma \vdash_{\lambda} N: A}{\Gamma \vdash_{\lambda} M N: B}
\end{gathered}
$$

We can now show that typeability is preserved by $\mathbb{\pi} \cdot \|_{\alpha}^{\lambda}$ :
Theorem 21. If $\Gamma \vdash_{\lambda} M: A$, then $\llbracket M \rrbracket_{\alpha}^{\lambda}: \cdot \Gamma \vdash \alpha: A$.

```
\(\llbracket \Delta \Delta \rrbracket_{\beta}^{\lambda} \stackrel{\Delta}{=} \llbracket \lambda x . x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \dagger \widehat{z}\left(\llbracket \lambda x . x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma}[z] \widehat{y}\langle y . \beta\rangle\right) \quad \triangleq\)
\(\left(\widehat{x} \Pi x x \rrbracket_{\alpha}^{\lambda} \widehat{\alpha} \cdot \delta\right) \widehat{\delta} \dagger \widehat{z}\left(\llbracket \lambda x . x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma}[z] \widehat{y}\langle y \cdot \beta\rangle\right) \quad \rightarrow\) (ins)
\(\llbracket \lambda x . x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \dagger \widehat{x}\left(\llbracket x x \rrbracket_{\alpha}^{\lambda} \widehat{\alpha} \widehat{y}\langle y . \beta\rangle\right) \quad \rightarrow\) (9.??)
\(\llbracket \lambda x . x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \dagger \widehat{x} \llbracket x x \rrbracket_{\beta}^{\lambda} \quad \stackrel{\Delta}{=}\)
\(\llbracket \lambda x . x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \dagger \widehat{x}(\langle x . \delta\rangle \widehat{\delta}[x] \widehat{y}\langle y . \beta\rangle) \quad \rightarrow(\) act -R\()\)
\(\llbracket \lambda x . x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \uparrow \widehat{x}(\langle x . \delta\rangle \widehat{\delta}[x] \widehat{y}\langle y . \beta\rangle) \quad \rightarrow(\mathrm{R} 3)\)
\(\llbracket \lambda x . x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \dagger \widehat{z}\left(\left(\llbracket \lambda x . x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \curlyvee \widehat{x}\langle x . \delta\rangle\right) \widehat{\delta}[z] \widehat{y}\left(\llbracket \lambda x . x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \backslash \widehat{x}\langle y . \beta\rangle\right)\right) \rightarrow(\mathrm{L} 1)\)
\(\llbracket \lambda x \cdot x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \dagger \widehat{z}\left(\left(\llbracket \lambda x \cdot x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \nmid \widehat{x}\langle x . \delta\rangle\right) \widehat{\delta}[z] \widehat{y}\langle y . \beta\rangle\right) \quad \rightarrow(d \mathrm{R} \& Q \cdot \boldsymbol{q} ?)\)
\(\llbracket \lambda x \cdot x x \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \dagger \widehat{z}\left(\llbracket \lambda x \cdot x x \rrbracket_{\delta}^{\lambda} \widehat{\delta}[z] \widehat{y}\langle y \cdot \alpha\rangle\right) \quad \triangleq \llbracket \Delta \Delta \rrbracket_{\alpha}^{\lambda}\)
```

Fig. 3. Reduction of the interpretation of the lambda term $(\lambda x . x x)(\lambda x . x x)$

When encoding the CBV-the $\lambda$-calculus, we also use the $\llbracket \cdot \|_{\alpha}^{\lambda}$ interpretation. And, in contrast to $\bar{\lambda} \mu \tilde{\mu}$, we can get an accurate interpretation of the CBV-the $\lambda$-calculus into $\mathcal{X}$ by using the $\rightarrow_{\mathrm{v}}$ system, which we can reformulate as the reduction system obtained by replacing rule (act-R) by:
(act- $\left.\mathrm{R}^{\prime}\right): P \widehat{\alpha} \dagger \widehat{x} Q \rightarrow P \widehat{\alpha} \nmid \widehat{x} Q$, if $P$ introduces $\alpha$ and $Q$ does not introduce $x$
Lemma 22. $\llbracket N \rrbracket_{\delta} \widehat{\delta} \nmid \widehat{x} \llbracket M \rrbracket_{\alpha} \rightarrow_{\mathrm{A}} \llbracket M[N / x] \rrbracket_{\alpha}$.
Theorem 23 (Simulation of the $\lambda$-calculus).

1. If $M \rightarrow_{\mathrm{v}} N$ then $\llbracket M \rrbracket_{\gamma}^{\lambda} \rightarrow_{\mathrm{v}} \llbracket N \rrbracket_{\gamma}^{\lambda}$.
2. If $M \rightarrow_{\mathrm{N}} N$ then $\llbracket M \rrbracket_{\gamma}^{\lambda} \rightarrow_{\mathrm{N}} \llbracket N \rrbracket_{\gamma}^{\lambda}$.

Now notice that $(\lambda x . M)(P Q)$ is not an redex in the $\operatorname{CBV}-\lambda$-calculus. We get

$$
\llbracket(\lambda x . M)(P Q) \rrbracket_{\alpha}^{\lambda} \rightarrow\left(\llbracket P \rrbracket_{\sigma}^{\lambda} \widehat{\sigma} \dagger \widehat{t}\left(\llbracket Q \rrbracket_{\tau}^{\lambda} \widehat{\tau}[t] \widehat{u}\langle u . \gamma\rangle\right)\right) \widehat{\gamma} \dagger \widehat{x} \llbracket M \rrbracket_{\alpha}^{\lambda}
$$

In particular, $\gamma$ is not introduced in the outer-most cut, so (act-L) can be applied. What the call-by-value reduction should block, however, is that (act-R') can be applied; then the propagation of $\llbracket P \rrbracket_{\sigma}^{\lambda} \widehat{\sigma} \dagger \widehat{t}\left(\llbracket Q \rrbracket_{\tau}^{\lambda} \widehat{\tau}[t] \widehat{u}\langle u . \gamma\rangle\right)$ into $\llbracket M \rrbracket_{\alpha}^{\lambda}$ is blocked (which would produce $\llbracket M[(P Q) / x] \rrbracket_{\alpha}^{\lambda}$ ). Notice that we can only apply rule (act-R') if both $\llbracket P \rrbracket_{\sigma}^{\lambda} \widehat{\sigma} \dagger \widehat{t}\left(\llbracket Q \rrbracket_{\tau}^{\lambda} \widehat{\tau}[t] \widehat{u}\langle u . \gamma\rangle\right)$ introduces $\gamma$ and $\llbracket M \rrbracket_{\alpha}^{\lambda}$ does not introduce $x$. This is not the case, since the first test fails.

On the other hand, if $N$ is a $\lambda$-value (i.e. either a variable or an abstraction) then $\llbracket N \rrbracket_{\alpha}^{\lambda}$ introduces $\alpha$ (in fact, $N$ is a value if and only if $\llbracket N \rrbracket_{\alpha}^{\lambda}$ introduces $\alpha$ ). Then $\llbracket N \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \dagger \widehat{x} \llbracket M \rrbracket_{\alpha}^{\lambda}$ cannot be reduced by rule (act-L), but by either rule (act-R) or a logical rule. This enables the reduction

$$
\llbracket N \rrbracket_{\gamma}^{\lambda} \widehat{\gamma} \dagger \widehat{x} \llbracket N \rrbracket_{\alpha}^{\lambda} \rightarrow_{\mathrm{v}} \llbracket N[M / x] \rrbracket_{\alpha}^{\lambda} .
$$

So CBV-reduction for the $\lambda$-calculus is respected by the interpretation function, using

It is worthwhile to notice that the interpretation function $\llbracket \cdot \|_{\alpha}^{\lambda}$ does not generate a confluent sub-calculus. Indeed, we have both

$$
\begin{aligned}
& \llbracket(\lambda x . x x)(y y) \rrbracket_{\alpha}^{\lambda} \rightarrow\langle y \cdot \beta\rangle \widehat{\beta}[y] \widehat{x}(\langle x \cdot \gamma\rangle \widehat{\gamma}[x] \widehat{v}\langle v . \alpha\rangle) \widehat{ } \quad \text { and } \\
& \mathbb{\Pi}(\lambda x \cdot x x)(y y) \rrbracket_{\alpha}^{\lambda} \rightarrow\langle y \cdot \beta\rangle \widehat{\beta}[y] \widehat{a}((\langle y \cdot \gamma\rangle \widehat{\gamma}[y] \widehat{b}\langle b . \delta\rangle) \widehat{\delta}[a] \widehat{c}\langle c . \alpha\rangle)
\end{aligned}
$$

both normal forms. This is of course not surprising, seen that $(\lambda x . x x)(y y)$ has different normal forms with respect to CBN and CBV reduction.

To conclude this section, and illustrate the expressive power of $\mathcal{X}$ as abstract machine for reduction, Figure 3 shows an infinite reduction sequence in $\mathcal{X}$.

## 6 Interpreting $\boldsymbol{\lambda} \mathbf{x}$

We will now interpret a calculus of explicit substitutions, namely $\lambda \mathbf{x}$ [8], where any $\beta$ reduction of the $\lambda$-calculus can be split into several more atomic steps of computation. In this section we show that $\mathcal{X}$ has a fine level of atomicity as it simulates each reduction step by describing how the explicit substitutions interact with terms.

We briefly recall here the calculus $\lambda \mathbf{x}$.
Definition 24 ( $\lambda \mathbf{x})$. The syntax of $\lambda \mathbf{x}$ is an extension of that of the $\lambda$-calculus:

$$
M::=x|\lambda x . M| M_{1} M_{2} \mid M\langle x=N\rangle
$$

The reduction relation is defined by the following rules

$$
\begin{aligned}
(\lambda x \cdot M) P & \rightarrow M\langle x=P\rangle \\
(M N)\langle x=P\rangle & \rightarrow M\langle x=P\rangle N\langle x=P\rangle \\
(\mathrm{App}) \quad y\langle x=P\rangle & \rightarrow y \\
(\lambda y \cdot M)\langle x=P\rangle & \rightarrow \lambda y \cdot(M\langle x=P\rangle)
\end{aligned} \quad \text { (Abs) } M\langle x=P\rangle \rightarrow M, \text { if } x \notin f v(M) \quad \text { (gc) }
$$

Notice that the notion of reduction $\lambda \mathbf{x}$ is obtained by deleting rule (gc), and the notion of reduction $\lambda \mathbf{x}_{\mathrm{gc}}$ is obtained by deleting rule (VarK). The rule (gc) is called 'garbage collection', as it removes useless substitutions. We will write $\rightarrow_{\mathrm{x}}$ for either reduction system.

Definition 25 (Interpretation of $\lambda \mathbf{x}$ in $\mathcal{X}$ ). We define $\llbracket \cdot \|_{\alpha}^{\mathrm{x}}$ as the interpretation $\llbracket \cdot \|_{\alpha}^{\lambda}$, by adding:

$$
\llbracket M\langle x=N\rangle \rrbracket_{\alpha}^{\mathrm{X}}=\llbracket N \rrbracket_{\beta}^{\mathrm{X}} \widehat{\beta} \nmid \widehat{x} \llbracket M \rrbracket_{\alpha}^{\mathrm{X}} .
$$

Now we show that the reductions can be simulated, preserving the evaluation strategies. Our notion of CBV- $\lambda \mathbf{x}$ is naturally inspired by that of the $\lambda$-calculus: in a CBV-$\beta$-reduction, the argument must be a value, so that means that when it is simulated by $\operatorname{CBV}-\lambda \mathbf{x}$, all the substitutions created are of the form $M\langle x=N\rangle$ where $N$ is a value, that is, either a variable or an abstraction, just as in the $\lambda$-calculus. Hence, we build the CBV- $\lambda \mathbf{x}$ by a syntactic restriction:

$$
M::=x|\lambda x . M| M_{1} M_{2}|M\langle x=\lambda x . N\rangle| M\langle x=y\rangle .
$$

Now notice that, again, $N$ is a value if and only if $\llbracket N \rrbracket_{\alpha}^{\mathrm{X}}$ introduces $\alpha$.

## Theorem 26 (Simulation of rule (B)).

CBN: $\llbracket(\lambda x . M) N\left\|_{\alpha}^{\mathrm{x}} \rightarrow_{\mathrm{N}} \llbracket M\langle x=N\rangle\right\|_{\alpha}^{\mathrm{x}}$
$\mathrm{CBV}: \llbracket(\lambda x . M) N \rrbracket_{\alpha}^{\mathrm{X}} \rightarrow_{\mathrm{v}} \llbracket M\langle x=N\rangle \rrbracket_{\alpha}^{\mathrm{X}}$ iff $N$ is a value.
Theorem 27 (Simulation of the other rules). Let $M \rightarrow N$ by any of the rules (App), (Abs), (Varl), (Vark), (gc), then $\llbracket M \rrbracket_{\gamma}^{\mathrm{X}} \rightarrow_{\mathrm{V}} \llbracket N \rrbracket_{\gamma}^{\mathrm{X}}$ and $\llbracket M \rrbracket_{\gamma}^{\mathrm{X}} \rightarrow_{\mathrm{N}} \llbracket N \rrbracket_{\gamma}^{\mathrm{X}}$.

We can now state that $\lambda \mathbf{x}$-reduction is preserved by interpretation of terms into $\mathcal{X}$.
Theorem 28 (Simulation of $\lambda \mathbf{x}$ ).

1. If $M \rightarrow_{\mathrm{v}} N$ then $\llbracket M \rrbracket_{\gamma}^{\mathrm{X}} \rightarrow_{\mathrm{v}} \llbracket N \rrbracket_{\gamma}^{\mathrm{X}}$
2. If $M \rightarrow_{\mathrm{N}} N$ then $\llbracket M \|_{\gamma}^{\mathrm{X}} \rightarrow_{\mathrm{N}} \llbracket N \rrbracket_{\gamma}^{\mathrm{X}}$

## 7 Interpreting $\boldsymbol{\lambda} \boldsymbol{\mu}$

Parigot's $\lambda \mu$-calculus [21] is yet another proof-term syntax for classical logic, but expressed in the setting of Natural Deduction. Curien and Herbelin [9] have shown how the normalisation in $\lambda \mu$ can be interpreted as the cut-elimination in $\bar{\lambda} \mu \tilde{\mu}$. Using that mapping, and the interpretation of $\bar{\lambda} \mu \tilde{\mu}$ into $\mathcal{X}$ from [17], we can generate the following:

Definition 29 (Interpretation of $\lambda \mu$ in $\mathcal{X}$ ). We define $\llbracket \cdot \|_{\alpha}^{\lambda \mu}$ as the interpretation $\llbracket \cdot \|_{\alpha}^{\lambda}$, by adding:

$$
\llbracket \mu \delta \cdot[\gamma] M \rrbracket_{\alpha}^{\lambda \mu}=\llbracket M \rrbracket_{\gamma}^{\lambda \mu} \widehat{\delta} \dagger \widehat{x}\langle x . \alpha\rangle
$$

Similarly to the previous sections, we can add:

$$
\begin{aligned}
\llbracket M[N / x] \rrbracket_{\alpha}^{\lambda \mu} & =\llbracket N \rrbracket_{\beta}^{\lambda \mu} \widehat{\beta} \dagger \widehat{x} \llbracket M \rrbracket_{\alpha}^{\lambda \mu} \\
\llbracket(\mu \delta \cdot[\gamma] M)[N \cdot \delta / \delta] \rrbracket_{\alpha}^{\lambda \mu} & =\llbracket M \rrbracket_{\gamma}^{\lambda \mu} \widehat{\delta} \dagger \widehat{x}\left(\llbracket N \rrbracket_{\beta}^{\lambda \mu} \widehat{\beta}[x] \widehat{y}\langle y \cdot \alpha\rangle\right)
\end{aligned}
$$

Notice that the last alternative is justified, since
Lemma 30. The following rule is admissible:

$$
\llbracket(\mu \delta \cdot[\gamma] M)) N \rrbracket_{\alpha}^{\lambda \mu} \rightarrow \llbracket M \rrbracket_{\gamma}^{\lambda \mu} \widehat{\delta} \dagger \widehat{x}\left(\llbracket N \rrbracket_{\beta}^{\lambda \mu} \widehat{\beta}[x] \widehat{y}\langle y . \alpha\rangle\right)
$$

Notice also the striking similarity between $\llbracket M N \rrbracket_{\alpha}^{\lambda \mu}$ and the result of running $\llbracket(\mu \delta .[\gamma] M)) N \rrbracket_{\alpha}^{\lambda \mu}$; the difference lies only in a bound socket.

The main result for this interpretation now becomes:
Theorem 31 (Simulation of $\lambda \mu$ in $\mathcal{X}$ ).

1. If $M \rightarrow_{\mathrm{v}} N$ then $\llbracket M \|_{\alpha}^{\lambda \mu} \rightarrow_{\mathrm{v}} \llbracket N \rrbracket_{\alpha}^{\lambda \mu}$.
2. If $M \rightarrow_{\mathrm{N}} N$ then $\llbracket M \rrbracket_{\alpha}^{\lambda \mu} \rightarrow_{\mathrm{N}} \llbracket N \rrbracket_{\alpha}^{\lambda \mu}$.

## 8 Conclusions and Future Work

We have seen that $\mathcal{X}$ is a continuation-style formal language that provides a Curry-Howard-de Bruijn isomorphism for a sequent calculus for implicative classical logic. But, of more interest, we have seen $\mathcal{X}$ is very well-suited as generic abstract machine for the running of (applicative) programming languages, by building not only an interpretation for $\lambda, \lambda \mu$ (for $\bar{\lambda} \mu \tilde{\mu}$, see [17]), but also for $\lambda \mathbf{x}$.

A wealth of research lies in the future, of which this paper is but the first step, the seed. We intend to study normalisation, and confluence of the CBN and CBV strategies, to extend $\mathcal{X}$ in order to represent the other logical connectives, study the relation with linear logic, proofnets (both typed and untyped), the relation with $\pi$-calculus, how to express recursion, functions, etc, etc.
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#### Abstract

An extension of the $\lambda$-calculus is proposed to study historybased access control. It allows for parametrized security policies with a possibly nested, local scope. To govern the rich interplay between local policies, we propose a combination of static analysis and dynamic checking. A type and effect system extracts from programs a correct approximation to the histories obtainable at run-time. A further static analysis over these approximations determines how to instrument code so to enforce the desired security constraints. The execution monitor, based on finite-state automata, runs efficiently the instrumented code.


## 1 Introduction

Access control is crucial for securing the execution of mobile applications. Access control policies specify which operations can be executed by possibly untrusted components on sensible resources such as files, communication channels, and so on. Indeed, an attacker may gain full control over a system by getting improper access to critical resources.

Current software technologies enforce access control policies by exploiting different mechanisms. In the Java Virtual Machine, as well as in the .Net Common Language Runtime, stack inspection computes the run-time access rights of code by examining the stack of method invocations. Code includes special time-consuming instructions, called local security checks, that guard access to critical resources. Methods are associated with a static set of permissions, to reflect the trustedness of code. At run-time, a resource access is granted whenever all methods in the call stack have the required permission.

Stack inspection and local security checks offer a pragmatic setting for access control, with a strong bias towards implementation. However, they suffer from two main shortcomings. First, it is difficult to place the needed checks at the relevant points in the code, and even more difficult is guaranteeing that they suffice for enforcing the intended security policy. Second, stack inspection may fail to enforce some security constraints, because it relies on the call stack only. Indeed, the access rights of a certain method are no longer affected by the execution of an untrusted one, after it has been popped from the call stack. This may be harmful, e.g. when trusted code depends on the results supplied by untrusted code [12. In other words, stack inspection and local security checks are not an appropriate abstraction for security.

Some alternatives to stack inspection have been explored. In history-based access control, the actual access rights of a piece of code depend on (a suitable abstraction of) the whole execution. This approach has been receiving major attention, at both levels of foundations [24|1119] and of language design and implementation [1|9. Another paradigm proposes to encapsulate code within wrappers that enforce local security policies [18]. A wrapper monitors the execution and aborts it when about to violate some active local policy.

We have recently proposed $\lambda^{[]}$, an extension of the $\lambda$-calculus that reconciles history-based access control with local policies [4. Local security properties are regular properties of histories and have a possibly nested, local scope. A policy framing $\varphi[e]$ indicates that the program $e$ is protected by the local policy $\varphi$, i.e. the history must always respect $\varphi$ while evaluating $e$.

In 44 we have verified local security policies through a static analysis, based on a type and effect system [20]. The effect approximates the run-time behaviour of a program. Model checking the effect ensures that there will be no security violations at run-time. The static approach avoids the need for an execution monitor to enforce local policies. Also, it avoids keeping track of the whole execution history, which may grow unbound.

Because of the static approximation, some programs may be discarded even though they would be secure, possibly just by adding a limited amount of runtime checking. We propose here a mixed approach to access control, that efficiently combines static analysis and run-time checking. Our technique discards no programs while keeping security. Intuitively, we compile a program with policy framings into an equivalent one without framings, but instrumented with local checks. Our static analysis determines which checks are needed and where they must be inserted to obtain a program respecting the given security requirements. The execution monitor is essentially a finite-state automaton associated with the relevant security policies.

Technically, we define a novel type and effect system; the types are mostly standard and the effects are history grammars. These are context-free grammars representing all possible execution histories, including the scopes of the local policies. A further static analysis over history grammars, called risky events analysis, determines the program points where security violations may occur. The risky events analysis is then exploited to generate the set of checks needed to safely instrument the original code at the right points. The original and instrumented programs indeed satisfy the same security constraints. It is worthwhile noting that the execution monitor controlling the instrumented program only needs a finite amount of information. More precisely, it suffices to record the states of the finite-state automata associated with checks on risky events.

## 2 A Motivating Example

To illustrate our approach, consider a simple web browser that runs applets. Each applet must obey a general usage policy $\varphi$ : only open files can be read. Moreover, a user can supply the browser with his own security policy, to be
enforced on all applet executions. In this example, the user policy says that, after having read a local file, an applet can no longer connect to the network.

The browser is a function that processes the applet $x$ and the user policy $\varphi^{\prime}$. Since policies are not first class expressions in our calculus, the parameter $\varphi^{\prime}$ is rendered as a closure $p=\lambda y . \varphi^{\prime}[y *]$, where $*$ stands for the unit value.

$$
\text { Browser }=\lambda x . \lambda p . \varphi[p x] ; \text { Browser }
$$

We consider a simple editor applet, that accesses a local file $y$ and may save it on a given site, identified by a URL $u$ :

```
Editor \(=\lambda y . \lambda u . \operatorname{open}(y) ; \operatorname{read}(y) ; * ;(\) if \(b\) then \(\operatorname{connect}(u)) ; * ; \operatorname{close}(y)\)
```

Note that our editor is overly simplified, because we are only interested in the security-relevant events it can generate; the unit value $*$ indeed represents the sequences of operations that do not affect security.

We also have an attacker applet, that tries to spoof the browser by executing it with a very liberal user policy $\lambda y . y *$ which imposes no constraints. The attacker attempts to force the editor reading the secret password file pwd and then saving it on the attacker site evil.org.

```
Attacker = \lambdaw. Browser (\lambdaz.Editor pwd evil.org) ( }\lambday.y*
```

The following trace illustrates the behaviour of the attacker applet, sandboxed with the user policy $\varphi^{\prime}$ by the browser. The program states are pairs, whose first component is a history (a sequence of access events $-\varepsilon$ denotes the empty one) and the second component is the program continuation.
$\varepsilon$, Browser Attacker $\left(\lambda y . \varphi^{\prime}[y *]\right)$
$\rightarrow \varepsilon, \varphi\left[\left(\lambda y . \varphi^{\prime}[y *]\right)\right.$ Attacker $] ;$ Browser
$\rightarrow \varepsilon, \varphi\left[\varphi^{\prime}[\right.$ Attacker $\left.*]\right] ;$ Browser
$\rightarrow \varepsilon, \varphi\left[\varphi^{\prime}[\right.$ Browser ( $\lambda z$. Editor pwd evil.org) $\left.(\lambda y . y *)]\right]$; Browser
$\rightarrow \varepsilon, \varphi\left[\varphi^{\prime}[\varphi[(\lambda y . y *)(\lambda z\right.$. Editor pwd evil.org $)] ;$ Browser $\left.]\right]$; Browser
$\rightarrow \varepsilon, \varphi\left[\varphi^{\prime}[\varphi[\right.$ Editor pwd evil.org) $] ;$ Browser $\left.]\right] ;$ Browser
$\rightarrow \varepsilon, \varphi\left[\varphi^{\prime}[\varphi[\right.$ open (pwd); read (pwd); $*$; if $b$ then $\operatorname{connect(evil.org);~} \cdots] \cdots$
$\rightarrow \operatorname{open}(\mathrm{pwd}), \varphi\left[\varphi^{\prime}[\varphi[\right.$ read $(\mathrm{pwd}) ; *$ if $b$ then $\operatorname{connect(evil.org);~} \cdots] \ldots$
$\rightarrow \operatorname{open}(\mathrm{pwd}) r e a d(\mathrm{pwd}), \varphi\left[\varphi^{\prime}[\varphi[\right.$ if $b$ then $\operatorname{connect(evil.org);~} * ;$ close (pwd) $] \ldots$
If $b$ evaluates to true, then a security exception is thrown, because the history:

$$
\operatorname{open}(\mathrm{pwd}) \operatorname{read}(\mathrm{pwd}) \operatorname{connect}(\mathrm{evil} . \mathrm{org})
$$

would violate the active policy $\varphi^{\prime}$. Note however that the connect event in the editor is the only program point where the policy $\varphi^{\prime}$ is violated. Instead, all possible runs obey the file usage policy $\varphi$. These observations suggest us to implement the access control mechanism by inserting local checks just before
risky events, i.e. the program points about to violate policies. In our example, the original editor will be transformed into the equivalent:

```
Editor \(^{\prime}=\lambda x . \lambda u . \operatorname{open}(x) ; \operatorname{read}(x) ; * ;\)
    (if \(b\) then check \(\varphi^{\prime}\) in connect \((u)\) ) \(; * ; \operatorname{close}(x)\)
```

Furthermore, all the policy framings are removed, and expressions are instrumented to record the set of active policies. Our goal is finding therefore the risky program points and the involved policies.

## 3 The Language $\lambda^{[]}$

We consider a call-by-value $\lambda$-calculus enriched with access events and local security policies. This language is called $\lambda^{[]}$, and has been first introduced in 4]. We present here an extension of the calculus that features parametrized access events, and a new type and effect system that is suitable for instrumentation with local checks. An access event $\alpha^{\ell}(c)$ abstracts from a security-relevant operation. The symbol $\alpha \in$ Act stands for an action (e.g. reading a file), while the parameter $c \in \operatorname{Res}$ is the resource upon which the action is taken (e.g. a file name). The label $\ell \in$ Lab uniquely identifies an access event in an expression. We assume the sets Act, Res and Lab to be pairwise disjoint.

Sequences $\eta$ of access events are called histories. Security policies $\varphi \in \Pi$ are regular properties of histories, universally quantified over resources. An instantiated policy $\varphi(c)$ can be phrased as a regular expression, and enforced by a finite state automaton (see below for details). A policy framing $\varphi[e]$ localizes the scope of the policy $\varphi$ to the expression $e$; framings can be arbitrarily nested. To enhance readability, our calculus comprises conditional expressions and named abstractions ( $z$ in $e^{\prime}=\lambda_{z} x$.e stands for $e^{\prime}$ itself within $e$ ). We omit the definition of guards $b$, as they are not relevant for the subsequent technical development.
$\lambda^{[]}$expressions

| $\boxed{*} e, e^{\prime}::=x$ | variable |
| :---: | :--- |
| $c$ | constant |
|  | $\alpha^{\ell}(r)$ |
| if $b$ then $e$ else $e^{\prime}$ | access event |
| $\lambda_{z} x . e$ | conditional |
| $e e^{\prime}$ | abstraction |
| $\varphi[e]$ | application |
|  | policy framing |

Variables, constants, abstractions, and failures are the values $v$ of $\lambda^{[]}$. A failure fail $_{\ell, \varphi(c)}$ represents a computation that is about to violate the policy $\varphi(c)$ by generating an event $\alpha^{\ell}\left(c^{\prime}\right)$. We assume that, for any expression $e$, label $\ell$ and policy $\varphi(c)$, e fail $l_{\ell, \varphi(c)}=$ fail $_{\ell, \varphi(c)} e=\varphi^{\prime}\left[\right.$ fail $\left._{\ell, \varphi(c)}\right]=$ fail $_{\ell, \varphi(c)}$. We write $*$ for a fixed, closed, event-free, non-failure value, and $\lambda . e$ for $\lambda x . e$, for $x \notin f v(e)$. The following abbreviation is standard: $e ; e^{\prime}=\left(\lambda . e^{\prime}\right) e$. Also, we write $\alpha$ instead of
$\alpha(c)$ when the resource parameter $c$ is immaterial. Without loss of generality, we assume that each framing has an opening event, i.e. for all $\varphi[e]$, the expression $e$ is of the form $\alpha(c) ; e^{\prime}$, for some $\alpha, c$ and $e^{\prime}$. This opening event can be a dummy event with no influence on security. Note that we also allow for parametrized events $\alpha^{\ell}(r)$, where $r$ ranges over resources and variables.

We define the behaviour of $\lambda^{[]}$expressions through the following small-step operational semantics. The configurations are pairs $\eta, e$, where $e$ may denote both expressions and failures. A transition $\eta, e \rightarrow \eta^{\prime}, e^{\prime}$ means that, starting from a history $\eta$, the expression $e$ may evolve to $e^{\prime}$, possibly extending $\eta$ to $\eta^{\prime}$. We write $\eta \models \varphi(c)$ when the history $\eta$ satisfies the policy $\varphi(c)$. We assume as given a total function $\mathcal{B}$ that evaluates the guards in conditionals, and a function $l a b(\eta)$ that returns the last label $\ell_{k}$ from a history $\eta=\alpha_{1}^{\ell_{1}}\left(c_{1}\right) \cdots \alpha_{k}^{\ell_{k}}\left(c_{k}\right)$. Notice that there is no need to define $\ell(\varepsilon)$, because of the assumed opening event.
Operational semantics of $\lambda^{[]}$

$$
\begin{gathered}
\frac{\eta, e_{1} \rightarrow \eta^{\prime}, e_{1}^{\prime}}{\eta, e_{1} e_{2} \rightarrow \eta^{\prime}, e_{1}^{\prime} e_{2}} \quad \frac{\eta, e_{2} \rightarrow \eta^{\prime}, e_{2}^{\prime}}{\eta, v e_{2} \rightarrow \eta^{\prime}, v e_{2}^{\prime}} \quad \eta,\left(\lambda_{z} x . e\right) v \rightarrow \eta, e\left\{v / x, \lambda_{z} x . e / z\right\} \\
\eta, \alpha^{\ell}(c) \rightarrow \eta \alpha^{\ell}(c), * \quad \eta, \text { if } b \text { then } e_{0} \text { else } e_{1} \rightarrow \eta, e_{\mathcal{B}(b)} \\
\frac{\eta, e \rightarrow \eta^{\prime}, e^{\prime} \quad \forall c . \eta^{\prime} \models \varphi(c)}{\eta, \varphi[e] \rightarrow \eta^{\prime}, \varphi\left[e^{\prime}\right]} \quad \frac{\eta, e \rightarrow \eta^{\prime}, e^{\prime} \quad \exists c . \eta^{\prime} \not \vDash \varphi(c)}{\eta, \varphi[e] \rightarrow \eta, f a i l_{l a b\left(\eta^{\prime}\right), \varphi(c)}} \quad \eta, \varphi[v] \rightarrow \eta, v
\end{gathered}
$$

The rules above are mostly standard, except for those governing evaluation within policy framings. An expression $\varphi[e]$ can evolve to $\varphi\left[e^{\prime}\right]$, provided that the resulting history $\eta^{\prime}$ satisfies all the possible instantiations $\varphi(c)$; a failure occurs when $\varphi(c)$ is violated for some $c$. Eventually, values leave the scope of policies. More concrete operational semantics could reduce the number of instantiated policies, e.g. by looking only at the constants occurring in $\eta^{\prime}$, or by selecting constants with a suitable type, like file, memory region, etc.

A security policy $\varphi(c)$ is specified by a deterministic finite-state automaton $A_{\varphi(c)}=\left(\Sigma, Q, q_{0}, \delta\right)$, where $\Sigma=$ Act $\times$ Res is the input alphabet, $Q$ is the set of states, $q_{0} \in Q$ is the start state, and $\delta: Q \times \Sigma \rightarrow Q$ is the transition function. Without loss of generality, we assume a distinguished state $q_{s} \in Q$ which is the only non-accepting state and is a $\operatorname{sink}$, i.e. $\delta\left(q_{s}, \beta\right)=q_{s}$ for any $\beta \in \Sigma$. Note that $\eta \models \varphi(c)$ actually means that $\delta\left(q_{0}, \eta\right) \neq q_{s}$ in the automaton $A_{\varphi(c)}$.

Example 1. To keep small the size of our example, it is convenient to slightly simplify the browser/applet system considered in Section 2.

$$
\begin{aligned}
B & =\lambda_{z} x \cdot \varphi^{\prime}[x *] ; z x \\
A & =\lambda . \text { if } b \text { then } \alpha_{\text {read }}(c) \text { else } \alpha_{\text {connect }} \\
e & =\varphi\left[\alpha_{\text {open }}(c) ; B A ; \alpha_{\text {close }}(c)\right]
\end{aligned}
$$

Let $\ell$ be the label of the event $\alpha_{\text {connect }}$, and assume first that $b$ is true. The evaluation of $e$ goes as follows (for readability, the event labels are omitted):

$$
\begin{aligned}
\varepsilon, e & \rightarrow \alpha_{\text {open }}(c), \varphi\left[B A ; \alpha_{\text {close }}(c)\right] \\
& \rightarrow \alpha_{\text {open }}(c), \varphi\left[\varphi^{\prime}[A *] ; B A ; \alpha_{\text {close }}(c)\right] \\
& \rightarrow \alpha_{\text {open }}(c), \varphi\left[\varphi^{\prime}\left[\text { if } b \text { then } \alpha_{\text {read }}(c) \text { else } \alpha_{\text {connect }}\right] ; B A ; \alpha_{\text {close }}(c)\right] \\
& \rightarrow \alpha_{\text {open }}(c), \varphi\left[\varphi^{\prime}\left[\alpha_{\text {read }}(c)\right] ; B A ; \alpha_{\text {close }}(c)\right] \\
& \rightarrow \alpha_{\text {open }}(c) \alpha_{\text {read }}(c), \varphi\left[\varphi^{\prime}[*] ; B A ; \alpha_{\text {close }}(c)\right] \\
& \rightarrow \alpha_{\text {open }}(c) \alpha_{\text {read }}(c), \varphi\left[* ; B A ; \alpha_{\text {close }}(c)\right]
\end{aligned}
$$

Assume now that $b$ becomes false. Then, the computation proceeds as follows:

$$
\begin{aligned}
\cdots & \rightarrow \alpha_{\text {open }}(c) \alpha_{\text {read }}(c), \varphi\left[B A ; \alpha_{\text {close }}(c)\right] \\
& \rightarrow \alpha_{\text {open }}(c) \alpha_{\text {read }}(c), \varphi\left[\varphi^{\prime}[A *] ; B A ; \alpha_{\text {close }}(c)\right] \\
& \rightarrow \alpha_{\text {open }}(c) \alpha_{\text {read }}(c), \varphi\left[\varphi^{\prime}\left[\text { if } b \text { then } \alpha_{\text {read }}(c) \text { else } \alpha_{\text {connect }}\right] ; B A ; \alpha_{\text {close }}(c)\right] \\
& \rightarrow \alpha_{\text {open }}(c) \alpha_{\text {read }}(c), \varphi\left[\varphi^{\prime}\left[\alpha_{\text {connect }}\right] ; B A ; \alpha_{\text {close }}(c)\right] \\
& \rightarrow \operatorname{fail}_{\ell, \varphi^{\prime}(c)}
\end{aligned}
$$

The computation fails, because generating the event $\alpha_{\text {connect }}$ would make the history $\alpha_{\text {open }}(c) \alpha_{\text {read }}(c) \alpha_{\text {connect }}$ violate the policy $\varphi^{\prime}(c)$.

Figure 1 displays the universally quantified automata for the usage policy $\varphi$ and the user policy $\varphi^{\prime}$ introduced in Section 2, We only draw the arcs labelled with actions relevant to the policy in hand, while the other actions are intended to originate self-loops, omitted in the figure. The actual security automata are obtained by instantiating the parameter $x$ to a resource $c$. The sink state $q_{s}$ is shared by both automata, while $q_{0}$ and $q_{0}^{\prime}$ are the start states.


Fig. 1. Security automata $A_{\varphi(x)}$ (left) and $A_{\varphi^{\prime}(x)}$ (right)

## 4 Extracting History Grammars

We now introduce a type and effect system for $\lambda^{[]}$, that we shall use for approximating the aspects of the expression behaviour relevant to security.

Given an expression $e$, it is convenient to label each of its subexpressions. For simplicity, we shall use injective labellings only, and we coherently extend the labelling of an event $\alpha^{\ell}(r)$ to $\alpha^{\ell}\left(r^{\ell^{\prime}}\right)$. To keep track of the framings, we shall use the special framing events $[\varphi \text { and }]_{\varphi}$ that stand respectively for opening and closing the scope of the policy $\varphi$. We denote with Frm the set $\left\{[\varphi,]_{\varphi} \mid \varphi \in \Pi\right\}$.

Types $\tau$ and type environments $\Gamma$ are defined as follows, where $R \subseteq$ Res.

## Types and Type Environments

$$
\tau::=\text { unit }|R| \tau \xrightarrow{H} \tau \quad \Gamma::=\emptyset \mid \Gamma ; x: \tau \quad(x \notin \operatorname{dom}(\Gamma))
$$

The types are much the same of the implicitly-typed $\lambda$-calculus (the set type $R$ is used for resources), while the effects are our history grammars. These are context-free grammars $H=(T, N, \ell, P)$, where $T=$ Act $\cup$ Res $\cup$ Frm is the set of terminal symbols, $N=$ Lab is the set of non-terminals, $\ell \in N$ is the start symbol, and $P \subseteq N \times(T \cup N)^{*}$ is the set of productions. We shall use the following standard notation: $(\ell, P)$ for $H, \Rightarrow$ for the derivation relation, $\mathcal{L}(H)$ for the language generated by $H$, and $\varepsilon$ for the empty string.

The effect $H$ of an expression $e$ represents all the possible run-time histories of $e$, and also records entering and exiting from the scope of security policies.
Example 2. Consider the following (labelled) expression:

$$
e^{0}=\alpha^{1}\left(c^{2}\right) ; \varphi\left[\left(\text { if } b \text { then } \alpha^{\prime 5}\left(c^{\prime 6}\right) \text { else } *^{7}\right)^{4}\right]^{3}
$$

The history grammar extracted from $e$ is as follows (the underlined label stands for the start symbol).

$$
\begin{array}{ll}
\underline{0} \rightarrow 13 & 4 \rightarrow 5 \mid 7 \\
1 \rightarrow \alpha c & 5 \rightarrow \alpha^{\prime} c^{\prime} \\
2 \rightarrow \varepsilon & 6 \rightarrow \varepsilon \\
3 \rightarrow[\varphi 4]_{\varphi} & 7 \rightarrow \varepsilon
\end{array}
$$

We compare below a computation of $e$ (left) with a derivation of $H$ (right), assuming $b$ true and $\varphi$ always respected.

$$
\begin{aligned}
\varepsilon, e & \rightarrow \alpha(c), \varphi\left[\text { if } b \text { then } \alpha^{\prime}\left(c^{\prime}\right) \text { else } *\right] & & \underline{0}
\end{aligned} \begin{array}{rlrl} 
& \Rightarrow 13 \Rightarrow \alpha c 3 \\
& \rightarrow \alpha(c), \varphi\left[\alpha^{\prime}\left(c^{\prime}\right)\right] & & \Rightarrow \alpha c\left[{ }_{\varphi} 4\right]_{\varphi} \Rightarrow \alpha c\left[{ }_{\varphi} 5\right]_{\varphi} \\
& \rightarrow \alpha(c) \alpha^{\prime}\left(c^{\prime}\right), \varphi[*] & & \Rightarrow \alpha c\left[{ }_{\varphi} \alpha^{\prime} c^{\prime}\right]_{\varphi}
\end{array}
$$

The framing events in $\alpha c\left[{ }_{\varphi} \alpha^{\prime} c\right]_{\varphi}$ mean that the policy $\varphi$ is active when the event $\alpha^{\prime}\left(c^{\prime}\right)$ is generated, so the history $\alpha(c) \alpha^{\prime}\left(c^{\prime}\right)$ must obey $\varphi$, otherwise the computation fails.

A typing judgment $\Gamma, H \vdash e: \tau$ means that the expression $e$ evaluates to a value of type $\tau$, and produces a history represented by the effect $H$. The history grammar $H$ in the functional type $\tau \xrightarrow{H} \tau^{\prime}$ describes the latent effect associated with an abstraction, i.e. one of the histories in $\mathcal{L}(H)$ is generated when applying that abstraction to a value. The relation $\Gamma, H \vdash e: \tau$ is the least one closed under the following rules. For brevity, we shall omit immaterial labels, and we shall write $\underline{\ell} \rightarrow \gamma, P$ for $(\ell,\{\ell \rightarrow \gamma\} \cup P)$, and $\ell \rightarrow \gamma \mid \gamma^{\prime}$ when $\ell \rightarrow \gamma$ and $\ell \rightarrow \gamma^{\prime}$.

## Type and Effect System for $\lambda^{[]}$

$$
\begin{aligned}
& \frac{R \subseteq \operatorname{Res}}{\Gamma, \underline{\ell} \rightarrow \varepsilon \vdash c^{\ell}:\{c\} \cup R} \quad \frac{\Gamma,\left(\ell^{\prime}, P\right) \vdash r: R}{\Gamma,\{\underline{\ell} \rightarrow \alpha c: c \in R\}, P \vdash \alpha^{\ell}\left(r^{\ell^{\prime}}\right): \text { unit }} \\
& \frac{\Gamma ; x: \tau ; z: \tau \xrightarrow{\left(\ell^{\prime}, P\right)} \tau^{\prime},\left(\ell^{\prime}, P\right) \vdash e: \tau^{\prime}}{\Gamma, \underline{\ell} \rightarrow \varepsilon \vdash\left(\lambda_{z} x . e\right)^{\ell}: \tau \xrightarrow{\left(\ell^{\prime}, P\right)} \tau^{\prime}} \\
& \overline{\Gamma, \underline{\ell} \rightarrow \varepsilon \vdash x^{\ell}: \Gamma(x)} \\
& \stackrel{\Gamma, \underline{\ell} \rightarrow \varepsilon \vdash *^{\ell}: \text { unit }}{ } \quad \frac{\Gamma,\left(\ell_{0}, P_{0}\right) \vdash e_{0}: \tau \xrightarrow{\left(\ell_{2}, P_{2}\right)} \tau^{\prime} \Gamma,\left(\ell_{1}, P_{1}\right) \vdash e_{1}: \tau}{\Gamma, \underline{\ell} \rightarrow \ell_{0} \ell_{1} \ell_{2}, P_{0} \cup P_{1} \cup P_{2} \vdash\left(e_{0} e_{1}\right)^{\ell}: \tau^{\prime}} \\
& \Gamma,\left(\ell_{0}, P_{0}\right) \vdash e_{0}: \tau \quad \Gamma,\left(\ell_{1}, P_{1}\right) \vdash e_{1}: \tau \\
& \Gamma, \underline{\ell} \rightarrow \ell_{0} \mid \ell_{1}, P_{0} \cup P_{1} \vdash\left(\text { if } b \text { then } e_{0} \text { else } e_{1}\right)^{\ell}: \tau \\
& \frac{\Gamma,\left(\ell^{\prime}, P^{\prime}\right) \vdash e: \tau}{\Gamma, \underline{\ell} \rightarrow\left[\varphi \ell^{\prime}\right]_{\varphi}, P^{\prime} \vdash \varphi[e]^{\ell}: \tau} \quad \frac{\Gamma, H \vdash e: \tau}{\Gamma, H^{\prime} \vdash e: \tau} \quad \mathcal{L}\left(H^{\prime}\right) \supseteq \mathcal{L}(H)
\end{aligned}
$$

Typing judgments are standard, and allow for weakening of both resource types (in the first rule) and effects (in the last rule). The effects in the rule for application are concatenated according to the evaluation order of the call-by-value semantics (function, argument, latent effect). The actual effect of an abstraction is the empty language, while the latent effect is equal to the actual effect of the function body.
Example 3. To clarify the role of weakening, consider the following expressions:

$$
\begin{aligned}
& e_{1}=\left(\left(\lambda x \cdot \alpha^{3}\left(x^{4}\right)\right)^{2}\left(\text { if } b \text { then } c^{6} \text { else } c^{\prime 7}\right)^{5}\right)^{1} \\
& e_{2}=\left(\text { if } b \text { then }\left(\lambda x \cdot \alpha^{13}\left(c^{14}\right)\right)^{12} \text { else }\left(\lambda y \cdot \alpha^{\prime 16}\left(c^{17}\right)\right)^{15}\right)^{11}
\end{aligned}
$$

For $e_{1}$, let $\Gamma=\left\{x:\left\{c, c^{\prime}\right\}\right\}$. The typing derivation needs weakening the set types associated with the constants $c$ and $c^{\prime}$. For readability, we often omit labels, the environment $\Gamma$, and we only show the last productions added to effects.

$$
\frac{\frac{4 \rightarrow \varepsilon \vdash x:\left\{c, c^{\prime}\right\}}{\frac{3 \rightarrow \alpha c \mid \alpha c^{\prime} \vdash \alpha(x): \text { unit }}{2 \rightarrow \varepsilon \vdash \lambda x \cdot \alpha(x):\left\{c, c^{\prime}\right\} \xrightarrow{3} \text { unit }} \frac{6 \rightarrow \varepsilon \vdash c:\{c\} \cup\left\{c^{\prime}\right\} \quad 7 \rightarrow \varepsilon \vdash c^{\prime}:\left\{c^{\prime}\right\} \cup\{c\}}{5 \rightarrow 6 \mid 7 \vdash \text { if } b \text { then } c \text { else } c^{\prime}:\left\{c, c^{\prime}\right\}}}}{1 \rightarrow 253 \vdash e_{1}: \text { unit }}
$$

For $e_{2}$, let $\Gamma=\{x: \tau, y: \tau\}$. The typing derivation weakens the effects to unify the types in the rule for conditionals (note the introduction of the new label $\ell$ ).

$$
\frac{\frac{14 \rightarrow \varepsilon \vdash c:\{c\}}{\frac{13 \rightarrow \alpha c \vdash \alpha(c): \text { unit }}{\ell \rightarrow 13 \mid 16 \vdash \alpha(c): \text { unit }}}}{\frac{17 \rightarrow \varepsilon \vdash c:\{c\}}{12 \rightarrow \varepsilon x \cdot \alpha(c): \tau \xrightarrow{\ell} \text { unit }} \quad \frac{\frac{17 \rightarrow \alpha^{\prime} c \vdash \alpha^{\prime}(c): \text { unit }}{\ell \rightarrow 13 \mid 16 \vdash \alpha^{\prime}(c): \text { unit }}}{15 \rightarrow \varepsilon \vdash \lambda y \cdot \alpha^{\prime}(c): \tau \xrightarrow{\ell} \text { unit }}}
$$

Example 4. Consider the browser and the applet defined in Example 1. After labelling all subexpressions, we obtain:

$$
\begin{aligned}
e^{0} & =\varphi\left[\left(\alpha_{\text {open }}^{2}\left(c^{3}\right) ;\left(B^{10} A^{20}\right)^{4} ; \alpha_{\text {close }}^{5}\left(c^{6}\right)\right)^{1}\right] \\
B^{10} & =\lambda_{z} x \cdot\left(\varphi^{\prime}\left[\left(x^{14} *^{15}\right)^{13}\right]^{12} ;\left(z^{17} x^{18}\right)^{16}\right)^{11} \\
A^{20} & =\lambda y \cdot\left(\operatorname{if} b \text { then } \alpha_{\text {read }}^{22}\left(c^{23}\right) \text { else } \alpha_{\text {connect }}^{24}\right)^{21}
\end{aligned}
$$

Let $\Gamma=\left\{x:\right.$ unit $\xrightarrow{\ell, P}$ unit, $y: \tau, z: \tau^{\prime} \xrightarrow{\ell^{\prime}, P^{\prime}}$ unit $\}$, for some $\ell, \ell^{\prime}, P, P^{\prime}, \tau, \tau^{\prime}$. For the expression $A$, we have the following typing derivation:

$$
\begin{gathered}
\frac{\underline{23} \rightarrow \varepsilon \vdash c:\{c\}}{\underline{22} \rightarrow \alpha_{\text {read }} c \vdash \alpha_{\text {read }}(c): \text { unit }} \quad \underline{24} \rightarrow \alpha_{\text {connect }} \vdash \alpha_{\text {connect }}: \text { unit } \\
\underline{21 \rightarrow 22 \mid 24 \vdash \operatorname{if} b \text { then } \alpha_{\text {read }}(c) \text { else } \alpha_{\text {connect }}: \text { unit }} \\
\underline{20} \rightarrow \varepsilon \vdash A: \tau \xrightarrow{21, P_{A}} \text { unit }
\end{gathered}
$$

where $P_{A}$ collects all the productions generated in the previous deduction:

$$
\begin{array}{ll}
\underline{21} \rightarrow 22 \mid 24 & \\
22 \rightarrow \varepsilon \\
22 \rightarrow \alpha_{\text {read }} c & \\
24 \rightarrow \alpha_{\text {connect }}
\end{array}
$$

The following typing derivation is possible for the body of $B$ (we here shortcut typing, by assuming the abbreviation for ; introduced above).

| $\frac{\underline{14} \rightarrow \varepsilon \vdash x: \text { unit } \stackrel{\ell, P}{\longrightarrow} \text { unit } \underline{15} \rightarrow \varepsilon \vdash *: \text { unit }}{\underline{13} \rightarrow 1415 \ell \vdash x *: \text { unit }}$ | $\vdots$ |
| :---: | :---: |
| $\underline{\underline{12} \rightarrow\left[\varphi^{\prime} 13\right]_{\varphi^{\prime}} \vdash \varphi^{\prime}[x *]: \text { unit }}$ | $\underline{16 \rightarrow 1718 \ell^{\prime} \vdash z x: \text { unit }}$ |
| $\underline{11} \rightarrow 1216 \vdash \varphi^{\prime}[x *] ; z x:$ unit |  |

Let $P_{B}$ be the following set of productions:

$$
\begin{array}{ll}
\frac{11}{12} & \rightarrow 1216
\end{array} \begin{aligned}
& \left.\varphi^{\prime} 13\right]_{\varphi^{\prime}}
\end{aligned}
$$

To apply the rule for abstraction, we equate $\tau^{\prime}$ to unit $\xrightarrow{\ell, P}$ unit, and unify ( $\ell^{\prime}, P^{\prime}$ ) with $\left(11, P_{B}\right)$, obtaining $H_{B}=\left(11, P_{B}\left\{11 / \ell^{\prime}\right\}\right)$. Then, we have:

$$
\frac{\left\{x: \text { unit } \xrightarrow{\ell, P} \text { unit, } z:(\text { unit } \xrightarrow{\ell, P} \text { unit }) \xrightarrow{H_{B}} \text { unit }\right\}, H_{B} \vdash \varphi^{\prime}[x *] ; z x: \text { unit }}{\underline{10} \rightarrow \varepsilon \vdash B:(\text { unit } \xrightarrow{\ell, P} \text { unit }) \xrightarrow{H_{B}} \text { unit }}
$$

To apply $B$ to $A$, we solve the constraint unit $\xrightarrow{\ell, P}$ unit $=\tau \xrightarrow{21, P_{A}}$ unit. This yields $\tau=$ unit, $\ell=21$, and $P=P_{A}$, so enabling the following judgement:

$$
\xrightarrow{B:\left(\text { unit } \xrightarrow{21, P_{A}} \text { unit }\right) \xrightarrow{H_{B}\{21 / \ell\}} \text { unit } A: \text { unit } \xrightarrow{21, P_{A}} \text { unit }} \underset{\underline{4} \rightarrow 102011 \vdash B A: \text { unit }}{\text { un }}
$$

We can eventually reconstruct the type and effect of $e$ (notice that we cheat again and solve two sequential compositions in one step, here and in the labelling).

\[

\]

Summing up, the history grammar of $e$ is:

$$
\begin{array}{lll}
\underline{0} \rightarrow[\varphi 1]_{\varphi} & 10 \rightarrow \varepsilon & 20 \rightarrow \varepsilon \\
1 \rightarrow 245 & 11 \rightarrow 1216 & 21 \rightarrow 22 \mid 24 \\
2 \rightarrow \alpha_{\text {open }} c & 12 \rightarrow\left[\varphi^{\prime} 13\right]_{\varphi^{\prime}} & 22 \rightarrow \alpha_{\text {read }} c \\
3 \rightarrow \varepsilon & 13 \rightarrow 141521 & 23 \rightarrow \varepsilon \\
4 \rightarrow 102011 & 14 \rightarrow \varepsilon & 24 \rightarrow \alpha_{\text {connect }} \\
5 \rightarrow \alpha_{\text {close }} c & 15 \rightarrow \varepsilon & \\
6 \rightarrow \varepsilon & 16 \rightarrow 171811 & \\
& 17 \rightarrow \varepsilon & \\
& 18 \rightarrow \varepsilon &
\end{array}
$$

Now it is convenient to introduce the following definition. Given $w \in T^{*}$, let $w^{b}$ be the string obtained from $w$ by pruning all the framing events, and by replacing each substring $\alpha c$ with $\alpha(c)$. Back to Example 2 if $w=\alpha c\left[\varphi \alpha^{\prime} c^{\prime}\right]_{\varphi}$ then $w^{b}=\alpha(c) \alpha^{\prime}\left(c^{\prime}\right)$. The next theorem ensures that our type and effect system indeed approximates the actual run-time histories.

Theorem 1 (Correctness). Let $\Gamma, H \vdash e: \tau$ and $\varepsilon, e \rightarrow^{*} \eta, e^{\prime}$. Then, there exist $w \in T_{H}^{*}$ and $\gamma \in\left(T_{H} \cup N_{H}\right)^{*}$ such that $H \Rightarrow^{*} w \gamma$, and $w^{b}=\eta$.

## 5 The Risky Events Analysis

In this section we exploit history grammars to determine the program points where security violations may occur. This paves us the way for gaining efficiency by discarding policy framings. Actually, we instrument programs with local checks, guarding risky events with those policies that may be violated. Formally, an event $\alpha^{\ell}(c)$ of an expression $e$ is risky for the policy $\varphi\left(c^{\prime}\right)$ when there exists a computation $\varepsilon, e \rightarrow^{*} \eta, f a i l_{\ell, \varphi\left(c^{\prime}\right)}$. Below, we define a static analysis that extracts an over-approximations of the risky events of $e$ from the history grammar $H$ of $e$.

Our static analysis takes the form of a transition system, whose configurations are quadruples $\gamma, \sigma, \Phi, \zeta$. The component $\gamma$ is a string derivable from $H, \sigma$ is a mapping from policies to security automata states, $\Phi$ is a sequence of (universally quantified) policies, and $\zeta$ is a mapping from event labels to policies. The start configuration is $\ell, \sigma_{0}, \varepsilon, \zeta_{0}$, where $\ell$ is the start symbol of $H, \sigma_{0}$ maps, for all $\varphi$ and $c^{\prime}$ occurring in $e$, the policy $\varphi\left(c^{\prime}\right)$ to the start state of $A_{\varphi\left(c^{\prime}\right)}$, and $\zeta_{0}$ maps each event label to the empty set. Intuitively, $\sigma$ mimics the evolution of the security automata, $\Phi$ records the active policies, and $\zeta$ accumulates the risky events, i.e. whenever $\alpha^{\ell}(c)$ is risky for $\varphi\left(c^{\prime}\right)$, then eventually $\varphi\left(c^{\prime}\right) \in \zeta(\ell)$.

The transition relation $\rightsquigarrow$ is the least one closed under the following rules.

## Risky Events Analysis

$$
\begin{gathered}
{\left[\varphi \gamma, \sigma, \Phi, \zeta \rightsquigarrow_{H} \gamma, \sigma, \Phi \varphi, \zeta \quad\right]_{\varphi} \gamma, \sigma, \Phi \varphi, \zeta \rightsquigarrow_{H} \gamma, \sigma, \Phi, \zeta} \\
\ell \rightarrow \alpha c \in H \quad \Phi^{\prime}=\left\{\varphi\left(c^{\prime}\right) \mid \varphi \in \Phi \wedge \delta\left(\sigma\left(\varphi\left(c^{\prime}\right)\right), \alpha(c)\right)=q_{s}\right\} \\
\ell, \sigma, \Phi, \zeta \rightsquigarrow_{H} \varepsilon, \delta(\sigma, \alpha(c)), \Phi, \zeta\left\{\ell \mapsto \zeta(\ell) \cup \Phi^{\prime}\right\} \\
\frac{\ell \rightarrow \gamma \in H \quad \gamma \neq \alpha c}{\ell, \sigma, \Phi, \zeta \rightsquigarrow_{H} \gamma, \sigma, \Phi, \zeta} \quad \frac{\ell, \sigma, \Phi, \zeta \rightsquigarrow_{H} \gamma^{\prime}, \sigma^{\prime}, \Phi^{\prime}, \zeta^{\prime}}{\ell \gamma, \sigma, \Phi, \zeta \rightsquigarrow_{H} \gamma^{\prime} \gamma, \sigma^{\prime}, \Phi^{\prime}, \zeta^{\prime}}
\end{gathered}
$$

The first axiom appends the policy $\varphi$ in the sequence $\Phi$ upon a framing event [ $\varphi$; the second deals with the symmetric case $]_{\varphi}$. The central rule considers an event $\alpha^{\ell}(c)$, and checks whether an automaton $A_{\varphi\left(c^{\prime}\right)}$ enters the (non-accepting) sink state, for some active $\varphi \in \Phi$. In that case, the mapping $\zeta$ records the association of $\ell$ with $\varphi\left(c^{\prime}\right)$, i.e. that $\alpha^{\ell}(c)$ is possibly risky for $\varphi\left(c^{\prime}\right)$. The mapping $\sigma$ is updated to reflect the change of state in the automata upon the event $\alpha(c)$ : the next state of the (deterministic) automaton $A_{\varphi\left(c^{\prime}\right)}$ is the one reachable through $\alpha(c)$. For notational convenience, $\delta$ maps homomorphically on $\sigma$, i.e. on the states of the automata, that are all disjoint except for $q_{s}$. The last two rules simply carry over the above on strings $\gamma$.

Below we define the set of policies $\operatorname{act}(e)$ active in an expression $e$. The intuition is that a policy $\varphi$ is active if reducing the current redex involves checking $\varphi$. Notice that no policy is active for values, because they cannot be further reduced, and for conditionals, because evaluating a guard requires no check.

$$
\left.\begin{array}{rlrl}
\operatorname{act}(\alpha(r)) & =\emptyset & \operatorname{act}(\varphi[e]) & =\{\varphi\} \cup \operatorname{act}(e)
\end{array} \operatorname{act}\left(\text { if } b \text { then } e \text { else } e^{\prime}\right)=\emptyset \quad \text { act }\left(v e^{\prime}\right)=\operatorname{act}\left(e^{\prime}\right) \quad \operatorname{act}\left(e e^{\prime}\right)=\operatorname{act}(e)(e \neq v) \quad 1 \lambda . e\right)=\emptyset
$$

The following theorem establishes the soundness of the risky events analysis, by connecting each computation in $\rightarrow$ with one in $\rightsquigarrow$. In particular, when the first leads to a failing history $\eta$, at least one of the security automata used in the second reaches the sink state, and $\zeta$ associates the violated policy with the offending event. In any case, the active policies in the configurations of $\rightarrow$ are precisely recorded by the component $\Phi$ in the configurations of $\rightsquigarrow$.
Theorem 2. Let $\Gamma, H \vdash e_{0}^{\ell}: \tau$, and $\varepsilon, e_{0}^{\ell} \rightarrow^{n} \eta_{n}, e_{n}$. Then, there exist $\gamma, \sigma, \Phi, \zeta$ such that $\ell, \sigma_{0}, \varepsilon, \zeta_{0} \rightsquigarrow_{H}^{*} \gamma, \sigma, \Phi, \zeta$, and:
(2a) if $e_{n}=$ fail $_{\ell^{\prime}, \varphi(c)}$ then $\varphi(c) \in \zeta\left(\ell^{\prime}\right)$ and $\delta(\sigma(\varphi(c)), \eta)=q_{s}$ (2b) otherwise, $\sigma=\delta\left(\sigma_{0}, \eta\right)$, and $\{\varphi \mid \varphi$ occurs in $\Phi\}=\operatorname{act}\left(e_{n-1}\right)$.

We now show that the an over-approximation to the risky events of a program can be computed in a finite amount of time. More precisely, there exists a bound on the length of the computations needed to stabilise $\zeta$.

Theorem 3. Let $\Gamma, H \vdash e: \tau$, for e closed. For each $n \geq 0$, define:

$$
Z_{n}=\left\{\zeta \mid \ell, \sigma_{0}, \varepsilon, \zeta_{0} \rightsquigarrow{ }_{H}^{n} \gamma, \sigma, \Phi, \zeta\right\}
$$

Then, there exists $k$ such that, for all $i \geq 0, Z_{k+i}=Z_{k}$.
Given the set $Z_{k}$ of the above theorem, we hereafter denote with RE the mapping such that $\ell \mapsto\left\{\varphi(c) \in \zeta(\ell) \in Z_{k}\right\}$. Call $\ell H$-risky for $\varphi(c)$ whenever $\varphi(c) \in \operatorname{RE}(\ell)$. Theorems 1, 2 and 3 allow us to establish the correctness of the risky events analysis: if $\alpha^{\ell}\left(c^{\prime}\right)$ is risky for $\varphi(c)$, then $\ell$ is $H$-risky for $\varphi(c)$.

Example 5. Consider the browser/applet system analysed in Example 4. The following computation discovers that 24 is a risky event for $\varphi^{\prime}(c)$.

$$
\begin{aligned}
0, \sigma_{0}, \varepsilon, \zeta_{0} & \left.\left.\rightsquigarrow^{*} 22\right]_{\varphi^{\prime}} 165\right]_{\varphi}, \sigma_{1}=\delta\left(\sigma_{0}, \alpha_{\text {open }}(c)\right), \varphi \varphi^{\prime}, \zeta_{0} \\
& \left.\rightsquigarrow * 24]_{\varphi^{\prime}} 165\right]_{\varphi}, \sigma_{2}=\delta\left(\sigma_{1}, \alpha_{\text {read }}(c)\right), \varphi \varphi^{\prime}, \zeta_{0} \\
& \left.\rightsquigarrow]_{\varphi^{\prime}} 165\right]_{\varphi}, \delta\left(\sigma_{2}, \alpha_{\text {connect }}\right), \varphi \varphi^{\prime}, \zeta_{0}\left\{24 \mapsto \varphi^{\prime}(c)\right\}
\end{aligned}
$$

## 6 Instrumentation with Local Checks

We eventually exploit the risky events analysis to obtain an expression with local checks only, equivalent to a given expression with local policies. The syntax and operational semantics of the target language $\lambda^{\text {check }}$ follow.

The target language $\lambda^{\text {check }}$

```
e,\mp@subsup{e}{}{\prime}::=x\quad\mathrm{ variable}
    c constant
    check \Phi in \alpha(r) guarded event
    if b}\mathrm{ then e else e }\mp@subsup{e}{}{\prime}\quad\mathrm{ conditional
    \lambdazx.e abstraction
    e\mp@subsup{e}{}{\prime}\quad\mathrm{ application}
    enter }\varphi\mathrm{ in }e\quad\mathrm{ activate policy
```

The configurations of the operational semantics are pairs $\sigma, e$. A transition $\Phi \vdash \sigma, e \rightarrow \sigma^{\prime}, e^{\prime}$ means that the expression $e$ reduces to $e^{\prime}$ and the state $\sigma$ of the security automata evolves to $\sigma^{\prime}$, provided that $\Phi$ is the set of active policies. Note that it suffices to record in $\sigma$ the states of those automata $A_{\varphi(c)}$ such that $\varphi(c) \in \operatorname{RE}(\ell)$, for some $\ell$. Remarkably, the size of the configurations is bounded, unlike those of $\lambda^{[]}$, where histories $\eta$ could grow unbound.

Operational semantics of $\lambda^{\text {check }}$

$$
\left.\begin{array}{c}
\frac{\Phi \vdash \sigma, e_{1} \rightarrow \sigma^{\prime}, e_{1}^{\prime}}{\Phi \vdash \sigma, e_{1} e_{2} \rightarrow \sigma^{\prime}, e_{1}^{\prime} e_{2}}
\end{array} \begin{array}{c}
\Phi \vdash \sigma, e_{2} \rightarrow \sigma^{\prime}, e_{2}^{\prime} \\
\Phi \vdash \sigma, v e_{2} \rightarrow \sigma^{\prime}, v e_{2}^{\prime}
\end{array}\right] \begin{gathered}
\frac{\left\{\varphi\left(c^{\prime}\right) \in \Phi^{\prime} \mid \varphi \in \Phi \wedge \delta\left(\lambda_{z} x . e\right) v \rightarrow \sigma, e\left\{v / x, \lambda_{z} x . e / z\right\} \quad\right.}{\left.\left.\left.\Phi \vdash \sigma, \text { check } \Phi^{\prime} \text { in } \alpha(c) \rightarrow \delta\left(c^{\prime}\right)\right), \alpha(c)\right)=q_{s}\right\}=\emptyset} \\
\frac{\Phi \cup\{\varphi(c)), *}{\Phi \vdash \sigma, \text { enter } e_{0} \text { else } e_{1} \rightarrow \sigma, e_{\mathcal{B}(b)} \varphi \text { in } e \rightarrow \sigma^{\prime}, \text { enter } \varphi \text { in } e^{\prime}} \quad \Phi \vdash \sigma, \text { enter } \varphi \text { in } v \rightarrow \sigma, v
\end{gathered}
$$

The first four rules are straightforward. The rule for an event $\alpha(c)$ guarded by $\Phi^{\prime}$ requires that any policy $\varphi\left(c^{\prime}\right) \in \Phi^{\prime}$ such that $\varphi$ is active, does not lead to the sink state upon $\alpha(c)$. The statement enter $\varphi$ in $e$ is similar to a block in programming languages: the policy $\varphi$ is active while reducing $e$, and its scope is left when $e$ eventually becomes a value.

We are now ready to instrument an expression $e$ in $\lambda^{[]}$and obtain an equivalent expression $\operatorname{instr}_{\mathrm{RE}}(e)$ in $\lambda^{\text {check }}$. In the definition below, we use the risky events collected in RE by the analysis on history grammars. The first rule discards all the policy framings, but records entering the scope of a policy. The other interesting rule is that for instrumenting events: an event $\alpha^{\ell}(c), H$-risky for $\Phi$, becomes guarded by a check on all the policies in $\Phi$.

## Instrumentation of $\lambda^{[]}$expressions

```
\(\operatorname{instr}_{\mathrm{RE}}(\varphi[e])=\) enter \(\varphi\) in \(\operatorname{instr}_{\mathrm{RE}}(e) \quad \operatorname{instr}_{\mathrm{RE}}(*)=* \quad \operatorname{instr}_{\mathrm{RE}}(x)=x\)
    \(\operatorname{instr}_{\mathrm{RE}}(c)=c \quad \operatorname{instr}_{\mathrm{RE}}\left(\alpha^{\ell}(r)\right)=\operatorname{check} \mathrm{RE}(\ell)\) in \(\alpha(r)\)
\(\operatorname{instr}_{\mathrm{RE}}\left(\lambda_{z} x . e\right)=\lambda_{z} x . \operatorname{instr}_{\mathrm{RE}}(e) \quad \operatorname{instr}_{\mathrm{RE}}\left(e_{0} e_{1}\right)=\operatorname{instr}_{\mathrm{RE}}\left(e_{0}\right) \operatorname{instr} \operatorname{rat}_{\mathrm{RE}}\left(e_{1}\right)\)
    \(\operatorname{instr}_{\text {RE }}\left(\right.\) if \(b\) then \(e_{0}\) else \(\left.e_{1}\right)=\) if \(b\) then \(\operatorname{instr}_{\text {RE }}\left(e_{0}\right)\) else \(\operatorname{instr}_{\text {RE }}\left(e_{1}\right)\)
```

The correctness of instrumentation is stated by the following theorem: each execution step of $e$ in $\lambda^{[]}$corresponds exactly to one step of $\operatorname{instr}_{\mathrm{RE}}(e)$ in $\lambda^{\text {check }}$.

Theorem 4. For all histories $\eta$, non-failure expressions $e, e^{\prime}$, and integers $n$ :

$$
\varepsilon, e \rightarrow^{n} \eta, e^{\prime} \Longleftrightarrow \emptyset \vdash \sigma_{0}, \operatorname{instr}_{\mathrm{RE}}(e) \rightarrow^{n} \delta\left(\sigma_{0}, \eta\right), \operatorname{instr}_{\mathrm{RE}}\left(e^{\prime}\right)
$$

## 7 Conclusions

We have proposed a mixed approach to history-based access control. To this aim, we have exploited $\lambda^{[]}$, an extension of the $\lambda$-calculus that allows for security policies with possibly nested, local scopes 4].

We have defined a type and effect system to extract from a given program a history grammar that approximates its run-time behaviour, as far as security is concerned. A history grammar is a context-free grammar that generates execution histories while recording the scope of local policies.

Dynamic checking history-based policies is in general unfeasible, because histories may grow unbound. We have been able to transform programs to record just the abstraction of the history needed to guarantee security, i.e. where and which policies have to be checked. This relies on a (polynomial-time) static analysis on history grammars, which detects the events that are risky, and the policies they may violate. Local checks of risky events can then replace local policies, thus making the dynamic control of accesses feasible.

Colcombet and Fradet [8] and Marriot, Stuckey and Sulzmann [15] mixed static and dynamic techniques to transform programs and make them obey a given global policy. The approach of 8 abstracts a program into a control flow graph, which is then instrumented with some annotations, to track the state of the finite-state automaton that enforces the global property. A minimization phase follows, to remove the unnecessary tracking. Finally, the optimized control flow graph is converted back to a program, that is guaranteed to abort just before violating the property. The approach of 15 is based on over-approximating the run-time behaviour of a program through a context-free grammar. A finite-state automaton models the permitted resource usages. If the language generated by the grammar is not included in the language accepted by the automaton, the
program is instrumented with the local checks and tracking operations needed to make it obey the policy. Compared to [8|15], our programming model allows for local policies and access events parametrized over resources, while the others only consider global policies and no parametrized events.

Igarashi and Kobayashi proposed in [13] a unified framework for analysing the usage of resources. This is based on an extension of the $\lambda$-calculus that features primitives for creating and accessing resources, and for defining their permitted usage patterns. The resource usage problem requires to approximate the use function that maps expressions to the sequences of possible usage patterns. An execution is resource-safe when the possible patterns are contained in the permitted ones. A type system guarantees that well-typed expressions are resource-safe. Compared to the calculus of [13], $\lambda^{[]}$has no primitive for resource creation, but we plan to introduce it in future work. Indeed, the programming model of [13] is even too powerful: as a result, no complete algorithm exists to verify that inferred usages conform to the permitted ones. Instead, in [4] we provided $\lambda^{[]}$with a static technique to verify when a program is secure.

Skalka and Smith proposed $\lambda_{\text {hist }}$ [19], a $\lambda$-calculus with local security checks that enforce linear $\mu$-calculus properties [7]14 on the past history. A type and effect system approximates the possible run-time histories. Type safety ensures that a typable expression will not go wrong if its effect is valid, i.e. all the histories it represents always pass the local security checks. The validity of effects can be statically verified by model checking $\mu$-calculus formulae over Basic Process Algebras [6[10]. Compared to Skalka and Smith's $\lambda_{\text {hist }}$, our $\lambda^{[]}$features a different programming construct for access control: while in $\lambda_{\text {hist }}$ the access control tests are dictated by local checks inserted into programs, we have policy framings, that localize the time intervals where safety policies must be enforced.

Walker 21] explored an alternative approach to access control, that mixes static and dynamic techniques with proof-carrying code [16. Security properties are specified by security automata [517]. When a security-unaware program is compiled, a centralized security policy tells where to insert local checks, in order to obtain provably-secure compiled code. An optimization phase follows: whenever a security check is removed, it is replaced by a proof that the optimized code is still safe. This is done through typed compilation schemata: types encode assertions about program security, ensuring that no run-time violation of the security properties will occur. Before executing a piece of code, a certified verification software ensures that it respects the centralized security policy. Thus, compilers are no longer required to belong to the trusted computing base.

Our previous work [4] has a type and effect system, similar to the present one, whose effects are instead history expressions, equivalent to Basic Process Algebras. These effects are model checked with specially-tailored Büchi automata, to detect whether the program under analysis never goes wrong. In [3] we further refined this model to include liveness properties and call-by-contract service invocation, thus providing a framework for secure service composition. Compared with [43], the present paper never rejects programs that possibly go wrong, by mechanically adding the necessary run-time checks only.
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#### Abstract

Introduced at the end of the nineties, the Rewriting Calculus ( $\rho$-calculus, for short) is a simple calculus that uniformly integrates term-rewriting and $\lambda$-calculus. The $\rho_{\mathrm{g}}$-Calculus has been recently introduced as an extension of the $\rho$-calculus, handling structures with cycles and sharing. The calculus over terms is naturally generalized by using unification constraints in addition to the standard $\rho$-calculus matching constraints. This leads to a term-graph representation in an equational style where terms consist of unordered lists of equations. In this paper we show that the (linear) $\rho_{\mathrm{g}}$-Calculus is confluent. The proof of this result is quite elaborated, due to the non-termination of the system and to the fact that we work on equivalence classes of terms. We also show that the $\rho_{\mathrm{g}}$-Calculus can be seen as a generalization of first-order term-graph rewriting, in the sense that for any term-graph rewrite step a corresponding sequence of rewritings can be found in the $\rho_{\mathrm{g}}$-Calculus.


## 1 Introduction

Term rewriting is a general framework for specifying and reasoning about computations that combines elements of automated theorem proving, universal algebra and functional programming. It provides very efficient methods for reasoning with equations and it can be regarded as a powerful abstract computational model. In particular, term rewriting systems can be used for software verification: the behavior of a functional or rewrite-based program can be described by analyzing some properties of the associated term rewriting system. For example, the confluence property ensures that the output of the program, if it exist, is unique for any given input data.

In this framework, the rewriting calculus ( $\rho$-calculus, for short) has been introduced in the late nineties as a natural generalization of term rewriting and of the $\lambda$-calculus 99 . The rewrite rules, acting as elaborated abstractions, their application and the obtained structured results are first-class objects of the calculus. The evaluation mechanism, generalizing beta-reduction, strongly relies on term matching in various theories. Several variants of the calculus have been already studied, such as typed versions [5], extensions with explicit substitutions [8] or with imperative features [15].

In the term rewriting setting, terms are often seen as trees but in order to improve the efficiency of the implementation of functional languages, it is of fundamental interest to think and implement terms as graphs 4. In this case,
the possibility of sharing subterms allows one to save space and time during the computation. Moreover, the possibility to define cycles leads to an increased expressive power that allows one to represent naturally regular infinite data structures. Cyclic term-graph rewriting has been widely studied from different points of view: operational 4], categorical [11 or equational 1] (see 18 for a survey on term-graph rewriting).

Following the last approach, we proposed in [7] a system, called $\rho_{\mathrm{g}}$-Calculus, that generalizes the standard $\rho$-calculus in order to deal with higher-order cyclic terms. The first contribution of this paper shows that the $\rho_{\mathrm{g}}$-Calculus, under some linearity assumptions, is confluent. In the $\rho_{\mathrm{g}}$-Calculus terms can have an associated list of constraints which is composed of recursion equations, used to express sharing and cycles, and matching constraints, arising from the fact that computations related to the matching are made explicit and performed at the object-level. The order of constraints is irrelevant and therefore the conjunction operator is considered to be commutative and associative, with the the empty constraint as neutral element. Moreover, the idempotence axiom is used to avoid the duplication of constraints.

The fact that reductions take place over equivalence classes of terms rather than over single terms must be considered when proving the confluence of the calculus, and this makes the result more difficult to achieve. The proof method generalizes the proof of confluence of the cyclic $\lambda$-calculus [2] to the setting of rewriting modulo an equational theory [16] and moreover it adapts the proof to deal with terms containing patterns and matching equations. More precisely, the proof, which is only sketched in the paper, uses the concept of "developments" and the property of "finiteness of developments" as defined in the theory of classical $\lambda$-calculus [3]. The interested reader can find the complete proof in 6].

The $\rho_{\mathrm{g}}$-Calculus is an expressive formalism that has already been shown to be a generalization of both the plain $\rho$-calculus and the $\lambda$-calculus extended with explicit recursion, providing an homogeneous framework for pattern matching and higher-order graphical structures. In this paper we show how the $\rho_{\mathrm{g}}$-Calculus can be naturally seen also as an extension of term-graph rewriting. More specifically, we prove that matching in the $\rho_{\mathrm{g}}$-Calculus is well-behaved w.r.t. the notion of homomorphism on term-graphs and that any reduction step in a term-graph rewrite system can be simulated in the $\rho_{\mathrm{g}}$-Calculus.

The paper is organized as follows. In Section 2 we describe the syntax and the small-step semantics of the $\rho_{\mathrm{g}}$-Calculus. In Section 3 we outline the proof of confluence for the $\rho_{\mathrm{g}}$-Calculus. In Section 4 we review first-order term-graph rewriting in the equational approach, showing that term-graph reductions can be simulated in the $\rho_{\mathrm{g}}$-Calculus. We conclude in Section 5 by presenting some perspectives of this work.

## 2 The $\rho_{\mathrm{g}}$-Calculus: Syntax and Semantics

The syntax of the $\rho_{\mathrm{g}}$-Calculus presented in Fig. 1 extends the syntax of the standard $\rho$-calculus and of the $\rho_{\mathrm{x}}$-calculus [8, i.e. the $\rho$-calculus with explicit
matching and substitution application. As in the plain $\rho$-calculus, $\lambda$-abstraction is generalized by a rule abstraction $P \rightarrow G$, where $P$ is in general an arbitrary term. There are two different application operators: the functional application operator, denoted simply by concatenation, and the constraint application operator, denoted by as "- [-]". Terms can be grouped together into structures built using the operator "-; _". Depending on the theory behind this operator a structure can represent, e.g., a multi-set (when ";" is associative and commutative) or a set (when ";" is associative, commutative and idempotent) of terms.

In the $\rho_{\mathrm{g}}$-Calculus constraints are conjunctions (built using the operator "-, -") of match equations of the form $\mathcal{P} \ll \mathcal{G}$ and recursion equations of the form $\mathcal{X}=\mathcal{G}$. The empty constraint is denoted by $\epsilon$. The operator ", _, is supposed to be associative, commutative and idempotent, with $\epsilon$ as neutral element.

We assume that the application operator associates to the left, while the other operators associate to the right. To simplify the syntax, operators have different priorities. Here are the operators ordered from higher to lower priority:


The symbols $G, H, P \ldots$ range over the set $\mathcal{G}$ of terms, $x, y, \ldots$ range over the set $\mathcal{X}$ of variables, $a, b, \ldots$ range over a set $\mathcal{K}$ of constants. The symbols $E, F, \ldots$ range over the set $\mathcal{C}$ of constraints. We call algebraic the terms of the form $\left(\left(\left(f G_{1}\right) G_{2}\right) \ldots\right) G_{n}$, with $f \in \mathcal{K}, G_{i} \in \mathcal{X} \cup \mathcal{K}$ or $G_{i}$ algebraic for $i=1 \ldots n$, and we usually denote them by $f\left(G_{1}, G_{2}, \ldots, G_{n}\right)$.

We denote by • (black hole) a constant, already introduced in [1 using the equational approach and also in [11 using the categorical approach, to give a name to "undefined" terms that correspond to the expression $x[x=x]$ (selfloop). The notation $x=\circ x$ is an abbreviation for the sequence $x=x_{1}, \ldots, x_{n}=$ $x$. We use the symbol $C t x\{\square\}$ for a context with exactly one hole $\square$. We say that a $\rho_{\mathrm{g}}$-term is acyclic if it contains no sequence of constraints of the form $\mathrm{Ctx} x_{0}\left\{x_{0}\right\} \lll \mathrm{Ctx}_{1}\left\{x_{1}\right\}, \mathrm{Ctx}_{2}\left\{x_{1}\right\} \lll \mathrm{Ctx}_{3}\left\{x_{2}\right\}, \ldots, \mathrm{Ctx}{ }_{m}\left\{x_{n}\right\} \lll \mathrm{Ctx}_{m+1}\left\{x_{0}\right\}$, with $n, m \in \mathbb{N}$ and $\ll \in\{=, \ll\}$. A sequence of this kind is called a cycle.

For the purpose of this paper we restrict to left-hand sides of abstractions and match equations that are acyclic, algebraic terms, with all their subterms algebraic and not containing constraints. The set of all these terms, called patterns, is denoted by $\mathcal{P}$. For instance, the $\rho_{\mathrm{g}}$-term $(f(y)[y=g(y)] \rightarrow a)$ is not allowed since the abstraction has a cyclic left-hand side. We call a $\rho_{\mathrm{g}}$-term well-formed if each variable occurs at most once as left-hand side of a recursion equation. All the $\rho_{\mathrm{g}}$-terms considered in the sequel will be implicitly well-formed.

## Terms

| $\mathcal{G}, \mathcal{P}::$ | $=\mathcal{X}$ | (Variables) |
| ---: | :--- | :--- |
|  | $\mid \mathcal{K}$ | (Constants) |
|  | $\mid \mathcal{P} \rightarrow \mathcal{G}$ | (Abstraction) |
|  | $\mid \mathcal{G} \mathcal{G}$ | (Functional application) |
|  | $\mid \mathcal{G} ; \mathcal{G}$ | (Structure) |
|  | $\mid \mathcal{G}[\mathcal{C}]$ | (Constraint application) |

## Constraints

$\mathcal{C}::=\epsilon \quad$ (Empty constraint)
$\mid \mathcal{P} \ll \mathcal{G}$ (Match equation)
$\mid \mathcal{C}, \mathcal{C} \quad$ (Conjunction)
$\mid \mathcal{G}[\mathrm{C}] \quad$ (Constraint application)
Fig. 1. Syntax of the $\rho_{\mathrm{g}}$-Calculus

The notions of free and bound variables of $\rho_{\mathrm{g}}$-terms take into account the three binders of the calculus: abstraction, recursion and match. Intuitively, variables on the left hand-side of any of these operators are bound by the operator. The set of free variables of a $\rho_{\mathrm{g}}$-term $G$ is denoted by $\mathcal{F} \mathcal{V}(G)$. Moreover, given a constraint $\mathcal{C}$ we will refer to the set $\mathcal{D V}(\mathcal{C})$, of variables "defined" in $\mathcal{C}$. This set includes, for any recursion equation $x=G$ in $\mathcal{C}$, the variable $x$ and for any match $P \ll G$ in $\mathcal{C}$, the set of free variables of $P$. For a formal definition, see 7].

We work modulo $\alpha$-conversion and we use Barendregt's "hygieneconvention", i.e. free and bound variables have different names 3. Note that the scope of a recursion variable is limited to the $\rho_{\mathrm{g}}$-terms appearing in the list of constraints where such variable is defined and the $\rho_{\mathrm{g}}$-term to which this list is applied. For example, in $f(x, y)[x=g(y)[y=a]]$ the variable $y$ defined in the recursion equation binds its occurrence in $g(y)$ but not in $f(x, y)$. In fact, the term does not satisfy the naming conditions since $y$ occurs both free and bound. This naming convention allows us to apply replacements (like for the evaluation rules in Fig. 20) quite straightforwardly, since no variable capture is possible.

We define next an order over variables bound by a match or an equation. This order will be later used in the definition of the substitution rule of the calculus, which will allow one only upward substitutions. As we will see later, this is essential for obtaining the confluence of the calculus. We denote by $\leq$ the least pre-order on recursion variables such that $x \geq y$ if $x=\operatorname{Ctx}\{y\}$, for some context $\operatorname{Ctx}\{\square\}$. The equivalence induced by the pre-order is denoted $\equiv$ and we say that $x$ and $y$ are cyclically equivalent $(x \equiv y)$ if $x \geq y \geq x$ (they lie on a common cycle). We write $x>y$ if $x \geq y$ and $x \not \equiv y$.

## Example 1 (Some $\rho_{\mathrm{g}}$-terms).

1. In the rule $(2 * f(x)) \rightarrow((y+y)[y=f(x)])$ the sharing in the right-hand side avoids the copying of the object instantiating $f(x)$, when the rule is applied to a $\rho_{\mathrm{g}}$-term.
2. The $\rho_{\mathrm{g}}$-term $x[x=\operatorname{cons}(0, x)]$ represents an infinite list of zeros.
3. The $\rho_{\mathrm{g}}$-term $f(x, y)[x=g(y), y=g(x)]$ is an example of twisted sharing that can be expressed using mutually recursive constraints (to be read as a letrec construct). We have that $x \geq y$ and $y \geq x$, hence $x \equiv y$.

The complete set of evaluation rules of the $\rho_{\mathrm{g}}$-Calculus is presented in Fig. 2, As in the plain $\rho$-calculus, in the $\rho_{\mathrm{g}}$-Calculus the application of a rewrite rule to a term is represented as the application of an abstraction. A redex can be activated using the $\rho$ rule in the BASIC RULES, which creates the corresponding matching constraint. The computation of the substitution which solves the matching is then performed explicitly by the Matching rules and, if the computation is successful, the result is a recursion equation added to the list of constraints of the term. This means that the substitution is not applied immediately to the term but it is kept in the environment for a delayed application or for deletion if useless, as expressed by the Graph rules.

More precisely, the first two rules $\rho$ and $\delta$ come from the $\rho$-calculus. The rule $\delta$ distributes the application over the the structures built with the ";" operator.

```
BASIC RULES:
\((\rho)\left(P \rightarrow G_{2}\right) G_{3} \quad \rightarrow_{\rho} G_{2}\left[P \ll G_{3}\right]\)
    \(\left(P \rightarrow G_{2}\right)[E] G_{3} \rightarrow \rho G_{2}\left[P \ll G_{3}, E\right]\)
( \(\delta)\left(G_{1} ; G_{2}\right) G_{3} \quad \rightarrow \delta G_{1} G_{3} ; G_{2} G_{3}\)
    \(\left(G_{1} ; G_{2}\right)[E] G_{3} \rightarrow_{\delta}\left(G_{1} G_{3} ; G_{2} G_{3}\right)[E]\)
Matching rules:
\begin{tabular}{lll} 
(propagate) & \(P \ll(G[E])\) & \(\rightarrow_{p} P \ll G, E\) if \(P \neq x\) \\
(decompose) & \(K\left(G_{1}, \ldots, G_{n}\right) \ll K\left(G_{1}^{\prime}, \ldots, G_{n}^{\prime}\right) \rightarrow_{d k} \quad G_{1} \ll G_{1}^{\prime}, \ldots, G_{n} \ll G_{n}^{\prime}\) \\
& with \(n \geq 0\) \\
(solved) \(\quad x \ll G, E\) & \(\rightarrow_{s} \quad x=G, E\) if \(x \notin \mathcal{D V}(E)\)
\end{tabular}
Graph rules:
\begin{tabular}{|c|c|c|}
\hline ( & \(\operatorname{Ctx}\{y\}[y=G, E]\) & \(\rightarrow_{\text {es }} \operatorname{Ctx}\{G\}[y=G, E]\) \\
\hline (acyclic sub) & \(G\left[P \lll \operatorname{Ctx}\{y\}, y=G_{1}, E\right]\) & \[
\begin{aligned}
& \rightarrow_{a c} G\left[P \lll \operatorname{Ctx}\left\{G_{1}\right\}, y=G_{1}, E\right. \\
& \quad \text { if } x>y, \forall x \in \mathcal{F V}(P) \\
& \text { where } \lll \in=, \ll\}
\end{aligned}
\] \\
\hline \multirow[t]{2}{*}{(garbage)} & \(G\left[E, x=G^{\prime}\right]\) & \[
\begin{array}{rl}
\rightarrow_{g c} & G[E] \\
& \text { if } x \notin \mathcal{F} \mathcal{V}(E) \cup \mathcal{F} \mathcal{V}(G)
\end{array}
\] \\
\hline & \(G[\epsilon]\) & \(\rightarrow{ }_{g c} G\) \\
\hline \multirow[t]{3}{*}{(black hole)} & \(\mathrm{Ctx}\{x\}[x=0 x, E]\) & \(\rightarrow{ }_{\text {bh }} \mathrm{Ctx}\{\bullet\}[x=\) o \(x, E]\) \\
\hline & \(G[P \lll \operatorname{Ctx}\{y\}, y=\circ y, E]\) & \(\rightarrow_{b h} G[P \lll C t x\{\bullet\}, y=\) o \(y, E]\) \\
\hline & & if \(x>y, \forall x \in \mathcal{F} \mathcal{V}(P)\) \\
\hline
\end{tabular}
```

Fig. 2. Small-step semantics of the $\rho_{\mathrm{g}}$-Calculus
The rule $\rho$ triggers the application of a rewrite rule to a $\rho_{\mathrm{g}}$-term by applying the appropriate constraint to the right-hand side of the rule. For each of these rules, an additional rule dealing with the presence of constraints is considered.

The Matching rules and in particular the rule decompose are strongly related to the theory modulo which we want to compute the solutions of the matching. In this paper we consider the syntactical matching, which is known to be decidable, but extensions to more elaborated theories are possible. Due to the assumptions on the left-hand sides of rewrite rules and of constraints, we only need to decompose algebraic terms. The goal of this set of rules is to produce a constraint of the form $x_{1}=G_{1}, \ldots, x_{n}=G_{n}$ starting from a matching equation. Some replacements might be needed (as defined by the Graph rules) as soon as the terms contain some sharing. The propagate rule performs a flattening of a list of constraints which are propagated to the top level. The rule solved transforms a matching constraint $x \ll G$ into a recursion equation $x=G$. The proviso asking that $x$ is not defined elsewhere in the constraint is necessary in the case of matching problems involving non-linear constraints. For example, the constraint $x \ll a, x \ll b$ should not be reduced showing that the original (non-linear) matching problem has no solution.

The Graph rules are inherited from the cyclic $\lambda$-calculus [2. The first two rules make a copy of a $\rho_{\mathrm{g}}$-term associated to a recursion variable into a term that is inside the scope of the corresponding constraint. This is important to make a redex explicit (e.g. in $x a[x=a \rightarrow b]$ ) or or to solve a match equation (e.g. in $a[a \ll x, x=a]$ ). As already mentioned, the substitution rule allows one to make the copies only upwards w.r.t. the order defined on the variables of
$\rho_{\mathrm{g}}$-terms. In the cyclic $\lambda$-calculus this is needed for the confluence of the system (see [2] for a counterexample) and it will be one of the key ingredients also for the confluence of the $\rho_{\mathrm{g}}$-Calculus. The garbage rules get rid of recursion equations that represent non-connected parts of the term. Matching constraints are not eliminated, keeping thus the trace of matching failures during an unsuccessful reduction. The black hole rules replace the undefined $\rho_{\mathrm{g}}$-terms, intuitively corresponding to self-loop graphs, with the constant •

Note that all the evaluation steps are performed modulo the underlying theory associated to the "-, ." operator, as we will detail in the next section.

Example 2. [A simple reduction]

$$
(f(a, a) \rightarrow a)(f(y, y)[y=a])
$$

$$
\mapsto_{\rho} \quad a[f(a, a) \ll f(y, y)[y=a]] \mapsto_{p} a[f(a, a) \ll f(y, y), y=a]
$$

$$
\mapsto_{d k} a[a \ll y, a \ll y, y=a]=a[a \ll y, y=a] \quad \text { (by idempotency) }
$$

$$
\mapsto_{a c} a[a \ll a, y=a] \mapsto_{d k} a[y=a] \mapsto_{g c} a
$$

## 3 Confluence of the $\rho_{\mathrm{g}}$-Calculus

The confluence for higher-order systems dealing with non-linear matching is difficult to get since we usually obtain non-joinable critical pairs as shown in [14] in the setting of the $\lambda$-calculus. Klop's counterexample can be encoded in the $\rho$-calculus 19 to show that $\rho$-calculus is not confluent if no evaluation strategy is used. The counterexample is still valid when generalizing the $\rho$-calculus to the $\rho_{\mathrm{g}}$-Calculus. For this reason, we restrict in the following to a linear $\rho_{\mathrm{g}}$-Calculus.

Definition 1 (Linear $\rho_{\mathrm{g}}$-Calculus). A pattern is called linear if it does not contain two occurrences of the same variable. We say that a constraint $\left[P_{1} \lll\right.$ $\left.G_{1}, \ldots, P_{n} \lll G_{n}\right]$ is linear if all patterns are linear and if $\bigcap_{i=1}^{n} \mathcal{F} \mathcal{V}\left(P_{i}\right)=\emptyset$.

The linear $\rho_{\mathrm{g}}$-Calculus is the $\rho_{\mathrm{g}}$-Calculus where all the patterns in the lefthand side of abstractions and all constraints are linear.

As mentioned before, the ", _ " operator is supposed to be associative, commutative and idempotent, with $\epsilon$ as a neutral element. However, in the linear $\rho_{\mathrm{g}}$-Calculus, idempotency is not needed since constraints of the form $x \ll$ $G, x \ll G$ are not allowed (and cannot arise from reductions). Therefore, in the $\rho_{\mathrm{g}}$-Calculus, rewriting must be thought of as acting over equivalence classes of $\rho_{\mathrm{g}}$-terms with respect to $\sim_{A C_{\epsilon}}$, the congruence relation generated by the associativity and commutativity axioms for the "-, _" operator, and the neutrality axiom for $\epsilon$. If $\rho_{\mathrm{g}}$ denotes the rewrite system in Fig. 2, then the relation induced over $A C_{\epsilon}$-equivalence classes is denoted $\mapsto \rho_{\mathrm{g}} / A C_{\epsilon}$ and formally defined by $T_{1} \mapsto \rho_{\mathrm{g} / A C_{\epsilon}} T_{2}$ if $T_{1} \sim_{A C_{\epsilon}} \operatorname{Ctx}\{\sigma(L)\}$ and $T_{2} \sim_{A C_{\epsilon}} \operatorname{Ctx}\{\sigma(R)\}$ with $L \rightarrow R$ any rule in $\rho_{\mathrm{g}}$ and $\sigma$ a substitution.

Concretely, in most of the proofs we will use the notion of rewriting modulo $A C_{\epsilon}$ à la Peterson and Stickel [17, denoted $\mapsto \rho_{\mathrm{g}}, A C_{\epsilon}$. In this case rewrite rules act on terms instead than on equivalence classes of terms, and matching modulo $A C_{\epsilon}$ is performed at each step of the reduction. Formally $T_{1} \mapsto \rho_{\mathrm{g}}, A C_{\epsilon} T_{2}$ if


Fig. 3. Properties of rewriting modulo $\sim_{E}$
$T_{1}=\operatorname{Ctx}\{T\}$ with $T \sim_{A C_{\epsilon}} \sigma(L)$ and $T_{2}=\operatorname{Ctx}\{\sigma(R)\}$. On one hand, this notion of rewriting is more convenient, from a computational point of view, than $A C_{\epsilon^{-}}$ class rewriting. In fact in the latter case the entire (possibly infinite) class must be explored looking for reducible terms. On the other hand, as we will see later, to prove the confluence of the $\rho_{\mathrm{g}}, A C_{\epsilon}$ relation is sufficient to get the confluence for the $\rho_{\mathrm{g}} / A C_{\epsilon}$ relation.

Notation. In pictures and in the rest of the section, $\mapsto_{R}$ denotes the one step reduction and $\mapsto_{R}$ its reflexive and transitive closure, with $R$ any subset of rules of the $\rho_{\mathrm{g}}$-Calculus. We often simply write $A C_{\epsilon}$ for $\sim_{A C_{\epsilon}}$ and $\mapsto_{R}$ for $\mapsto_{R, A C_{\epsilon}}$.

In Fig. 3 we give a graphical representation of some properties of the $\rho_{\mathrm{g}}, A C_{\epsilon}$ relation that will be referred to in the sequel. Their general definition can be found in [16]. The first three are ordinary properties from term rewriting, with the difference that the diagrams are closed with a step of equivalence modulo $A C_{\epsilon}$. The last one says that if there exists a rewrite step from a term $T$, then the same step can be performed starting from any term $A C_{\epsilon}$-equivalent to $T$.

The confluence proof, detailed in [6], is quite elaborated. This is mainly due to the non-termination of the system and to the fact that equivalence modulo $A C_{\epsilon}$ on terms has to be considered. We prove first a lemma showing the compatibility (see Fig. (3)) of $\rho_{\mathrm{g}}, A C_{\epsilon}$ with $A C_{\epsilon}$ and thus ensuring that this relation is particularly well-behaved w.r.t. the congruence relation $A C_{\epsilon}$. Then, we proceed by proving a number of lemmas that lead to the confluence of $\rho_{\mathrm{g}}, A C_{\epsilon}$ and finally we conclude on the confluence of $\rho_{\mathrm{g}} / A C_{\epsilon}$ using the mentioned compatibility lemma stated next.

Lemma 1 (Compatibility of $\rho_{\mathrm{g}}, A C_{\epsilon}$ ). Compatibility with $A C_{\epsilon}$ holds for any rule in $\rho_{\mathrm{g}}$.

We point out that since compatibility holds for any rule of the $\rho_{\mathrm{g}}$-Calculus, then it also holds for any subset of evaluation rules of the $\rho_{\mathrm{g}}$-Calculus and, in particular, for the entire $\rho_{\mathrm{g}}$-Calculus semantics.

In order to prove the confluence of $\rho_{\mathrm{g}}, A C_{\epsilon}$, we proceed using a proof technique inspired from [2], but the larger number of evaluation rules of the $\rho_{\mathrm{g}}$-Calculus and the explicit treatment of the congruence relation on terms make the proof for the $\rho_{\mathrm{g}}$-Calculus more complex. The main idea is to split the rules into two subsets, to show separately their confluence and to prove the confluence of the union using a commutation lemma for the two sets of rules.

In the $\rho_{\mathrm{g}}$-Calculus the first subset, called the $\Sigma$-rules, consists of the two substitution rules external sub and acyclic sub, plus the $\delta$ rule. The second subset
of rules, called the $\tau$-rules, consists of all the remaining rules of the $\rho_{\mathrm{g}}$-Calculus. The substitution rules represent the non-terminating rules of the $\rho_{\mathrm{g}}$-Calculus. The $\delta$ rule is included in the $\Sigma$-rules, although it could be added to the $\tau$-rules keeping this set of rules terminating. This choice is due to the fact that, because of its non-linearity, adding the $\delta$ rule to the $\tau$-rules would have caused relevant problems in the proof of the final commutation lemma.

An important role in this part of the proof is played by the following proposition which follows immediately from [16].

Proposition 1. 1. A terminating relation locally confluent modulo $A C_{\epsilon}$ and compatible with $A C_{\epsilon}$ is confluent modulo $A C_{\epsilon}$.
2. The union of two relations commuting modulo $A C_{\epsilon}$, both confluent modulo $A C_{\epsilon}$ and compatible with $A C_{\epsilon}$, is confluent modulo $A C_{\epsilon}$.

We start by showing the confluence modulo $A C_{\epsilon}$ of the $\tau$-rules. This is done using Proposition 11). To prove the termination of the $\tau$-rules classical but not trivial rewriting techniques are applied [12]: the lexicographic product of a polynomial interpretation on the $\rho_{\mathrm{g}}$-terms and a path ordering induced by a given precedence on the operators of the $\rho_{\mathrm{g}}$-Calculus syntax is used. The local confluence modulo $A C_{\epsilon}$ is rather easy to prove by analysis of the critical pairs.

Proposition 2. The relation $\tau$ is confluent modulo $A C_{\epsilon}$.
Secondly, we show the confluence modulo $A C_{\epsilon}$ of the $\Sigma$-rules and this is the most elaborated part of the proof. The difficulties arise from the fact that the rewrite relation induced by the $\Sigma$-rules is not strongly normalizing. Thus proving local confluence is not sufficient to get confluence. In particular, both substitution rules are not terminating in the presence of cycles:

$$
\begin{aligned}
& x[x=f(y), y=g(y)] \rightarrow_{a c} x[x=f(g(y)), y=g(y)] \rightarrow_{a c} \cdots \\
& y[y=g(y)] \rightarrow_{e s} g(y)[y=g(y)] \rightarrow_{e s} \cdots
\end{aligned}
$$

The idea is to prove the confluence of the relation $\Sigma$ by applying the complete development method of the $\lambda$-calculus, which consists first in defining a new rewrite relation $C p l$ with the same transitive closure as $\Sigma$ and secondly in proving that the relation $C p l$ satisfies the diamond property modulo $A C_{\epsilon}$ (see Fig. (3). Intuitively, a step of $C p l$ rewriting on a term $G$ consists in the complete reduction of a set of redexes fixed initially in $G$. In other words, some redexes are marked in $G$ and a complete development of these redexes is performed by the $C p l$ relation. Concretely, an underlining function is used to mark the redexes and reductions on underlined redexes are then performed using the following underlined version of the $\Sigma$-rules:


The term $x[x=f(\underline{y}), y=g(y)]$, for example, reach the $\underline{\Sigma}$ normal form $x[x=$ $f(g(y)), y=g(y)]$ in one step. The $C p l$ rewrite relation is then defined as follows.

Definition 2. Given the terms $G_{1}$ and $G_{2}$ in the $\Sigma$-calculus, we have that $G_{1} \mapsto{ }_{C p l} G_{2}$ if there exists an underlining $G_{1}^{\prime}$ of $G_{1}$ such that $G_{1}^{\prime} \longmapsto_{\underline{\Sigma}} G_{2}$ and $G_{2}$ is in normal form w.r.t. the relation $\underline{\Sigma}$.

For example, we have $G_{1}=x[f(x, y) \ll f(\underline{z}, \underline{z}), z=g(\underline{w}), w=a] \mapsto_{\underline{\Sigma}}$ $x[f(x, y) \ll f(\underline{z}, \underline{z}), z=g(a), w=a] \mapsto_{\underline{\Sigma}} x[f(x, y) \ll f(g(a), g(a)), z=$ $g(a), w=a]=G_{2}$ and thus $G_{1} \mapsto_{C p l} G_{2}$.

To ensure that for every choice of redexes in $G_{1}$ there exists a $C p l$ reduction, we prove that $\underline{\Sigma}$ is weakly normalizing, by defining an appropriate reduction strategy. This property, in addition to the confluence property modulo $A C_{\epsilon}$ for $\underline{\Sigma}$ which can be proved using Proposition [1), allows us to prove the diamond property modulo $A C_{\epsilon}$ of the $C p l$ relation.

Lemma 2. The relation $C p l$ satisfies the diamond property modulo $A C_{\epsilon}$.
Notice that if the relation $C p l$ has the diamond property modulo $A C_{\epsilon}$, so does its transitive closure. The confluence of the $\Sigma$ relation then follows easily by noticing that the $\Sigma$ relation and the $C p l$ relation have the same transitive closure, that is $\mapsto_{\Sigma} \subseteq \mapsto_{C p l} \subseteq \mapsto_{\Sigma}$. The first inclusion can be proved by underling the redex reduced by the $\Sigma$ step. The second inclusion follows trivially from the definition of the $C p l$ relation.

Proposition 3. The relation $\Sigma$ is confluent modulo $A C_{\epsilon}$.
Finally, we consider the union of the subsets of rules $\tau$ and $\Sigma$. General confluence holds by the previous results and by the fact that we can prove the commutation of the $\tau$-rules with the $\Sigma$-rules (see Proposition [1 2)).

Theorem 1 (Confluence of $\rho_{\mathrm{g}}, A C_{\epsilon}$ ). The rewrite relation $\rho_{\mathrm{g}}, A C_{\epsilon}$ is confluent modulo $A C_{\epsilon}$.

As mentioned at the beginning, what we aim at is a more general result about rewriting on $A C_{\epsilon}$-equivalence classes of $\rho_{\mathrm{g}}$-terms. This can be achieved using the confluence of $\rho_{\mathrm{g}}, A C_{\epsilon}$ (Theorem (1) and the compatibility property of $\rho_{\mathrm{g}}, A C_{\epsilon}$ with $A C_{\epsilon}$ (Lemma 11).

Corollary 1 (Confluence of $\rho_{\mathrm{g}} / A C_{\epsilon}$ ). The linear $\rho_{\mathrm{g}}$-Calculus is confluent.

## 4 Term-Graph Rewriting in the $\rho_{\mathrm{g}}$-Calculus

The standard $\rho$-calculus can be seen as a natural generalization of both term rewriting and $\lambda$-calculus, integrating the pattern matching capabilities of the first formalism, with the abstraction mechanism of the second one. This fact has been formalized by showing that term rewriting can be simulated in the $\rho$-calculus 910.

The $\rho_{\mathrm{g}}$-Calculus has been already shown to be a quite expressive formalism which allows one to simulate both the plain $\rho$-calculus and the cyclic $\lambda$-calculus providing an homogeneous framework for pattern matching and higher-order graphical structures [7]. The possibility of representing structures with cycles and sharing naturally leads to the question asking whether first-order termgraph rewriting (TGR) can be simulated in this context. In this section we give a first positive answer. The complete proofs can be found in [6].

Several presentations have been proposed for TGR (see [18] for a survey). Here we consider an equational presentation in the style of [1], which is closer to the approach used in the $\rho_{\mathrm{g}}$-Calculus. Given a set of variables $\mathcal{X}$ and a firstorder signature $\mathcal{F}$ with symbols of fixed arity, a term-graph over $\mathcal{X}$ and $\mathcal{F}$ is a system of equations of the form $G=\left\{x_{1} \mid x_{1}=t_{1}, \ldots, x_{n}=t_{n}\right\}$ where $t_{1}, \ldots, t_{n}$ are first-order terms over $\mathcal{X}$ and $\mathcal{F}$ and the recursion variables $x_{i}$ are pairwise distinct. The variable $x_{1}$ on the left represents the root of the term-graph. We call the list of equations the body of the term-graph and we denote it by $E_{G}$, or simply $E$, when the graph $G$ is clear from the context. The empty list is denoted by $\epsilon$. The variables $x_{1}, \ldots, x_{n}$ are bound in the term-graph by the associated recursion equation. The other variables occurring in the term-graph $G$ are called free and the set of free variables is denoted by $\mathcal{F} \mathcal{V}(G)$. A term-graph without free variables is called closed. We denote the collection of variables appearing in $G$ by $\operatorname{V} \operatorname{ar}(G)$. Two $\alpha$-equivalent graphs, i.e. two graphs which differ only for the name of bound variables, are considered equal. Cycles may appear in the system and degenerated cycles, i.e. equations of the form $x=x$, are replaced by $x=\bullet$ (black hole). A term-graph is said to be in flat form if all its recursion equations are of the form $x=f\left(x_{1}, \ldots, x_{n}\right)$, where the variables $x, x_{1}, \ldots, x_{n}$ are not necessarily distinct from each other. In the following we will consider only term-graphs in flat form and without useless equations (garbage) that we remove automatically during rewriting. A term-graph in flat form can be easily interpreted and depicted as a graph taking the set of variables as nodes. We will use the graphical interpretation to help the intuition in the examples.

Rewriting is done by means of term-graph rewrite rules. A term-graph rewrite rule is a pair of term-graphs $(L, R)$ such that $L$ and $R$ have the same root, $L$ is not a single variable and $\mathcal{F} \mathcal{V}(R) \subseteq \mathcal{F} \mathcal{V}(L)$. We say that a rewrite rule is left-linear if $L$ is a tree. In the sequel we will restrict to left-linear rewrite rules.

Definition 3 (Substitution). A substitution $\sigma=\left\{x_{1} / G_{1}, \ldots, x_{n} / G_{n}\right\}$ is a map from variables to term-graphs. Its application to a term-graph $G$, denoted $\sigma(G)$ is defined as follows:

$$
\begin{aligned}
& \sigma(x) \triangleq \begin{cases}G_{i} & \text { if } x=x_{i} \in\left\{x_{1}, \ldots, x_{n}\right\} \\
x & \text { otherwise }\end{cases} \\
& \sigma\left(\left\{x_{1} \mid x_{1}=G_{1}, \ldots, x_{n}=G_{n}\right\}\right) \triangleq\left\{\sigma\left(x_{1}\right) \mid \sigma\left(G_{1}, \ldots, G_{n}\right)\right) \triangleq f\left(\sigma\left(G_{1}\right), \ldots, \sigma\left(G_{n}\right)\right) \\
& \left.\sigma\left(G_{1}\right), \ldots, \sigma\left(x_{n}\right)=\sigma\left(G_{n}\right)\right\}
\end{aligned}
$$

A rewrite rule can be applied to a term-graph $G$ if there exists a match between its left-hand side and the graph. Formally, a homomorphism (matching) from a term-graph $L$ to a term-graph $G$ is a substitution $\sigma$ such that $\sigma(L) \subseteq G$
where the inclusion means that all the recursion equations in $\sigma(L)$ are present also in $G$. Notice that in case of term-graphs in flat form, the homomorphism $\sigma$ is simply a variable renaming.

A redex in a term-graph $G$ is a pair $((L, R), \sigma)$ where $(L, R)$ is a rule and $\sigma$ is an homomorphism from the left-hand side $L$ of the rule to $G$. If $x$ is the root of $L$, we call $\sigma(x)$ the head of the redex.
Definition 4 (Path, position). A path in a closed graph $G$ is a sequence of function symbols interleaved by integers $p=f_{1} i_{1} f_{2} \ldots i_{n-1} f_{n}$ such that $f_{j+1}$ is the $i_{j}$-th argument of $f_{j}$, for all $j=0 \ldots n$. The sequence of integers $i_{1} \ldots i_{n-1}$ is called the position of the node labeled $f_{n}$ and still denoted with the letter $p$. By the context notation $G_{\left\lceil E_{G^{\prime}}\right\rceil_{p}}$ we specify that $G$ contains the body of a graph $G^{\prime}$ at the position $p$.

The notions of path and position are used to define a rewrite step. Let $((L, R), \sigma)$ be a redex occurring in $G$ at the position $p$. A rewrite step consists in removing the equation specified by the head of the redex and in replacing it by the body of $\sigma(R)$, with a fresh choice of bound variables. Using a context notation we write $G_{\lceil\sigma(x)=t\rceil_{p}} \rightarrow G_{\left\lceil\sigma\left(E_{R}\right)\right\rceil_{p}}$.

The set of term-graphs of a TGR is a strict subset of the set of terms of the $\rho_{\mathrm{g}}$-Calculus, modulo some obvious syntactic conventions. By abuse of notation, in the following we will consider equivalent the two notations $\{x \mid E\}$ and $x[E]$. A rewrite rule $\left(L_{i}, R_{i}\right) \in \mathcal{R}$ is translated into the corresponding $\rho_{\mathrm{g}}$-term $L_{i} \rightarrow R_{i}$. The application of a substitution $\sigma=\left\{x_{1} / G_{1}, \ldots x_{n} / G_{n}\right\}$ to a term-graph $L$ corresponds in the $\rho_{\mathrm{g}}$-Calculus to the addition of a list of constraints to the term $L$, that is $L[E]$ where $E=\left(x_{1}=G_{1}, \ldots, x_{n}=G_{n}\right)$.

A $\rho_{\mathrm{g}}$-term is, in general, more complex than a flat term-graph, i.e. it can have garbage and nested lists of constraints. We define next the canonical form of a $\rho_{\mathrm{g}}$-term $G$ containing no abstractions and no match equations.
Definition 5 (Canonical form). Let $G$ be a $\rho_{\mathrm{g}}$-term containing no abstractions and no match equations. We say that $G$ is in canonical form, denoted $\bar{G}$, if it is in flat form and it contains neither garbage equations nor trivial equations of the form $x=y$.

To reach the canonical form, we first perform the flattening and merging of the lists of equations of $G$ and we introduce new recursion equations with fresh variables for every subterm of $G$. We obtain in this way a $\rho_{\mathrm{g}}$-term in flat form, where the notion of flat form is similar to the one defined for term-graphs. The canonical form can then be obtained from the flat form by removing the useless equations, by means of the two substitution rules and the garbage collection rule of the $\rho_{\mathrm{g}}$-Calculus. We point out that the canonical form of a $\rho_{\mathrm{g}}$-term is unique, and a $\rho_{\mathrm{g}}$-term in canonical form corresponds to a term-graph in flat form. Before proving the correspondence of rewritings, we need a lemma showing that matching in the $\rho_{\mathrm{g}}$-Calculus is well-behaved w.r.t. the notion of homomorphism.
Lemma 3 (Matching). Let $G$ be a closed term-graph and let $(L, R)$ be a rewrite rule, with $\operatorname{Var}(L)=\left\{x_{1}, \ldots, x_{m}\right\}$, such that $L$ is homomorphic to $G$ using the variable renaming $\sigma=\left\{x_{1} / x_{1}^{\prime}, \ldots, x_{m} / x_{m}^{\prime}\right\}$.


Fig. 4. Example of rewriting
Let $E=\left(x_{1}=x_{1}^{\prime}, \ldots, x_{n}=x_{n}^{\prime}, E_{G}\right)$ with $\left\{x_{1}, \ldots, x_{n}\right\}=\mathcal{F} \mathcal{V}(L)$. Then in the $\rho_{\mathrm{g}}$-Calculus we have $L \ll G \mapsto_{p g} E$ and $\overline{L[E]}$ is homomorphic to $G$.

This result guarantees the fact that if there exists an homomorphism, i.e. a variable renaming, between two term-graphs, in the $\rho_{\mathrm{g}}$-Calculus we obtain the variable renaming (in the form of a list of recursion equations) as result of the evaluation of the matching problem generated from the two graphs. In other words, this means that if a rewrite rule can be applied to a term-graph, the application is still possible when passing to the $\rho_{\mathrm{g}}$-Calculus side.

Example 3 (Matching).
Consider the two term-graphs $L=\left\{x_{1} \mid x_{1}=\operatorname{add}\left(x_{2}, y_{1}\right), x_{2}=s\left(y_{2}\right)\right\}$ and $G=\left\{z_{0} \mid z_{0}=\operatorname{add}\left(z_{1}, z_{2}\right), z_{1}=s\left(z_{2}\right), z_{2}=0\right\}$ (see Figure (4). Then the substitution $\sigma=\left\{x_{1} / z_{0}, x_{2} / z_{1}, y_{1} / z_{2}, y_{2} / z_{2}\right\}$ is an homomorphism from $L$ to $G$. We show how the substitution can be obtained in the $\rho_{\mathrm{g}}$-Calculus starting from the matching problem $L \ll G$. We use the notation $\mapsto_{r}, s$ to express two steps $\mapsto_{r} \mapsto_{s}$, where $r$ and $s$ are two $\rho_{\mathrm{g}}$-rules.

$$
\begin{array}{rlrl}
L \ll G & \mapsto_{p} & L \ll z_{0}, E_{G} \\
& \mapsto_{e s, g c} & a d d\left(s\left(y_{2}\right), y_{1}\right) \ll z_{0}, E_{G} \\
& =\quad a d d\left(s\left(y_{2}\right), y_{1}\right) \ll z_{0}, z_{0}=\operatorname{add}\left(z_{1}, z_{2}\right), z_{1}=s\left(z_{2}\right), z_{2}=0 \\
& \mapsto a c & a d d\left(s\left(y_{2}\right), y_{1}\right) \ll a d d\left(z_{1}, z_{2}\right), z_{0}=a d d\left(z_{1}, z_{2}\right), z_{1}=s\left(z_{2}\right), z_{2}=0 \\
& \mapsto d k & s\left(y_{2}\right) \ll z_{1}, y_{1} \ll z_{2}, z_{0}=a d d\left(z_{1}, z_{2}\right), z_{1}=s\left(z_{2}\right), z_{2}=0 \\
& \mapsto_{a c, d k} y_{2} \ll z_{2}, y_{1} \ll z_{2}, z_{0}=a d d\left(z_{1}, z_{2}\right), z_{1}=s\left(z_{2}\right), z_{2}=0 \\
& \mapsto_{s} \quad y_{2}=z_{2}, y_{1}=z_{2}, E_{G}
\end{array}
$$

We can verify then that $\overline{L\left[y_{2}=z_{2}, y_{1}=z_{2}, E_{G}\right]}$ is homomorphic to $G$. In fact, the transformation into the canonical form leads to the graph $x_{1}\left[x_{1}=\right.$ $\left.\operatorname{add}\left(x_{2}, z_{2}\right), x_{2}=s\left(z_{2}\right), z_{2}=0\right]$ and it is easy to see that the substitution $\tau=$ $\left\{x_{1} / z_{0}, x_{2} / z_{1}\right\}$ makes this graph homomorphic to $G$.

We next prove that any term-graph rewrite step can be simulated in the $\rho_{\mathrm{g}}$-Calculus. Since in the $\rho_{\mathrm{g}}$-Calculus the rule application is at the object-level, we need to define a $\rho_{\mathrm{g}}$-term encoding the position of the redex in the given term-graph.

Definition 6 (Position trace graph). Let $p=f$ i $p^{\prime}$ be a path in a graph $G$ and $x_{0}, \ldots, x_{j}, \ldots$ be a set of fresh dinstinct variables. The position trace graph $P_{p}(G)$ is recursively defined as $P_{\epsilon}(G)=x_{0}$ and $P_{p}(G)=f\left(x_{1}, \ldots, P_{p^{\prime}}(G), \ldots, x_{n}\right)$
where $f$ is of arity $n$ and has $P_{p^{\prime}}(G)$ as $i$-th argument. We assume that every variable $x_{j}$ is used only once in the construction of $P_{p}(G)$.

The position trace graph is then used to build a $\rho_{\mathrm{g}}$-term $H$ that pushes the rewrite rule down to the correct application position, according to the given term-graph rewrite step.

Lemma 4 (Simulation). Given a term-graph $G$ and a rewrite rule $(L, R)$ such that $G_{\lceil\sigma(z)=t\rceil_{p}} \rightarrow G_{\left\lceil\sigma\left(E_{R}\right)\right\rceil_{p}}=G^{\prime}$. Let $H \triangleq y \rightarrow\left(P_{p}(G)_{\lceil x\rceil_{p}} \rightarrow P_{p}(G)_{\lceil y x\rceil_{p}}\right)$, then in the $\rho_{\mathrm{g}}$-Calculus we have the reduction $(H(L \rightarrow R) G) \mapsto_{p g} G^{\prime \prime}$ with $\overline{G^{\prime \prime}}$ homomorphic to $G^{\prime}$.

The final $\rho_{\mathrm{g}}$-term we obtain is not exactly the same as the term-graph resulting from the $\rho_{\mathrm{g}}$-reduction in the $T G R$, and this is due to some unsharing steps that may occur in the reduction. In general, we have an homomorphism between the two graphs and this corresponds to the fact that, in presence of cycles, the $\rho_{\mathrm{g}}$-term is possibly more "unraveled" than the term-graph $G^{\prime}$.

Example 4 (Addition). Let $(L, R)$, where $L=\left\{x_{1} \mid x_{1}=\operatorname{add}\left(x_{2}, y_{1}\right), x_{2}=\right.$ $\left.s\left(y_{2}\right)\right\}$ and $R=\left\{x_{1} \mid x_{1}=s\left(x_{2}\right), x_{2}=a d d\left(y_{1}, y_{2}\right)\right\}$, be a rewrite rule describing the addition of natural numbers. We apply this rule to the term-graph $G=$ $\left\{z \mid z=s\left(z_{0}\right), z_{0}=\operatorname{add}\left(z_{1}, z_{2}\right), z_{1}=s\left(z_{2}\right), z_{2}=0\right\}$ using the variable renaming $\sigma=\left\{x_{1} / z_{0}, x_{2} / z_{1}, y_{1} / z_{2}, y_{2} / z_{2}\right\}$. We obtain $G^{\prime}=\left\{z \mid z=s\left(z_{0}\right), z_{0}=s\left(z_{1}^{\prime}\right), z_{1}^{\prime}=\right.$ $\left.\operatorname{add}\left(z_{2}, z_{2}\right), z_{2}=0\right\}$. For a graphical representation see Fig. (4.

The corresponding reduction in the $\rho_{\mathrm{g}}$-Calculus is as follows. First of all, since the rule is not applied at the head position of $G$, we need to define the $\rho_{\mathrm{g}}$-term $H=y \rightarrow s(x) \rightarrow s(y x)$ that pushes down the rewrite rule to the right application position, i.e. under the symbol $s$. We obtain the reduction

$$
\begin{array}{rl} 
& (y \rightarrow s(x) \rightarrow s(y x))(L \rightarrow R) G \\
\mapsto_{p g} & s(x) \rightarrow s((L \rightarrow R) x) G \\
\mapsto \rho & s((L \rightarrow R) x)[s(x) \ll G] \\
\mapsto p & s((L \rightarrow R) x)\left[s(x) \ll z, E_{G}\right] \\
\mapsto_{p g} s\left((L \rightarrow R) z_{0}\right)\left[E_{G}\right] \\
\mapsto & \mapsto_{\rho} s\left(R\left[L \ll z_{0}\right]\right)\left[E_{G}\right] \\
\mapsto_{p g} s\left(R\left[y_{1}=z_{2}, y_{2}=z_{2}\right]\right)\left[E_{G}\right] \\
= & s\left(x_{1}\left[x_{1}=s\left(x_{2}\right), x_{2}=a d d\left(y_{1}, y_{2}\right)\right]\left[y_{1}=z_{2}, y_{2}=z_{2}\right]\right)\left[E_{G}\right] \\
& \mapsto_{p g} s\left(x_{1}\left[x_{1}=s\left(x_{2}\right), x_{2}=a d d\left(z_{1}, z_{2}\right)\right]\right)\left[E_{G}\right]=G^{\prime \prime}
\end{array}
$$

The canonical form of $G^{\prime \prime}$ is then obtained by removing the useless recursion equations in $E_{G}$ and merging the lists of constraints. We get $\overline{G^{\prime \prime}}=x[x=$ $\left.s\left(x_{1}\right), x_{1}=s\left(x_{2}\right), x_{2}=\operatorname{add}\left(z_{1}, z_{2}\right), z_{0}=0\right]$. The graph $\overline{G^{\prime \prime}}$ is homomorphic (in this case even equal up to variable renaming) to the term-graph $G^{\prime}$.

## 5 Conclusions

The $\rho_{\mathrm{g}}$-Calculus is an extension of the $\rho$-calculus that allows one to represent and compute over regular infinite entities. It represents a common framework
where higher-order capabilities, graphical structures and matching are primitive features, leading to a quite expressive calculus. The $\rho_{\mathrm{g}}$-Calculus terms are grouped into equivalence classes defined according to the theory specified for the constraint conjunction operator, which in general is the associative, commutative, idempotent theory with neutral element $\epsilon$. If we restrict to a linear $\rho_{\mathrm{g}}$-Calculus, since all constraints are linear and this property is obviously preserved by reduction, we do not need to work modulo the idempotency axiom. We have shown here that, choosing this underlying theory for the conjunction operator for constraints, the linear $\rho_{\mathrm{g}}$-Calculus enjoys the confluence property on equivalence classes of terms.

In [7] the $\rho_{\mathrm{g}}$-Calculus has been shown to be an expressive formalism able to simulate both the standard $\rho$-calculus and the cyclic $\lambda$-calculus. We have shown in this paper that also term-graph rewrite systems can be encoded in the $\rho_{\mathrm{g}}$-Calculus. More precisely we have shown that for every rewriting step in a $T G R$ we can build a $\rho_{\mathrm{g}}$-term which simulates such rewriting as a sequence of reductions in the $\rho_{\mathrm{g}}$-Calculus. We have not investigated here the conservativity issue, but we believe that a positive result can be obtained exploiting the confluence property of the $\rho_{\mathrm{g}}$-Calculus. The main difference between the two systems lies in the fact that rewrite rules and their control (application position) are defined at the object-level of the $\rho_{\mathrm{g}}$-Calculus while in the $T G R$ the reduction strategy is left implicit. The possibility of controlling the application of rewrite rules is particularly useful when the rewrite system is not terminating. It would be certainly interesting to define in the $\rho_{\mathrm{g}}$-Calculus iteration strategies and strategies for the generic traversal of terms in order to simulate $T G R$ rewritings guided by a given reduction strategy. A similar work has already been done for representing first-order term rewriting reductions in a typed version of the $\rho$-calculus [10]. Intuitively, the $\rho$-term encoding a first-order rewrite systems is a $\rho$-structure consisting of the corresponding term rewrite rules wrapped in an iterator that allows for the repetitive application of the rules. We conjecture that this approach can be adapted and generalized for handling term-graphs and simulate term-graphs reductions.
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#### Abstract

Object composition arises as a natural operation to combine objects in an object-based setting. In our incomplete objects setting it has a strong meaning, as it may combine objects with different internal states. In this paper we study how to make object composition safe in the presence of width subtyping, we propose two solutions, and discuss the alternative ones.


## 1 Introduction

Object composition is often advocated as an alternative to class inheritance, in that it is defined at run-time and enables dynamic object code reuse by assembling the existing components: "Ideally, you shouldn't have to create new components to achieve reuse. You should be able to get all the functionality you need just by assembling existing components through object composition." [9].

This paper is about combining safely object composition and width subtyping on objects, as their co-existence introduces run-time conflicts between methods that might have been hidden by subsumption, in situations where statically there would be no conflict. Suppose we have two objects $O_{1}$ and $O_{2}$ that we want to compose. Object $O_{1}$ has a method $m_{1}$ that calls a method $m$, which might be hidden by subsumption (i.e., its name does not appear in the type of the object $O_{1}$ ). Object $O_{2}$ has a method $m_{2}$ that calls a method $m$, also possibly hidden by subsumption. (Notice that it is enough if the method $m$ is hidden in at least one of the objects.) When these two objects are composed, there is no explicit name clash at the type level, but methods $m_{1}$ and $m_{2}$ both call a method with the same name $m$ and it is necessary: $(i)$ to ensure that, after object composition, methods $m_{1}$ and $m_{2}$ continue calling the method $m$ they were calling originally, before the composition; (ii) to guarantee that if one of the $m$ 's is not hidden, we expose the reference to the right one in the resulting object's "public interface". Note that if both $m$ 's were hidden by subsumption, none of them would be available to the external users anymore, and if none were hidden there would be a true conflict, ruled out statically.

This situation is an instance of the "width subtyping versus method addition" problem (well known in the object-based setting, see for instance [8]). This kind of name clash (named dynamic name clash, as opposed to the above mentioned true conflict)

[^17]should not be considered an error, but we must make sure that we solve all ambiguities, in such a way that accidental overrides do not occur.

We tackle this problem in Bono et al.'s calculus of classes and objects [4] setting, enriched with abstract classes (i.e., classes that can declare some methods without providing their implementation) and incomplete objects. In our calculus, abstract classes can be seen as incomplete classes, and their instances are incomplete objects that can be completed in an object-based fashion (by providing the bodies for the abstract methods). On the one hand, since our primary goal is to model object composition in the presence of subtyping (on complete objects only), we decided not to model any form of class-based inheritance, this being an orthogonal issue. On the other hand, we decided to work on a hybrid calculus, instead of on a pure object-based calculus, because: $(i)$ abstract classes give rise to a natural notion of incomplete objects; (ii) this is a study we would like to incorporate in the work presented in [112], where we introduced a hybrid mixin-based calculus, with the aim to integrate flexible inheritance mechanisms both at the level of classes and of objects. The present calculus is simpler than the mixin-based one, but the conflict composition-subtyping we introduce and solve is the same as in the mixin-based one.

Incomplete objects can be completed in an object-based fashion via method addition and/or object composition (that composes an incomplete object with a complete one), thus providing a form of object-based inheritance. Our form of method addition does not introduce any problems with respect to subtyping, as we can add one by one only those methods that are required explicitly by the incomplete object, that is, we have total type information about the methods to be added (coming directly from the corresponding well-typed classes) before the actual addition takes place (see Sections 4 and 5). The conflict arises, instead, with object composition where the complete object may have more methods than the ones required by the incomplete object, and these methods may clash with some of the methods defined in the incomplete object. Notice that this problem is exactly the same as the one introduced by the general object composition example described above. Our approach to solving this problem is based on the idea of preserving the object generator together within each object. In order to avoid undesired interactions between methods while allowing the expected rebinding, every object carries the list of its methods and the list of the methods that it is still expecting.

One of the possible approaches to solving the problem seemed to be exploiting the dictionaries of Riecke and Stone [11]. Unfortunately, their mapping "internal labelexternal label" does not solve completely the ambiguities introduced by object composition in the presence of subtyping described above. In particular, there is still an ambiguity when only one of the $m$ 's is hidden by subsumption. It has to be said, however, that the original dictionaries setting is stateless, therefore method composition can be simulated by successive method additions, and dictionaries would be sufficient to model object composition. In our setting, instead, all objects (complete and incomplete) have a state (i.e., an initialized field), and object composition cannot be linearized via any form of repeated method additions. On a side note which will be useful later, we would like to recall that the calculus of [11] is "late-binding", i.e., the host object is substituted to self (in order to solve the self autoreferences) at method-invocation time, whereas our calculus is "early-binding", i.e., the host object is bound to self at object-creation time.

Table 1. Syntax of the core calculus: expressions and values

```
\(e::=\) const \(|x| \lambda x . e\left|e_{1} e_{2}\right|\) fix
    \(|\operatorname{ref}|!\left|:=\left|\left\{x_{i}=e_{i}\right\}^{i \in I}\right| e . x\right|\) H h.e
    class
        method \(m_{j}=v_{m_{j}} ; \quad(j \in \mathrm{M}) \quad v::=\) const \(|x| \lambda x . e \mid\) fix \(\mid\) ref \(\mid!\)
        abstract \(m_{i} ;{ }^{(i \in \mathrm{~A})} \quad\left|:=|:=v|\left\{x_{i}=v_{i}\right\}^{i \in I}\right.\)
        constructor \(v_{c} \quad \mid\) classval \(\left\langle\right.\) Gen \(\left._{c}, \mathrm{M}, \mathrm{A}\right\rangle\)
        end
    | classval \(\left\langle G e n_{c}, \mathrm{M}, \mathrm{A}\right\rangle \mid\) new \(e\)
    obj \(\left\langle v_{g}, \mathrm{M}, \mathrm{A}\right\rangle\)
    \(\mid \operatorname{obj}\left\langle v_{g}, \mathrm{M},\left\{m_{i}=v_{m_{i}}\right\}^{i \in \mathrm{M}}\right\rangle\)
    \(e_{1} \longleftarrow m_{i}=e_{2} \mid e_{1} \longleftarrow e_{2}\)
```

To the best of our knowledge, it is not possible to remove all the ambiguities without either carrying along the additional information on the methods hidden by subsumption, or restricting the width subtyping. We discarded immediately the solution of re-labelling method names at object composition time, as this is untidy from a semantical point of view and impractical from an implementation one. (By re-labelling we mean the actual physical renaming of method names, and therefore all method invocations within method bodies.)

In this version of the calculus, we decided to allow width subtyping only on complete objects, and we present two solutions for the object composition problem. The first one is an "early-binding" version of the dictionaries approach, where the notion of "privacy-via-subsumption" of [11] is completely implemented (see Sections 4 and 5]. The second one solves the conflict "method composition versus width subtyping" by relaxing the above mentioned notion (see Section 6). We argue that the first solution is more elegant formally, while the second solution is less restrictive from the point of view of the typing, and it might give better performances if implemented. In Section 7 we hint to other possible solutions of the conflict "method composition versus width subtyping".

## 2 Syntax

Starting from the imperative calculus of classes and objects of [4], we add the constructs to work with incomplete objects. The lambda-calculus related forms in Table 1 are standard. We describe below the other forms:

- ref, !, : = are operator ${ }^{1}$ for defining a reference to a value, for dereferencing a reference and for assigning a new value to a reference, respectively.
- $\left\{x_{i}=e_{i}\right\}^{i \in I}$ is a record and $e . x$ is the record selection operation.
- $h$ is a set of pairs $h::=\left\{\langle x, v\rangle^{*}\right\}$, where $x$ is a variable and $v$ is a value (first components of the pairs are all distinct). The set of pairs $h$ is the store, or heap, found in the expression form H h.e, where it is used for evaluating imperative side effects.

[^18]In the expression $\mathrm{H}\left\langle x_{1}, v_{1}\right\rangle \ldots\left\langle x_{n}, v_{n}\right\rangle . e, \mathrm{H}$ binds variables $x_{1}, \ldots x_{n}$ in $v_{1}, \ldots, v_{n}$ and in $e$.

- class
method $m_{j}=v_{m_{j}} ; \quad(j \in \mathrm{M})$
abstract $m_{i} ;$; $\left.i \in \mathrm{~A}\right)$
constructor $v_{c}$
end
is a class written directly by the programmer. It contains two sorts of method declarations: methods $m_{j}$ are the methods implemented in the class and methods $m_{i}$ are the names of abstract methods introduced by the class. Each method body $v_{m_{j}}$ is a function of a private field, field, and of self, which will be bound to the newly created object at instantiation time. Notice that the field does not appear explicitly in the syntax, as we model it as a lambda-abstracted variable in method bodies. For the sake of simplicity, we consider only one (private) field for each class, but this is not a restriction, as the field could be a tuple. Also, the calculus does not enforce the field to be available to all the methods of the class, but this is easily obtained by declaring it to be of type ref. If so, the field behaves like a proper instance variable (it is non-accessible, not only non-visible). To understand fully how, we refer the reader to [12]. The constructor value $v_{c}$ is a function of one argument that returns the initialization value $f$ for the private field (see Section【for its usage).
- classval $\left\langle G e n_{c}, \mathrm{M}, \mathrm{A}\right\rangle$ is a class value, the result of evaluating a class expression. The function $G e n_{c}$ is the generator used to generate its instances, the set $M$ contains the indices of the methods defined in the class, and the set A contains the indices of the class' abstract methods. In our calculus method names are of the shape $m_{i}$, where $i$ ranges over an index set. They are univocally identified by the index, i.e., $m_{i}=m_{j}$ if and only if $i=j$. Therefore, method names are identified with their indices.
- new $e$ creates a function that returns a new incomplete object.
- obj $\left\langle v_{g}, \mathrm{M}, \mathrm{A}\right\rangle$ is an incomplete object, where $v_{g}$ is a generator function, M contains the indices of the methods defined in the class, and the set A contains the indices of the class's abstract methods. If the set A is empty the incomplete object becomes a complete object.
- obj $\left\langle v_{g}, \mathrm{M},\left\{m_{i}=v_{m_{i}}\right\}^{i \in \mathrm{M}}\right\rangle$ is a fully-fledged object that is obtained by completing an incomplete object or by reducing an object obtained via instantiation of a class that does not contain abstract methods. Its first component is a generator function (kept also for complete objects, since they can be used to complete the incomplete ones), the second component M contains the indices of the methods of the object, and the third component is the record of invocable methods.
$-e_{1} \longleftarrow m_{i}=e_{2}$ is the method addition operation: it adds the definition of method $m_{i}$ with body $e_{2}$ to the (incomplete) object to which $e_{1}$ evaluates. It associates to the left.
$-e_{1} \longleftarrow e_{2}$ is the object composition operation: it composes the (incomplete) object to which $e_{1}$ evaluates with the complete object to which $e_{2}$ evaluates. It associates to the right.

Class values and object forms are not intended to be written directly, but are used to define the semantics of programs.

## 3 Examples

In this section, we provide some examples to show how incomplete objects, and object completion via method addition and object composition, can be used to design complex systems.

For readability, we will use here a slightly simplified syntax with respect to the calculus presented in Section 2 (i) the method parameters are listed in between "()"; (ii) $e_{1} ; e_{2}$ is interpreted as let $x=e_{1}$ in $e_{2}, x \notin F V\left(e_{2}\right)$, coherently with a call-by-value semantics; (iii) references are not made explicit, thus let $x=e$ in $x . m()$ should be intended as let $x=$ ref $e$ in $(!x) . m() ;(i v)$ method bodies are only sketched. Finally, $x \leftarrow+e$ should be intended as $x:=(x \longleftarrow+e)$.

In the first example, we present a scenario where it is useful to add some functionalities to existing objects. Let us consider the development of an application that uses widgets such as graphical buttons, menus, and keyboard shortcuts. These widgets are usually associated to an event listener (e.g., a callback function), that is invoked when the user sends an event to that specific widget (e.g., one clicks the button with the mouse or chooses a menu item).

The design pattern command [9] is useful for implementing these scenarios, since it allows parameterization of widgets over the event handlers, and the same event handler can be reused for similar widgets (e.g., the handler for the event "save file" can be associated with a button, a menu item, or a keyboard shortcut). However, in such a context, it is convenient to simply add a function without creating a new class just for this aim. Indeed, the above mentioned pattern seems to provide a solution in pure class-based languages that normally do not supply the object method addition operation.

Within our approach, this problem can be solved with the language constructs for method addition and completion (in order to provide further functionalities needed by the prototype). For instance, we could implement the solution as in Table 2, The incomplete object button expects a method onClick that is internally called when the user clicks on the button (e.g., by the window where it is inserted, in our example the dialog mydialog). The incomplete object is then completed with the event listener ClickHandler (by using method addition). This listener is a function that has the parameter doc already bound to the application main document. At this point the object is completed and we can call methods on it. Notice that the added method can rely on methods of the host object (e.g., setEnabled). The same listener can be installed (by using method addition again) to other incomplete objects, e.g., the menu item "Save" and the keyboard shortcut for saving functionalities. Moreover, since we are able to act directly on instances here, our proposal enables customization of objects at runtime.

Another way to implement the same functionalities is via object composition. For instance, if saving the document requires further and complex operations, instead of including all of these in a method, it can be more convenient to include them in an object (with other methods than the one requested by the incomplete object). In particular, the incomplete object only requires the method onClick: the object used for completion can have more methods (hidden by subsumption). Moreover, the additional methods will be hidden in order to avoid name clashes.

Table 2. Widgets and event handler

```
\(\begin{array}{lll}\text { let Button }= & \begin{array}{l}\text { let MenuItem }= \\ \text { class }\end{array} & \begin{array}{l}\text { let ShortCut }= \\ \text { class }\end{array} \\ \begin{array}{ll}\text { method display }=\ldots & \text { method show }=\ldots\end{array} & \text { method setEnabled }=\ldots \\ \text { method setEnabled }=\ldots & \text { method setEnabled }=\ldots \text { abstract onClick; }\end{array}\)
let ClickHandler =
( \(\lambda\) doc. \(\lambda\) self.... doc.save() \(\ldots\). self.setEnabled(false)) mydoc
in
let button = new Button("Save") in
let item = new MenuItem("Save") in
let short = new ShortCut("Ctrl+S") in
                    button \(\longleftarrow+\) (OnClick = ClickHandler);
                button.display();
                button.setEnabled(true);
                mydialog.addButton(button); // now it is complete
                item \(\longleftarrow+\) (OnClick = ClickHandler);
                item.setEnabled(true);
                mymenu.addItem(item);
                short \(\longleftarrow+(\) OnClick \(=\) ClickHandler \()\)
                short.setEnabled(true);
                system.addShortCut(short);
```

For instance, we can define the class:

```
let SaveDocument =
    class
        method onClick = \lambdadoc. }\lambda\mathrm{ self. ...
        method format = \lambdadoc. }\lambda\mathrm{ self....
        method save = \lambdadoc. }\lambda\mathrm{ self. . .
        method compress = \lambdadoc. }\lambda\mathrm{ self . ...
        method display = \lambda doc. }\lambda\mathrm{ self....
        constructor }\lambda\mathrm{ doc.ref doc
    end in
```

If we instantiate this class we obtain a complete object (since there are no abstract methods), that can be used to complete the incomplete objects in Table 2] In particular, the method display in the complete object type will be hidden by subsumption, therefore it will not interfere with the method display of the class Button (indeed, they perform different operations). Notice that the constructor of SaveDocument returns a reference to the passed document instance; this is the private field that all the methods in the class can use.

## 4 Operational Semantics

Our approach is the one of giving the calculus a semantics as close as possible to an implementation. This has the advantage of minimizing the gap between the formal se-

Table 3. Reduction rules for standard expressions and heap expressions

$$
\begin{array}{rlrlr}
\text { const } v & \rightarrow \delta(\text { const }, v) & \text { ( } \delta \text { refv } & \rightarrow \mathrm{H}\langle x, v\rangle . x & \text { (ref) } \\
\text { if } \delta(\text { const }, v) & \text { is defined } & \mathrm{H}\langle x, v\rangle h \cdot R[!x] & \rightarrow \mathrm{H}\langle x, v\rangle h \cdot R[v] & \text { (deref) } \\
(\lambda x . e) v & \rightarrow[v / x] e & \left(\beta_{v}\right) & \mathrm{H}\langle x, v\rangle h \cdot R\left[:=x v^{\prime}\right] & \rightarrow \mathrm{H}\left\langle x, v^{\prime}\right\rangle h \cdot R\left[v^{\prime}\right]
\end{array} \text { (assign) }
$$

Table 4. Reduction contexts
$\begin{aligned} R::= & {[]|R e| v R|R . x| \text { new } R|R \diamond e| v \diamond R|R \longleftarrow+m=e| R \longleftarrow e|v \leftarrow+m=R| v \longleftarrow R } \\ & \mid\left\{m_{1}=v_{m_{1}}, \ldots, m_{i-1}=v_{m_{i-1}}, m_{i}=R, m_{i+1}=e_{m_{i+1}}, \ldots, m_{n}=e_{m_{n}}\right\} \leq i \leq n\end{aligned}$
mantics and the actual implementation, thus reducing the risk of introducing errors caused by implementation issues. In fact, with this semantics, a direct implementation of our calculus in a functional programming language is quite straightforward (we are working on the implementation in OCaml).

The formal operational semantics is a set of rewriting rules including some standard rules for a lambda calculus with store, and some rules that evaluate the object-oriented related forms to records and functions, according to the object-as-record approach and Cook's class-as-generator-of-object principle. This operational semantics can be seen as something close to a denotational description for objects and classes, and this "identification" of implementation and semantical denotation is, in our opinion, a good byproduct of our approach. The semantics is also intuitive since it is based on functions and records.

The operational semantics extends the one of the core calculus of classes and objects [4], therefore exploits the Reference ML of Wright and Felleisen [12] treatment of sideeffects. To abstract from a precise set of constants, we only assume the existence of a partial function $\delta:$ Const $\times$ ClosedVal - ClosedVal that interprets the application of functional constants to closed values and yields closed values.

In Table 3, $R$ 's are reduction contexts [5|6|10] and their definition can be found in Table 4 Reduction contexts are necessary to provide a minimal relative linear order among the creation, dereferencing and updating of heap locations, since side effects need to be evaluated in a deterministic order. We assume the reader is familiar with the treatment of imperative side-effects via reduction contexts and we refer to [3|12] for a description of the related rules.

The meaning of the class related rules in Table 5 is as follows. The rule (class) turns a class expression into a class value (notice that objects are created by instantiating class values). Given the parameter $x$ for the constructor $v_{c}$ of the class expression, the class generator returns a (partial) object generator that passes to the private field of the method bodies $v_{m_{j}}$ the value f (returned by the constructor $v_{c}$ ). Recall that method bodies take parameters field and self. The record returned by the object generator has "dummy" method bodies for abstract methods, in such a way the generator is thus a function from self to self. Also, for all the methods in all generator functions, the method bodies are wrapped inside $\lambda y . \cdots y$ to delay evaluation in our call-by-value calculus. The above generator is called "partial" since it returns an object that contains

Table 5. Reduction rules for class related forms

```
class
    \(\operatorname{method} m_{j}=v_{m_{\dot{A}}} ; \quad(j \in \mathrm{M})\)
    abstract \(m_{i} ;{ }^{(i \in \mathrm{~A})} \quad \rightarrow\) classval \(\left\langle\right.\) Gen \(\left._{c}, \mathrm{M}, \mathrm{A}\right\rangle \quad\) (class)
    constructor \(v_{c}\)
end
where
\(G e n_{c} \triangleq \lambda x\).let \(\mathrm{f}=v_{c}(x)\) in \(\lambda\) self. \(\left\{\begin{array}{l}m_{j}=\lambda y \cdot v_{m_{j}} f \text { self } y \quad(j \in \mathrm{M}) \\ m_{i}=\lambda y . \text { self. } m_{i} y \quad(i \in \mathrm{~A})\end{array}\right\}\)
new classval \(\left\langle\operatorname{Gen}_{c}, \mathrm{M}, \mathrm{A}\right\rangle \rightarrow \lambda w . \operatorname{obj}\left\langle\left(\mathrm{Gen}_{c} w\right), \mathrm{M}, \mathrm{A}\right\rangle \quad\) (new class)
```

Table 6. Reduction rules for object manipulation

$$
\begin{aligned}
& \operatorname{obj}\left\langle v_{g}, \mathrm{M},\left\{\ldots, m_{i}=v_{m_{i}}, \ldots\right\}\right\rangle . m_{i} \rightarrow v_{m_{i}} \quad \quad \text { (obj sel) } \\
& \operatorname{obj}\left\langle v_{g}, \mathrm{M}, \mathrm{~A}\right\rangle \longleftarrow+\left(m_{l}=v_{m_{l}}\right) \rightarrow \\
& \text { let incgen }=\lambda \text { self. }\left\{\begin{array}{l}
m_{j}=\lambda y .\left(v_{g} \text { self }\right) . m_{j} y \quad(j \in \mathrm{M}) \\
m_{l}=\lambda y . v_{m_{l}} \text { self } y \quad(i \in \mathrm{~A}-\{l\}) \\
m_{i}=\lambda y . \text { self. } m_{i} y \quad
\end{array}\right\} \text { in } \\
& \text { obj }\langle\text { incgen, } \mathrm{M} \cup\{l\}, \mathrm{A}-\{l\}\rangle \quad \text { where } l \in \mathrm{~A} \\
& \operatorname{obj}\left\langle v_{g}, \mathrm{M}, \mathrm{~A}\right\rangle \longleftarrow+\operatorname{obj}\left\langle v_{g}^{\prime}, \mathrm{P},\left\{m_{i}=v_{m_{i}}\right\}^{i \in \mathrm{P}}\right\rangle \rightarrow \\
& \text { let incgen }=\text { let } \operatorname{gen}_{1}=\lambda s_{1} \cdot \lambda s_{2} \cdot\left\{\begin{array}{lll}
m_{l}=\lambda y . & \left(v_{g}^{\prime} s_{2}\right) \cdot m_{l} & (l \in \mathrm{P}-\mathrm{A}) \\
m_{r}=\lambda y \cdot s_{1} \cdot m_{r} y & (r \in \mathrm{P} \cap \mathrm{~A})
\end{array}\right\} \text { in } \\
& \lambda \text { self. }\left\{\begin{array}{l}
m_{j}=\lambda y .\left(v_{g} \text { self }\right) \cdot m_{j} y \quad(j \in \mathrm{M}) \\
m_{i}=\lambda y .\left(v_{g}^{\prime} f i x\left(\operatorname{gen}_{1} \text { self }\right)\right) \cdot m_{i} y \quad(i \in \mathrm{~A})
\end{array}\right\} \text { in } \\
& { }_{\mathrm{obj}}\langle\text { incgen, } \mathrm{M} \cup \mathrm{~A}, f i x(\text { incgen })\rangle \\
& \text { obj }\left\langle v_{g}, \mathrm{M}, \emptyset\right\rangle \rightarrow \operatorname{obj}\left\langle v_{g}, \mathrm{M}, f i x\left(v_{g}\right)\right\rangle
\end{aligned}
$$

abstract methods that cannot be invoked (present as "dummy" methods). The actual implementation of these methods can be provided by (meth add), and/or (obj comp) given in Table 6

The rule (new class) creates incomplete objects from class values. First, it applies the class generator $G e n_{c}$ to an argument $w$, thus initializing the private field in the methods defined in the class and providing access to the object generator, that is a function from self to a record of methods. The application of the fixpoint operator to the object generator will create a recursive record of invokable methods (when the object is complete, see rule (completed) in Table 6.

The rules in Table 6 are the basic rules for manipulating objects. The rule (obj sel) performs method invocation on a complete object. The rules used on incomplete objects enable completing them with the method definitions they need. The rule (meth add) adds to an incomplete object a method $m_{l}$ not yet present in the object (but required). The newly created generator function incgen (incremental generator) maps self to a record of methods, where concrete method definitions are taken from the object gen-
erator $v_{g}$, the abstract methods (excluding $m_{l}$ ) remain "dummy", and the method $m_{l}$ is added. The incgen function is part of the reduct because it must be carried along in the evaluation process, in order to enable future method additions and/or object compositions. The only requirement for $m_{l}$ is that the body $v_{m_{l}}$ must be a function of self.

The rule (obj comp) combines two objects in such a way that the object $o_{2}$ (which must be already complete) completes the incomplete object $o_{1}$ and makes it fully functional. After completion, it will be possible to invoke all the methods that were in the interface of the incomplete object, i.e., those in $\mathrm{M} \cup \mathrm{A}$. The record of methods in incgen is built by taking the concrete methods from the incomplete object $o_{1}$ and by taking the concrete version of the abstract methods from the complete object $o_{2}$. During this operation we must make sure that:
(i) methods from the complete object $o_{2}$ that are requested by the incomplete object $o_{1}$ get their self rebound to the new resulting composed object (this is the reason why we need to keep the generator also for complete object values).
(ii) methods of $o_{2}$ that are not requested by $o_{1}$ (we call these methods additional) are not subject to accidental overrides.

The second point, in particular, is crucial in our context, where additional methods in the complete object, "hidden" because of subsumption, may clash with methods already present in the incomplete object (i.e., those in M ). The above two goals are achieved altogether using the generator component gen ${ }_{1}$ inside incgen. This generator component builds a record where the additional methods (i.e., the ones belonging to $\mathrm{P}-\mathrm{A}$ ) are correctly bound, once and for all, to their implementation in the complete object (through $s_{2}$ that will be propagated with the auto-binding of self via fixpoint). The other methods (those requested by the incomplete object, i.e., belonging to $P \cap A$ ) rely on the rebound self, which, in turns, uses $s_{1}$ as a "handle" to hook onto the complete object method implementations. This gen ${ }_{1}$ is therefore exploited to supply to $v_{g}^{\prime}$ (the generator of the complete object $o_{2}$ ) the "self" record, obtained by passing the new self to gen and then applying the fixpoint. This realizes the main idea that the method bodies of the complete object will use as implementations of the additional methods the ones from the complete object and not possibly accidental homonyms from the incomplete object.

The rule (completed) transforms an incomplete object, for which all the missing methods are provided, or which is created by instantiating the class without abstract methods, into a corresponding complete one. Since at this stage the object is complete (i.e., it does not contain any abstract methods) we can apply the fixpoint operator to obtain the recursive record of methods invokable on that object. Notice that also in the complete object value the generator is still present since it can be used in further object compositions.

It might be tempting to argue that object composition is just syntactic sugar, i.e., it can be derived via an appropriate sequence of method additions, but this is not true. In fact, when adding a method, the method does not have a state, while a complete object used in an object composition has its own internal state (i.e., it has a private field, properly initialized when the object was created via "new" from the class). Being able to choose to complete an object via composition or via a sequence of method additions (of the same methods appearing in the complete object used in the composition) gives our calculus an extra bit of flexibility.

### 4.1 An Example of Reduction

Let us show how the object completion works through an example. Suppose we have the following objects (for simplicity we leave out the parameter of the methods, the private field, $\lambda y \ldots y$, and dummy methods):

```
\(o_{1}=\operatorname{obj}\left\langle v_{g}^{1}, \mathrm{M}=\{1\}, \mathrm{A}=\{2\}\right\rangle\)
\(o_{2}=\operatorname{obj}\left\langle v_{g}^{2}, \mathrm{M}=\{1,2\},\left\{m_{1}=\lambda\right.\right.\) self. (self. \(m_{1}\) ), \(m_{2}=\lambda\) self. (self. \(\left.\left.\left.m_{1}\right)\right\}\right\rangle\)
\(o=o_{1} \leftarrow+o_{2}\)
```

where $m_{1}$ in $o_{2}$ is "hidden" (i.e., the type for $o_{2}$ will not contain the type of the method $m_{1}$ because of subsumption, see Section 5 for types). The object $o_{1}$ has $m_{2}$ as abstract, and it uses $m_{2}$ inside $m_{1}$ (with definition $m_{1}=\lambda$ self. (self. $m_{2}$ ), visible in $v_{g}^{1}$ below). The program $o$ loops infinitely, by first calling $m_{1}$ of $o_{1}$ (we recall that only methods belonging to the incomplete object interface are made accessible once completion has been performed). From rules (new class) and (class) we obtain the following generator for $o_{1}$ (we recall that $m_{2}$ is abstract in $o_{1}$ ):

$$
v_{g}^{1}=\lambda \text { self. }\left\{\begin{array}{l}
m_{1}=\left(\boldsymbol{\lambda} \text { self. }\left(\text { self. } m_{2}\right)\right) \text { self } \\
m_{2}=\text { self. } m_{2}
\end{array}\right\}
$$

By applying rule (obj comp), o has the shape obj〈incgen, $\{1,2\}$, fix(incgen) $)$, where incgen is as follows:

$$
\begin{aligned}
& \text { let incgen }= \\
& \quad \text { let gen } \\
& 1
\end{aligned}=\lambda s_{1} \cdot \lambda s_{2} \cdot\left\{\begin{array}{l}
m_{1}=\left(v_{g}^{2} s_{2}\right) \cdot m_{1} \\
m_{2}=s_{1} \cdot m_{2}
\end{array}\right\} \quad \text { in } \quad \lambda \text { self. }\left\{\begin{array}{l}
m_{1}=\left(v_{g}^{1} \text { self }\right) \cdot m_{1} \\
m_{2}=\left(v_{g}^{2} f i x\left(\mathrm{gen}_{1} \text { self }\right)\right) \cdot m_{2}
\end{array}\right\}
$$

In the following we use the notation $o_{i}:: m_{j}$ to refer to the (fully qualified) implementation of $m_{j}$ in object (or incomplete object) $o_{i}$. If we invoke $m_{1}$ on $o$ we want that $o_{1}:: m_{1}$ is executed, then $o_{2}:: m_{2}$, then $o_{2}:: m_{1}$ (i.e., no accidental override take place), which will then loop on itself. We make explicit the reduction steps performed upon the invocation of the method $m_{1}$ on object $o$. (we denote gen ${ }_{1} f i x($ incgen) by $g g$ ):

$$
\begin{aligned}
& o . m_{1} \rightarrow f i x(\text { incgen }) . m_{1} \rightarrow\left(v_{g}^{1} \text { fix(incgen)). } m_{1} \rightarrow \text { ( } \boldsymbol{\lambda} \text { self. (self. } m_{2} \text { ))fix(incgen) } \quad o_{1}:: m_{1}:\right. \text { OK } \\
& \rightarrow f i x(\text { incgen }) \cdot m_{2} \rightarrow\left(v_{g}^{2} \text { fix }\left(\text { gen }_{1} \text { fix(incgen }\right)\right) \cdot m_{2} \rightarrow\left(v_{g}^{2} f i x(g g)\right) \cdot m_{2} \rightarrow \\
& \text { ( } \lambda \text { self. (self. } m_{1} \text { ))fix (gg) } \quad o_{2}:: m_{2}: \text { OK } \\
& \left.\rightarrow f i x(g g) \cdot m_{1} \rightarrow\left(v_{g}^{2} f i x(g g)\right) \cdot m_{1} \rightarrow\left(\lambda \text { self. (self. } m_{1}\right)\right) f i x(g g) \quad o_{2}:: m_{1}: \text { OK } \\
& \rightarrow f i x(g g) \cdot m_{1} \rightarrow\left(v_{g}^{2} f i x(g g)\right) \cdot m_{1} \rightarrow\left(\lambda \text { self. }\left(\text { self. } m_{1}\right)\right) f i x(g g) \quad o_{2}:: m_{1}: \text { OK }
\end{aligned}
$$

We can see that each time the right implementation of the method was invoked and no accidental override took place, due to the usage of the additional generator gen ${ }_{1}$.

## 5 Type System

Besides functional, record, and reference types, our type system has class types and object types (both for complete and incomplete objects):

$$
\tau::=\imath\left|\tau_{1} \rightarrow \tau_{2}\right| \tau \operatorname{ref}\left|\left\{m_{i}: \tau_{m_{i}}\right\}^{i \in I}\right| \operatorname{class}\left\langle\tau, \Sigma_{\mathrm{M}}, \Sigma_{\mathrm{A}}\right\rangle|\operatorname{obj}\langle\Sigma\rangle| \operatorname{obj}\left\langle\Sigma_{\mathrm{M}}, \Sigma_{\mathrm{A}}\right\rangle
$$

Table 7. Typing rules for expressions

$$
\begin{aligned}
& \left.\frac{\text { typeof }(\text { const })=\tau}{\Gamma \vdash \text { const }: \tau} \quad(\text { const }) \quad \frac{\Gamma, x: \tau \vdash e: \sigma}{\Gamma, x: \tau \vdash x: \tau} \quad \text { (proj }\right) \quad \frac{\Gamma \vdash \lambda x . e: \tau \rightarrow \sigma}{\Gamma} \\
& \frac{\Gamma \vdash e_{1}: \tau \rightarrow \sigma \quad \Gamma \vdash e_{2}: \tau}{\Gamma \vdash e_{1} e_{2}: \sigma}(\text { app }) \overline{\Gamma \vdash f i x:(\sigma \rightarrow \sigma) \rightarrow \sigma} \quad \text { (fix) } \quad \frac{\Gamma \vdash e: \tau \quad \Gamma \vdash \tau<: \sigma}{\Gamma \vdash e: \sigma} \\
& \frac{\Gamma \vdash e_{i}: \tau_{i}}{\left.=e_{i}\right\}^{i \in I}:\left\{x_{i}: \tau_{i}\right\}} \quad \text { (record) } \quad \frac{\Gamma \vdash e:\{x: \sigma\}}{\Gamma \vdash e x: \sigma} \quad \text { (lookup) } \\
& \overline{\Gamma \vdash \operatorname{ref}: \tau \rightarrow \tau \text { ref }}(\text { ref }) \quad \overline{\Gamma \vdash!: \tau \text { ref } \rightarrow \tau} \quad(!) \quad \overline{\Gamma \vdash:=: \tau \text { ref } \rightarrow \tau \rightarrow \tau} \quad \text { (assign) } \\
& \frac{\Gamma^{\prime}=\Gamma, x_{1}: \tau_{1} \text { ref, }, \ldots, x_{n}: \tau_{n} \text { ref } \quad \Gamma^{\prime} \vdash v_{i}: \tau_{i} \quad \Gamma^{\prime} \vdash e: \tau}{\Gamma \vdash H\left(x_{1}, v_{1}\right) \ldots} \text { (heap) } \\
& \Gamma \vdash H\left\langle x_{1}, v_{1}\right\rangle \ldots\left\langle x_{n}, v_{n}\right\rangle . e: \tau
\end{aligned}
$$

where $t$ is a constant type, $\rightarrow$ is the functional type operator, $\tau$ ref is the type of locations containing a value of type $\tau . \Sigma$ (possibly with a subscript) denotes a record type of the form $\left\{m_{i}: \tau_{m_{i}}\right\}^{i \in I}, I \subseteq \mathbb{N}$. If $m_{i}: \tau_{m_{i}} \in \Sigma$ we say that the label $m_{i}$ occurs in $\Sigma$ (with type $\left.\tau_{m_{i}}\right) . \operatorname{Labels}(\Sigma)$ denotes the set of all the labels occurring in $\Sigma$.

Typing environments are defined as $\Gamma::=\varepsilon|\Gamma, x: \tau| \Gamma, l_{1}<: \iota_{2}$ where $x \in \operatorname{Var}$, $\tau$ is a well-formed type, $\iota_{1}, l_{2}$ are constant types, and $x, l_{1} \notin \operatorname{dom}(\Gamma)$. Typing judgments are the following: $\Gamma \vdash \tau_{1}<: \tau_{2}$ ( $\tau_{1}$ is a subtype of $\tau_{2}$ ), $\Gamma \vdash e: \tau(e$ has type $\tau)$.

Typing rules for lambda expressions, rules for expressions dealing with imperative side-effects via stores and rules for typing records are given in Table 7 We do not need any form of recursive types because we do not use a polymorphic MyType to type self (see, for instance, [7]). This prevents typing binary methods, but it still allows to type methods that modify self, which can be modelled as "void" methods.

Typing rules for class related forms are given in Table 8 In rule ( $T$ class val), $\operatorname{class}\left\langle\gamma,\left\{m_{j}: \tau_{m_{j}}\right\}^{j \in \mathrm{M}},\left\{m_{i}: \tau_{m_{i}}\right\}^{i \in \mathrm{~A}}\right\rangle$ is the class type where $\gamma$ is the type of the generator's argument. The two record types represent types of defined methods and abstract methods respectively. Thus, $\left\{m_{i}: \tau_{m_{i}}\right\}^{i \in \mathrm{MUA}}$ is a record type representing the interface of the objects instantiated from the class. Rules ( $T$ class val) and ( $T$ class) assign the same type to their respective expressions, although deduced in a different way.

Table 9 shows the typing rules for manipulating objects. Incomplete objects are typed with the record type of defined methods and the record type of abstract methods (rule (Tinc obj)). Notice that the type assigned to an incomplete object is similar to the one of the class the object is the instance of, but it does not contain information about the constructor. This is consistent with the fact that the constructor has already been called when an incomplete object has been created. We recall now the "dummy" methods introduced in Section 4 to justify their existence according to the typing rules: when typing an incomplete object value, "dummy" methods allow us to assign the type $\Sigma \rightarrow \Sigma$ to the generator $v_{g}$ (the generator being a function from self to self). In fact, we recall that the body of "dummy" methods is a simple call to the homonym method on self, so the type inferred for abstract methods is consistent with the types of "dummy"

Table 8. Typing rules for class related forms


Table 9. Typing rules for object-related forms

$$
\begin{aligned}
& \frac{\Gamma \vdash v_{g}:\left\{m_{i}: \tau_{m_{i}}\right\}^{i \in \mathrm{MUA}} \rightarrow\left\{m_{i}: \tau_{m_{i}}\right\}^{i \in \mathrm{MUA}}}{\Gamma \vdash \mathrm{obj}\left\langle v_{g}, \mathrm{M}, \mathrm{~A}\right\rangle: \operatorname{obj}\left\langle\left\{m_{j}: \tau_{m_{j}}\right\}^{j \in \mathrm{M}},\left\{m_{i}: \tau_{m_{i}}\right\}^{i \in \mathrm{~A}}\right\rangle} \quad \text { (Tinc obj) } \\
& \Gamma \vdash\left\{m_{i}=v_{m_{i}}\right\}^{i \in \mathrm{M}}:\left\{m_{i}: \tau_{m_{i}}\right\}^{i \in \mathrm{M}} \\
& \Gamma \vdash v_{g}:\left\{m_{i}: \tau_{m_{i}}\right\}^{i \in \mathrm{M}} \rightarrow\left\{m_{i}: \tau_{m_{i}}\right\}^{i \in \mathrm{M}} \quad \text { (T bj) } \Gamma \vdash e: \operatorname{obj}\langle\Sigma\rangle \quad m_{i}: \tau_{m_{i}} \in \Sigma \\
& \overline { \Gamma \vdash \operatorname { o b j } \langle v _ { g } , \mathrm { M } , \{ m _ { i } = v _ { m _ { i } } \} ^ { i \in \mathrm { M } } \rangle : \operatorname { o b j } \langle \{ m _ { i } : \tau _ { m _ { i } } \} ^ { i \in \mathrm { M } } \rangle } \quad ( \text { Tobj } ) \longdiv { \Gamma \vdash e . m _ { i } : \tau _ { m _ { i } } } \quad \text { (T sel) } \\
& \Gamma \vdash e: \operatorname{obj}\left\langle\Sigma_{\mathrm{M}}, \Sigma_{\mathrm{A}}\right\rangle \quad m_{l}: \tau_{m_{l}} \in \Sigma_{\mathrm{A}} \quad \Gamma \vdash v_{m_{l}}: \Sigma_{1} \rightarrow \tau_{m_{l}} \quad \Gamma \vdash\left(\Sigma_{\mathrm{M}} \cup \Sigma_{\mathrm{A}}\right)<: \Sigma_{1} \\
& \Gamma \vdash e \leftarrow+\left(m_{l}=v_{m_{l}}\right): \operatorname{obj}\left\langle\Sigma_{\mathrm{M}} \cup\left\{m_{l}: \tau_{m_{l}}\right\}, \Sigma_{\mathrm{A}}-\left\{m_{l}: \tau_{m_{l}}\right\}\right\rangle \\
& \Gamma \vdash e_{1}: \operatorname{obj}\left\langle\Sigma_{\mathrm{M}}, \Sigma_{\mathrm{A}}\right\rangle \quad \Gamma \vdash e_{2}: \operatorname{obj}\left\langle\Sigma_{\mathrm{P}}\right\rangle \quad \Gamma \vdash \Sigma_{\mathrm{P}}<: \Sigma_{\mathrm{A}} \quad \operatorname{Labels}\left(\Sigma_{\mathrm{P}}\right) \cap \operatorname{Labels}\left(\Sigma_{\mathrm{M}}\right)=\emptyset
\end{aligned}
$$

method bodies. Dummy methods appear only in the run-time semantics and are invisible to the programmer, thus they cannot be invoked.

Rule (Tobj) says that the type of a complete object is the record of its method types. Notice that complete objects do not have a simple record type $\Sigma$, but an object type $\operatorname{obj}\langle\Sigma\rangle$. This is useful for distinguishing standard complete objects, which can be used for completing incomplete objects, from their internal auto-reference self, that has type $\Sigma$ (in particular, this is to avoid self-inflicted object completions, unsound in our calculus). Note also that in the object expression, the first component $v_{g}$ is a function from self to self (therefore typed with $\Sigma \rightarrow \Sigma$ ), because it works on the third component of the object, which is the record of object's methods. The only operation allowed on complete objects is method selection and it is typed as a record component selection (rule ( $T$ sel)).

A method $m_{l}$ can be added to an incomplete object (rule ( $T$ meth add)), only if this method is expected by the incomplete object (abstract method). Method addition in this

Table 10. Subtyping for objects

$$
\begin{array}{cc}
\overline{\Gamma, t_{1}<: \iota_{2} \vdash \iota_{1}<: l_{2}} & (<: \text { proj }) \\
\frac{\Gamma \vdash \tau_{1}<: \tau_{2} \quad \Gamma \vdash \tau_{2}<: \tau_{3}}{\Gamma \vdash \tau<: \tau} \quad(<: \text { refl }) \\
\Gamma \vdash \tau_{1}<: \tau_{3} & (<: \text { trans }) \\
J \subseteq I & \frac{\Gamma \vdash \tau^{\prime}<: \tau \quad \Gamma \vdash \sigma<: \sigma^{\prime}}{\Gamma \vdash \tau \rightarrow \sigma<: \tau^{\prime} \rightarrow \sigma^{\prime}}
\end{array} \quad(<: \text { arrow })
$$

case presents a sort of symmetry: the added method completes the functionalities of some already present methods, and may invoke some of them as well. Therefore, $m_{l}$ 's self type $\Sigma_{1}$ imposes some constraints on the type of the incomplete object that $m_{l}$ is supposed to complete. Hence, the incomplete object must provide all the methods listed in $\Sigma_{1}$, on which the added method is parameterized. $\Sigma_{1}$ is inferred from $m_{l}$ 's body.

In the rule ( $T$ obj comp), $\Sigma_{\mathrm{P}}$ contains the type signatures of all the methods supported by the complete object (which may have more methods than those that are abstract in the incomplete object). The condition $\Sigma_{\mathrm{P}}<: \Sigma_{\mathrm{A}}$ ensures that the complete object contains at least all the methods needed to complete the incomplete object, and $\operatorname{Labels}\left(\Sigma_{\mathrm{P}}\right) \cap \operatorname{Labels}\left(\Sigma_{\mathrm{M}}\right)=\emptyset$ guarantees statically that there is no explicit name clash, i.e., there is no true conflict, as described in the Introduction. The type system does not rule out hidden conflicts introduced by subsumption, as these are not considered errors as long as they are taken care of dynamically, which is the goal of our run-time semantics. The resulting complete object contains the signatures of all the methods of the incomplete object.

The subtyping relation for record and object types is given in Table 10 For uniformity with respect to object types, we define only width subtyping on record types as well. However, modifying the subtyping rules in order to allow depth subtyping on record types only would be just a technicality and an orthogonal issue with respect to the subject of the paper, therefore we leave this modification out for the sake of clarity.

## 6 A More Flexible Solution

In the solution presented so far, the interface of an object resulting from an object composition is dictated by the incomplete object only, in the sense that, in the resulting composed object, only the methods of the incomplete object are invocable by an external user. Such a restriction on object composition was not present in the previous versions of the incomplete objects [12] and it is not necessary to solve the problems of dynamic name clashes, although it actually simplifies its treatment, and it allows to implement an "early-binding" version of the "privacy-via-subsumption" notion of [11].

In this section, we present an alternative solution that removes this restriction and is thus more flexible (in the sense that the interface of the composed object will contain more methods). From the point of view of typing, all we have to do is to change the typing rule for object composition in order to include all these object methods, see rule (T obj comp) in Table 11 (which mirrors the original rule of [2]). Now, the semantic

Table 11. The typing and reduction rule to change

$$
\begin{aligned}
& \Gamma \vdash e_{1}: \operatorname{obj}\left\langle\Sigma_{\mathrm{M}}, \Sigma_{\mathrm{A}}\right\rangle \quad \Gamma \vdash e_{2}: \operatorname{obj}\left\langle\Sigma_{\mathrm{P}}\right\rangle \quad \Gamma \vdash \Sigma_{\mathrm{P}}<: \Sigma_{\mathrm{A}} \quad \text { Labels }\left(\Sigma_{\mathrm{P}}\right) \cap \operatorname{Labels}\left(\Sigma_{\mathrm{M}}\right)=\emptyset \\
& \Gamma \vdash e_{1} \leftarrow+e_{2}: \operatorname{obj}\left\langle\Sigma_{\mathrm{M}} \cup \Sigma_{\mathrm{P}}\right\rangle \\
& \operatorname{obj}\left\langle v_{g}, \mathrm{M}, \mathrm{~A}\right\rangle \longleftarrow+\operatorname{obj}\left\langle v_{g}^{\prime}, \mathrm{P},\left\{m_{i}=v_{m_{i}}\right\}^{i \in \mathrm{P}}\right\rangle \rightarrow \\
& \text { let incgen }= \\
& \text { let } \operatorname{gen}_{1}=\lambda s_{1} \cdot \lambda s_{2} \cdot\left\{\begin{array}{l}
m_{l}=\lambda y \cdot\left(v_{g}^{\prime} s_{2}\right) \cdot m_{l} y \quad(l \in \mathrm{P} \cap \mathrm{M}) \\
m_{r}=\lambda y \cdot s_{1} \cdot m_{r} y \quad
\end{array} \quad(r \in \mathrm{P}-\mathrm{M}) \quad, \quad\right. \text { in } \\
& \lambda \text { self. }\left\{\begin{array}{ll}
m_{j}=\lambda y \cdot\left(v_{g} \text { self }\right) \cdot m_{j} y \quad(j \in \mathrm{M}) \\
m_{i}=\lambda y \cdot\left(v_{g}^{\prime} f i x\left(\operatorname{gen}_{1} \text { self }\right)\right) \cdot m_{i} y & (i \in \mathrm{P}-\mathrm{M})
\end{array}\right\} \text { in } \\
& \text { obj }\langle\text { incgen, } M \cup \mathrm{~A}, \text { fix (incgen) }) \\
& \text { (T obj comp) } \\
& \text { (obj comp) }
\end{aligned}
$$

rule for object composition must be changed, since we do not hide all the additional methods: those that do not clash with methods defined by the incomplete object must be visible in the resulting object (while those that clash are obviously hidden). All we have to do is to modify slightly the rule (obj comp), obtaining the one given in Table 11 Notice that all of the above is enough to obtain a fully-fledged second solution.

## 7 Conclusions

In this paper we presented two possible solutions to solve the "method composition versus width subtyping" conflict. We remark that the high-level ideas underpinning our solutions are general. In particular, the idea of having self basically "split" into two parts when composing two objects, one taking care of the statically bound methods, the other one dealing with the dynamically bound ones, can be applied within any setting presenting the same problem. We would also like to stress the flexibility of our approach, i.e., giving the incomplete object-calculus an ML-like based operational semantics: working directly with class-as-generator-functions and objects-as-records (and their respective types) allows us to alternate between one version of the calculus and another with minimal changes, both in the typing rules and in the semantics. In particular, since the operational semantics is a set of rewriting rules into functions, we can manipulate functions to achieve our goals, instead of using ad-hoc changes to the semantics. Moreover, with respect to the dictionaries of [11] in the late-binding setting (where the host object is substituted for self in order to solve the self autoreferences at method-invocation time), our early-binding setting (where the host object is bound to self at object-creation time) allows a corresponding solution that is more oriented to an implementation and, in particular, would not suffer from overheads due to dictionary management and lookups, as the original calculus does, as pointed out in [11] itself. This is true also for the alternative solution.

The approach we chose here was to allow width subtyping on complete objects only. It is possible to have width subtyping on incomplete objects as well, if hidden method names are carried along: (i) in the type of the object; (ii) in the object itself. Solution (i) would imply a more restrictive typing rule for object composition, to also check the possible conflicts among non-hidden and hidden methods, and rule out such
conflicts completely. We think, though, that such a solution is too restrictive, as we think this kind of name clash is not an error. Hidden method name information in the object (solution (ii)) would solve all possible ambiguities at run-time, but it would be less standard, as the subsumption rule would act on the object expression, not only on its type. Nevertheless, we think this solution has the advantage of being quite general, even though it might be considered not elegant, and it will be presented as future work.

As a future work plan, we are also considering the integration of a form of objectbased override with a form of depth subtyping on object types, and we will study solutions to deal with the conflicts arising. In particular, an incomplete object could redefine a method that is provided through method addition or object composition. This operation is the concept of method redefinition/overriding of class-based inheritance adapted to an object-based setting. This kind of method override will enhance dynamic compositionality and flexibility and will allow the programmer to implement rather easily a chain of method invocation established at run-time (see, e.g., decorator and chain of responsibilities patterns [9]). Furthermore, we will study a composition operation between two complete objects (e.g., no abstract methods).
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#### Abstract

The decidability of reachability for pure public Mobile Ambients (i.e. without communication and restriction) has been recently investigated in [5, where a characterization of a maximal deacidable fragment is provided. A peculiar feature of such a fragment is the absence of the open capability for ambient dissolution. In this paper we analyse reachability in Boxed Ambients [2], the most relevant variant of Mobile Ambients in which the open capability is dropped and replaced by a sophisticated parent/child form of communication.

The main novelties with respect to [5] are: (i) the definition of a more general notion of reachability (called target reachability); (ii) the proof of the decidability of target reachability for a richer calculus also comprising parent/child communication.


## 1 Introduction

Mobile Ambients (MA) [7 is a well known formalism exploited to describe distributed and mobile systems in terms of ambients. An ambient $n[P]$ is a collection named $n$ of active processes and nested sub-ambients $P$. In the pure (i.e., without communication) version of MA only three mobility primitives are used to permit ambient and process interaction: in and out for ambient movement, and open to dissolve an ambient boundary. More precisely, a process performs an in $m$ primitive to instruct its surrounding ambient to move inside a sibling ambient named $m$, out $m$ to exit its parent ambient named $m$, and open $m$ to dissolve the boundary of an ambient named $m$ located at the same level of the process.

In a recent paper [5] we have investigated the decidability of reachability for public MA, i.e. the version of the calculus without name restriction. Reachability analysis consists in verifying, given two processes $P$ and $Q$, whether there exists a computation that starts from $P$ and leads to $Q$. The main contribution in [5] is the proof of decidability of a generalized form of reachability (that we have called spatial reachability) for a fragment of pure public Mobile Ambients.

Spatial reachability permits to specify a class of possible target processes characterized by a common structure of ambient nesting and a minimal number of processes that should be hosted inside those ambients. As an example of the use of spatial reachability consider the system

$$
\operatorname{trojan}[\text { virus } \mid P] \mid \text { notebook }[Q]
$$

in which a trojan containing a virus program, and running program $P$, attacks a notebook running the program $Q$. One may be interested in checking whether the process

$$
\text { notebook }\left[\text { trojan }\left[\text { virus } \mid P^{\prime}\right] \mid Q^{\prime}\right]
$$

can be reached for any possible $P^{\prime}$ and $Q^{\prime}$. Observe that virus is a program for which it is necessary to check the actual presence inside the ambient trojan in the target process (a trojan that does not contain a virus is not dangerous).

The fragment for which we have proved the decidability of spatial reachability is obtained by removing the open capability and by limiting the use of replication to guarded processes only (e.g., ! $n[]$ is not a valid process for this fragment). This fragment is maximal because we prove that if one of these two restrictions is not taken into account reachability is no longer decidable. Clearly, the most significant restriction is the elimination of the open capability. This mobility primitive has been eliminated also in Boxed Ambients (BA) [2], one of the most relevant dialects of MA. For this reason, it is worth to continue our analysis of reachability moving to this more general calculus.

BA is a non-pure, i.e. with communication, dialect of MA. Communication is asynchronous: messages can be spawn and stored within ambients, and processes can subsequently consume them performing a message input operation. In BA, in order to cope with the impossibility to dissolve ambient boundaries, processes can read (beyond the messages which reside in the same ambient) also the messages which are inside the parent or a child ambient.

In [2] several examples are reported in order to justify the choice of the authors to substitute the open capability with parent/child communication. Most of these examples are concerned with access control systems. Here, we consider a slight variation of one of those examples. Let us consider two agents $a$ and $b$ and a resource $r$.

$$
P=a\left[P_{a}\right]\left|b\left[P_{b}\right]\right| r[R \mid\langle M\rangle]
$$

The processes $P_{a}$ and $P_{b}$ control the behaviour of agents $a$ and $b$, respectively. Process $R$ is a monitor controlling the access to the resource $r$ which contains a message $\langle M\rangle$. Assume that agent $a$ has the right to consume the messages inside the resource $r$, while $b$ has not.

Formally, this means that it could happen that the configuration

$$
Q^{\prime}=b\left[P_{b}\right] \mid r\left[R^{\prime} \mid a\left[P_{a}^{\prime}\right]\right]
$$

can be reached from $P$ for any processes $P_{a}^{\prime}$ and $R^{\prime}$ such that $R^{\prime}$ does not contain any message $\langle M\rangle$. Observe that we assume that the agent $b$ is not involved in the computation

Moreover, we want to avoid the possibility to reach, starting from $P$, a configuration

$$
Q^{\prime \prime}=a\left[P_{a}^{\prime \prime}\right] \mid r\left[R^{\prime \prime} \mid b\left[P_{b}^{\prime \prime}\right]\right]
$$

for any processes $P_{a}^{\prime \prime}, P_{b}^{\prime \prime}$, and $R^{\prime \prime}$ such that $R^{\prime \prime}$ does not contain any message $\langle M\rangle$.

Similarly to the example of the trojan ambient previously discussed, we have a universal quantification of the processes inside the ambients $a$ and $b$. However, in this example we have a more constrained characterization for the processes $R^{\prime}$ and $R^{\prime \prime}$ : we want that no message $\langle M\rangle$ is inside these two processes. Spatial reachability is not enough expressive to cope with these kind of constraints. Indeed, spatial reachability permits to specify only lower bounds about the processes or messages inside the ambients (i.e. processes and ambients that must be available), while the absence of a message is an upper bound (i.e. an indication of a maximal amount of instances of specific processes or messages).

In this paper we introduce a more general notion of reachability that permits to express also upper bounds. We call this new property target reachability. We prove that target reachability is decidable for the calculus $\mathrm{BA}^{-}$that corresponds to the public fragment of the Boxed Ambients [2] in which replication is guarded and in which variables cannot be used to compose more complex messages. In this way, we avoid the possibility to produce messages of unbounded length that can be obtained in standard BA simply by recursively consuming a message, and re-emitting a new message obtained extending the previously read one.

In order to prove the decidability of target reachability in $\mathrm{BA}^{-}$we proceed as in (5] by resorting to a Petri net semantics. Namely, in [5] the Petri net semantics reduces reachability on processes into coverability on Petri nets, which is a decidable property for the class of Petri nets we have exploited. Beyond having to adapt the Petri net semantics in order to deal with communication, the main technical problem is that it is not possible to use standard coverability. This because the upper bounds of target reachability requires to put also some upper bounds on the number of tokens in specific places of the corresponding net; these upper bounds are not compatible with the standard notion of coverability. In order to solve this problem, we first define a new decidable property for Petri nets which is a generalization of both coverability and reachability; then we show how to reduce target reachability on processes to this new property for Petri nets.

The paper is structured as follows. In Section 2 we report the syntax and semantics of $\mathrm{BA}^{-}$, the fragment of BA that we consider, and we define formally the new notion of target reachability. In Section 3 we prove that target reachability is decidable in $\mathrm{BA}^{-}$. Finally, in Section 4 we discuss the related literature and report some conclusive remark.

## 2 Public Boxed Ambients

In this section we introduce a fragment of Boxed Ambients, called $\mathrm{BA}^{-}$, for which we prove the decidability of reachability.
Definition 1. - BA - Let Name, ranged over by $n, m, \ldots$, be a denumerable set of ambient names and Var, ranged over by $x, y, \ldots$, be a denumerable set of variables, such that Name $\cap \operatorname{Var}=\emptyset$. The set of sequences of capabilities is defined as follows:

$$
C::=\text { in } n \mid \text { out } n \mid \text { in } x \mid \text { out } x \mid C . C
$$

The set of expressions is defined by the following grammar:

$$
e::=n|x| C
$$

The set of locations, ranged over by $\eta$, is Name $\cup \operatorname{Var} \cup\{\uparrow, \star\}$. The set of processes is defined by the following grammar:

$$
\begin{aligned}
& P::=0|M . P| P|P|!M . P|n[P]| x[P] \\
& M::=C|x|(x)^{\eta} \mid\langle e\rangle^{\eta}
\end{aligned}
$$

We use $\prod_{k} P$ to denote the parallel composition of $k$ instances of the process $P$, while $\prod_{i \in 1 \ldots k} P_{k}$ denotes the parallel composition of the indexed processes $P_{i}$.

Boxed Ambients considers two possibile capabilities: in $n$ to enter a sibling ambient named $n$ and out $n$ to exit an outer ambient named $n$. The capabilities in a sequence are either on a fixed ambient name or on a variable, that will be subsequently instantiated by a communication. Expressions, representing the contents of messages, comprise ambient names, variables and sequences of capabilities.

The set of processes comprises the following terms. The term $\mathbf{0}$ represents the inactive process (and it is usually omitted). M.P is a process guarded by a mobility or a communication primitive: after the execution of the primitive the process behaves like $P$. The processes M.P are referred to as guarded processes in the following. A process may be also the parallel composition $P \mid P$ of two subprocesses. The guarded replication operator ! M.P is used to put in parallel an unbounded amount of instances of the process M.P. Finally, the term $n[P]$ denotes an ambient named $n$ containing process $P$, while the term $x[P]$ denotes an ambient whose name will be instantiated by a communication.

In a guarded process $M . P$ the prefix $M$ can be a sequence of capability, or a variable or a communication primitive. Communication primitives make use of locations: location $n$ denotes communication with a process in a child ambient with name $n$, location $x$ will be instantiated with an ambient name by a communication, location $\uparrow$ denotes communication with a process in the parent ambient, and location $\star$ (often omitted) denotes local communication. The input process $(x)^{\eta}$. $P$ and the output process $\langle e\rangle^{\eta}$. $P$ permit to model communication where $\eta$ denotes the location. Both input and output processes are guarded processes, and $(x)^{\eta}$ acts as a binder for the occurrences of variable $x$ in $P$. The notions of free and bound variables (denoted by $f v(P)$ and $b v(P)$ ), of alphaconversion and of closed process are defined as usual. In the following we assume that processes are closed.

The calculus $\mathrm{BA}^{-}$corresponds to the public fragment of the Boxed Ambients [2] with the following restrictions:

- Replication is guarded, i.e. it can be applied only to prefixed processes with the form !M.P.
- A constrained use of variables in sequences of capabilities. Namely, in Boxed Ambients it is possible to include variables in a sequence of capabilities. As
illustrated in the following example this permits to produce sequences of capabilities of unbounded length:

$$
\langle\operatorname{in} n\rangle \mid!(x) .\langle\operatorname{in} n \cdot x\rangle
$$

In $\mathrm{BA}^{-}$a variable cannot be a proper subsequence of a sequence of capabilities, thus excluding from the calculus the above process.

Moreover, for the sake of simplicity we consider a monadic version of the calculus.
The operational semantics is defined in terms of a structural congruence plus a reduction relation.

Definition 2. - Structural congruence - The structural congruence $\equiv$ is the smallest congruence relation satisfying:

$$
\begin{array}{ll}
P \mid \mathbf{0} \equiv P & P|Q \equiv Q| P \\
P|(Q \mid R) \equiv(P \mid Q)| R & !M . P \equiv M . P \mid!M . P
\end{array}
$$

Definition 3. - Reduction relation - The reduction relation is the smallest relation $\rightarrow$ satisfying the following axioms and rules:
(1) $n[$ in $m . P \mid Q] \mid m[R] \rightarrow m[n[P \mid Q] \mid R]$
(2) $m[n[$ out $m . P \mid Q] \mid R] \rightarrow n[P \mid Q] \mid m[R]$
(3) $\quad(x) P|\langle e\rangle Q \rightarrow P\{e / x\}| Q$
(4) $(x)^{n} P|n[\langle e\rangle Q \mid R] \rightarrow P\{e / x\}| n[Q \mid R]$
(5) $n\left[(x)^{\uparrow} P \mid Q\right]|\langle e\rangle R \rightarrow n[P\{e / x\} \mid Q]| R$
(6) $n[(x) P \mid Q]\left|\langle e\rangle^{n} R \rightarrow n[P\{e / x\} \mid Q]\right| R$

$$
\begin{equation*}
(x) P\left|n\left[\langle e\rangle^{\uparrow} Q \mid R\right] \rightarrow P\{e / x\}\right| n[Q \mid R] \tag{7}
\end{equation*}
$$

$$
\begin{gather*}
P \rightarrow Q  \tag{8}\\
P|R \rightarrow Q| R
\end{gather*}
$$

$$
\begin{align*}
P & \rightarrow Q  \tag{9}\\
n[P] & \rightarrow n[Q]
\end{align*}
$$

$$
\begin{equation*}
\frac{P^{\prime} \equiv P \quad P \rightarrow Q \quad Q^{\prime} \equiv Q}{P^{\prime} \rightarrow Q^{\prime}} \tag{10}
\end{equation*}
$$

With $P\{e / x\}$ we denote the process obtained by substituting each free occurrence of $x$ in $P$ with e (as usual, alpha-conversion is used when necessary, to avoid name capture).

As usual, we use $\rightarrow^{+}$to denote the transitive closure and $\rightarrow^{*}$ for the reflexive and transitive closure of $\rightarrow$. If $P \rightarrow^{*} Q$ we say that $Q$ is a derivative of $P$.

Axioms (1) and (2) describe the semantics of the movement primitives in and out. A process inside an ambient $n$ can perform an in $m$ operation in presence of a sibling ambient $m$; if the operation is executed then the ambient $n$ moves inside $m$. If inside an ambient $m$ there is an ambient $n$ with a process performing an out $m$ action, this results in moving the ambient $n$ outside the ambient $m$.

Axiom (3) describes local communication. The input prefix $(x)^{n} P$ in axiom (4) represents a request to read a datum sent by a process located into one of the child ambients $n$. In axiom (5), $(x)^{\uparrow} P$ is a request to read a datum sent by a process located in the parent ambient. Dually, $\langle e\rangle^{n} P$ in axiom (6) (resp. $\langle e\rangle^{\uparrow} P$ in axiom (7)) is a request to send $e$ to a process located into the child ambient $n$ (resp. the parent ambient). Note that a direct remote communication between sibling ambients is not possible: either mobility or the intervention of the parent of the sibling ambients is required.

Rules (8) and (9) are the contextual rules that respectively indicate that a process can move also when it is in parallel with another process and when it is inside an ambient. Finally, rule (10) is used to ensure that two structurally congruent terms have the same reductions.

### 2.1 Target Reachability

Classical reachability analysis consists in checking if $P \rightarrow^{*} R$ for two given $\mathrm{BA}^{-}$processes $P$ and $R$. In this paper we consider a more general notion of reachability. The main novelty is that we permit a partial description of the target process. More precisely, it is possible to impose constraints on the number of occurrences of guarded processes inside an ambient. Such constraints are both lower bounds (e.g. there must be at least one instance of the guarded process M.P in a given ambient) and upper bounds (e.g. there can be at most two occurrences of message $\langle n\rangle$ in a given ambient).

We need to introduce some additional notation to denote the partial description of target processes.

We introduce a notion of normal form for process that forbids the presence of both the unreplicated and the replicated version of a guarded term in a parallel composition. Any process can be transformed in a structurally congruent process in normal form by using the monoidal axioms for parallel composition and by applying the axiom for replication from right to left (i.e., $M . P \mid!M . P \rightarrow!M . P$ ).

Definition 4. - Normal form - A process $P$ is in normal form if $P=$ $\prod_{i} M_{i} \cdot P_{i}\left|\prod_{j}!M_{j}^{\prime} \cdot P_{j}^{\prime}\right| \prod_{k} n_{k}\left[P_{k}^{\prime \prime}\right]$ and the following conditions hold:

- $P_{i}, P_{j}^{\prime}, P_{k}^{\prime \prime}$ are in normal form for all $i, j, k$;
- if $M_{i}=M_{j}^{\prime}$ then $P_{i} \neq P_{j}^{\prime}$.

Proposition 1. Let $P$ be a process. Then there exists a process $Q$ in normal form such that $P \equiv Q$.

Definition 5. - Target - The set of targets is defined by the following grammar:

$$
\begin{aligned}
& T::=\mathbf{0} \mid \text { any }\left|q \leq M . P \leq q^{\prime}\right| T|T|!M . P|n[T]| x[T] \\
& M::=C|x|(x)^{\eta} \mid\langle e\rangle^{\eta}
\end{aligned}
$$

where $q \in \mathbb{N}$ and $q^{\prime} \in \mathbb{N} \cup\{\infty\}$ 1.
A target any requires the presence of zero or more occurrences of any process, while $q \leq M . P \leq q^{\prime}$ requires the presence of $k$ occurrences of process M.P, with $q \leq k \leq q^{\prime}$ (if $q^{\prime}=\infty$ there is no upper bound to the number of occurrences). A target !M.P requires the presence of one or more occurrences of process !M.P. As the behaviour of processes $\prod_{k}!M . P$ is the same for any $k \geq 1$, we prefer to require just the presence - or the absence - of a replicated process instead of providing upper and lower bounds to the number of its occurrences. Targets can be composed in parallel, and can be nested in ambients.

As an example, consider the target $n[1 \leq$ in $n \cdot P \leq 2]|m[!(x) \cdot Q]| k[$ any $\mid 3 \leq$ $\langle m\rangle \leq \infty]$. This target requires that ambient $n$ contains one or two occurrences of process in $n . P$, ambient $m$ contains only occurrences of of process !( $x$ ). $Q$ (at least one occurrence is required), and ambient $k$ contains at least three occurrences of message $\langle m\rangle$, as well as any other process. Moreover, this target also requires that there is no process at top level.

We consider only a proper subset of well formed targets defined as follows.
Basically, a target is well formed if the upper and lower bounds on guarded terms are satisfiable (i.e., target $3 \leq(x) .0 \leq 2$ is not well formed) and if the presence of a replicated version of a guarded process prevents the occurrence of the nonreplicated version of the same process in a parallel composition (i.e., target $(x) . \mathbf{0} \mid!(x) . \mathbf{0}$ is not well formed). We also require that at most one occurrence of a replicated process is present in a parallel composition (i.e., target $!(x) . \mathbf{0} \mid!(x) . \mathbf{0}$ is not well formed).

Definition 6. - Well formed target - $A$ target $T$ is well formed if there exists a target $S=\prod_{i} q_{i} \leq M_{i} \cdot P_{i} \leq q_{i}^{\prime}\left|\prod_{j}!M_{j}^{\prime} \cdot P_{j}^{\prime}\right| \prod_{k} n_{k}\left[T_{k}^{\prime \prime}\right]$ such that the following conditions hold:

- processes $P_{i}, P_{j}^{\prime}$ are in normal form for all $i, j$;
- either $T \equiv S$ or $T \equiv S \mid$ any;
$-q_{i} \leq q_{i}^{\prime}$ for all $i$;
- if $M_{i}=M_{j}^{\prime}$ then $P_{i} \neq P_{j}^{\prime}$;
- if $M_{i}^{\prime}=M_{j}^{\prime}$ and $P_{i}^{\prime}=P_{j}^{\prime}$ then $i=j$.
- $T_{k}^{\prime \prime}$ is well formed for all $k$.

We define the set of processes $\operatorname{set}(T)$ that satisfy the constraints imposed by a target $T$. Basically, we require the presence of the required number of occurrences of a prefixed process in each ambient; if the upper bound is $\infty$, then also the presence of a replicated version of the process satisfies the target (i.e.,

[^19]process $n[$ !in $n . \mathbf{0}]$ satisfies the target $n[3 \leq$ in $n . \mathbf{0} \leq \infty]$ ). If the target any is present, then further (different) processes may be present. As already discussed, with a replicated process in the target we just require the presence of at least one occurrence of such a replicated process.

Definition 7. $-\operatorname{set}(\mathbf{T})-$ Let $T$ be a well formed target. A process $P$ is in $\operatorname{set}(T)$ if $P \equiv \prod_{h} L_{h} \cdot P_{h}\left|\prod_{g}!L_{g}^{\prime} \cdot P_{g}^{\prime}\right| \prod_{k} n_{k}\left[P_{k}^{\prime \prime}\right]$ and there exists a target $S=$ $\prod_{i} q_{i} \leq M_{i} \cdot Q_{i} \geq q_{i}^{\prime}\left|\prod_{j}!M_{j}^{\prime} \cdot Q_{j}^{\prime}\right| \prod_{k} n_{k}\left[T_{k}^{\prime \prime}\right]$ such that the following conditions hold:

- either $T \equiv S$ or $T \equiv S \mid$ any;
- for all $i$, either $q_{i} \leq\left|\left\{h \mid L_{h} \cdot P_{h}=M_{i} \cdot Q_{i}\right\}\right| \leq q_{i}^{\prime}$ or $q_{i}^{\prime}=\infty$ and there exists $g$ such that $L_{g}^{\prime} \cdot P_{g}^{\prime}=M_{i} \cdot Q_{i}$;
- for all $j$ there exist $g$ such that $L_{g}^{\prime} \cdot P_{g}^{\prime}=M_{j}^{\prime} \cdot Q_{j}^{\prime}$;
- if $T \equiv S$ then for any $h$ there exists $i$ such that either $L_{h} \cdot P_{h}=M_{i} \cdot Q_{i}$ or $L_{h} \cdot P_{h}=M_{i}^{\prime} \cdot Q_{i}^{\prime}$
and for any $g$ there exists $j$ such that $L_{g}^{\prime} \cdot P_{g}^{\prime}=M_{j}^{\prime} \cdot Q_{j}^{\prime}$;
- for any $k, P_{k}^{\prime \prime} \in \operatorname{set}\left(T_{k}^{\prime \prime}\right)$.

It is worth to note that $\operatorname{set}(T)$ is compatible with the structural congruence relation as formalized by the following Proposition.

Proposition 2. Let $T$ be a target and $P$ and $Q$ two processes such that $P \equiv Q$. Then, $P \in \operatorname{set}(T)$ if and only if $Q \in \operatorname{set}(T)$.

We are now ready to formalize the notion of target reachability.
Definition 8. Let $P$ be a process and $T$ be a target. We say that $T$ is a target reachable from $P$ (denoted by TReach $(P, T)$ ) if there exists a process $Q$ such that $P \rightarrow{ }^{*} Q$ and $Q \in \operatorname{set}(T)$.

Note that target reachability is a generalization of both standard and spatial reachability. Standard reachability analysis is obtained using targets that do not contain any and such that each lower bound $q_{i}$ is equal to the corresponding upper bound $q_{i}^{\prime}$. Spatial reachability, on the other hand, is obtained by putting all the upper bounds to $\infty$, as well as any in each ambient.

We conclude this section showing how to use target reachability to analyse the access control system described in the Introduction. We simply recall that the system is initially modeled by the process

$$
P=a\left[P_{a}\right]\left|b\left[P_{b}\right]\right| r[R \mid\langle M\rangle]
$$

where $a$ is an agent which has access rights to the messages stored in the resource $r$, while the agent $b$ has not. Formally, we accept that $T \operatorname{Reach}\left(P, T^{\prime}\right)$ with

$$
T^{\prime}=b\left[P_{b}\right] \mid r[\text { any }|0 \leq\langle M\rangle \leq 0| a[\text { any }]]
$$

while we assume that $T \operatorname{Reach}\left(P, T^{\prime \prime}\right)$ does not hold with

$$
T^{\prime \prime}=a[\text { any }] \mid r[\text { any }|0 \leq\langle M\rangle \leq 0| b[\text { any }]]
$$

Observe that we formalize the absence of message $\langle M\rangle$ using the upper bound $\langle M\rangle \leq 0$, and that we add any in the specification of the contents of those ambients for which we used a universal quantification in the corresponding specification reported in the Introduction. The unique ambient in which we do not make use of any is the ambient $b$ in the target $T^{\prime}$, because we assume that the agent $a$ should be able to access the resource $r$ without any intervention from the agent $b$.

## 3 Deciding Target Reachability in $\mathrm{BA}^{-}$

The target reachability problem for $\mathrm{BA}^{-}$processes consists in checking if, given a target $T$ and a process $P$, the target $T$ is reachable from $P$. In this Section we show that target reachability is decidable for $\mathrm{BA}^{-}$processes. The proof is basically an adaptation of the proof of decidability of reachability for the open free, pure and public fragment of MA presented in [5]. The main differences are due the presence of (father/child) communication in $\mathrm{BA}^{-}$and to the new notion of target reachability introduced in the present work. In 5] we reduced reachability on the MA fragment to reachability on Place/Transition Petri nets. As reachability is decidable on such class of Petri nets [10], we got the decidability result for reachability on the MA fragment. To deal with target reachability, we introduce target marking reachability - a generalization of the notion of reachability on Place/Transition Petri nets - and we sketch the decidability of generalized reachability by reduction to standard reachability. Then, we show how to reduce target reachability on $\mathrm{BA}^{-}$to target marking reachability on Petri nets.

We start recalling some basic definitions on Petri nets, then we define target marking reachability and we provide a sketch of the reduction result. Finally, we show how to construct the Petri net that can be used to solve the target reachability problem on $\mathrm{BA}^{-}$.

### 3.1 P/T Nets

We recall Place/Transition nets with unweigthed flow arcs (see, e.g., [11). Here we provide a characterization of this model which is convenient for our aims.

Definition 9. Given a set $S$, a finite multiset over $S$ is a function $m: S \rightarrow \mathbb{N}$ such that the set $\operatorname{dom}(m)=\{s \in S \mid m(s) \neq 0\}$ is finite. The multiplicity of an element $s$ in $m$ is given by the natural number $m(s)$. The set of all finite multisets over $S$, denoted by $\mathcal{M}_{\text {fin }}(S)$, is ranged over by $m$. A multiset $m$ such that $\operatorname{dom}(m)=\emptyset$ is called empty. The set of all finite sets over $S$ is denoted by $\wp_{\text {fin }}(S)$.

Given the multiset $m$ and $m^{\prime}$, we write $m \subseteq m^{\prime}$ if $m(s) \leq m^{\prime}(s)$ for all $s \in S$ while $\oplus$ denotes their multiset union: $m \oplus m^{\prime}(s)=m(s)+m^{\prime}(s)$. The operator $\backslash$ denotes multiset difference: $\left(m \backslash m^{\prime}\right)(s)=$ if $m(s) \geq m^{\prime}(s)$ then $m(s)-m^{\prime}(s)$ else 0 . The scalar product, $j \cdot m$, of a number $j$ with $m$ is $(j \cdot m)(s)=j \cdot(m(s))$.

To lighten the notation, we sometimes use the following abbreviation. If $m$ is a multiset containing only one occurrence of an element $s$ (i.e., $\operatorname{dom}(m)=\{s\}$ and $m(s)=1$ ) we denote $m$ by only $s$. Multiset union is represented also by comma, i.e., $m, m^{\prime}=m \oplus m^{\prime}$. Let $m$ be a multiset over $S$ and $m^{\prime}$ a multiset over $S^{\prime} \supseteq S$, such that $\left(m^{\prime}\left(s^{\prime}\right)=0\right)$ for each $s^{\prime} \in S^{\prime} \backslash S$; with abuse of notation, we sometimes use $m$ in place of $m^{\prime}$, and vice versa.

Definition 10. A $P / T$ net is a pair $(S, T)$ where $S$ is the set of places and $T \subseteq \mathcal{M}_{\text {fin }}(S) \times \mathcal{M}_{\text {fin }}(S)$ is the set of transitions.

Finite multisets over the set $S$ of places are called markings. Given a marking $m$ and a place $s$, we say that the place $s$ contains $m(s)$ tokens.

A $P / T$ net is finite if both $S$ and $T$ are finite.
A $P / T$ system is a triple $N=\left(S, T, m_{0}\right)$ where $(S, T)$ is a $P / T$ net and $m_{0}$ is the initial marking.

A transition $t=(c, p)$ is usually written in the form $c \rightarrow p$. The marking $c$, usually denoted by ${ }^{\bullet} t$, is called the preset of $t$ and represents the tokens to be consumed; the marking p, usually denoted by $t^{\bullet}$, is called the postset of $t$ and represents the tokens to be produced.
$A$ transition $t$ is enabled at $m$ if $\bullet \subseteq m$. The execution of a transition $t$ enabled at $m$ produces the marking $m^{\prime}=(m \backslash \bullet t) \oplus t^{\bullet}$. This is written as $m \xrightarrow{t} m^{\prime}$ or simply $m \rightarrow m^{\prime}$ when the transition $t$ is not relevant. We use $\sigma, \tau$ to range over sequences of transitions; the empty sequence is denoted by $\varepsilon$; let $\sigma=t_{1}, \ldots, t_{n}$, we write $m \xrightarrow{\sigma} m^{\prime}$ to mean the firing sequence $m \xrightarrow{t_{1}} \cdots \xrightarrow{t_{n}} m^{\prime}$.

We say that $m^{\prime}$ is reachable from $m$ if there exists $\sigma$ such that $m \xrightarrow{\sigma} m^{\prime}$.
We say that $m^{\prime}$ covers $m$ if $m \subseteq m^{\prime}$.
Definition 11. Let $N=\left(S, T, m_{0}\right)$ be a $P / T$ system.
The reachability problem for marking $m$ consists of checking if $m_{0} \rightarrow^{*} m$.
The coverability problem for marking $m$ consists of checking if there exists $m^{\prime}$ such that $m_{0} \rightarrow^{*} m^{\prime}$ and $m^{\prime}$ covers $m$.

### 3.2 Target Marking Reachability on P/T Nets

We introduce a generalization of both the notions of reachability and coverability on $\mathrm{P} / \mathrm{T}$ nets. The idea essentially consists in providing a lower and an upper bound to the number of tokens in each place of the net, and in checking if it is possible to reach a marking that satisfies such constraints.

Definition 12. - target marking - Let $N=(S, T)$ be a $P / T$ net. A target marking of $N$ is a pair of functions $($ inf, sup $) \in(S \rightarrow I N) \times(S \rightarrow I N \cup \infty)$ such that, for all $s \in S, \inf (s) \leq \sup (s)$.

Definition 13. - target marking satisfiablity - Let $N=(S, T)$ be a $P / T$ net. A marking $m$ of $N$ satisfies a target marking (inf, sup) of $N$ if, for all $s \in S, \inf (s) \leq m(s) \leq \sup (s)$.
Definition 14. - target marking reachability - Let $N=\left(S, T, m_{0}\right)$ be a $P / T$ system. A target marking (inf, sup) is reachable if there exists a marking $m$ such that $m_{0} \rightarrow^{*} m$ and $m$ satisfies (inf, sup).

We note that reachability and coverability are special cases of target marking reachability. Checking reachability of marking $m$ is equivalent to check reachability of the target marking ( $m, m$ ), while checking coverability of $m$ is equivalent to reachability of the target marking $(m,\{(s, \infty) \mid s \in S\})$.

Now we reduce the target marking reachability problem for a system $N$ and a target marking (inf, sup) to standard reachability on the $\mathrm{P} / \mathrm{T}$ system $T M S y s(N,(i n f, s u p))$ defined below.

Definition 15. Let $N=\left(S, T, m_{0}\right)$ be a $P / T$ system and (inf, sup) be a target marking of $N$. The $P / T$ system TMSys $(N,($ inf, sup $))=\left(S^{\prime}, T^{\prime}, m_{0}^{\prime}\right)$ is defined as follows. Let normal, ending $\notin S$.

$$
\begin{aligned}
S^{\prime}= & S \cup\{\text { normal, ending }\} \\
T^{\prime}= & \{(c \cup \text { normal }, p \cup \text { normal }) \mid(c, p) \in T\} \cup \\
& \{(\text { normal }, \text { ending })\} \cup \\
& \{(s \cup \text { ending, } \text { ending }) \mid \sup (s)=\infty\} \\
m_{0}^{\prime}= & m_{0} \oplus \text { normal }
\end{aligned}
$$

The set of markings TMMark(N,(inf,sup)) is defined as follows:

$$
\begin{aligned}
& T M M \operatorname{Mark}(N,(\inf , \sup ))=\{m \mid \forall s \in S:(\sup (s)=\infty \Rightarrow m(s)=\inf (s)) \wedge \\
& (\sup (s) \neq \infty \Rightarrow \inf (s) \leq m(s) \leq \sup (s))\}
\end{aligned}
$$

Proposition 3. Let $N=\left(S, T, m_{0}\right)$ be a $P / T$ system and (inf, sup) be a target marking of $N$. The set of markings TMMark $(N,(i n f$, sup $))$ is finite.

Proposition 4. Let $N=\left(S, T, m_{0}\right)$ be a $P / T$ system and (inf, sup) be a target marking of $N$. The target marking (inf,sup) is reachable in $N$ iff one of the markings in the set TMMark $(N,($ inf, sup $))$ is reachable in TMSys $(N,($ inf, sup $))$.

As a consequence of the two propositions above and of the decidability of reachability on $\mathrm{P} / \mathrm{T}$ systems, we get the following:

Corollary 1. Target marking reachability is decidable for $P / T$ systems.

### 3.3 Reducing Target Reachability on Processes to Target Marking Reachability on $P / T$ Nets

Now we show that target reachability on processes can be reduced to target marking reachability on Petri nets; by decidability of target marking reachability on Petri nets, we get the following:

Theorem 1. Let $P$ be a $B A^{-}$process and $T$ be a target. The target reachability problem TReach $(P, T)$ is decidable.

Given a process $P$ and a target $R$, we outline the construction of a (finite) Petri system $S y s_{P, R}$ satisfying the following property: the check of $T$ Reach $(P, T)$
is equivalent to check target marking reachability of a (finite set of) target markings on $S y s_{P, R}$. The technical details concerning the construction of the net are quite similar to the ones for deciding reachability in the pure, public, open free MA fragment in [56], and thus omitted. Here we only recall the basic ideas.

The intuition behind this result relies on a monotonicity property of $\mathrm{BA}^{-}$: because of the absence of the open capability, the number of "active" ambients in a process (i.e., ambients that are not guarded by any capability) cannot decrease during the computation. Moreover, as the applicability of replication is restricted to guarded processes, the number of "active" ambients in a set of structurally equivalent processes is finite (while this is not the case in , e.g., the MA process $!n[0]$ ). Thanks to the property explained above, in order to check target reachability it is sufficient to take into account a subset of the derivatives of $P$ : namely, the $P$-derivatives whose number of active ambients is not greater than the number of active ambients in $R$.

Unfortunately, this subset of $P$-derivatives is, in general, not finite, as the processes inside an ambient can grow unlimitedly. Consider, e.g., the process $P=$ $m[$ !in $n$.out $n . Q] \mid n[]$ : it is easy to see that, for any $k, m\left[\prod_{k} Q \mid\right.$ !in $n$.out $\left.n . Q\right] \mid n[]$ is a derivative of $P$.

On the other hand, we note that the set of guarded and replicated terms that can occur as subprocesses of (the derivatives of) a process $P$ (namely, the subterms of kind $M . P$ or $!M . P$ ) is finite. The idea is to borrow a technique used to map (the public fragment of) a process algebra on Petri nets. A process $P$ is decomposed in the (finite) multiset of its guarded and replicated subprocesses that appear at top-level (i.e., occur unguarded in $P$ ); this multiset is then considered as the marking of a Place/Transition Petri net. The execution of a computational step in a process will correspond to the firing (execution) of a transition in the corresponding net. Thus, we reduce the target reachability problem for $\mathrm{BA}^{-}$processes to reachability of a finite set of target markings in a Place/Transition Petri net, which we have shown to be a decidable problem. However, differently from what happens in process algebras, where processes can be faithfully represented by a multiset of subprocesses, $\mathrm{BA}^{-}$processes have a tree-like structure that hardly fits in a flat model such as a multiset.

The solution is to consider $\mathrm{BA}^{-}$processes as composed of two kinds of components; the tree-like structure of ambients and the family of multisets of prefixed and replicated subterms contained at top level in each ambient. As an example, consider the process

$$
\text { in } n . P \mid m[\text { in } n . P \mid \text { out } n . Q|n[\mathbf{0}]| k[\mathbf{0}] \mid \text { in } n . P] \mid n[\text { in } n . P]
$$

having the tree-like structure $m[n[] \mid k[]] \mid n[]$. Moreover, there is a multiset corresponding to each "node" of the tree: the multiset $\{$ in $n . P\}$ is associated to the root, the same multiset is associated to the $n$-labelled son of the root, the multiset $\{$ in $n . P$, in $n . P$, out $n . Q\}$ is associated to the $n$-labelled son of the $m$-labelled son of the root, and so on.

The Petri net we construct is composed of the following two parts: the first part is basically a finite state automaton, where the marked place represents the
current tree-like structure of the process; the second part is a set of identical subnets: the marking of each subnet represents the multiset associated to a particular node of the tree. To keep the correspondence between the nodes of the tree and the multiset associated to that node, we make use of labels. A distinct label is associated to each subnet; this label will be used in the tree-like structure to label the node whose contents (i.e., the set of prefixed and replicated subprocesses contained in the ambient corresponding to the node) is represented by the subnet.

The set of possible tree-like structures we need to consider is finite, for the following reasons. First of all, the set of ambient names in a process is finite. Moreover, to verify target reachability we need to take into account only those processes whose number of active ambients is limited by the number of ambients in the process we want to reach.

The upper bound on the number of nodes in the tree-like structures also provides an upper bound to the number of identical subnets we need to decide target reachability (at most one for each active ambient). In general, the number of active ambients grows during the computation; hence, we need a mechanism to remember which subnets are currently in use and which ones are not used. When a new ambient is created, a correspondence between the node representing such a new ambient in the tree-like structure and a not yet used subnet is established, and the places of the "fresh" subnet are filled with the marking corresponding to the prefixed and replicated subprocesses contained in the newly created ambient. To this aim, each subnet is equipped with a place called unused, that contains a token as long as the subnet does not correspond to any node in the tree-like structure.

For example, consider the process $n$ [out $m] \mid m[$ in $n . k[$ !out $k]]$. The relevant part of the net is depicted in Figure 1: a subset of the places, representing the tree-like structure, is depicted in the left-hand part of the figure, while the subnets are depicted in the right-hand part. We only report the subnets labelled with $l_{2}$ and $l_{3}$, and omit the two subnets labelled with $l_{0}$ (with empty marking) and with $l_{1}$ (whose marking consists of a token in place $l_{1}$ : out $m$ ). The computation step $n[$ out $m] \mid m[$ in $n . k[$ !out $k]] \rightarrow n[$ out $m \mid m[k[$ !out $k]]]$ corresponds to the firing of transition $t$ in the net.

Now we are ready to describe the net that will be used to decide reachability of a target $T$ starting from a process $P$.

The set of places of the net is constructed as follows. The part of the net representing the tree-like structure contains a place for each tree of size not greater than the number of active ambients in $T$. Each of the subnets contains a place for each prefix and replicated subprocess of process $P$, and a place named "unused", that remains filled as long as the subnet does not correspond to any node in the tree-like structure. Moreover, we associate a distinct label to each subnet, and all the places of the subnet will be decorated with such a label.

The net has three sets of transitions: the first set permits to model the execution of the in and out capabilities, the second set is used deal with communication, and the third set to cope with replication.


Fig. 1. A portion of the net corresponding to process $n[$ out $m] \mid m[$ in $n . k[$ !out $k]]$

We concentrate on the first set of transitions. A capability, say, e.g., in $n$, can be executed when the following conditions are fulfilled: the tree-like structure must have a specific structure and a place corresponding to a prefixed subprocess in $n . Q$ is marked in a subnet whose label appears in the right position in the tree-like structure. Moreover, the number of active ambients created by the execution of the capability, added to the number of currently active ambients, must not exceed the number of active ambients in the target $T$. This condition is checked by requiring that there exist a sufficient number of "unused" places that are currently marked. The execution of the capability causes the following changes to the marking of the net: the place corresponding to the new treelike structure is now filled and the marking of the subnet performing the in $n$ operation is updated (by adding the tokens in the places corresponding to the active prefixed and replicated subprocesses in the continuation $Q$ ). Moreover, a number of subnets equal to the number of active ambients in the continuation $Q$ become active: their places will be filled with the tokens corresponding to the active prefixed and replicated subprocesses contained in the corresponding ambient, and the tree-like structure is updated accordingly.

The second set of transitions deal with communication and are quite similar to the rules for ambient movement. A local communication can be executed when a two places, corresponding to the prefixed processes $(x) \cdot Q_{1}$ and $\langle e\rangle . Q_{2}$, are marked in a subnet, and the number of active ambients created by the execution of the communication, added to the number of currently active ambients, must not exceed the number of active ambients in the target $T$. The execution of the local communication causes the following changes to the marking of the net: the place corresponding to the new tree-like structure is now filled and the marking of the subnet performing the communication is updated (by adding the tokens in the places corresponding to the active prefixed and replicated subprocesses in the continuations $Q_{1}$ and $Q_{2}$ ). Moreover, a number of subnets equal to
the number of active ambients in the continuations $Q_{1}$ and $Q_{2}$ become active. Nonlocal communication is more involved, because the two communicating processes reside in two different ambients and it is necessary to check that such two ambients are located in the right place in the tree like structure.

The third set of transitions deals with replication. For all replicated processes $!M . Q$ occurring in $P$, we add to each subnet the transitions !M. $P \rightarrow!M . P, M . P$, $!M . P, M . P \rightarrow!M . P$ and $!M . P,!M . P \rightarrow!M . P$, respectively permitting to spawn a new copy of a replicated process, to absorbe a process that also appears in a replicated form in the marking, and to remove multiple occurrences of a replicated process in a marking. These transitions are used to reduce target reachability on $\mathrm{BA}^{-}$to target marking reachability on the net system. An instance of such transitions is depicted in the subnet $l 2$ of Figure 1 .

The reachability of target $T$ is reduced to reachability of a target marking $\left(i n f_{T}, s u p_{T}\right)$ constructed as follows. We require that a token is contained in the place corresponding to the tree-like structure of $T$ (and that the places corresponding to the other tree-like structures are empty). Moreover, for any active ambient in $T$,

- for any target $q \leq M . P \leq q^{\prime}$ at top level in the active ambient, we require that $\inf _{T}(l: M . P)=q$ and $\sup _{T}(l: M . P)=q^{\prime}$, where $l$ is the label of the subnet corresponding to the active ambient;
- for any target !M.P at top level in the active ambient, we require that $\inf _{T}(l:!M . P)=\sup _{T}(l:!M . P)=1$;
- for any guarded or replicated process $Q$ not occurring at top level in the active ambient, we require that $\operatorname{in} f_{T}(l: Q)=0$; if the target any occurs at top level in the active ambient, then we require $\sup _{T}(l: Q)=\infty$, otherwise we impose $\sup _{T}(l: Q)=0$.


## 4 Related Work and Conclusion

Since its introduction, the calculus of Mobile Ambients [7] attracted widespread interest, and it has been used as a starting point for investigating the foundations of a great variety of mobile computing models. An interesting line of research on Mobile Ambients and its dialects is concerned with the analysis of Turing completeness and (un)decidability of properties such as divergence or termination (see, e.g., [8] and [4]). In [1] and [5] the decidability of reachability is investigated. In [1], Boneva and Talbot prove that reachability is undecidable even in a minimal fragment of pure Mobile Ambients in which both the restriction operator and the open capability are removed. A similar fragment (with the unique difference that replication can be applied to guarded processes only) is considered by Maffeis and Phillips in [8, where they show that in such a small fragment termination is undecidable while the decidability of reachability is left as on open problem. This open problem was closed in [5] where reachability is proved to be decidable.

In this paper we extend this line of research on reachability for Mobile Ambients following two intertwined directions. On the one hand we define a more
general notion of reachability, called target reachability, which permits to specify lower and upper bounds on the possible processes within each ambient in the target process. On the other hand, we consider a richer calculus comprising also a sophisticated form of communication borrowed from Boxed Ambients [2]. As done in [5], we resort to a Petri semantics in order to prove that target reachability is decidable for a significant fragment of Boxed Ambients. With respect to the proof in [5], here we need to introduce an enhanced Petri net semantics that models also (parent/child) communication and, moreover, in order to deal with the upper bounds of target reachability we need to define a new notion of generalized reachability for Petri nets and prove that it is actually decidable for any finite Petri net.

As future work we plan to investigate the applicability of our results to recent dialects of Boxed Ambients. For instance, we intend to take under consideration the calculus in [3] where messages can be decorated with a label indicating that the message can be actually consumed only by processes residing in the same ambient, or only by processes inside the parent ambient, or only by processes stored in some child ambient.

We also plan to investigate the possibility to extend our results to BioAmbients - a calculus for the description of compartments biological systems inspired by Mobile Ambients and containing a form of parent/child interaction. We also plan to study the relationship among our results on reachability analysis and the static analysis techniques developed for Mobile Ambients and its variants.
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#### Abstract

In the design of type systems for XML programming languages based on regular expression types and patterns the focus has been over result analysis, with the main aim of statically checking that a transformation always yields data of an expected output type. While being crucial for correct program composition, result analysis is not sufficient to guarantee that patterns used in the transformation are correct. In this paper we motivate the need of static detection of incorrect patterns, and provide a formal characterization based on pattern matching operational semantics, together with locally exact type analysis techniques to statically detect them.


## 1 Introduction

Current type systems for query and transformation languages for XML data, such as those of XQuery [DFF ${ }^{+}$05], CDuce [BCF03], C $\omega$ [BMS05], XDuce [Hos00] mainly aim at result type analysis, that is at statically inferring the output type of a query or transformation function, starting from its structural requirements (XPath paths or ML-like patterns) and theinput type.

Result analysis has a crucial importance as by statically knowing the output type, we can check if it is included in the input type required by some other application. Hence, being the output type an upper bound for values resulted by the query/function (type soundness), result type analysis constitutes a powerful tool for sound system composition.

Unfortunately, while result analysis is often sufficient for programming languages that deal with simple data structures, this is no longer true for languages manipulating complex data structures as it is the case for XML.

Working on XML trees requires two different powerful language primitives: $(i)$ iterator primitives in order to navigate XML trees and (ii) deconstructing primitives (usually called patterns or templates) in order to capture subparts of their structure. The result analysis is often sufficient to verify correctness of iterators, but it is useless to spot errors hidden inside the deconstructing primitives. In the context of XML processing languages two different classes of deconstructing primitives can be found: path expressions (usually XPath paths, but also the "dot" navigation of $\mathrm{C}_{\omega}$ ) and regular expression patterns.

Path expressions are navigational primitives that finger where to capture data substructures. They closely resemble the homonymous primitives used by OQL in the contexts of OODB query languages with the difference that they return sets or sequences
of elements, those that can be reached by the paths they define. These are at the basis of standard languages such as XSLT or XQuery.

More recently a new kind of deconstructing primitives was proposed, regular expression patterns [HP01], which extends by regular expressions the pattern matching as popularized by functional languages such as ML and Haskell. Regular expression patterns were first introduced in the XDuce [HP00] programming language and then adopted by other projects such as $\mathbb{C D}$ Dee $[\overline{B C F} 03]$ and its query language $\mathbb{C} L$ [BCM05], Xtatic [GP03], Scala [OAC $\left.{ }^{+} 04\right]$, XHaskell [LS04] as well as the extension of Haskell proposed in [BFS04].

As we said result analysis is not sufficient to spot errors a programmer would have done in defining or writing paths or regular expressions patterns (from now on, "patterns" for short): indeed with the current technology a program containing errors in paths/patterns can (and in the absence of other errors, will) type check. In general, it is difficult to precisely characterize the class of wrong patterns or paths. An approximation is to consider as wrong those patterns/paths which contains subparts that are meaningless that is, roughly, that they are never be used whatever the input of the path/pattern is.

The problem of characterizing and detecting correctness of XPath expressions has been recently tackled by Colazzo et al. [Col04, CGMS04]. The authors provide quite a precise type analysis technique that, by checking the absence of matching between paths and input types, statically detects empty sub-queries of XQuery queries.

In this work we study the same problem for the other family of deconstructing primitives, that is regular expression patterns. In particular, we show how to formally define and statically detect patterns that contain subpatterns which are "never used". We develop our approach for the pattern algebra of the $\mathbb{C}$ Duce programming language since this algebra is the most general among those of the cited languages: the pattern algebras of the other languages are subsumed by the one of $\mathbb{C D u c e}$, therefore our technique can be straightforwardly adapted to them with few or no modifications.

To that end we study how such a kind of local errors can be $(i)$ formally characterised in terms of operational semantics (hence, independently from a particular set of type rules) and (ii) statically detected by means of some improvements of the existing type systems. In particular, before defining the extended type system, we give several examples of practical and theoretical motivations of our study and, then, we give a formal characterization of the class of errors we want to mine. As we will see, the problem is not obvious to solve, due to possible high irregularities in types and patterns. However, the rich type algebra of $\mathbb{C}$ Duce will ensure a sound and complete analysis for a single pattern matching. The analysis reports a set of sub-patterns which are never used considering a given input type for the pattern. This analysis can be added to the $\mathbb{C}$ Duce type-checker. Of course, the analysis is then only locally exact (it is exact assuming that the type-checker gives the argument of the pattern matching a type which exactly denotes all the possible values of this argument at run-time), but globally sound (if it reports an unused sub-pattern, this sub-pattern is really useless and hence probably wrong).

Overview. The article is organized as follows. In the next section we provide some practical examples of the kind of errors we want to statically detect and that elude current type checkers technology. We also show the relevance of such errors and the importance
to detect them when programming XML transformations. In Section 3 we formally define the class of errors we are interested in, together with a sound a complete analysis to statically detect them. In Section 4 we discuss the characteristic of our analysis and show how to embed it in existing type checkers.

## 2 Motivating Examples

In writing programs that process typed XML data, programmers are very likely to specify in their patterns, only the part of the schema that is strictly necessary to recover desired data. This is almost always the case when writing programs that query XML data, but even in the context of XML transformation programs, very often, only a sub part of the input structure must be matched and processed.

Partial specification of structural requirements can be specified in regular expression patterns by using the wildcard pattern "_" which matches every value. This is of crucial importance as it enormously simplifies coding of programs and makes them more robust to possible evolutions of the data schemas. However, at the same time, the extensive use of the wildcard patterns is an important (but not exclusive) source of the kind of errors that we target in this paper: the common practise of a massive use of wildcard patterns, thus, makes the presence of undetected errors very likely, whence the importance of our analysis.

As we will explain, the presence of incorrect patterns may strongly compromise quality of system behavior, as incorrect patterns never match data, and, as a consequence, some desired data may end up to not contribute to partial and/or final results, without having the possibility of becoming aware of this problem at compile time. So, negative effects of this problem may be visible only by careful observing the results of the programs. This makes error detection quite difficult and the subsequent debugging very hard.

Let us see all of this on a standard example, and use it to introduce $\mathbb{C}$ Duce patterns. Consider the following schema:

```
type Bib = <bib>[Book*]
type Book = <book year=String>[Title (Author+|Editor+) Price?]
type Author = <author>[Last First]
type Editor = <editor>[Last First]
type Title = <title>[PCDATA]
type Last = <last> [PCDATA]
type First = <first>[PCDATA]
type Price = <price>[PCDATA]
```

The declarations above should not pose any problem to the reader familiar with XML, DTD, and XML Schema. The type Bib classifies XML-trees rooted at tag bib that delimits a possibly empty list of books. These are elements with tag book, an attribute year, and containing a sequence formed exactly by one element title, followed by either a non empty list of author elements, or a non empty list of editor elements, and ended by an optional element price. Title elements are tagged by title and contain a sequence of characters, that is, a string (in XML terminology "parsed character data", i.e. PCDATA). The other declarations have similar explanations.

The declarations above give a rather complete presentation of $\mathbb{C D u c e}$ types: there are XML types, that are formed by a tag part and a sequence type (denoted by square brackets). The content of a sequence type is described by a regular expression on types, that is, by the juxtaposition, the application of $*,+$, ? operators, and the union $\mid$ of types. Besides these types there also are: $(i)$ values which are considered singleton types, so for instance "Colazzo" is the type that contains only the string "Colazzo", (ii) intersection of types, denoted by $s \& t$ that contains all the values that have both type $s$ and type $t$, (iii) difference " $\backslash$ " of types, so that the type

```
<book year=String"1999"> [Title (Author+|Editor+) Price?]
```

is the type of all books not published in 1999, (iv) the Any type, which is the type of all values and which is often denoted as "_", especially in patterns, and its complement the Empty type.

Patterns are just types enriched with capture variables. For instance the pattern <bib>[(x::Book)*] captures in $x$ the sequence of all books of a bibliography. Indeed, the $*$ indicates that the pattern $x:: B o o k$ must be applied to every element of the sequence delimited by <bib>. When matched against an element, the pattern $\mathrm{x}::$ Book captures this element in the sequence $x$, provided that the element is of type Book. Patterns can then be used in match expressions:

```
match biblio with <bib>[ (x::Book)* ] -> x
```

This expression matches biblio against our pattern and returns x as result, thus it makes nothing but stripping the <bib> tag from biblio. Note that if we knew that biblio has type Bib, then we could have used the pattern <bib> [(x::Any)*] (or its syntactic sugar <bib>[(x: :_)*] since we statically know that all elements have type Book.

Besides capture variables there is just one further difference between patterns and types, namely the union operator I is commutative for types while it obeys a first match policy in patterns. So for instance the following expression returns the sequence of all the books published in 1999:
match biblio with <bib>[ ( (x::<book year="1999">_) | _ )* ] -> x
Again, the pattern ((x::<book year="1999">_) | _ ) is applied to each element of the sequence. This pattern first checks whether the element has the tag <book year="1999"> whatever its sequence of elements is, and if it is so it captures it in x ; otherwise it matches the element against the pattern ".", which always succeeds without capturing anything (in this way it discards the element). Note that, if we had instead used <bib> [ (x::<book year="1999">_)* ] this pattern would have succeeded only for bibliographies composed only by books published in 1999.

After this brief introduction to regular expression patterns, let us show the pattern errors we target in this work. Suppose that, for each book, we need to extract all titles, together with relative authors or editors. In $\mathbb{C}$ Duce we can write the following function ${ }^{1}$

[^20]```
let extract(x : [Book*]) : [(Title (Author+|Editor+))*] =
    transform x with
        <book>[z::<title>_ y::(<author>_ |<editor>_ )+ _*] -> z @ y
```

The function extract takes a possibly empty sequence of books and returns a possibly empty sequence where a title alternates with a non-empty uniform sequence of authors or editors. The expression transform applies the pattern to each element of the sequence $x$ and returns the concatenation of all the results of the patterns that have succeeded. The pattern captures the title in the sequence variable $z$, the sequence of authors or editors in the sequence variable $y$, and returns the concatenation of $z$ and $y$.

Imagine now that the programmer had put a typo in the pattern, writing instead:

```
<book>[z::<tite>_ y::(<author>_ |<editor>_ )+__*] -> z @ y
```

then the $\mathbb{C D u c e}$ compiler would signal an error (actually, a warning), since no book starts with a <tite> element, so this pattern cannot ever match. But if the typo had been in the author (or in the editor) pattern:

```
<book>[z::<title>_ y::(<autor>_ |<editor>_ )+ _*] -> z @ y
```

then no error would be signalled since the pattern can still match editors. However, all the books with authors would be filtered out from the result, which would then be of type [(Title Editor+)*]. If we had used a weaker pattern

```
<book>[z::<title>_ y::(<autor>_ |<editor>_ )* _*] -> z @ y
```

in which we traded $\mathrm{a}+$ for $\mathrm{a} *$, then the transform would return all the titles but only the editor lists (the author lists being matched by the final _* pattern), yielding a result of type [(Title Editor*)*]. In this case an error would be signalled but just because we used a very precise type for the function: had we specified a less precise type such as [(Title (Author|Editor)*)*], then the error would have passed unnoticed again.

This kind of errors is very frequent when using patterns to code XPath-like expressions. For instance in $\mathbb{C}$ Duce it is possible to write a XPath-like expression of the form $e / t$, which is syntactic sugar for

```
transform e with <_> [ (x::t|_)*] -> x
```

Thus for instance the following query extracts all titles from the database biblio of type Bib:

```
[biblio]/<book>_/<title>_
```

If we replace title with tite, thus introducing an incorrect pattern, $\mathbb{C D u c e}$ type system correctly rises a warning stating that the pattern never matches, as emptiness of a whole expression can be directly checked by result analysis. However, if we want to extract each title together with the relative price, we can write
[bib]/<book>_/(<title>_ | <prize>_ )
which contains an error, as prize occurs instead of price. But since the result is not empty no warning is raised. Here, the error is hidden by the fact that the pattern is
partially correct : it does find some match, even if, locally, <prize>_ never matches, hence is incorrect. Note that, as price is optional, by looking at the query output, when seeing only titles, we do not know whether prices are not present in that database or something else went wrong .... This further motivates improvements of the type system in order to check at static time that each sub pattern will match in at least one evaluation. The subpattern <prize>_ does not meet this property.

As previous examples showed, undetected wrong sub-patterns are mainly introduced by the pattern _ (i.e. Any), which always matches and, thus, covers surrounding failures. However, this is far from being the only case. The error in the last version of extract function was covered by the final _* which captured all the authors, and possibly the price, of a book. However, the error would have been hidden even in the absence of _*. Indeed, if we had written

```
<book>[z::<title>_ y::(<autor>_ |<editor>_ )* Price?] -> z @ y
```

then all the books with authors would have been filtered out, yielding a result of type [(Title Editor+)*]. But again no type warning would be issued.

Finally, note that even if we used typos to introduce errors, other errors are possible, as well, of more conceptual nature. Imagine we want to select all books in which one author is either "Frisch" or "Colazzo", here is an example of hidden errors without any typo

```
let extract(x : [Book*]) : [Title*] =
    transform x with
        <book>[z::Title _*
            ( <author>[<last>"Colazzo"]
            | <author>[<last>"Frisch" _]) _*] -> z
```

in this case no book with Colazzo as author will be selected since, contrary to the pattern for "Frisch", there is no pattern to match the <first>_ element. But again no error is signalled.

The technique to detect these errors will be presented in next section. We will work on binary trees to stay as close as possible to the implementation level (as these are the structures actually used in XDuce and $\mathbb{C D u c e}$ to encode regular expressions) but also because the presentation will result far simpler. The whole theory can be then easily extended to general cases. As we will see, thanks to powerful type combinators of $\mathbb{C D u c e}$ (union, negation, and intersection) the type rules that we provide are quite intuitive and simple. Also, the efficient implementation of $\mathbb{C D u c e}$ type system ensures good performance of the newly introduced analysis, which relies on the same basic operators.

## 3 Error Mining

Let us start by defining a simplified data model and type/pattern algebra. We are going to work with binary trees whose leaves are taken from a set of constants $\mathbb{C}$. We use the meta-variable $c$ to range over constants. In $\mathbb{C}$ Duce, leaves can also be functions, and the trees have other kind of nodes (to deal with XML attributes and records).

Definition 1. $A$ value is a finite term produced by the following grammar:

$$
v::=c \mid\left(v_{1}, v_{2}\right)
$$

Now let us define the type and pattern algebra. For what concerns the contribution of this paper, namely the detection of useless sub-patterns, we do not need capture variables. This simplification allows us to give a common definition for types and patterns. However, we need an explicit way to localize sub-patterns. To do this, we annotate relevant sub-patterns with marks ranged over by the meta-variable $\mathbf{\imath}$. These marks can be thought as locations in the source code kept during the parsing phase and used to display error messages and warnings. Basic types are ranged over by the meta-variable $b$. A basic type denotes a set of constants. We write $(c: b)$ if the constant $c$ belongs to the basic type $b$ (the same constant can belong to many basic types).

Definition 2. A pattern is a possibly infinite term produced by the following grammar:

$$
p::=b\left|\left(p_{1}, p_{2}\right)\right| p_{1}\left|p_{2}\right| p_{1} \& p_{2}|\neg p| \mathbf{0}|\mathbf{1}| p^{1}
$$

with two additional requirements:

1. (regularity) the term must be a regular tree (only but a finite number of different sub-terms);
2. (contractivity) any infinite branch must contain an infinite number of pair nodes $\left(p_{1}, p_{2}\right)$.

Where $b$ ranges overs basic types and $\mathbf{0}$ and $\mathbf{1}$ respectively represent the Empty and Any types. The infiniteness of patterns accounts for recursive types. Of course these types must be machine representable, therefore we impose a condition of regularity. The contractivity instead rules out meaningless terms such as $p=\neg p$ (that is, an infinite unary tree where all nodes are labeled by $\neg$ ). Both conditions are standard when dealing with recursive types (e.g. see [AC93]).

Note that these patterns are more than enough to encode all the types we used in Section2] sequences can be encoded à la Lisp by pairs, pairs can also be used to encode XML types, while regular expression types are encoded by recursive patterns. So for instance if we do not consider attributes, the type
type Book = <book>[Title (Author+|Editor+) Price?]
can be encoded as Book $=($ 'book, $($ Title,$X \mid Y)), X=($ Author,$X \mid($ Price, 'nil $) \mid$ 'nil) and $Y=($ Editor, $Y \mid$ (Price, 'nil)|'nil), where 'book and 'nil are singleton (basic) types. For more details about the encoding, also in the presence of attributes and capture variables, see [BCF03].

We can now give the semantics for patterns. Intuitively, a pattern (without capture variable) applied to a value can succeed or fail. Since we want to identify useless subpatterns, we will directly introduce an instrumented semantics which keeps track of subpatterns that have indeed be used. Given a value $v$ and a pattern $p$, the result of matching $v$ against $p$ is a pair $v / p=(\varepsilon, I)$ where $\varepsilon=0$ denotes failure and $\varepsilon=1$ denotes success, and $I$ collects all the used l marks. The definition is given by the following equations:

| $c / b$ | $=(1, \varnothing)$ | if $(c: b)$ |
| :---: | :---: | :---: |
| $c / b$ | $=(0, \varnothing)$ | if $\neg(c: b)$ |
| $\left(v_{1}, v_{2}\right) / b$ | $=(0, \varnothing)$ |  |
| $c /\left(p_{1}, p_{2}\right)$ | $=(0, \varnothing)$ |  |
| $\left(v_{1}, v_{2}\right) /\left(p_{1}, p_{2}\right)$ | $=\left(\varepsilon, I_{1} \cup I_{2}\right)$ | if $v_{1} / p_{1}=\left(1, I_{1}\right), v_{2} / p_{2}=\left(\varepsilon, I_{2}\right)$ |
| $\left(v_{1}, v_{2}\right) /\left(p_{1}, p_{2}\right)$ | $=\left(0, I_{1}\right)$ | if $v_{1} / p_{1}=\left(0, I_{1}\right)$ |
| $v /\left(p_{1} \mid p_{2}\right)$ | $=\left(1, I_{1}\right)$ | if $v / p_{1}=\left(1, I_{1}\right)$ |
| $v /\left(p_{1} \mid p_{2}\right)$ | $=\left(\varepsilon, I_{1} \cup I_{2}\right)$ | if $v / p_{1}=\left(0, I_{1}\right), v / p_{2}=\left(\varepsilon, I_{2}\right)$ |
| $v /\left(p_{1} \& p_{2}\right)$ | $=\left(0, I_{1}\right)$ | if $v / p_{1}=\left(0, I_{1}\right)$ |
| $v /\left(p_{1} \& p_{2}\right)$ | $=\left(\varepsilon, I_{1} \cup I_{2}\right)$ | if $v / p_{1}=\left(1, I_{1}\right), v / p_{2}=\left(\varepsilon_{2}, I_{2}\right)$ |
| $v / \neg p$ | $=(1-\varepsilon, I)$ | if $v / p=(\varepsilon, I)$ |
| $v / 0$ | $=(0, \varnothing)$ |  |
| $v / 1$ | $=(1, \varnothing)$ |  |
| $v / p^{\text {l }}$ | $=(0, I)$ | if $v / p=(0, I)$ |
| $v / p^{\text {l }}$ | $=(1, I \cup\{\mathrm{l}\}$ | if $v / p=(1, I)$ |

There are no overlapping cases in this definition, and it is well-founded. Indeed, the values in the right-hand side are smaller than or equal to the value in the left-hand side; when they are equal (which happens for the patterns $p_{1} \mid p_{2}, p_{1} \& p_{2}$ and $p^{l}$ ), the size of the patterns get strictly smaller, where the size of a pattern is defined by considering pair patterns as leaves (the size is finite because of the contractivity condition).

This instrumented semantics for pattern matching captures marks of sub-patterns which yield a successful match. A sequential traversal order has been chosen: the left sub-pattern in $\left(p_{1}, p_{2}\right), p_{1} \& p_{2}, p_{1} \mid p_{2}$ is first considered, and the right sub-pattern is considered only when needed. For the alternation $p_{1} \mid p_{2}$, this corresponds to a natural naive implementation of a first-match policy; for $\left(p_{1}, p_{2}\right)$ and $p_{1} \& p_{2}$, this choice is arbitrary. In all cases, this sequential traversal order is just a way to formalize what are the used sub-patterns - and thus where to raise warnings for unused sub-patterns - and does not give any constraint on the actual run-time implementation of pattern matching.

Since patterns do not have capture variable in this presentation, they can be identified with types. We use the meta-variable $t$ to range over types. The semantics of a type $t$ is the set of values defined as:

$$
\llbracket t \rrbracket=\{v \mid v / t=(1, I)\}
$$

Note that the set of marks $I$ is discarded in this definition. This semantics for types induces a natural equivalence relation: $t_{1} \simeq t_{2} \Longleftrightarrow \llbracket t_{1} \rrbracket=\llbracket t_{2} \rrbracket$. From now on, we will identify types modulo this equivalence. Efficient algorithms have been developed to check inclusion between types; they obviously provide an effective and efficient way to check equivalence as well.

The pattern matching operation is intended to be used as a basic block in a programming language (such as $\mathbb{C D u c e}$ ). The type system for the language provides a static type for the argument of the pattern matching, which is an upper bound for the set of values that can actually flow to the pattern. The question we are interested in is to determine whether some part of the pattern is left unused for any value in this type.

Definition 3. Let $t$ be a type and $p$ a pattern. The set of used marks when matching $t$ against p is defined as:

$$
I(t, p)=\bigcup_{v \in \llbracket t \rrbracket,(\varepsilon, I)=v / p} I
$$

In words, a marked subpattern of $p$ is used with respect to $t$ if there exists a value $v$ of $t$ for which the marked subpattern is used when matching $v$ against $p$.

We will now give an algorithm to compute this set $I(t, p)$. First, we define a rewriting relation $\leadsto$ over type/pattern pairs:

$$
\begin{aligned}
& \left(t,\left(p_{1}, p_{2}\right)\right) \leadsto\left(\pi_{1}(t), p_{1}\right) \\
& \left(t,\left(p_{1}, p_{2}\right)\right) \leadsto\left(\pi_{2}\left(t \wedge\left(p_{1}, \mathbf{1}\right)\right), p_{2}\right) \\
& \left(t, p_{1} \mid p_{2}\right) \leadsto\left(t, p_{1}\right) \\
& \left(t, p_{1} \mid p_{2}\right) \leadsto\left(t \wedge \neg p_{1}, p_{2}\right) \\
& \left(t, p_{1} \& p_{2}\right) \leadsto\left(t, p_{1}\right) \\
& \left(t, p_{1} \& p_{2}\right) \leadsto\left(t \wedge p_{1}, p_{2}\right) \\
& \left(t, p^{\imath}\right) \leadsto(t, p) \\
& (t, \neg p) \leadsto(t, p)
\end{aligned}
$$

The type operators $\pi_{i}()$ are defined by the equation: $\llbracket \pi_{i}(t) \rrbracket=\left\{v_{i} \mid\left(v_{1}, v_{2}\right) \in \llbracket t \rrbracket\right\}$. It has been shown in previous work [Fri04] how to compute these operators effectively. The theory developed in this work also shows that, starting from a pair $(t, p)$, the set of pairs $\left(t^{\prime}, p^{\prime}\right)$ which are reachable under the reflexive and transitive closure of $\leadsto$ is finite. This comes from the regularity of types and patterns. This set is thus effectively computable. If we collect all the marks 1 such that $\left(t^{\prime}, p^{\prime l}\right)$ is in this set, and such that some value in $t^{\prime}$ makes the pattern $p^{\prime}$ succeed, we obtain exactly the set $I(t, p)$.

Theorem 1. Let t be a type and p a pattern. Then:

$$
I(t, p)=\left\{\mathbf{\imath} \mid(t, p) \stackrel{\star}{\leadsto}\left(t^{\prime}, p^{\prime}\right), t^{\prime} \wedge p^{\prime} \not 千 \mathbf{0}\right\}
$$

## 4 Discussion

### 4.1 Characteristics of the Analysis

In the previous section we defined the set $I(t, p)$ of all the pattern marks that are used when matching the pattern $p$ against values in $t$. We also showed that it is possible to compute this set by saturating the pair $(t, p)$ with a rewriting that is assured to terminate by the regularity of patterns. Actually, the saturated set can be computed quite efficiently, by using the very same algorithms implemented in the $\mathbb{C D u c e}$ type checker.

The computation of this set allows us to detect all the unused subparts of a pattern. Indeed if we mark all the occurrences of $p$, then a mark 1 of $p$ is not in $I(t, p)$ if and only if for all values $v$ of type $t$ the sub-pattern marked by t is not used when matching $v$ against $p$. In other words, there is no value in $t$ for which this sub-pattern is useful.

The "if and only if" states that our analysis is exact: we cannot refine it further. Of course, as usual, it is just "locally" exact since its global precision depends on the precision of the host type system in inferring the $t$ at issue. For instance, consider the expression:

```
match e with p -> e'
```

to check whether $p$ is correct the type system will mark all the occurrences of $p$, deduce the type $t$ of $e$, and check whether all the marks of $p$ are in $I(t, p)$. Thus the precision of the deduction of the correctness of $p$ depends on the precision of the type system in inferring $t$ : a more precise inference for the type of $e$ might detect more errors in $p$, so the analysis is not globally complete, although globally sound (a pattern detected as wrong is indeed wrong).

Local soundness and completeness were not easy to obtain. Our first attempt to define correctness of sub-pattern was based on Empty substitutions. According to that attempt a sub-pattern of a pattern $p$ was considered wrong with respect to an input type $t$ if for every value $v$ of $t$ there was no difference between matching $v$ against $p$, or matching $v$ against the same $p$ in which the sub-pattern is replaced by $\mathbf{0}$ (i.e. the Empty type). Now, such a characterization captures all the examples we gave in Section 2 but it is not sound with respect to all possible wrong patterns since it signals as wrong some sub-patterns that should not be considered as such. The most trivial example is the pattern Int|3: for an input type 3 it signals the pattern Int as wrong. But that is a trivial case in which the right hand side of $I$ is contained in the left hand-side. A subtler example where the two branches of the " $\mid$ " pattern are independent (no inclusion) is (Even,_)|(Int,Bool). With input type (Even, Bool)| (Odd, Int) the subpattern (Even,_) is considered wrong according to Empty substitution characterization, while the analysis of Section 3 correctly fingers as wrong the sub-pattern Bool.

It is important to stress that our definition of "used mark" hardcodes the intuition we have about errors. We already stressed in the previous section that our definitions reflect a sequential transversal order for the tree. So for instance if the pattern Int | Int is used, our analysis fingers as wrong the rightmost occurrence of Int; an analysis signalling the leftmost occurrence as wrong would be equally correct but, in our opinion, less intuitive. The same left to right analysis is applied to intersections and pairs, as well.

Also we wondered whether to consider as wrong a pattern such as Int \& Int. Indeed, in our left to right perspective the rightmost Int is useless. Note however that here it is not the matter of being not used, but of being redundant (for instance, the Empty substitution argument does not apply). Thus it was clear to us that redundancy must not considered as an error since it would go against a common programming practise: programmers prefer to use redundant patterns so as to reuse previous type definitions and make the code simpler and more readable rather than to write the exact pattern that ensures the absence of any redundancy: we must not force her/him to use this second option.

### 4.2 Extension to $\mathbb{C D}$ Duce and Other Languages

The analysis developed in Section 3applies directly to the cited languages based on regular expression patterns. Xtatic and recent versions of XDuce, however, require a slight modification to the definition of used sub-patterns since they use a non-deterministic semantics for the I pattern. This is very simple as it suffices to replace the two cases for $v /\left(p_{1} \mid p_{2}\right)$ by

$$
v /\left(p_{1} \mid p_{2}\right)=\left(\varepsilon_{1} \| \varepsilon_{2}, I_{1} \cup I_{2}\right) \quad \text { if } v / p_{i}=\left(\varepsilon_{i}, I_{i}\right)
$$

where $\|$ denotes the logical or. The algorithm to compute used sub-patterns is simple to adapt as well. The rewriting rules for the I pattern are changed to:

$$
\begin{aligned}
& \left(t, p_{1} \mid p_{2}\right) \leadsto\left(t, p_{1}\right) \\
& \left(t, p_{1} \mid p_{2}\right) \leadsto\left(t, p_{2}\right)
\end{aligned}
$$

For what concerns the capture variables, we have to modify the definition of matching, since $v / p$ must not only return a zero/one result but, in case of success, it also must return a substitution for the variables of the pattern. However, the analysis of Section 3 needs no change, since capture variables technically behaves the same as intersections with the type Any, as such they do not affect the analysis.

What it really remains to do in order to embed our analysis in the various languages at issue is to extend its definition to the other patterns present in these languages (for instance, in $\mathbb{C D u c e}$ there also is a pattern for records), and to customize the typing rules of the languages so that they use the analysis. Let us discuss this last point for $\mathbb{C D u c e}$. We already hinted at how the typing rule for match expressions must be modified for taking into account the analysis. Formally this corresponds to having the following typing rule:

$$
\begin{gathered}
\left(\text { for } t_{i} \equiv t \backslash 2 p_{1} \int \backslash \ldots \backslash 2 p_{i-1} \int\right) \\
t \leq 2 p_{1} \int|\ldots| \ell p_{n} \int \\
\Gamma\left(t_{1}, p_{i}\right)=\left(\varepsilon, I_{i}\right) \quad \Delta_{i}^{\prime}=\operatorname{marks}\left(p_{i}\right) \backslash I_{i} \\
\Gamma \vdash e: t \rightsquigarrow \Delta
\end{gathered}
$$

$\left\{p_{i} \int\right.$ denotes the exact type of all values that successfully match $p_{i}$ (namely $2 p \int=$ $\{v \mid v / p$ succeeds $\}$ ), while $\Gamma \vdash e: t \rightsquigarrow \Delta$ means that, in the type environment $\Gamma, e$ has type $t$ and the labels in $\Delta$ denote unused sub-patterns in $e$; hence $\Delta$ is the error set computed by the type analysis (an expression is correct if the inferred error set is empty). The condition $t \leq \ell p_{1} \int|\ldots| \eta p_{n} \int$ ensures that patterns are exhaustive with respect to all possible values $e$ may produce. This ensures that well-typed terms never get stuck at run-time (at least one branch matches). ( $t_{i} / p_{i}$ ) denotes the set of type assignments of $p_{i}$ variables, computed by matching the pattern against the type $t_{i}$ (see [FCB02]). Each $t_{i}$ is computed by taking into account the first-match policy, so the $e_{i}$ is typed in an environment in which each $p_{i}$ is matched over values that cannot be matched by previous branches. Incorrect sub-patterns in $p_{i}$ 's are computed by subtracting from all marks of each $p_{i}$, denoted by $\operatorname{marks}\left(p_{i}\right)$, the set of used patterns $I\left(t_{i}, p_{i}\right)$.

Error mining for iterators is not so straightforward, due to typing based on case analysis over the argument type. For example, if $e$ is proved to have type $[S \mid U]$, then the with part of

```
transform e with p -> e
```

is typed twice, once under the assumption that the argument has type $S$ and once under the assumption that the type for the argument is $U$, thus inferring two types $T_{S}$ and $T_{U}$, together with two errors sets $\Delta_{S}$ and $\Delta_{U}$. The final inferred type is $\left[T_{S} \mid T_{U}\right.$ ], while the final errors set is $\Delta_{S} \cap \Delta_{U}$. This is because a sub-pattern in $p$ is incorrect (unused) if it is so for both alternatives $S$ and $U$ (or, equivalently, it is correct if it is correct (used) with respect to at least one alternative among $S$ and $U$ ). This technique was introduced and proved to be correct in [Col04, CGMS04]. Thus the complete formalization of error mining rules for iterators such as transform, follows those established for the XQuery
iterator for in the cited papers, relying on the technique of Section 3 to infer incorrect fragments of patterns.

A similar technique must be used for overloaded functions: in $\mathbb{C D u c e}$ an overloaded function is a function whose type is an intersection of arrows and the body of the function is typed once for each type in the intersection; of course are wrong only those occurrences of patterns that result unused in all these type deductions; once more an intersection applies. To implement this just a slight modification of the original typing rule is required, since we only need to add error sets to judgements and opportunely combine them in a way that strictly resembles error mining for iterators:

$$
\frac{\Gamma,\left(x: t_{i}\right),\left(f: \bigwedge_{i=1 . . n} t_{i} \rightarrow s_{i}\right) \vdash e: s_{i} \rightsquigarrow \Delta_{i} \quad i=1 . . n}{\Gamma \vdash \operatorname{fun} f\left(t_{1} \rightarrow s_{1} ; \ldots ; t_{n} \rightarrow s_{n}\right)(x)=e:\left(\bigwedge_{i=1 . . n} t_{i} \rightarrow s_{i}\right) \rightsquigarrow \bigcap_{i=1 . . n} \Delta_{i}}
$$

The extension of other rules is even simpler, and omitted for space reasons.
It is worth observing that the presented error mining technique preserves the typing discipline in the hosting language, since error-mining depends on type-inference but not viceversa. In other words, the technique we have described is not intrusive and can be seen as an add-on of the hosting type system. However, in order to make errormining more precise, that is to increase the number of errors detected at static time, one may consider to change the type discipline of the language. This may be needed when the type system infers a not-empty sequence type for expressions that instead always evaluate to the empty sequence. This can raise from an interaction between / and transform: for an example see [Col04] where the problem has been solved for XQuery. At this stage, we did not investigate this problem in the context of languages based on regular expression patterns, and we postpone this to future work.
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#### Abstract

This paper deals with the reconstruction of an alternate periodical binary matrix from its orthogonal projections. For a fixed vector $(p, q)$, a binary matrix $A$ is alternate periodical when $A_{i, j}+A_{i+p, j+q}=1$. For vectors $(p=1, q=1),(p, 0)$ and $(0, q)$ we propose polynomial time algorithms to reconstruct an alternate periodical binary matrix from both its vertical and horizontal projections if such a matrix exists.
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## 1 Introduction

Discrete tomography deals with the reconstruction of discrete homogenous objects regarded as binary matrices from their projections. The problem of reconstructing a $m \times n$ binary matrix from its orthogonal projections $H$ and $V$ is the following : given $H=\left(h_{1}, \ldots, h_{m}\right)$ and $V=\left(v_{1}, \ldots, v_{n}\right)$ two nonnegative integer vectors find a binary matrix $A$ such that the number of ones in every row $i$ (resp. column $j$ ) equals $h_{i}$ (resp. $v_{j}$ ). The reader can find results about this basic problem in the seminal work of Ryser [8] and in the paper of Brualdi [2]. The reader is also referred to the book of Hermann and Kuba [7] for an overview on discrete tomography.

In many applications such as image processing and electron microscopy, the only orthogonal projections are not sufficient to uniquely determine matrices. Fortunately, objects that occur in practical applications usually exhibit certain properties. Hence we seek to reconstruct binary matrices under additional constraints like connectivity or convexity for instance. Some special problems such as the reconstruction of polyominoes (connected sets) are NP-hard (see [1] and 9]). Other cases such as the reconstruction of hv-convex polyominoes are polynomial (see 1] and 4]).

The problem of reconstructing periodical objects arises especially on the reconstruction of crystalline structures. Del Lungo and al. [5] studied the $(p, q)-$ periodical matrices reconstructing problem. A binary matrix $A$ is said to be $(p, q)$-periodical if $A_{i, j}=A_{i+p, j+q}$ for $1 \leq i \leq m-p$ and $1 \leq j \leq n-q$. From the orthogonal projections and the $(p, q)$-periodicity, they define the "boxes" of the matrix and they establish some properties of these boxes. In the case of
(1, 1)-periodical matrix, these boxes are reduced to single cells and it is possible to determine the value of some boxes and propagate these values into the matrix using the ( 1,1 )-periodicity. Then the cells with an undermined value constitute "cycles" and the assignment of the values to these cycles is performed using the algorithm of Ryser [8] that reconstructs a binary matrix from its orthogonal projections. Hence the case (1,1)-periodicity is solved in polynomial time. In the sequel of their paper, the authors solve in polynomial time a particular case of the $(1, q)$-periodicity problem.

In this paper, we will focus on the binary alternate periodical matrices reconstruction problem because on the crystalline structures the atoms may be disposed in a periodical or an alternate periodical manner. Given two nonnegative integers $p$ and $q$, a binary matrix $A$ is a $(p, q)$ alternate periodical matrix if $A_{i, j}+A_{i+p, j+q}=1$ for $1 \leq i \leq m-p$ and $1 \leq j \leq n-q$.

The paper is organized as follows. Section 2 introduces the problem and develops general properties of alternate periodical matrices. In section 3, we solve the ( 1,1 )-alternate periodical matrices reconstruction problem. Section 4 is devoted to the case of $(p, 0)$ or $(0, q)$-alternate periodical matrices.

## $2(p, q)$-Alternate Periodical Matrix

Let $A$ be a $m \times n$ binary matrix. The horizontal projection of $A$ is the vector $H=\left(h_{1}, \ldots, h_{m}\right)$ such that $h_{i}=\sum_{j=1}^{n} A_{i j}$ is the sum of the elements lying on row $i$. The vertical projection of $A$ is defined analogously as the vector $V=$ $\left(v_{1}, \ldots, v_{n}\right)$ where $v_{j}=\sum_{i=1}^{m} A_{i j}$ is the sum of the elements on column $j$. Both projections $H$ and $V$ constitute the orthogonal projections of $A$.

Definition 1. $A$ is a $(p, q)$-alternate periodical matrix if $A_{i, j}+A_{i+p, j+q}=1$ for $i=1, \ldots, m-p$ and $j=1, \ldots, n-q$, i.e. the entries $(i, j)$ and $(i+p, j+q)$ of A have opposite values.

Given vectors $H=\left(h_{1}, \ldots, h_{m}\right)$ and $V=\left(v_{1}, \ldots, v_{n}\right)$, our problem consists in finding a $(p, q)$-alternate periodical matrix with $H$ and $V$ as orthogonal projections.

Now, we give a property of the orthogonal projections $H$ and $V$ of a $(p, q)$ alternate periodical matrix.

Proposition 1. i) $\left|h_{i}+h_{i+p}-n\right| \leq q, i=1, \ldots, m-p$;
ii) $\left|v_{j}+v_{j+q}-m\right| \leq p, j=1, \ldots, n-q$.

Proof. We have $h_{i}=\sum_{j=1}^{n} A_{i, j}=\sum_{j=1}^{n-q} A_{i, j}+\sum_{j=n-q+1}^{n} A_{i, j}$. So, taking into account the $(p, q)$-alternate periodicity, we get :
$h_{i}=\sum_{j=1+q}^{n}\left(1-A_{i+p, j}\right)+\sum_{j=n-q+1}^{n} A_{i, j}=n-h_{i+p}-\sum_{j=1}^{q}\left(1-A_{i+p, j}\right)+$ $\sum_{j=n-q+1}^{n} A_{i, j}$ for $1 \leq i \leq m-p$. Hence $\left|h_{i}+h_{i+p}-n\right|=\mid \sum_{j=n-q+1}^{n} A_{i, j}-$ $\sum_{j=1}^{q}\left(1-A_{i+p, j}\right) \mid \leq q$.

Proceeding in the same way for the vertical projection we obtain ii).

It is convenient to introduce the definitions of boxes (see Figure (1):
Definition 2. RHbox $_{i}$ is the set of entries $\{(i, n-q+1), \ldots,(i, n)\}$; its weight is $w_{R H_{i}}=\sum_{j=n-q+1}^{n} A_{i, j}$
LHbox $i$ is the set of entries $\{(i, 1), \ldots,(i, q)\}$; its weight is $w_{L H_{i}}=\sum_{j=1}^{q} A_{i, j}$ $U V b o x_{j}$ is the set of entries $\{(1, j), \ldots,(p, j)\}$; its weight is $w_{U V_{j}}=\sum_{i=1}^{p} A_{i, j}$ $D V$ box $_{j}$ is the set of entries $\{(m-p+1, j), \ldots,(m, j)\}$; its weight is $w_{D V_{j}}=$ $\Sigma_{i=m-p+1}^{m} A_{i, j}$

Remark 1. For an alternate periodical matrix $A$ we have $w_{R H_{i}}+w_{L H_{i+p}}=$ $h_{i}+h_{i+p}-n+q$ and $w_{D V_{j}}+w_{U V_{j+q}}=v_{j}+v_{j+q}-m+p$.


Fig. 1. A (2,3)-alternate periodical matrix and its boxes

## 3 (1, 1)-Alternate Periodical Matrix

In this section, we will study the case where $(p, q)=(1,1)$.
Definition 3. Let $A$ be a binary matrix, $A_{i, j}$ is a border entry if $i=1$ or $i=m$ or $j=1$ or $j=n$. The four entries $A_{1,1}, A_{1, n}, A_{m, 1}$ and $A_{m, n}$ are the corners.

Here each box is reduced to a singleton, thus its weight is either one or zero. So the previous remark can be written as:
For $1 \leq i \leq m-1$ :

- if $h_{i}+h_{i+1}=n+1$ then $A_{i, n}=A_{i+1,1}=1$,
- if $h_{i}+h_{i+1}=n-1$ then $A_{i, n}=A_{i+1,1}=0$,
- if $h_{i}+h_{i+1}=n$ then $A_{i, n}+A_{i+1,1}=1$.

For $1 \leq j \leq n-1$ :

- if $v_{j}+v_{j+1}=m+1$ then $A_{m, j}=A_{1, j+1}=1$,
- if $v_{j}+v_{j+1}=m-1$ then $A_{m, j}=A_{1, j+1}=0$,
- if $v_{j}+v_{j+1}=m$ then $A_{m, j}+A_{1, j+1}=1$.

Thus any border entry $A_{i, j}$ that is not a corner is "matched" with another border entry and the corner $A_{1, n}$ (resp. $A_{m, 1}$ ) is matched with both $A_{2,1}$ and $A_{m, n-1}$ (resp. $A_{1,2}$ and $A_{m-1, n}$ ). Moreover, for any couple, the knowledge of the value of one entry is sufficient to determine the value of the second one.

As in [5], we introduce the function $\bmod [n]$ which slightly differs from the well known $\bmod n$ function.
$\bmod [n]: \mathbb{N} \rightarrow \mathbb{N}$
$x \bmod [n]=\left\{\begin{array}{cc}x \bmod n \text { if } \mathrm{x} \bmod \mathrm{n} \neq 0 \\ n & \text { else }\end{array}\right.$
Definition 4. Two entries $A_{i, j}$ and $A_{i^{\prime}, j^{\prime}}$ are two neighbors if $i^{\prime}=i+1 \bmod [m]$ and $j^{\prime}=j+1 \bmod [n]$.

This definition of neighborhood induces a graph $G(X, E)$ where the nodes of $X$ correspond to the entries of $A$ and the edge set $E$ represents the neighborhood relation : $\left[A_{i, j}, A_{i^{\prime}, j^{\prime}}\right] \in E$ iff $A_{i, j}$ and $A_{i^{\prime}, j^{\prime}}$ are two neighbors. Since each entry has two neighbors exactly, $G$ is a collection of cycles. The nodes of a cycle are $\left\{A_{(i+k) \bmod [m],(j+k) \bmod [n]}, k \in \mathbb{Z}\right\}$. By convention, we say that the cycle $c_{j}$ begins on its upper left most entry $A_{1, j}$ (see Figure 2). Note that from the (1,1)alternate periodicity of $A$ and the remark above, the value of every entry of a cycle is determined by the knowledge of the value of one of its entries.

Proposition 2. The length of the cycles is $\operatorname{LCM}(m, n)$.
Proof. We have $(i+k) \bmod [m]=i$ and $(j+k) \bmod [n]=j$ only if $k$ is a multiple of both $m$ and $n$. So $i=(i+k) \bmod m$ and $j=(j+k) \bmod [n]$ only if $k$ is a multiple of $\operatorname{LCM}(m, n)$ and the length of every cycle is $\operatorname{LCM}(m, n)$.

In matrix $A$, a set of positions/entries $c$ is said to be an $(1,1)$-alternate cycle if $A_{i, j}+A_{(i+1) \bmod [m],(j+1) \bmod [n]}=1$ for each $A_{i, j}$ of $c$ except for the entries $A_{1,1}$ and $A_{m, n}$. Despite the cycle containing the entries $A_{1,1}$ and $A_{m, n}$ is not properly a cycle according to the terminology of graph theory (from our definition $A_{1,1}$ and $A_{m, n}$ and are not adjacent), we make no distinction between this $(1,1)$-alternate cycle and the others.


Fig. 2. The cycles of an (1, 1)-alternate periodical matrix

### 3.1 Reconstruction of an $(1,1)$-Alternate Periodical Matrix

We will design a polynomial time algorithm that reconstruct an $(1,1)$-alternate periodical matrix from vectors $H$ and $V$, if such a matrix exists.

In a first step, using the values of $h_{i}+h_{i+1}, 1 \leq i \leq m-1$, and $v_{j}+v_{j+1}, 1 \leq$ $j \leq n-1$, we determine the border entries for which we can assign the value 0 or 1. Then for every entry of a cycle containing such an entry we can also assign the value 0 or 1 . At this step, we verify the consistency, i.e. there is no entry taking both values 0 and 1 . If an inconsistency emerges then there is no ( 1,1 )-alternate periodical matrix with projections $H$ and $V$. If the values of all the entries of $A$ are determined then the problem is solved.

In a second step, we suppose that there are some entries of $A$ for which the value is not fixed. From the matching between the border entries, all these entries are covered by some $(1,1)$-alternate cycles.

We denote by $x_{j}$ the value of the entry $A_{1, j}$ where the $(1,1)$-alternate cycle $c_{j}$ begins. For an $(1,1)$-alternate cycle beginning on $A_{1, j}$, we can determine the number of 1 's per row and column of $A$ according to the value of $x_{j}$ (see Table 11). The values $a, a^{\prime}, b$ and $b^{\prime}$ may be considered as the projections of $c_{j}$.

Table 1. Projections of $c_{j}$ and values of $a, a^{\prime}, b$ and $b^{\prime}$

|  | $x_{j}=1$ | $x_{j}=0$ |
| :--- | :--- | :--- |
| Odd row | $a$ | $a^{\prime}$ |
| Even row | $a^{\prime}$ | $a$ |
| Column $j^{\prime}: j^{\prime}=j \bmod [2]$ | $b$ | $b^{\prime}$ |
| Column $j^{\prime}: j^{\prime}=1+j \bmod [2]$ | $b^{\prime}$ | $b$ |


|  | m even | m odd | n even | n odd |
| :--- | :--- | :--- | :--- | :--- |
| $a$ | $\frac{L C M(m, n)}{}$ | $\left\lceil\frac{L C M(m, n)}{2}\right]$ | - | - |
| $a^{\prime}$ | 0 | $\left[\frac{L C M(m, n)}{2 m}\right]$ | - | - |
| $b$ | - | - | $\frac{L C M(m, n)}{n}$ | $\left\lceil\frac{L C M(m, n)}{2 n}\right\rceil$ |
| $b^{\prime}-$ | - | 0 | $\left\lfloor\frac{L C M(m, n)}{2 n}\right\rfloor$ |  |

We denote by $h_{i}^{\prime}\left(\right.$ resp. $\left.v_{j}^{\prime}\right)$ the number of 1 's that remains to be placed on row $i, i=1, \ldots, m$, (resp. column $j, j=1, \ldots, n$ ) after the first step. The $(1,1)$ alternate cycles with undetermined values should have $H^{\prime}$ and $V^{\prime}$ as projections.

Since the orthogonal projections of a cycle $c_{j}$ depend only on $x_{j}$ and on the parity of $j$, we introduce the variables $x=\sum_{j, \text { even }} x_{j}$ and $y=\sum_{j, \text { odd }} x_{j} . I_{e}$ and $I_{o}$ count the number of cycles starting on even columns and odd columns respectively and which should be placed after the first step. Then we have to consider the following linear system:

$$
\mathcal{S}\left\{\begin{array}{l}
a x+a y+a^{\prime}\left(I_{e}-x\right)+a^{\prime}\left(I_{o}-y\right)=h_{1}^{\prime}  \tag{1}\\
a^{\prime} x+a^{\prime} y+a\left(I_{e}-x\right)+a\left(I_{o}-y\right)=h_{2}^{\prime} \\
b^{\prime} x+b y+b\left(I_{e}-x\right)+b^{\prime}\left(I_{o}-y\right)=v_{1}^{\prime} \\
b x+b^{\prime} y+b^{\prime}\left(I_{e}-x\right)+b\left(I_{o}-y\right)=v_{2}^{\prime} \\
x \leq I_{e}, y \leq I_{o}
\end{array}\right.
$$

The constraint (1) ensures the satisfaction of the horizontal projections of the odd rows and the constraint (2) ensures those of the even rows. The constraints (3) and (4) ensure the satisfaction of the projections of the columns.

We deduce from $\mathcal{S}$ the following necessary conditions for an (1, 1)-alternate periodical matrix to exist :

$$
\begin{aligned}
& h_{1}^{\prime}+h_{2}^{\prime}=\left(a+a^{\prime}\right) I_{e}+\left(a+a^{\prime}\right) I_{o}=\frac{L C M(m, n)}{m}\left(I_{e}+I_{o}\right) \\
& v_{1}^{\prime}+v_{2}^{\prime}=\left(b+b^{\prime}\right) I_{e}+\left(b+b^{\prime}\right) I_{o}=\frac{L C M(m, n)}{n}\left(I_{e}+I_{o}\right)
\end{aligned}
$$

Moreover, an (1,1)-alternate cycle has $\frac{L C M(m, n)}{m} 1$ 's on the first two rows and $\frac{L C M(m, n)}{n} 1$ 's on the the first two columns. We suppose that these conditions hold. Then $\mathcal{S}$ can be simplified by eliminating (2) and (4):

$$
\mathcal{S}^{\prime} \quad\left\{\begin{array}{l}
\left(a-a^{\prime}\right)(x+y)=h_{1}^{\prime}-a^{\prime} I_{e}-a^{\prime} I_{o} \\
\left(b^{\prime}-b\right)(x-y)=v_{1}^{\prime}-b I_{e}-b^{\prime} I_{o} \\
x \leq I_{e}, y \leq I_{o}
\end{array}\right.
$$

Three cases can be distinguished according to the values of $a, a^{\prime}, b$ and $b^{\prime}$ :

- if $a \neq a^{\prime}$ and $b \neq b^{\prime}$ then $\mathcal{S}^{\prime}$ admits the unique solution

$$
\begin{aligned}
& x=\frac{\left(h_{1}^{\prime}-a^{\prime} I_{e}-a^{\prime} I_{o}\right)\left(b-b^{\prime}\right)-\left(v_{1}^{\prime}-b I_{e}-b^{\prime} I_{o}\right)\left(a-a^{\prime}\right)}{2\left(a-a^{\prime}\right)\left(b-b^{\prime}\right)} \\
& y=\frac{\left(v_{1}^{\prime}-b I_{e}-b^{\prime} I_{o}\right)\left(a-a^{\prime}\right)+\left(h_{1}^{\prime}-a^{\prime} I_{e}-a^{\prime} I_{o}\right)\left(b-b^{\prime}\right)}{2\left(a-a^{\prime}\right)\left(b-b^{\prime}\right)}
\end{aligned}
$$

whenever $x$ and $y$ are integer and $x \leq I_{e}, y \leq I_{o}$.

- if $a=a^{\prime}$ then (see Table 11) $m$ is odd and $a=a^{\prime}=\left\lceil\frac{L C M(m, n)}{2 m}\right\rceil=$ $\left\lfloor\frac{L C M(m, n)}{2 m}\right\rfloor$, and since $\operatorname{LCM}(m, n)$ is even, $n$ is even and then $b \neq b^{\prime}$ and $b^{\prime}=0$. Equation ( $\left.1^{\prime}\right)$ becomes $h_{1}^{\prime}=a\left(I_{e}+I_{o}\right)$ which is satisfied by the definitions of $I_{e}, I_{o}$ and $a$. Thus the system $\mathcal{S}^{\prime}$ is : $y-x=\frac{v_{1}^{\prime}}{b}-I_{e}$ with $x \leq I_{e}$ and $y \leq I_{o}$ and has solutions:

$$
\left\{\left(x=I_{e}-k, y=\frac{v_{1}^{\prime}}{b}-k\right): k \leq \min \left(I_{e}, \frac{v_{1}^{\prime}}{b}\right), k \in \mathbb{N}\right\} \text { if } \mathrm{I}_{\mathrm{o}}>\frac{\mathrm{v}_{1}^{\prime}}{\mathrm{b}}
$$

$$
\left\{\left(x=I_{e}+I_{o}-\frac{v_{1}^{\prime}}{b}-k, y=I_{o}-k\right): k \leq \min \left(I_{o}, I_{e}+I_{o}-\frac{v_{1}^{\prime}}{b}\right), k \in \mathbb{N}\right\} \text { else. }
$$

- if $b=b^{\prime}$ then by the same way, $\mathcal{S}^{\prime}$ has the following solutions:

$$
\begin{gathered}
\left\{\left(x=\frac{h_{1}^{\prime}}{a}-k, y=k\right): k \leq \min \left(I_{o}, \frac{h_{1}^{\prime}}{a}\right), k \in \mathbb{N}\right\} \text { if } \frac{\mathrm{h}_{1}^{\prime}}{\mathrm{a}} \leq \mathrm{I}_{\mathrm{e}} \\
\left\{\left(x=I_{e}-k, y=\frac{h_{1}^{\prime}}{a}-I_{e}+k\right): k \leq \min \left(I_{e}, I_{e}+I_{o}-\frac{h_{1}^{\prime}}{a}\right), k \in \mathbb{N}\right\} \text { else. }
\end{gathered}
$$



Fig. 3. Reconstruction of an (1,1)-alternate periodical matrix

Finally, when $\mathcal{S}^{\prime}$ has a solution, $x_{j}$ 's are obtained by setting the value 1 to $x$ variables $x_{j}$ such that $j$ is even and to $y$ variables $x_{j}$ such that $j$ is odd. The other $x_{j}$ 's are set to 0 .

Example 1. We will illustrate our algorithm by an example: the goal is to reconstruct an (1,1)-binary alternate periodical matrix with projections $H=$ $(3,1,2,2)$ and $V=(2,2,3,1)$ (see Figure 3). The entries (boxes) $A_{2,4}$ and $A_{3,1}$ receive the value 0 because $h_{2}+h_{3}-n+q=0$. Propagating along the direction $(1,1)$, the entries $A_{1,3}$ and $A_{4,2}$ are set to 1 . Thus we obtain $H^{\prime}=(2,1,2,1)$ and $V^{\prime}=(2,1,2,1)$ and we are concerned with three (1,1)-alternate cycles $c_{1}$, $c_{2}$ and $c_{4}$. The length of these $c_{i}$ 's is $\operatorname{LCM}(4,4)=4$. We have $I_{e}=2, I_{o}=1$, $a=b=1$ and $a^{\prime}=b^{\prime}=0$.

A solution to $\mathcal{S}^{\prime}$ is $(x, y)=(1,1)$ (in our example $\mathcal{S}^{\prime}$ has an unique solution) and we have $x_{1}=1$ and $x_{2}+x_{4}=1$. Choosing $x_{2}=0$ and $x_{4}=1$ we have that $c_{2}$ begins with an entry with the value 0 and $c_{1}$ and $c_{4}$ begin with an entry with value 1 (see Figure 3). One can remark that for $x_{2}=1$ and $x_{4}=0$, we obtain a second ( 1,1 )-alternate periodical matrix with the same orthogonal projections.

Proposition 3. The time complexity of the reconstruction of an (1, 1)-alternate periodical binary matrix is $O(m n)$.

Proof. It takes at most $O(m+n)$ operations to determine the matching of the border entries and the weight of any box. The determination of the $c_{i}$ 's and the propagation along the $(1,1)$ direction take $O(m n)$. The system $\mathcal{S}^{\prime}$ is solved in constant time. Thus, the total computational complexity of the proposed algorithm is $O(m n)$.

## 4 ( $p, 0)$-Alternate Periodical Matrix

In this section we consider the case where the matrices are ( $p, 0$ )-alternate periodical, i.e. the rows have a $p$-alternate periodicity and the columns don't have any periodicity. Using symmetry the case of $(0, q)$-alternate periodical matrices is solved as well.


Fig. 4. The $(p, 0)$ case: Partition of rows

Remark 2. It's important to note that due to the ( $p, 0$ )-alternate periodicity, on each column, the sum of $2 p$ consecutive elements is exactly $p$.

We distiguish two cases according to $m$ and $p$ (see Figure 4):

### 4.1 Case $1 m=2 k p+r, \quad r \leq p$

We make the following partition of the rows : the first block contains the rows $\{1, \ldots, r\}$, the $k$ following blocks have $2 p$ rows $\{2 p i+j+r, 1 \leq j \leq 2 p\}, 0 \leq i \leq$ $k-1$. We denote by $v_{j}^{\prime}, j=1, \ldots, n$, the vertical projection of the first block. By the remark above, we have $v_{j}^{\prime}=v_{j}-k p, j=1, \ldots, n$. This gives us a way to reconstruct a solution :

1. Using the algorithm of Ryser [8], reconstruct a $r \times n$ binary matrix respecting the horizontal projection $h_{1}, \ldots, h_{r}$ and the vertical projection $v_{1}^{\prime}, \ldots, v_{n}^{\prime}$, for the first block
2. For each row $i=r+1, \ldots, p$, set $h_{i}$ entries to 1
3. Propagate with $(p, 0)$-alternate periodicity the values of the first $p$ rows.

### 4.2 Case $2 m=2 k p+p+r, \quad r \leq p$

We use the following partition of the rows : the first block has rows $\{1, \ldots, r\}$, the second block contains the rows $\{r+1, \ldots, p\}$, the third block has $r$ rows $\{p+1, \ldots, p+r\}$; the $k$ following blocks have $2 p$ rows $\{(2 i+1) p+j+r, 1 \leq j \leq$ $2 p\}, 0 \leq i \leq k-1$. We denote by $v_{j}^{\prime}, j=1, \ldots, n$, the vertical projection of the second block. We note that there are $r$ elements equal to 1 and $r$ elements equal to 0 per column on the first and third blocks (rows $\{1, \ldots, r\}$ and $\{p+1, \ldots, p+r\}$ ). So we get $v_{j}^{\prime}=v_{j}-k p-r, j=1, \ldots, n$. The algorithm proceeds according to the following steps :

1. Using the algorithm of Ryser [8], reconstruct a $(p-r) \times n$ binary matrix respecting the horizontal projection $h_{r+1}, \ldots, h_{p}$ and the vertical projection $v_{1}^{\prime}, \ldots, v_{n}^{\prime}$, for the second block
2. For each row $i=1, \ldots, r$, set $h_{i}$ entries to 1
3. Propagate with $(p, 0)$-alternate periodicity the values of the first $p$ rows.

## 5 Conclusion

In this paper we have established general properties of $(p, q)$-alternate periodical matrices and we have proposed polynomial time algorithms to reconstruct such matrices from their orthogonal projections in the cases where $(p, q)=(1,1)$ and $p=0$ or $q=0$. As far as the authors know, this paper is the first study of reconstructing binary matrices under alternate periodicity constraints. Several future research extensions of this research could be considered. Examples of these extensions include the following considerations, for a given $(p, q)$, each line with direction $(p, q)$ is either $(p, q)$-periodical or $(p, q)$-alternate periodical.
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#### Abstract

This paper concerns the Lateral Gene Transfer Problem. This minimization problem, defined by Hallet and Lagergren [6], is that of finding the most parsimonious lateral gene transfer scenario for a given pair of gene and species trees. Our main results are the following: (a) We show that it is not possible to approximate the problem in polynomial time within an approximation ratio of $1+\varepsilon$, for some constant $\varepsilon>0$ unless $\mathrm{P}=\mathrm{NP}$. We also provide explicit values of $\varepsilon$ for the above claim. (b) We provide an upper bound on the cost of any 1-active scenario and prove the tightness of this bound.


## 1 Introduction

A fundamental problem in the field of evolutionary molecular biology is that of inferring information on the evolutionary relationships between taxa from a given set of gene trees (i.e., an evolutionary model for a set of gene families). The underlying assumption is that gene families evolve in the same way as species; therefore a gene tree should determine the species tree. Unfortunately, there are a number of biological events, such as gene duplications, gene losses and lateral gene transfers (also called horizontal gene transfers) (e.g., see [5, 9]) that may occur during evolution and that generate "differences" between a gene and a species tree. For these reasons, a single gene tree is usually not sufficient to reliably build the species trees, but it is necessary to consider a set a gene families to perform the construction. Since the gene trees may contain contradictory information, a natural problem that arises is that of reconciling the different gene trees into a single species tree. Such a reconciliation process can be naturally formulated as an optimization problem where the goal is to minimize the number

[^21]of biological events necessary to explain the "disagreements" between the gene trees and the species tree.

Several models have been proposed to solve the reconciliation problem. Each of these models is based on the assumption that only a restricted class of genomic events may occur. Here we focus on the so-called lateral gene transfer model defined by Hallett and Lagergren [6]. According to this model, all differences between the gene and the species trees are explained in terms of lateral gene transfer events. A lateral gene transfer is an event that causes some portion of the evolution represented by an arc in the gene tree to occur along one arc in the species tree, and the remaining portion of evolution to occur along another arc of the species tree. We say that the lateral transfer occurs between these two arcs of the species tree and involves the arc from the gene tree. Given a gene tree $T$ and a species tree $S$ (which we assume to be correct), an interesting optimization problem is that of identifying a scenario that is able to explain the differences between the two trees with the minimum number of lateral transfers. We refer to this problem as the Lateral Gene Transfer Problem, in short as the LGT Problem.

In this paper we investigate efficient approximability issues of the LGT Problem. We consider both the special case of activity level one and the general case of activity level some $\alpha \geq 1$, and establish hardness of efficient approximation for both cases. More specifically, we will prove that, unless $\mathrm{P}=\mathrm{NP}$, no algorithm can achieve an approximation ratio smaller than $1+\varepsilon$ for some constant $\varepsilon>0$. By easy calculations we also provide explicit values of $\varepsilon$ for the above claim. We also show that an upper bound on the cost of any 1-active lateral transfer scenario is given by $n-2$ where $n$ is the number of leaves in the gene tree, and show that this upper bound is tight by explicitly giving a pair of species and gene trees with this cost.

### 1.1 Basic Definitions and Notations

In the remaining sections we consider just rooted binary trees, i.e., trees where all vertices have out-degree at most two and all arcs are directed from the root to the leaves. Given a rooted tree $T$, we denote with $V(T)$ the set of vertices and with $A(T)$ the set of arcs. The leaves of $T$ are denoted by $L(T)$ and the root by $r(T)$. We say that two distinct vertices $v, v^{\prime}$ are children of $u$ in $T$ if $\langle u, v\rangle$, $\left\langle u, v^{\prime}\right\rangle \in A(T)$. We denote the left son of a vertex $u \in V(T)$ as $l s_{T}(u)$, the right son as $r s_{T}(u)$, and the parent of $u$ as $p_{T}(u)$.

Let $F$ be a rooted forest, that is, a union of disjoint rooted trees. If two vertices $u, v \in V(F)$ are connected by a directed path from $u$ to $v$, then $v$ is a descendent of $u$ in $F$, and we write $v \leq_{F} u$ (note that every node is a descendent of itself). If $u \neq v$, then $v$ is a proper descendent of $u$ in $F\left(<_{F}\right)$. Similarly, we can define ancestors $\left(\geq_{F}\right)$ and proper ancestors $\left(>_{F}\right)$. Moreover, let $T$ be a rooted tree and $X \subset V(T)$. Then $T[X]$ denotes the forest of subtrees induced by $X$.

Let $\left\{t_{i}: 1 \leq i \leq n\right\}$ be a forest of non-empty rooted directed trees over a label set $L$. We use the notation $T=\prec t_{1} \cdot t_{2} \cdot \ldots \cdot t_{n} \succ$ to represent the tree built


Fig. 1. The tree $T=\prec t_{1} \cdot t_{2} \cdot \ldots \cdot t_{n} \succ$
by connecting the subtrees $t_{i}$ as shown in Figure 1. As a shorthand, we allow the notation $\prec \prod_{i=1}^{n} t_{i} \succ$ to mean $\prec t_{1} \cdot t_{2} \cdot \ldots \cdot t_{n} \succ$.

A mixed graph $G$ is a graph where arcs may be both directed and undirected. We denote the set of directed arcs as $A(G)$ and the undirected arcs, or edges, as $E(G) . \varepsilon(A)$ indicates the set of edges underlying $A(G)$. Given a set of arcs $A$ and a mixed graph $G$, we denote by $G \cup A$ the mixed graph with $\operatorname{arcs} A(G) \cup A$, egdes $E(G)$, and vertices $V(G)$. Similarly is defined $G \cup E$, where $E$ is a set of edges. A directed mixed cycle is a cycle on a mixed graph that may contain both arcs and edges, and where the cycle can be traversed so that the direction of the arcs that are part of the cycle is respected. Given a graph $G$ and an arc $\langle x, y\rangle \in A(G)$, we say that we subdivide $\operatorname{arc}\langle x, y\rangle$ if we replace it with a path from $x$ to $y$ that doesn't traverse any vertex in $V(G) \backslash\{x, y\}$. We say that a graph $H$ is a subdivision of a graph $G$, if $H$ is obtained from $G$ by subdividing some of the arcs in $A(G)$ and adding new arcs between vertices in $V(H) \backslash V(G)$.

Finally, a $(1+\varepsilon)$-approximate solution (or simply an $(1+\varepsilon)$-approximation) of a minimization problem is a solution with an objective value no larger than $1+\varepsilon$ times the value of the optimum, and an algorithm achieving such a solution is said to have an approximation ratio of at most $1+\varepsilon$.

### 1.2 Basic Concepts of the Evolutionary Model

In this section we define some basic concepts for the evolutionary model we consider. We will first briefly introduce the concepts of a gene tree and a species tree. We will then present the concept of least common ancestor mapping and define a reconciliation model based on lateral gene transfer events.

Consider a set $I$ of $N$ biological taxa. The model for their evolutionary history is a rooted full binary tree $S$, where each of the $N$ leaves is uniquely labeled by one element from $I$, and each internal node is unlabeled. Such tree $S$ is called a species tree. An internal node in a species tree is equivalently treated as a subset (or cluster), which contains the labels of all leaves of the subtree rooted at that node. Thus, we can express the relation " $m$ is a descendant of $n$ " in set theory notation by $m \subset n$.

A gene tree $T$ is a model for the evolution of a gene family. It is a rooted full binary tree where the internal nodes are unlabeled and the leaves are labeled by elements from $I$. As opposed to a species tree, labels in a gene tree may not be unique. In this case, internal nodes are represented by a multiset
$\left\{x_{1}^{i_{1}}, x_{2}^{i_{2}}, \ldots, x_{m}^{i_{m}}\right\}$, where $i_{j}$ is the number of leaves labeled with $x_{j}$, among those reachable from the node. The cluster of an internal node is defined as the set $\left\{x_{1}, x_{2}, \ldots, x_{m}\right\}$.

Let $Y$ be a rooted tree and $L(Y)$ the set of its leaf labels. The least common ancestor $(L C A)$ of $X \subseteq L(Y)$, denoted by $l c a_{Y}(X)$, is defined as the node $y \in Y$ such that $X \subseteq y$ and $X \nsubseteq w$ for every proper descendent $w$ of $y$. Given a gene tree $T$ and a species tree $S$ such that $L(T) \subseteq L(S)$, we define $\lambda_{T, S}: V(T) \longrightarrow V(S)$ as a correspondence between nodes of the gene tree $T$ and nodes of the species trees $S$. For any node $t \in T, \lambda_{T, S}(t)$ is the least common ancestor of $t$ in $S$, i.e., $\lambda_{T, S}(t)=l c a_{S}(t)$. The function $\lambda_{T, S}$ is known as the LCA mapping from $T$ to $S$.

### 1.2.1 The Lateral Gene Transfer Model

We are now ready to introduce the evolutionary model based on the concept of lateral gene transfers. This model was developed by Hallet and Lagergren [6]. It assumes a simplified evolutionary process where the only biological events that can occur are the so-called lateral gene transfers. In this framework, a natural problem is that of finding the most parsimonious scenario that explains in a biologically meaningful way how, via these events, the differences between the gene tree and the species tree arose. The definition of lateral transfer scenario is based on the concept of lateral transfer scheme.

Definition 1. A lateral transfer scheme for a species tree $S$ is a pair $\left(S^{\prime}, A^{\prime}\right)$ where $S^{\prime}$ is a subdivision of $S$ and $A^{\prime} \subseteq\left\{\langle x, y\rangle: x, y \in V\left(S^{\prime}\right) \backslash V(S), x \neq y\right\}$ such that:

1. the mixed graph $S^{\prime} \cup \varepsilon\left(A^{\prime}\right)$ does not contain a directed mixed cycle.
2. the tail of each arc in $A^{\prime}$ has in-degree 1 and out-degree 2 in $S^{\prime} \cup A^{\prime}$.
3. the head of each arc in $A^{\prime}$ has in-degree 2 and out-degree 1 in $S^{\prime} \cup A^{\prime}$.

A lateral transfer scheme shows where the lateral transfers have occurred during evolution. The arcs in $A^{\prime}$ represent the set of lateral transfers. Note that the first condition in Definition 1 ensures that the scheme for a species tree $S$ respects the partial order of evolution implied by $S$. Clearly, this is a required property for the model.

A lateral transfer scheme is meaningful when combined to the notion of scenario. A scenario is a mapping of a gene tree into a subdivision of a species tree. This mapping describes how the gene tree has evolved by showing at which point of evolution lateral gene transfers have occurred. In order for a scenario to be biologically meaningful, it must satisfy the conditions stated in the definition below.

An important parameter for this model is the activity level $\alpha$. The parameter $\alpha$ measures the number of genes that are allowed to be simultaneously active in the genome of a taxa. Roughly speaking, an $\alpha$-active scenario permits at most $\alpha$ copies of a gene to be mapped to the same ancestral taxon. In previous models, the presence of multiple copies of a gene was always assumed to be caused by a gene duplication event. The notion of acitivity level in a lateral transfer scenario
overcomes this restriction, by postulating that this multiplicity may be generated by lateral transfer events alone.

We will first give the definition for the special case of 1-activity, and then state the definition for the general $\alpha$-active case where $\alpha \geq 1$.

Definition 2. A 1-active lateral transfer scenario (or 1-active scenario) for a species tree $S$ and a gene tree $T$ is a triple $\left(S^{\prime}, A^{\prime}, g\right)$ where $\left(S^{\prime}, A^{\prime}\right)$ is a lateral transfer scheme for $S$ and $g: V\left(S^{\prime}\right) \rightarrow V(T)$ is a function such that:

1. $g\left(r\left(S^{\prime}\right)\right)=r(T)$.
2. if $v_{1}$ and $v_{2}$ are distinct children of $v_{0}$ in $T$, then there exists $x_{0}$ with distinct children $x_{1}$ and $x_{2}$ in $S^{\prime} \cup A^{\prime}$ such that $v_{i} \in g\left(x_{i}\right)$ for $i \in\{0,1,2\}$, and $x_{i}$ is the $\leq_{s^{\prime}}$-maximal vertex such that $v_{i} \in g\left(x_{i}\right)$ for $i \in\{1,2\}$.
3. for each $v \in V(T)$, the vertices $\left\{x \in V\left(S^{\prime}\right): v \in g(x)\right\}$ induce a directed path in $S^{\prime}$.
4. $g(l)=l$, for all $l \in L(S)$.

The cost of a 1-active scenario $\left(S^{\prime}, A^{\prime}, g\right)$ w.r.t. $T$ is given by $\left|A^{\prime}\right|$.
Definition 3. A lateral transfer scenario (or scenario) for a species tree $S$ and a gene tree $T$ is a triple $\left(S^{\prime}, A^{\prime}, g\right)$ where $\left(S^{\prime}, A^{\prime}\right)$ is a lateral transfer scheme for $S$ and $g: V\left(S^{\prime}\right) \rightarrow 2^{V(T)}$ is a function such that:

1. $T\left[g\left(r\left(S^{\prime}\right)\right)\right]$ is connected and $r(T) \in g\left(r\left(S^{\prime}\right)\right)$.
2. if $v_{1}$ and $v_{2}$ are distinct children of $v_{0}$ in $T$ and $v_{1}, v_{2} \notin g\left(r\left(S^{\prime}\right)\right)$, then there exists $x_{0}$ with distinct children $x_{1}$ and $x_{2}$ in $S^{\prime} \cup A^{\prime}$ such that $v_{i} \in g\left(x_{i}\right)$ for $i \in\{0,1,2\}$, and $x_{i}$ is the $\leq_{S^{\prime}}$ maximal vertex such that $v_{i} \in g\left(x_{i}\right)$ for $i \in\{1,2\}$.
3. if $v_{1}$ and $v_{2}$ are children of $v_{0}$ in $T, v_{1} \in g\left(r\left(S^{\prime}\right)\right)$ and $v_{2} \notin g\left(r\left(S^{\prime}\right)\right)$, then there exists a child $x$ of $r\left(S^{\prime}\right)$ in $S^{\prime}$ such that $v_{2} \in g(x)$.
4. for each $v \in V(T)$, the vertices $\left\{x \in V\left(S^{\prime}\right): v \in g(x)\right\}$ induce a directed path in $S^{\prime}$.
5. $g(x)$ is a $\leq_{T}$-antichain for each $x \in V\left(S^{\prime}\right) \backslash\left\{r\left(S^{\prime}\right)\right\}$.
6. $g(l)=\{l\}$, for all $l \in L(S)$.

A scenario $\left(S^{\prime}, A^{\prime}, g\right)$ is $\alpha$-active iff $\max _{x \in S^{\prime}}|g(x)|=\alpha$. The cost of a $\alpha$-active scenario $\left(S^{\prime}, A^{\prime}, g\right)$ w.r.t. $T$ is given by:

$$
\sum_{\langle x, y\rangle \in A^{\prime}}|\{\langle u, v\rangle \in A(T): u \in g(x), v \in g(y)\}|+\left|V\left(T\left[g\left(r\left(S^{\prime}\right)\right)\right]\right) \backslash L\left(T\left[g\left(r\left(S^{\prime}\right)\right)\right]\right)\right|
$$

Let $\left(S^{\prime}, A^{\prime}, g\right)$ be a scenario for $S$ and $T$. We say that an arc of $T$ is invloved into a lateral transfer if it belongs to the following set:

$$
F=\left\{\langle u, v\rangle \in A(T): u \in g(x), v \in g(y), \text { where }\langle x, y\rangle \in A^{\prime}\right\}
$$

### 1.3 Problem Definitions

In this paper we investigate the following optimization problems:
1-active LGT Problem
Instance: A species tree $S$ and a gene tree $T$, such that $L(T) \subseteq L(S)$.
Goal: Find a 1-active lateral transfer scenario for $S$ and $T$ with minimum cost.

## $\alpha$-active LGT Problem

Instance: A species tree $S$ and a gene tree $T$ such that $L(T) \subseteq L(S)$, a constant $\alpha \geq 1$.

Goal: Find an $\alpha$-active lateral transfer scenario for $S$ and $T$ with minimum cost.

Note that one can easily convert the above optimization problems into their decision version by having an extra integer $\tau$ as input and requiring the minimum cost to be $\leq \tau$. We call the decision versions of these problems the 1 -active $\tau$ LGT Problem and $\alpha$-active $\tau$-LGT Problem respectively. It was shown in [7] that the $\alpha$-active $\tau$-LGT Problem is NP-complete.

### 1.4 Inapproximability Reductions: Key Concepts and Results

In [10] Papadimitriou and Yannakakis defined the class of MAX-SNP optimization problems and a special approximation-preserving reduction, the so-called L-reduction, that can be used to show MAX-SNP-hardness of an optimization problem. The version of the L-reduction that we provide below is a slightly modified but equivalent version that appeared in [4].

Definition 4. $[4,10]$ Given two optimization problems $\Pi$ and $\Pi^{\prime}$, we say that $\Pi$ L-reduces to $\Pi^{\prime}$ if there are three polynomial-time procedures $T_{1}, T_{2}, T_{3}$ and two constants $a$ and $b>0$ such that the following two conditions are satisfied:

1. For any instance $I$ of $\Pi$, algorithm $T_{1}$ produces an instance $I^{\prime}=f(I)$ of $\Pi^{\prime}$ generated from $T_{1}$ such that the optima of $I$ and $I^{\prime}, O P T(I)$ and $O P T\left(I^{\prime}\right)$, respectively, satisfy $O P T\left(I^{\prime}\right) \leq a \cdot O P T(I)$.
2. For any solution of $I^{\prime}$ with cost $c^{\prime}$, algorithm $T_{2}$ produces another solution with cost $c^{\prime \prime}$ that is no worse than $c^{\prime}$, and algorithm $T_{3}$ produces a solution of $I$ of $\Pi$ with cost $c$ (possibly from the solution produced by $T_{2}$ ) satisfying $|c-O P T(I)| \leq b \cdot\left|c^{\prime \prime}-O P T\left(I^{\prime}\right)\right|$.

An optimization problem is MAX-SNP-hard if any problem in MAX-SNP Lreduces to that problem. If this problem is also in MAX-SNP, then it is MAX-SNP-complete. The importance of proving MAX-SNP-hardness results comes from a result proved by Arora et al. [1] which shows that, assuming $\mathrm{P} \neq \mathrm{NP}$, for every MAX-SNP-hard problem there exists a constant $\varepsilon>0$ such that no polynomial time algorithm can achieve an approximation ratio better than $1+\varepsilon$.

### 1.5 Precise Statements of Our Results

## Theorem 1

(a) For some constant $\varepsilon>0$, it is not possible to approximate in polynomial time the 1-active LGT PROBLEM within an approximation ratio of $1+\varepsilon$ unless $P=N P$.
(b) The constant $\varepsilon$ in (a) is at least $(3 / 370024)-\kappa$ for any $\kappa>0$.

## Theorem 2

(a) For some constant $\varepsilon>0$, it is not possible to approximate in polynomial time the $\alpha$-active LGT PROBLEM within an approximation ratio of $1+\varepsilon$, where $\alpha \geq 1$, unless $P=N P$.
(b) The constant $\varepsilon$ in (a) is at least $(3 / 378068)-\kappa$ for any $\kappa>0$.

Lemma 1. The minimum number of lateral transfers necessary to build a 1active lateral transfer scenario for any pair of gene and species trees, uniquely labeled over the same set of labels $L$, is precisely $n-2$ where $n=|L|$. That is, there is a procedure to build a 1-active scenario of cost $n-2$ and there exists a pair of a gene tree and a species tree that require at least $n-2$ lateral transfers for any 1-active scenario.

## 2 Hardness of Approximation of 1-Active LGT PROBLEM (Proof of Theorem 1(a))

In the following we will show that Max-2Sat- $B$ L-reduces to the 1-active LGT Problem. Max-2Sat- $B$ is the variation of Max-2Sat where the number of occurrences of each variable is bounded by a constant $B$. It is known from [2] that MAX-2SAT- $B$ is MAX-SNP-complete for $B \geq 3$; thus the existence of an L-reduction will imply the result.

Let $X=\left\{X_{1}, \ldots, X_{n}\right\}$ be a set of $n$ variables and let $\Phi=\left(C_{1}, \ldots, C_{m}\right)$ be a formula in 2-CNF, where each clause $C_{i}$ is on two variables from $X$ and where the number of occurrences of each variable is bounded by a constant $B$. We will refer to the $j^{t h}$ variable in the $i^{t h}$ clause as literal $C_{i, j}$. The goal of Max-2Sat- $B$ is to find a truth assignment on $X$ that maximizes the number of satisfied clauses. Given an instance of Max-2Sat- $B$, we will now exhibit how to build an instance of the 1-active LGT Problem such that Conditions 1 and 2 of Definition 4 are satisfied. In other words, we will construct a gene tree $T$ and a species tree $S$ from $\Phi$ and prove that this transformation is an L-reduction.

Our construction of $T$ and $S$ from $\Phi$ is taken from the NP-completeness proof given in [7]. The only difference is that in our case the index $j$ in $C_{i, j}$ ranges between 1 and 2 , rather than 1 and 3 (their reduction is from 3SAT). A detailed description of this procedure is here omitted.

An important parameter used in the following proof is $\tau$, defined as $\tau=$ $9 m+6 k$, where

$$
k=\mid\left\{\left\langle i, j, i^{\prime}, j^{\prime}\right\rangle \mid C_{i, j}=C_{i^{\prime}, j^{\prime}} \text { or } C_{i, j}=\overline{C_{i^{\prime}, j^{\prime}}}, 1 \leq i<i^{\prime} \leq m, 1 \leq j, j^{\prime} \leq 2\right\} \mid
$$

Notice that $k \leq \frac{n B(B-1)}{2}$, since the maximum number of occurrences is bounded by $B$ for each variable in $\Phi$; hence, $\tau \leq \gamma m$, where $\gamma=9+6 B(B-1)$. Also, let $\tau^{+}=\tau+m+1$. To ease our presentation, we will adopt the same notation used in [7] throughout the rest of the proof.

Let $\Psi$ be a truth assignment on the variable set $X$, i.e. $\Psi: X_{i} \longmapsto\{$ true, false $\}$, for every $i=1, \ldots, n$. We show that there is a correspondence between truth assignments on $\Phi$ and scenarios for $T$ and $S$. The proof of the following claim is omitted due to page limits.

Claim 1. Given a truth assignment $\Psi$ on $\Phi$ that satisfies $\rho$ clauses, $\rho \leq m$, it is always possible to build in polynomial time a 1-active lateral transfer scenario for $T$ and $S$ with cost $\tau+(m-\rho)$.

It is now easy to show that the first condition of Definition 4 is satisfied. Starting from an optimal truth assignment $\Psi_{O P T}$ that satisfies $O P T_{\Phi}$ clauses from $\Phi$, by Claim 1 we can build a 1 -active scenario of cost $\tau+\left(m-O P T_{\Phi}\right)$. If we denote by $O P T_{T, S}$ the cost of the optimal scenario on $T$ and $S$, then $O P T_{T, S} \leq \tau+\left(m-O P T_{\Phi}\right) \leq(\gamma+1) m$. Moreover, it is not hard to see that a random truth assignment satisfies each clause with probability $3 / 4$, and hence it is not hard to find (even deterministically) an assignment $O P T_{\Phi}$ that satisfies $3 \mathrm{~m} / 4$ clause (e.g., see [8]). Thus, without loss of generality we may assume that $O P T_{\Phi} \geq 3 m / 4$. By combining the two inequalities we have $O P T_{T, S} \leq a \cdot O P T_{\Phi}$, where $a=\frac{4(\gamma+1)}{3}$. This completes the first part of the proof.

Lets now verify the second condition. Suppose we are given a 1-active lateral transfer scenario for $T$ and $S$ of cost $c^{\prime}$. We can assume without loss of generality that $c^{\prime} \leq \tau+m$, otherwise we could choose any scenario built from an arbitrary assignment to replace the given one. Observe that Claims 1-8 in [7] are true for the given scenario, while Claim 9 in [7] must be slightly modified to fit our construction. This is the modified result:

Claim 2. [7] In any 1-active scenario for $T$ and $S$, at least one element of $X_{i}=\left\{r\left(T_{i, j}\right): 1 \leq j \leq 2\right\}$ is the tail of an arc involved in a lateral transfer, for every $i$. This requires $\geq m$ lateral transfers.

Proof. Follows from the observation that, by the 1-activity conditions, only one element from $X_{i}$ may be mapped to $r\left(B_{S_{i}}\right)$.

Note that Claims 1-8 in [7] together with Claim 2 imply that a lower bound on the cost of any lateral transfer scenario for $T$ and $S$ is equal to $\tau$. We now show that, starting from the given scenario, it is always possible to build in polynomial time a new scenario of cost $\leq c^{\prime}$, which induces a consistent truth assignment on $\Phi$. This new scenario and its induced truth assignment will satisfy Condition 2 of Definition 4 with $b=1$.

Let $X_{v}$ be a variable from the variable set $X$ and $\Omega_{v}=\left\{C_{i, j} \mid X_{v}\right.$ appears in $\left.C_{i, j}\right\}, \omega_{v}=\left|\Omega_{v}\right|$. Let $\tilde{T}_{i, j}=\prec \prec a_{i, j} \cdot c_{i, j} \succ \cdot \prec b_{i, j} \cdot d_{i, j} \succ \succ$ and $F_{v}$ be a forest of subtrees of $T$ defined as $F_{v}=\left\{\tilde{T}_{i, j} \mid C_{i, j} \in \Omega_{v}\right\} \cup$ $\left\{\varepsilon_{i, j, i^{\prime}, j^{\prime}}^{\prime} \mid C_{i, j}, C_{i^{\prime}, j^{\prime}} \in \Omega_{v}\right\}$. Moreover, let $k_{v}=\mid\left\{\left\langle i, j, i^{\prime}, j^{\prime}\right\rangle \mid C_{i, j}, C_{i^{\prime}, j^{\prime}} \in\right.$ $\Omega_{v}$ and $\left.i<i^{\prime}\right\} \mid$ and define $\tilde{\tau}_{v}=2 \omega_{v}+4 k_{v}$.

We say that a literal $C_{i, j}$ is well-assigned if the corresponding gene subtree $\tilde{T}_{i, j}$ has exactly two arcs involved in lateral transfers. This implies that either $l c a_{T}\left(c_{i, j}, d_{i, j}\right) \in g\left(l c a_{S}\left(c_{i, j}, d_{i, j}\right)\right)$ or $l c a_{T}\left(c_{i, j}, d_{i, j}\right) \in g\left(l c a_{S}\left(a_{i, j}, b_{i, j}\right)\right)$.

We also say that literal $C_{i, j}$ is inconsistent with respect to $C_{i^{\prime}, j^{\prime}}$ if one of the two following conditions holds:

```
- \(C_{i, j}=C_{i^{\prime}, j^{\prime}}\), and i) \(l c a_{T}\left(c_{i, j}, d_{i, j}\right) \in g\left(l c a_{S}\left(c_{i, j}, d_{i, j}\right)\right.\) and \(l c a_{T}\left(c_{i^{\prime}, j^{\prime}}, d_{i^{\prime}, j^{\prime}}\right)\)
    \(\notin g\left(l c a_{S}\left(c_{i^{\prime}, j^{\prime}}, d_{i^{\prime}, j^{\prime}}\right)\right.\) or ii) \(l c a_{T}\left(c_{i, j}, d_{i, j}\right) \in g\left(l c a_{S}\left(a_{i, j}, b_{i, j}\right)\right.\) and \(l c a_{T}\left(c_{i^{\prime}, j^{\prime}}\right.\),
    \(\left.d_{i^{\prime}, j^{\prime}}\right) \notin g\left(l c a_{S}\left(a_{i^{\prime}, j^{\prime}}, b_{i^{\prime}, j^{\prime}}\right)\right.\).
\(-C_{i, j}=\overline{C_{i^{\prime}, j^{\prime}}}\), and i) lca \(\left(c_{i, j}, d_{i, j}\right) \in g\left(l c a_{S}\left(c_{i, j}, d_{i, j}\right)\right.\) and \(l c a_{T}\left(c_{i^{\prime}, j^{\prime}}, d_{i^{\prime}, j^{\prime}}\right)\)
    \(\notin g\left(l c a_{S}\left(a_{i^{\prime}, j^{\prime}}, b_{i^{\prime}, j^{\prime}}\right)\right.\) or ii) \(l c a_{T}\left(c_{i, j}, d_{i, j}\right) \in g\left(l c a_{S}\left(a_{i, j}, b_{i, j}\right)\right.\) and \(l c a_{T}\left(c_{i^{\prime}, j^{\prime}}\right.\),
    \(\left.d_{i^{\prime}, j^{\prime}}\right) \notin g\left(l c a_{S}\left(c_{i^{\prime}, j^{\prime}}, d_{i^{\prime}, j^{\prime}}\right)\right.\).
```

Let $I_{i, j}$ be the set of all literals that are inconsistent w.r.t. $C_{i, j}$ and $i_{i, j}=\left|I_{I, J}\right|$.
Claim 3. If no $C_{i, j} \in \Omega_{v}$ is well-assigned, then at least $\tilde{\tau}_{v}+\omega_{v}$ arcs in $F_{v}$ are involved in lateral transfers. If there exists a well-assigned $C_{i, j} \in \Omega_{v}$, then at least $\tilde{\tau}_{v}+i_{i, j}$ arcs in $F_{v}$ are involved in transfers.

Proof. By Claims 7 and 8 in [7], $\tilde{\tau}$ is a lower bound on the number of arcs in $F_{v}$ that are involved in lateral transfers. The first part of the claim follows immediately from the fact that for each non well-assigned literal $C_{i, j}$ at least three transfers are required for $\tilde{T}_{i, j}$, that is an additional transfer for every literal w.r.t. the minimum scenario.

Now suppose that $C_{i, j} \in \Omega_{v}$ is well-assigned, and assume that $l c a_{T}\left(c_{i, j}, d_{i, j}\right)$ $\in g\left(l c a_{S}\left(c_{i, j}, d_{i, j}\right)\right)$, i.e. $C_{i, j}$ is true. Consider a second literal $C_{i^{\prime}, j^{\prime}} \in \Omega_{v}$ that is inconsistent w.r.t. $C_{i, j}$, and assume for example that $C_{i, j}=C_{i^{\prime}, j^{\prime}}$. If $C_{i^{\prime}, j^{\prime}}$ is not well-assigned, then $\tilde{T}_{i^{\prime}, j^{\prime}}$ has at least three arcs involved in lateral transfers. Conversely, if $C_{i^{\prime}, j^{\prime}}$ is inconsistent and well-assigned, it is straightforward to verify that $l c a_{T}\left(c_{i^{\prime}, j^{\prime}}, d_{i^{\prime}, j^{\prime}}\right) \in g\left(l c a_{S}\left(a_{i^{\prime}, j^{\prime}}, b_{i^{\prime}, j^{\prime}}\right)\right)$, since any different mapping would require more than two arcs from $\tilde{T}_{i, j}$ involved in transfers. Moreover, the path from $p_{T}\left(b_{i^{\prime}, j^{\prime}}\right)$ to $a_{i^{\prime}, j^{\prime}}$ in $T$ blocks the path from $p_{S}\left(\beta_{i^{\prime}, j^{\prime}, i, j}\right)$ to $\alpha_{i^{\prime}, j^{\prime}, i, j}$ in $S$, where by blocks we mean that at least one vertex belonging to the path on $T$ is mapped to a vertex from the path on $S$. Equally, the path from $p_{T}\left(d_{i, j}\right)$ to $c_{i, j}$ in $T$ blocks the path from $p_{S}\left(\delta_{i, j, i^{\prime}, j^{\prime}}\right)$ to $\gamma_{i, j, i^{\prime}, j^{\prime}}$ in $S$. Now, since both paths are blocked, for any valid scenario built under these assumptions at least three arcs in the subtree $\varepsilon_{i^{\prime}, j^{\prime}, i, j}^{\prime}$ must be involved in lateral transfers. An example of this case is given in figure 2 .

For the symmetric case where $l c a_{T}\left(c_{i, j}, d_{i, j}\right) \in g\left(l c a_{S}\left(a_{i, j}, b_{i, j}\right)\right)$ and $l c a_{T}$ $\left(c_{i^{\prime}, j^{\prime}}, d_{i^{\prime}, j^{\prime}}\right) \in g\left(l c a_{S}\left(c_{i^{\prime}, j^{\prime}}, d_{i^{\prime}, j^{\prime}}\right)\right)$, i.e. $C_{i, j}$ is false and $C_{i^{\prime}, j^{\prime}}$ is true, a similar argument shows that $\tilde{T}_{i^{\prime}, j^{\prime}}$ or $\varepsilon_{i, j, i^{\prime}, j^{\prime}}^{\prime}$ require at least three lateral transfers.

We can therefore conclude that in both cases at least seven arcs from the subtrees $\tilde{T}_{i^{\prime}, j^{\prime}}, \varepsilon_{i, j, i^{\prime}, j^{\prime}}^{\prime}$ and $\varepsilon_{i^{\prime}, j^{\prime}, i, j}^{\prime}$ are involved in lateral transfers; that is, the given scenario requires on these subtrees at least one transfer more than the minimum scenario, which reaches the lower bound of six implied by Claims 78 in [7]. A similar reasoning establishes the same result for the cases where $C_{i, j}=\overline{C_{i^{\prime}, j^{\prime}}}$.
(i)




Fig. 2. Consider the formula $\Phi=\left(X_{1} \vee \overline{X_{2}}\right)\left(X_{1} \vee X_{2}\right)$. (i) depicts the twister gadgets $\left(T_{1,1}, T_{2,1}\right)$ and enforcement gadgets ( $\varepsilon_{1,1,2,1}^{\prime}, \varepsilon_{2,1,1,1}^{\prime}$ ) corresponding to the literals ( $C_{1,1}, C_{2,1}$ ) which are instances of $X_{1} \in X$. (ii) represents a partial scenario where literals $C_{1,1}$ and $C_{2,1}$ are well-assigned and inconsistent. The dashed lines are the lateral transfers. Notice that both paths from $p_{S}\left(\delta_{1,1,2,1}\right)$ to $\gamma_{1,1,2,1}$ and from $p_{S}\left(\beta_{2,1,1,1}\right)$ to $\alpha_{2,1,1,1}$ are blocked by $\left\{c_{1,1}, a_{1,1}\right\},\left\{a_{2,1}, c_{2,1}\right\} \in T$ respectively. Thus, an additional transfer from $\operatorname{arc}\left\langle p_{S}\left(\delta_{1,1,2,1}\right), \delta_{1,1,2,1}\right\rangle$ to $\left\langle p_{S}\left(\gamma_{1,1,2,1}\right), \gamma_{1,1,2,1}\right\rangle$ is necessary.

Hence, for every literal not consistently assigned w.r.t $C_{i, j}$, at least one additional lateral transfer is required. Thus, $\geq \tilde{\tau_{v}}+i_{i, j} \operatorname{arcs}$ of $F_{v}$ are involved in transfers.

We will now describe a simple procedure to build a new scenario of cost $\leq c^{\prime}$ that is based on the given scenario as a starting point. Construct a truth assignment $\Psi: X \longrightarrow\{$ true, false $\}$ on $\Phi$ in the following way. For each variable $X_{v}, v=1, \ldots, n$, check if there exists (can be done in linear time) some literal $C_{i, j} \in \Omega_{v}$ which is well-assigned. If this is the case, assign to $X_{v}$ the truth value read from $C_{i, j}$, i.e. $\Psi\left(X_{v}\right)=$ true if $l c a_{T}\left(c_{i, j}, d_{i, j}\right) \in l c a_{S}\left(c_{i, j}, d_{i, j}\right)$ and $\Psi\left(X_{v}\right)=$ false if $l c a_{T}\left(c_{i, j}, d_{i, j}\right) \in l c a_{S}\left(a_{i, j}, b_{i, j}\right)$. If no literal in $\Omega_{v}$ is wellassigned, then assign to $X_{v}$ an arbitrary truth value. Now follow the procedure described in Claim 1 and build a scenario from $\Psi$. As a shorthand, call $L T S_{I}$ the given scenario and $L T S_{F}$ the new scenario built from $\Psi$.

We say that a clause $C_{i}$ is satisfied by a lateral transfer scenario on $T$ and $S$ if exactly one element from the set $\left\{r\left(T_{i, j}\right) \mid 1 \leq j \leq 2\right\}$ is the tail of an arc involved in a lateral transfer. Clearly, this is true only if $\exists j$ s.t. $l c a_{T}\left(c_{i, j}, d_{i, j}\right) \in$ $l c a_{S}\left(c_{i, j}, d_{i, j}\right)$.
$L T S_{F}$ has cost $c_{a}=\tau+(m-\rho)$, where $\rho$ is the number of clauses that $\Psi$ satisfies. In other words, $L T S_{F}$ has a minimum number of transfers on all subtrees of $S$, except on the subtrees $B_{S_{i}}$ corresponding to those clauses $C_{i}$ that are not satisfied by $\Psi$, where an additional lateral transfer (w.r.t. the minimum cost scenario on this tree) is required. Claims 1-8 in [7] and Claim 2 establish that $\tau$ is a lower bound for any valid scenario, hence $c^{\prime} \geq \tau$. Moreover, a clause that is not satisfied in $L T S_{F}$ can be satisfied by $L T S_{I}$ only by a non wellassigned literal $C_{i, j}$ (in the case where $C_{i, j} \in \Omega_{v}$ and $X_{v}$ is arbitrarily assigned)
or by a literal which is inconsistent w.r.t. the chosen assignment $\Psi\left(X_{v}\right)$. By Claim 3, this implies that $L T S_{I}$ has at least one lateral transfer more than the minimum scenario for each clause that is true in $L T S_{I}$ and false in $L T S_{F}$. Hence, $c^{\prime} \geq \tau+(m-\rho)$.

Therefore, given any scenario on $S$ and $T$, we are able to build in polynomial time a new scenario of cost $\tau+(m-\rho) \leq c^{\prime}$ which corresponds to a valid truth assignment on $\Phi$ that satisfies $\rho$ clauses. The theorem follows.

## 3 Hardness of Approximation of the $\alpha$-Active LGT PROBLEM (Proof of Theorem 2(a))

Once again, we L-reduce from Max-2Sat- $B$. Let $T^{*}$ and $S^{*}$ respectively be the gene and species tree of the $\alpha$-active LGT Problem instance. Build $T^{*}$ and $S^{*}$ by following the procedure given in [7]. The details on this construction are here omitted. Starting from an optimal truth assignment $\Psi_{O P T}$ that satisfies $O P T_{\Phi}$ clauses from $\Phi$, first create a 1-active scenario on $T$ and $S$ by applying the construction described in Claim 1. Use this scenario to construct an $\alpha$-active scenario for $T^{*}$ and $S^{*}$ as shown in [7]. The cost of this scenario is $\tau^{*}+(m-$ $\left.O P T_{\Phi}\right)$, where $\tau^{*}=\tau+(\alpha-1)$, and hence $O P T_{T^{*}, S^{*}} \leq \tau^{*}+\left(m-O P T_{\Phi}\right)$. From Theorem 1, we know that $\tau \leq \gamma m$, where $\gamma=9+6 B(B-1)$. For all sufficiently large values of $m$, we have $\tau^{*} \leq(\gamma+1) m$ and $O P T_{T^{*}, S^{*}} \leq(\gamma+2) m$. Thus, the the first condition from Definition 4 is satisfied, with $a=\frac{4(\gamma+2)}{3}$.

Consider now an $\alpha$-active scenario for $T^{*}$ and $S^{*}$ of cost $c^{*}$. We can assume w.l.o.g. that $c^{*} \leq \tau^{*}+m$; if this were not the case, any scenario built from an arbitrary truth assignment would do better, and we could use this scenario as a starting point. Notice that any $\alpha$-active scenario requires at least $\alpha-1$ lateral transfers for subtrees $T^{1}, \ldots, T^{\alpha-1}$ and $S^{*}$. Therefore, at most $\tau+m$ transfers are involved in the partial scenario for $T$ and $S^{*}$. By Claim 11 of [7], the $\alpha$-active scenario for $T$ and $S^{*}$ induces a 1-active scenario for $T$ and $S$ of cost $\leq \tau+m$. It has been shown that any 1-active scenario for $T$ and $S$ of cost $c^{\prime}$ induces a truth assignment on $\Phi$ that satisfies $\rho$ clauses, where $\rho$ is s.t. $c^{\prime} \geq \tau+(m-\rho)$. It follows that $c^{*}=c^{\prime}+(\alpha-1) \geq \tau^{*}+(m-\rho)$. Thus, the the second condition of Definition 4 is satisfied with $b=1$. This concludes our proof.

## 4 Hard Inapproximability Bounds (Proofs of Theorem 1(b) and Theorem 2(b))

Berman and Karpinski [3] proved that it is NP-hard to approximate MAX-2Sat3 to within a factor $2012 / 2011-\kappa$, for every $\kappa>0$. The following result from [10] allows us to compute approximation ratios that are NP-hard to achieve for the 1 -active and $\alpha$-active LGT Problem from that of Max-2Sat-3.

Proposition 1. [10] Let $\Pi$ and $\Pi^{\prime}$ be two optimization problems. If $\Pi$ L-reduces to $\Pi^{\prime}$, and there is a polynomial time approximation algorithm for $\Pi^{\prime}$ with
worst-case error $\varepsilon$, then there is a polynomial time approximation algorithm for $\Pi$ with worst-case error abs, where $a$ and $b$ are the constants of the L-reduction.

Proposition 1 can be stated equivalently as follows: if approximating $\Pi$ to within an approximation ratio smaller than $1+\varepsilon$ is NP-hard, then achieving an approximation ratio for $\Pi^{\prime}$ smaller than $1+\varepsilon /(a b)$ is also NP-hard.

Consider the L-reduction for the 1-active case. We have $a=\frac{40+24 B(B-1)}{3}$, which implies $a=184 / 3$ for $B=3$, and $b=1$. It follows that, for the 1 -active LGT Problem it is NP-hard to achieve an approximation ratio of $370027 / 370024-\kappa$, for every $\kappa>0$.

Similarly, for the $\alpha$-active case, $a=\frac{44+24 B(B-1)}{3}$, which implies $a=188 / 3$ for $B=3$, and $b=1$. This shows that it is NP-hard to approximate the $\alpha$-active LGT Problem to within a factor of $378071 / 378068-\kappa$, for every $\kappa>0$.


Fig. 3. An example of scenario built from the construction procedure illustrated below. (i) is the gene tree and (ii) the scenario built on the species tree. The dashed arcs are the lateral transfers. Here, $\left\{b_{1} b_{2}\right\} \in g\left(x_{1}\right),\left\{b_{3} b_{4}\right\} \in g\left(x_{2}\right),\left\{b_{1} b_{2} b_{3} b_{4}\right\} \in g\left(x_{3}\right)$ and $g\left(x_{4}\right)$, $\left\{b_{5}\right\} \in g\left(x_{5}\right)$ and $g\left(x_{6}\right), r(T) \in g(r(S))$. Note that this isn't the minimum scenario.

## 5 Upper Bound of Cost of 1-Active Scenario (Proof of Lemma 1)

We first describe a procedure to build a 1 -active scenario of cost $n-2$ for any given gene and species trees. Let $T$ be a gene tree and $S$ be a species tree that satisfy $L(T)=L(S)$. We order the internal vertices (i.e. all vertices except the leaves) of $T$, by imposing the ordering produced by a post-order traversal on the subtree of $T$ containing the internal nodes only. Recall that a post-order traversal processes all vertices of a tree by recursively visiting all subtrees, then finally processing the root. Let $\left\{a_{1}, a_{2}, \ldots, a_{n-1}\right\}$ be the ordered sequence of internal vertices, where $a_{n-1}$ is the root of $T$.

In the following description we will slightly abuse of notation, by applying the concepts of parent and children to nodes of $S^{\prime}$. In this context, $p_{S^{\prime}}(v)$, where $v \in V\left(S^{\prime}\right)$ has in-degree one, denotes the tail of $v$ 's unique incoming $\operatorname{arc} ; l s_{S^{\prime}}(v)$ and $r s_{S^{\prime}}(v)$, where $v \in V\left(S^{\prime}\right) \cap V(S)$, respectively refer to the nodes of $S^{\prime}$ that


Fig. 4. An example of gene tree $T$ (i) and the species tree $S$ (ii) with $n=6$. The dashed arcs in (ii) represent the lateral transfers. Note that 4 transfers are necessary for any scenario.
are first in the paths from $v$ to $l s_{S}(v)$ and from $v$ to $r s_{S}(v)$. We will now build a scenario $\left(S^{\prime}, A^{\prime}, g\right)$ for $T$ and $S$ by creating the following lateral transfers:

- from $\operatorname{arc}\left\langle p_{S^{\prime}}\left(g^{-1}\left(l s_{T}\left(a_{i}\right)\right)\right), g^{-1}\left(l s_{T}\left(a_{i}\right)\right)\right\rangle$ to $\operatorname{arc}$ $\left\langle p_{S^{\prime}}\left(g^{-1}\left(r s_{T}\left(a_{i}\right)\right)\right), g^{-1}\left(r s_{T}\left(a_{i}\right)\right)\right\rangle$, involving $\left\langle a_{i}, r s_{T}\left(a_{i}\right)\right\rangle$ from T ,
for every $i$ from 1 to $n-2$. Note that the post-ordering ensures that both children of $a_{i}$ have been processed when vertex $a_{i}$ is considered, hence $g^{-1}\left(r s_{T}\left(a_{i}\right)\right)$ and $g^{-1}\left(r s_{T}\left(a_{i}\right)\right)$ are defined. Also, observe that all lateral transfer in this scenario are incident on arcs of $S$ that connect parents to leaves. Now, let $b=l c a_{S^{\prime}}\left(g^{-1}\left(l s_{T}(r(T)), g^{-1}\left(l s_{T}(r(T))\right)\right.\right.$, and for all vertices $v_{i}$ belonging to the path connecting $l s_{S^{\prime}}(b)$ to $g^{-1}\left(l s_{T}(r(T))\right.$, place $l s_{T}\left(r(T) \in g\left(v_{i}\right)\right.$. Similarly, for all vertices $u_{i}$ belonging to the path connecting $r s_{S^{\prime}}(b)$ to $g^{-1}\left(r s_{T}(r(T))\right.$, place $r s_{T}\left(r(T) \in g\left(u_{i}\right)\right.$. Finally, map all vertices in the path from the root of $S$ to $b$, to the root of $T$.

It is straightforward to verify that the resulting scenario does not contain mixed cycles, since all transfers are non-intersecting by construction. In addition, all conditions from Definition 2 are satisfied, hence the procedure yields a valid 1-active scenario. It is also easy to see that the running time of this algorithm is linear in the size of the trees.

We now show that this upper bound is tight by giving a simple example of a gene tree and a species tree that require at least $n-2$ lateral transfers for any 1 -active scenario.

Let $L$ be the set of labels $\left\{a_{i}: 1 \leq i \leq n\right\}$, where n is a positive constant. Consider the gene tree $T$ and species tree $S$ shown in figure 4 , both over the same set of labels $L$ :

$$
\begin{aligned}
T & =\prec \prod_{i=1}^{n} a_{i} \succ \\
S & =\prec \prod_{i=n}^{1} a_{i} \succ
\end{aligned}
$$

We will show that any 1-active scenario for $T$ and $S$ requires at least $n-2$ lateral transfers. The result follows from the following Claim.

Claim 4. Let $X=\left\{p_{T}\left(a_{i}\right): 1<i<n\right\}$, that is, $X$ is the set all internal nodes of $T$ except the root. In any 1-active lateral transfer scenario for $T$ and $S$, every element of $X$ is tail of an arc involved in a lateral transfer.

Proof. Assume that a node $x \in X$ is not tail of an arc of $T$ involved in a lateral transfer. This means that $x \notin g(v)$, for all nodes $v \in V\left(S^{\prime}\right) \backslash V(S)$, which implies that there exists a node $y \in S$ such that $x \in g(y)$, where $y \geq_{S} l c a_{S}(x)$. But $l c a_{S}(x)=r(S)$ for all $x \in X$, hence $y=r(S)$. This is a contradiction, since $r(T) \in g(r(S)$ ), by Condition 1 of Definition 2, and $x \neq r(T)$. It follows that $x$ must be involved in a lateral transfer.

Therefore, any 1-active scenario for $T$ and $S$ has at least $|X|=n-2$ lateral transfers.
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#### Abstract

We consider the fundamental problem of waking up $n$ processors sharing a multiple access channel. We assume the weakest model of synchronization, the locally synchronous model, in which no global clock is available: processors have local clocks ticking at the same rate, but each clock starts counting the rounds in the round in which the correspondent processor wakes up. Moreover, the number $n$ of processors is not known to the processors. We propose a new deterministic algorithm for this problem, which improves on the currently best upper bound.
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## 1 Introduction

We consider the following model of multiple access channel, taken as the basis for theoretical studies on radio networks, satellite channels, serial bus communication networks. There are $n$ processors (stations) sharing a common communication channel. The communication system is synchronous, in the sense that the processors send messages in rounds. Once a message is written on the channel, the message is broadcast to all other processors. Unfortunately, since the channel is shared by all processors, a collision among several processors attempting to write in the same round might occur. Precisely, the channel has the following property: a message is written successfully on the channel in a given round (and therefore heard by all processors) if and only if exactly one processor sends a message in that round.

Moreover we assume that the processors have no possibility of collision detection, that is, if more than one processor (or no processor at all) send in the same round, then nothing is heard by the other processors, so making it impossible to distinguish between multi-transmission and absence of transmission. Formally, if $\delta$ is the number of processors that transmit in a given round, three cases may happen:

[^22]

Fig. 1. A multiple access channel with $n=7$ processors

1. $\delta=0$ : in this case, of course, no message is written on the channel;
2. $\delta=1$ : the message is written successfully on the channel and therefore heard by every processor;
3. $\delta>1$ : in this case, the $\delta$ simultaneous transmissions interfere with one another (a collision occurs) and therefore no message is written successfully on the channel.

It is clear that when no collision detection mechanism is available to the processors, cases 1 . and 3 . are completely undistinguishable.

A central issue is the measurement of time. Usually two extreme models are considered: the globally synchronous and the locally synchronous model. In the first model all the processors have access to a global clock. This implies that when a processor wakes up, it can see the current round number ticked by the clock. In the weaker locally synchronous model, each processor has its own local clock. This means that although the communication is synchronous (i.e. all the clocks tick with the same rate) there is no global round number. Each clock starts counting the rounds in the round in which the correspondent processor wakes up, without knowing anything about the other round numbers. In this paper, we adopt the weaker locally synchronous model.

Finally a crucial assumption is whether the processors using the shared channel are aware of the total number $n$ of processors sharing the channel, or some polynomially related upper bound to such number. When such number $n$ is known, much faster algorithms are possible. In keeping the line of using the weakest possible model, we assume such number to be unknown to the processors.

### 1.1 The Problem

One of the major problems in distributed computing is the wakeup problem that consists of having a subset of processors that spontaneously awakes and has to inform all the other processors about the beginning of the computation. This problem assumes particular importance in the locally synchronous model. Indeed, as already mentioned, once one of the processors manage to send successfully its message on the channel, the message is heard by all other processors. This characteristic can be exploited to allow the processors of a locally synchronous model to switch to the often more desirable globally synchronous one.

In fact, assume that at a given round all processors hear the message sent by one of them. Starting from this round, all processors can begin to count the successive rounds with the same numbers $1,2, \ldots$ That means a global clock has been created. This allows the processors to use simple communication collisionfree protocols such as time division multiplexing TDM, in which the principle is to assign each processor a round in which the processor can transmit (which is possible only if a global clock is available).

An algorithm for the wake up problem is a collection of $n$ transmission schedules, one for each processor, such that one of the processors eventually transmits successfully to the channel, therefore waking up every processor. This will happen in the first round at which exactly one processor sends a message.

The problem is to design an algorithm that wakes up the system as fast as possible. The difficulty comes from the fact that the algorithm has no control on the processors that spontaneously can wake up at any moment during the execution, therefore disturbing the communication. In other words, we assume to be playing against an adversary who controls which processors wake up and when. The time complexity is measured by the time elapsed from the round in which the first processor woke up to the round in which a processor sends successfully on the channel, therefore waking up all the system.

The wakeup problem addressed in this paper, as will be discussed in the next subsection, has been introduced in [13] and can be stated formally as follows.

Definition 1 ((Wakeup Problem)). We are given a multiple access channel with $n$ processors, where the parameter $n$ is not known by the processors. Assume there is no global clock (locally synchronous model) and no collision detection mechanism. Suppose that processors spontaneously and independently can wake up at any moment. Let $\tau_{0}$ be the first time slot such that some processor is woken up. Assign $n$ transmission schedules, one for each processor, such that there exists a time slot $\tau_{1}$ such that exactly one processor (among the awaken processors at $\tau_{1}$ ) sends a message at $\tau_{1}$. The aim is to assign the transmission schedules in such a way to minimize $\tau_{1}-\tau_{0}$.

### 1.2 Related Work

Multiple access channels includes many network systems such as Aloha multiaccess systems, local area Ethernet networks, satellite communication systems, packet radio networks that have been studied extensively in the literature [2[22]. In some of these models it is frequently assumed that a collision detection mechanism is available. As already mentioned, such a tool allows the transmitting processors to detect if its message has collided and therefore simplifies the wakeup problem. When collision detection is not available, the collisions must be resolved (collision resolution) by establishing a schedule of access to the shared communication channel that allows messages to be successively sent on the channel with as little delay as possible.

Collision detection and resolution, and access management algorithms were studied mainly assuming a known probability distribution on the arrival rate
of messages at the different processors (see e.g. [11,12,16]). Moreover, in these contexts the wakeup problem, as defined in this paper, is not considered.

As already anticipated, when collision resolution is not available, but there is a global clock, one of the simplest schedule to resolve conflicts is the time division multiplexing protocol. This means that when there are $n$ processors, then $n$ time slots will be needed. This becomes very inefficient when the number of awaken processors is very small compared to $n$.

Komlós and Greenberg [20] were the first to considered a typical situation when a subset of $k$ among $n$ processors are awaken and have messages, and all of them need to be sent to the channel successfully as soon as possible. The fact that in their case all of the messages must be sent on the channel (contrasted with our wake up problem) does not mean a real difference with our situation, since their algorithm, stopped at the first successful message sent, is actually a wake up algorithm. On the other hand, there are strong differences with our case given by the fact that in [20] the number $k$ of awaken processors is fixed and a global clock is available. They showed how to solve the problem deterministically in time $\Omega(k+k \log (n / k))$, where either $n$ or $k$ is known. A lower bound of $\Omega(k(\log n) /(\log k))$ was then proved by Greenberg and Winograd [14].

The work of [20] is, to the best of our knowledge, the first that shows how to exploit deterministically the fact that any processor that has already transmitted successfully its message on the channel, will not transmit in the subsequent time slots, therefore avoiding to interfere with the other processors that still have to transmit.

The issues discussed in [20] are also important for their relations with Coding Theory, in particular with combinatorial structures like superimposed codes [10,21] and its applications to combinatorial group testing. The reader interested can refer to the excellent book of Du and Hwang [8] (specially Chapter 4 and 5) for a more detailed study of the implications involved, and to the works of Indyk [17] and De Bonis and Vaccaro [6] for recent developments and generalizations.

Gąsieniec, Pelc and Peleg [13] were the first to consider the problem of waking up a multiple access channel with $n$ processors in the synchronous setting when the number of awaken processors is not fixed, but can be any non-decreasing function of the time. In [13] many variations of synchrony and knowing assumptions are studied.

The authors of [13] considered both deterministic and randomized algorithms. For the deterministic case, which is the topic of the present paper, their result can be summarized as follows. In the globally synchronous model, when the size $n$ is known to processors, they show an optimal deterministic algorithm that in time $n$ solves the wakeup.

In case of unknown $n$, they construct a deterministic wakeup algorithm working in time $4 n$ in the worst case.

Under the locally synchronous model with known $n$, they provide a deterministic $O\left(n^{2} \log n\right)$ algorithm. They also show that even when $n$ is known, every deterministic algorithm requires time at least $(1+\epsilon) n$, for some $\epsilon>0$, in the
worst case. In the locally synchronous model when $n$ is unknown, they propose a deterministic algorithm working in time $O\left(n^{4} \log ^{5} n\right)$.

As for the randomized solutions (not discussed here), recent important improvements have been provided by Jurdiński and Stachowiak [19].

The wake up problem has been studied also in multi-hop radio networks, i.e. networks such that collisions can occur at any node in the communication graph (the multiple access channel models a single-hop radio network). Recent developments for the wakeup in multi-hop radio networks can be found in [3|4|5], where the authors consider the locally synchronous model when the nodes know the size $n$ of the network (or a linear upper bound on it), but the topology is unknown. Again, knowing $n$ is critical for the performance of such mechanisms in multi-hop networks.

### 1.3 Our Result

We consider the wakeup problem on multiple access channel in the weakest model for the deterministic setting: locally synchronous model with unknown $n$. We propose a new deterministic algorithm that completes the wakeup in time $O\left(n^{4} \log ^{3} n\right)$ in the worst case. This is an improvement over the previous $O\left(n^{4} \log ^{5} n\right)$ algorithm presented in [13] and it is based on a different approach. Since the bound $O\left(n^{4} \log ^{3} n\right)$ depends on a result in Number Theory (Theorem 33 below) which probably is not tight (see our remark at the end of Section 4), actually the bound provided by our new algorithm might be improved.

## 2 Preliminaries

In this section we recall some well known results in Number Theory that will be used in the analysis of our algorithm. Throughout the paper the $i$ th prime number will be denoted $p_{i}$. The prime counting function $\pi(n)$ is the function giving the number of primes $\leq n$.

The Prime Number Theorem gives an asymptotic form for the prime counting function.
Theorem 1 ((Prime Number Theorem)).

$$
\pi(n) \sim \frac{n}{\ln n}
$$

(Equivalently, $p_{n} \sim n \ln n$ ).
We have used the asymptotic notation $\sim$ as defined in [15]: in other words, the Prime Number Theorem tells us that the limit of the quotient of the two functions $\pi(n)$ and $n / \ln (n)$, as $n$ approaches to infinity, is 1 .

The theta function $\theta(n)$ is defined as follows:

$$
\theta(n)=\sum_{i=1}^{\pi(n)} \ln p_{i}=\ln \left(\prod_{i=1}^{\pi(n)} p_{i}\right)
$$

Chebyshev [15, p. 341] gave the following bound for $\theta(n)$.

Theorem 2 ((Chebyshev's bound on $\theta(n))$ ).

$$
\theta(n)<2 n \ln 2 \text { for all } n \geq 1
$$

Jacobsthal's problem is to estimate, for a given $r$, the maximum length of a sequence of consecutive integers, each divisible by one of $r$ arbitrarily chosen primes. For references and history on this problem, see [9]. Iwaniec [18] proved the following important result.

Theorem 3 ((Iwaniec, 1978)). For any positive integer $r$, let $C(r)$ denote the maximal length of a sequence of consecutive integers each divisible by at least one of $r$ arbitrarily fixed primes. Then

$$
C(r) \in O\left(r^{2} \ln ^{2} r\right) \quad(r \rightarrow+\infty)
$$

We will also use the following well known result.
Theorem 4 ((Chinese Remainder Theorem)). Let $m_{1}, \ldots, m_{r}$ be pairwise relatively prime positive integers. Let $M=m_{1} \cdots m_{r}$ and let $a_{1}, \ldots, a_{r}, A$ be integers. Then there is exactly one integer a such that $A \leq a<A+M$ satisfying

$$
a \equiv a_{k} \quad\left(\bmod m_{k}\right) \quad \forall k, 1 \leq k \leq r .
$$

## 3 Wakeup in the Locally Synchronous Model with Unknown $n$

Here we consider the weakest model: there is no global clock available and the size $n$ of the system is not known; each processor knows its own ID number, all ID numbers are distinct.

### 3.1 The New Upper Bound

Algorithm. FASt_Wakeup: For each $j \in \mathbb{N}$, let $p_{j}$ be the $j$-th prime number. Each processor i transmits immediately when it is woken up, and successively it transmits exactly $p_{i}$ time units after its last transmission.

Theorem 5. Algorithm Fast_Wakeup wakes up a system of $n$ processors in time $O\left(n^{4} \ln ^{3} n\right)$.

Proof. In order to measure the time necessary to wake up the system, we will often refer our calculation to a global time $t$ to mean the $t$ th time unit after the first processor has woken up. Of course, this time (unknown to the processors) does not have to be confused with the local times. For each integer $i$ with $1 \leq$ $i \leq n, a_{i}$ is the time at which the processor labelled $i$ wakes up $\left(a_{i}=+\infty\right.$ if the $i$-th processor does not wake up during the whole process).

We call $W$ the set of the labels of the processors that wake up in the process (i.e. $\left.W=\left\{i:(1 \leq i \leq n) \wedge\left(a_{i}<+\infty\right)\right\}\right)$.

Following the algorithm, it is easy to verify that any processor $i$ transmits at a generic time $x \geq a_{i}$ if and only if $x \equiv a_{i} \quad\left(\bmod p_{i}\right)$.

Let $a_{k}$ (with $1 \leq k \leq n$ ) be a generic time unit at which some processor $k$ wakes up; let $m$ be the maximal label among the processors that are awake at time $a_{k}$, that is, $m=\max \left\{i:(1 \leq i \leq n) \wedge\left(a_{i} \leq a_{k}\right)\right\}$. We want to find a time unit $x \geq a_{k}$ at which processor $k$ transmits and for any $i \in W, i \neq k, 1 \leq i \leq m$ processor $i$ does not transmit. A sufficient condition for this to happen is

$$
\left\{\begin{array}{ll}
x \equiv a_{k} & \left(\bmod p_{k}\right), \\
x \not \equiv a_{i} & \left(\bmod p_{i}\right)
\end{array} \forall i \in W, i \neq k, 1 \leq i \leq m .\right.
$$

Let us set $N=p_{1} p_{2} \ldots p_{m}$. From Theorem 2 it follows that $\sum_{1<i<m} \ln p_{i}<$ $p_{m} \ln 4$. Therefore, $N<4^{p_{m}}$ and, since by Theorem $1 p_{m} \in O(m \ln m)$, we must have $N \in 4^{O(m \ln m)}$. By Theorem 4 there exists at least a $y$ in the range $1 \leq y \leq N$ satisfying

$$
\begin{equation*}
y \equiv a_{k}-a_{i} \quad\left(\bmod p_{i}\right) \quad \forall i \in W, 1 \leq i \leq m \tag{1}
\end{equation*}
$$

in particular for $i=k$ we obtain $y \equiv a_{k}-a_{k} \equiv 0\left(\bmod p_{k}\right)$.
Consider the integer $y^{\prime}=y / p_{k}$; by theorem 3 there exists a non-negative $\ell^{\prime} \in O\left(m^{2} \ln ^{2} m\right)$ such that $y^{\prime}+\ell^{\prime}$ is an integer, say $r$, which is co-prime to $N$. We can then write

$$
\begin{equation*}
y / p_{k}+\ell^{\prime}=r, \text { with } \ell^{\prime} \in O\left(m^{2} \ln ^{2} m\right) \text { and } \operatorname{gcd}(r ; N)=1 \tag{2}
\end{equation*}
$$

Let $\ell=p_{k} \ell^{\prime}$, multiplying the two members of (2) by $p_{k}$ gives $y+\ell=p_{k} r$. Since $p_{k} \leq p_{m}, p_{k}$ lies in $O(m \ln m)$. Therefore,

$$
\ell \in O(m \ln m) \cdot O\left(m^{2} \ln ^{2} m\right)=O\left(m^{3} \ln ^{3} m\right)
$$

Since $y$ satisfies all the congruences of system (11), from the equality $y+\ell=p_{k} r$ we can deduce that

$$
\forall i \in W \text { with } 1 \leq i \leq m, a_{k}-a_{i}+\ell \equiv p_{k} r \quad\left(\bmod p_{i}\right),
$$

i.e.

$$
\begin{equation*}
\forall i \in W \text { with } 1 \leq i \leq m, a_{k}+\ell \equiv a_{i}+p_{k} r \quad\left(\bmod p_{i}\right) \tag{3}
\end{equation*}
$$

Recalling that $\operatorname{gcd}(r ; N)=1$ (and then $p_{i}$ does not divide $r$ for any $i$ with $1 \leq i \leq m$ ), the congruences in (3) imply

$$
\left\{\begin{array}{ll}
a_{k}+\ell \equiv a_{k} & \left(\bmod p_{k}\right), \\
a_{k}+\ell \not \equiv a_{i} & \left(\bmod p_{i}\right)
\end{array} \forall i \in W, i \neq k, 1 \leq i \leq m .\right.
$$

This means that, once processor $k$ wakes up at time $a_{k}$, it transmits successfully within $\ell$ time units (where $0 \leq \ell \in O\left(m^{3} \ln ^{3} m\right) \subseteq O\left(n^{3} \ln ^{3} n\right)$ ), unless in the meantime another processor has been woken up after it. Since at most $n$ processors can be woken up, it follows that a successful transmission will be definitely produced within $n \cdot O\left(n^{3} \ln ^{3} n\right)=O\left(n^{4} \ln ^{3} n\right)$ time units after any processor wakes up.

## 4 Conclusion and Further Research

In this paper, we have showed an upper bound of $O\left(n^{4} \ln ^{3} n\right)$ on the time for waking up deterministically a locally synchronous multiple access channel of $n$ processors, when $n$ is unknown to the processors. The best lower bound for this problem is $(1+\epsilon) n$, for some $\epsilon>0$, proved in [13].

Hence, the main question left open by the present paper is to narrow the (still huge) gap between upper and lower bound. To this aim it is useful to remark that our $O\left(n^{4} \ln ^{3} n\right)$ upper bound given in Theorem 5 depends essentially on the $O\left(r^{2} \ln ^{2} r\right)$ upper bound of Theorem 3. Such an upper bound probably is not optimal: in [18] Iwaniec cites the open question raised by Jacobsthal about the validity of the stronger upper bound $O\left(r^{2}\right)$. If this latter bound holds, the arguments used in the proof of Theorem 5 would lead to the result $O\left(n^{4} \ln n\right)$ instead of $O\left(n^{4} \ln ^{3} n\right)$.
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#### Abstract

Given a vertex-weighted graph $G=(V, E ; w), w(v) \geq 0$ for any $v \in V$, we consider a weighted version of the coloring problem which consists in finding a partition $\mathcal{S}=\left(S_{1}, \ldots, S_{k}\right)$ of the vertex set $V$ of $G$ into stable sets and minimizing $\sum_{i=1}^{k} w\left(S_{i}\right)$ where the weight of $S$ is defined as $\max \{w(v): v \in S\}$. In this paper, we keep on with the investigation of the complexity and the approximability of this problem by mainly answering one of the questions raised by D. J. Guan and X. Zhu ("A Coloring Problem for Weighted Graphs", Inf. Process. Lett. 61(2):77-81 1997).
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## 1 Introduction

A $k$-coloring of $G=(V, E)$ is a partition $\mathcal{S}=\left(S_{1}, \ldots, S_{k}\right)$ of the vertex set $V$ of $G$ into stable sets $S_{i}$. In the usual coloring problem, the objective is to determine a vertex coloring minimizing $k$. A natural generalization of this problem is obtained by assigning a strictly positive integer weight $w(v)$ for any vertex $v \in V$, and defining the weight of stable set $S$ of $G$ as $w(S)=\max \{w(v): v \in S\}$. Then, the objective is to determine a vertex coloring $\mathcal{S}=\left(S_{1}, \ldots, S_{p}\right)$ of $G$ minimizing the quantity $\sum_{i=1}^{p} w\left(S_{i}\right)$. This problem has several applications. For instance in [8] this problem is motivated by a problem of transmission of real-time messages in a metropolitan network or a problem related to dynamic storage allocation. It is interesting to notice that in these two applications, graphs of a special kind are used: the interval graphs. Others examples of applications in different contexts can be found in [215].

In this paper, we continue the investigation of the complexity and the approximability of the Weighted Coloring problem by mainly answering one of the questions raised by Guan and Zhu [8].

Given an instance $I=(G, w)$, $W$ denotes the set of different weights used in the instance, i.e., $W=\{w(v): v \in V\}$, opt $(I)$ denotes the weight of an optimal weighted coloring of $I$ and $\chi(I)$ denotes the minimum number of colors used among the optimal weighted colorings of $I$. As indicated in 48, this number may be very high, even in trees, although it is always bounded above by $\Delta(G)+1$.

Moreover, we can obtain a bound related to the quantities $\chi(G)$ and $|W|$ where $\chi(G)$ is the chromatic number of $G$ and $|W|$ is the number of different weights used in $I$. Precisely, in [4] it is proved that we have $\chi(I) \leq 1+|W|(\chi(G)-1)$ and that this bound is tight for any $q=\chi(G)$ and $r=|W|$ for a family of instances $I_{q, r}$ where the graphs are chordal.

Let's recall some standard definitions about some class of graphs, see 9] for more details. A graph $G$ is chordal iff any cycle $C$ of $G$ of length at least 4 has a chord. There are several characterizations of chordal graphs; one of them uses the notion of perfect elimination order (peo. in short) of $G=(V, E)$. An order $v_{1}, \ldots, v_{n}$ of the vertex set $V$ is a peo. if the neighborhood of $v_{i}$ in the subgraph induced by $\left\{v_{1}, \ldots, v_{i}\right\}$ is a clique; a graph is chordal iff it has a peo. When a graph $G$ has a peo., we can easily find an optimal coloring of $G$ by applying the greedy algorithm (take recursively a vertex not colored yet and color it with the smallest color) following the peo. of the vertices. A graph $G=(V, E)$ is a split graph iff one can partition $V$ into $V_{1}, V_{2}$ such that $V_{1}$ is a stable and $V_{2}$ is a clique (there may be some edges linking $V_{1}$ to $V_{2}$ ). A split graph is in particular a chordal graph since it has a peo. A graph is a $k$-tree iff $G$ has a peo. $v_{1}, \ldots, v_{n}$ such that $v_{1}, \ldots, v_{k}$ is a clique and the neighborhood of $v_{i}$ in the subgraph induced by $\left\{v_{1}, \ldots, v_{i}\right\}$ has a size $k$ for $i>k$ (a 1-tree is also called a tree). A graph $G$ is a partial $k$-tree if $G$ is a partial graph of a $k$-tree. A graph $G$ is a comparability graph iff $G$ has a direct orientation $\vec{G}=(V, \boldsymbol{E})$ such that $\vec{G}$ is acyclic (there is no circuit) and $\vec{G}$ is transitive (that is if $(x, y) \in \boldsymbol{E}$ and $(y, z) \in \boldsymbol{E}$, then $(x, z) \in \boldsymbol{E})$. A direct acyclic transitive orientation of $G$ is also called a poset. As previously, we can prove that the coloring problem is polynomial in posets. A graph $G$ is a co-comparability graph iff the complement of $G$ is a comparability graph. A graph $G=(V, E)$ is an interval graph if it is the intersection graph of a family of open intervals. For graph-theoretical terms not defined here, the reader is referred to [1].

This paper is organized as follows. In Sect. 2 we answer a question raised in [8] by proving that Weighted Coloring is (strongly) NP-hard in interval graphs. In Sect. 3, we deal with polynomial approximation of Weighted Coloring, providing mainly approximation algorithms for graphs colorable with a few number of colors and for partial $k$-trees.

## 2 Interval Graphs

The interval graphs are a kind of graphs very used in practice, in particular when dealing with scheduling problems. A well known characterization of interval graphs is the following: $G$ is an interval graph iff $G$ is a chordal graph and $G$ is a co-comparability graph. Although the coloring problem is polynomial in interval graphs (since an interval graph is a chordal graph), in 4], it is proved that the Weighted Coloring problem is strongly NP-hard in split graphs and thus strongly NP-hard in chordal graphs, since the split graphs is a subclass of chordal graphs. Moreover, it is shown in [5] that the Weighted Coloring problem is polynomial in complements of interval graphs. In this section, we prove that the Weighted Coloring problem is strongly NP-hard in interval graphs.

Theorem 1. Weighted Coloring is strongly $\boldsymbol{N P}$-hard in interval graphs. Moreover, the problem of finding $\chi(G, w)$ is also $\boldsymbol{N P}$-hard in interval graphs.

Proof. We reduce the Circular Arc Coloring problem to our problem. A circular arc graph is the intersection graph of arcs of a circle. Garey et al. [6] proved that the Circular Arc Coloring problem, i.e., the problem of finding a minimum size coloring in circular arc graphs, is NP-complete. Let $G$ be the intersection graph of the $n$-tuple of circular arcs $\mathcal{A}=\left(A_{j}\right)_{j \in\{1, \cdots, n\}}$, and let $k \in\{1, \cdots, n\}$. Assume, wlog., that the intervals $A_{j}$ are open. We transform this instance of Circular Arc Coloring in an instance $I^{\prime}=\left(G^{\prime}, w\right)$ of Weighted Coloring as follows. Let $a$ be any point on the circle, and $J_{0}=\left\{j: a \in A_{j}\right\}$. For simplicity, assume wlog. that point $a$ belongs to some arcs and that $J_{0}=\left\{1, \cdots, j_{0}\right\}$, for some $j_{0} \geq 1$. For any $j \leq j_{0}$, we split interval $A_{j}=\left(c_{j}, d_{j}\right)$ in $A_{j}^{\prime}=\left(c_{j}, a\right)$ and $A_{j}^{\prime \prime}=\left(a, d_{j}\right)$. For $j>j_{0}$, we define $A_{j}^{\prime}=A_{j}$. Set $\mathcal{A}^{\prime}$ be the $\left(n+j_{0}\right)$-tuple of intervals $\left(A_{j}^{\prime}\right)_{j \in\{1, \cdots, n\}}$ and $\left(A_{j}^{\prime \prime}\right)_{j \leq j_{0}}$. Let $G^{\prime}$ be the intersection graphs of $\mathcal{A}^{\prime}$. We set the weights $w$ of $G^{\prime}$ in the following way: $w\left(v_{j}^{\prime}\right)=w\left(v_{j}^{\prime \prime}\right)=2 k\left(j_{0}+1-j\right)$ if $j \leq j_{0}$ and $w\left(v_{j}^{\prime}\right)=1$ for $j>j_{0}$. The description of instance $I^{\prime}=\left(G^{\prime}, w^{\prime}\right)$ of Weighted Coloring is now complete.

Note that $\left\{v_{j}, j \leq j_{0}\right\}$ is a clique in G. We can suppose $k \geq j_{0}$ (otherwise $G$ is trivially not $k$-colorable). We claim that $\chi(G) \leq k$ if and only if $o p t\left(G^{\prime}\right) \leq k j_{0}\left(j_{0}+1\right)+k-j_{0}=B$.

Suppose that $\mathcal{S}=\left(S_{1}, \cdots, S_{k}\right)$ is a coloring of $G$. Then, set $\mathcal{S}^{\prime}=\left(S_{1}^{\prime}, \cdots, S_{k}^{\prime}\right)$ where $S_{i}^{\prime}=S_{i} \backslash\left\{v_{j}: j \leq j_{0}\right\} \cup\left\{v_{j}^{\prime}, v_{j}^{\prime \prime}: v_{j} \in S_{i}, j \leq j_{0}\right\}$. One can easily see that $\mathcal{S}^{\prime}$ is a coloring of $G^{\prime}$. Furthermore, we have $\operatorname{opt}\left(G^{\prime}\right) \leq w\left(\mathcal{S}^{\prime}\right)=$ $2 k \sum_{j=1}^{j_{0}} j+\left(k-j_{0}\right)=B$.

Reciprocally, let $\mathcal{S}^{\prime}=\left(S_{1}^{\prime}, \cdots, S_{l}^{\prime}\right)$ be a coloring of $G^{\prime}$ with $\operatorname{opt}\left(I^{\prime}\right)=w\left(\mathcal{S}^{\prime}\right) \leq$ $B$. Assume that $w\left(S_{i}\right) \geq w\left(S_{j}\right)$ for any $j \geq i$. Note that $\left\{v_{1}^{\prime}, v_{1}^{\prime \prime}\right\} \in S_{1}^{\prime}$, otherwise $\operatorname{opt}\left(I^{\prime}\right)=w\left(\mathcal{S}^{\prime}\right) \geq 2 k j_{0}+2 k j_{0}+2 k \sum_{j=1}^{j_{0}-2} j=k j_{0}\left(j_{0}+1\right)+2 k j_{0}>B$. With an analogous argument, we can show that $\left\{v_{j}^{\prime}, v_{j}^{\prime \prime}\right\} \in S_{j}^{\prime}$ for any $j \leq j_{0}$. Consequently, $w\left(\mathcal{S}^{\prime}\right)=k j_{0}\left(j_{0}+1\right)+\left(l-j_{0}\right)$, and then $l \leq k$. Set $S_{i}=S_{i}^{\prime} \backslash\left\{v_{i}^{\prime}, v_{i}^{\prime \prime}\right\} \cup v_{i}$ for $i \leq j_{0}$ and $S_{i}=S_{i}^{\prime}$ for $i>j_{0} . \mathcal{S}=\left(S_{1} ; \cdots, S_{l}\right)$ is a $l$-coloring of $G$, and $\chi(G) \leq l \leq k$.

The NP-hardness of computing $\chi\left(I^{\prime}\right)$ follows easily from the previous proof. Indeed, if $G^{\prime}$ is not $k$-colorable, then obviously $\chi\left(I^{\prime}\right)>k$. Otherwise, let $\mathcal{S}^{\prime}$ be an optimal coloring. Since $\chi(G) \leq k$ iff $\operatorname{opt}\left(I^{\prime}\right) \leq B, w\left(\mathcal{S}^{\prime}\right) \leq B$ and, as we have seen above, $w\left(S^{\prime}\right)=k j_{0}\left(j_{0}+1\right)+\left|\mathcal{S}^{\prime}\right|-j_{0}=B+\left|\mathcal{S}^{\prime}\right|-k$. Hence, $\chi\left(I^{\prime}\right) \leq\left|\mathcal{S}^{\prime}\right| \leq k$.

Using Theorem 1 and the characterization of interval graphs, we deduce that the Weighted Coloring problem is strongly NP-hard in co-comparability graphs.

## 3 Approximation Results

## $3.1 \quad k$-Colorable Graphs

We study in this section, the approximability of the Weighted Coloring problem in natural classes of graphs colorable with a few number of colors. We first
focus ourselves on subfamilies of $k$-colorable graphs where the minimum coloring problem is polynomial. Our objective is to prove the following theorem.

Theorem 2. Let $\mathcal{G}$ be a class of $k$-colorable graphs, where a $k$-coloring is computable in polynomial time. Then, in any $G \in \mathcal{G}$, Weighted Coloring is approximable within ratio $k^{3} /\left(3 k^{2}-3 k+1\right)$.

Proof. Consider some graph $G=(V, E) \in \mathcal{G}$ of order $n$, and assume that any $v_{i} \in V$ has weight $w_{i}=w\left(v_{i}\right)$. Suppose that $w_{1} \geq w_{2} \geq \cdots \geq w_{n}$. Consider an optimal weighted coloring $\mathcal{S}^{*}=\left(S_{1}^{*}, \cdots, S_{l}^{*}\right)$, with $w\left(S_{1}^{*}\right) \geq \cdots \geq w\left(S_{l}^{*}\right)$ and denote by $i_{k}^{*}$, the index of the heaviest vertex in color $S_{k}^{*}$ (hence, $w\left(S_{k}^{*}\right)=w_{i_{k}^{*}}$ ), by $V_{i}$ the set of vertices $\left\{v_{1}, \cdots, v_{i}\right\}$ (hence, $V_{n}=V$ ) and by $G\left[V^{\prime}\right]$ the subgraph of $G$ induced by $V^{\prime} \subseteq V$.

We compute several colorings of $G$ and choose as final solution the best one among the colorings computed. We first compute a $k$-coloring $\mathcal{S}^{0}$ of $G$. Clearly:

$$
\begin{equation*}
w\left(\mathcal{S}^{0}\right) \leq k w_{1}=k w\left(S_{1}^{*}\right) \tag{1}
\end{equation*}
$$

Then, for $j=2, \cdots, n+1$, we do the following:

- if $G\left[V_{j-1}\right]$ is bipartite then:
- consider the best weighted 2-coloring $\left(S_{1}^{j}, S_{2}^{j}\right)$ among the 2-colorings of $G\left[V_{j-1}\right]$ ( $S_{2}^{j}$ may be empty);
- color the remaining vertices $v_{j}, \cdots, v_{n}$ with $k$ colors $\left(S_{3}^{j}, S_{4}^{j}, \cdots, S_{k+2}^{j}\right)$, thus obtaining a coloring $\mathcal{S}^{j}=\left(S_{1}^{j}, S_{2}^{j}, \cdots, S_{k+2}^{j}\right)$ of $G$.

Note that the first step is easily polynomially computable (merge optimally the unique 2 -colorings of any connected component).

Consider now the iterations where $j=i_{2}^{*}$ and $j=i_{3}^{*}$. For $j=i_{2}^{*}, V_{j-1}$ is an independent set; hence, $S_{1}^{j}=V_{j-1}$. We get in this case:

$$
\begin{equation*}
w\left(\mathcal{S}^{j}\right) \leq w_{1}+k w_{j}=w\left(S_{1}^{*}\right)+k w\left(S_{2}^{*}\right) \tag{2}
\end{equation*}
$$

On the other hand, for $j=i_{3}^{*}, G\left[V_{j-1}\right]$ is bipartite; hence, $w\left(S_{1}^{j}\right)+w\left(S_{2}^{j}\right) \leq$ $w\left(S_{1}^{*}\right)+w\left(S_{2}^{*}\right)$. In this case:

$$
\begin{equation*}
w\left(\mathcal{S}^{j}\right) \leq w\left(S_{1}^{*}\right)+w\left(S_{2}^{*}\right)+k w\left(S_{3}^{*}\right) \tag{3}
\end{equation*}
$$

Recall that the algorithm returns the best coloring among those computed. Note also that if the number $l$ of colors in $\mathcal{S}^{*}$ is smaller than 2 , then this algorithm computes an optimal coloring. Combination of equations (1), (2) and (3) with coefficients $(k-1)^{2} / k^{3}, k(k-1) / k^{3}$ and $k^{2} / k^{3}=1 / k$, respectively, concludes that the output coloring $\mathcal{S}$ is such that: $w(\mathcal{S}) \leq\left(k^{3} /\left(3 k^{2}-3 k+1\right)\right) w\left(\mathcal{S}^{*}\right)$ and the result follows.

Note that this improves a $(4-3 / k)$-approximation algorithm given in 15 (see the note on related works at the end of the paper), for $k \leq 10$.

Corollary 1. Weighted Coloring is approximable within ratio $27 / 19<1.42$ in polynomially 3-colorable graphs.

It is well known that the coloring problem is polynomial in planar trianglefree graphs ( $[10$ ) and that the chromatic number in these graphs is bounded by 3 . Moreover, it is proved in [3] that on the one hand the Weighted Coloring problem is strongly NP-hard and, on the other hand, the Weighted Coloring problem cannot be approximated with performance ratio better than $\frac{7}{6}-\varepsilon$ for any $\varepsilon>0$ unless $\mathbf{P} \neq \mathbf{N P}$, in the planar triangle-free graphs, even if the maximum degree is bounded by 4 . Using Theorem 2, we obtain:

Corollary 2. Weighted Coloring is 27/19-approximable in planar triangle-free graphs.

As another corollary of Theorem 2 Weighted Coloring is approximable within ratio $64 / 37$ in polynomially 4 -colorable graphs. On the other hand, note that minimum coloring is not $(4 / 3-\varepsilon)$-approximable in planar graphs, that these graphs are polynomially 4 -colorable and that the Weighted Coloring problem is a generalization of the coloring problem. Putting all this together, we obtain:

Theorem 3. Weighted Coloring is approximable within ratio $64 / 37<1.73$ in planar graphs, but it is not $(4 / 3-\varepsilon)$-approximable in these graphs.

Note that the result of Theorem 2 can be applied also to line graphs of bipartite graphs of degree at most $\Delta$. A weighted coloring on $I=(L(G), w)$ where $L(G)$ is the line graph of $G$ can be viewed as a weighted edge-coloring on $(G, w)$. In fact, in [4], it is shown that the Weighted Coloring problem is strongly NP-complete in line graphs of regular bipartite graphs of degree $\Delta$ and that the Weighted Coloring problem is not $\left(\frac{2^{\Delta}}{2^{\Delta}-1}-\varepsilon\right)$ approximable unless $\mathbf{P}=\mathbf{N P}$, for any $\Delta \geq 3$. Besides, the NP-completeness also holds for the line graphs of complete bipartite graphs. More recently, in [3] this lower bound is tightened up to $\frac{7}{6}$ when $\Delta=3$. Furthermore, it is proved that this bound is the best possible since in 3] is also provided a $7 / 6$-approximation algorithm.

Now, we generalize the technique used in Theorem2 to get an approximation algorithm in line graphs of bipartite graphs of degree at most $\Delta$, for any fixed $\Delta \geq 3$, since using König's theorem ([12]) we know that the coloring problem is polynomial in line-graphs of bipartite graphs. More precisely, we can show the following theorem:

Theorem 4. For any $\Delta \geq 3$, Weighted Coloring in line graphs of bipartite graphs of maximum degree at most $\Delta$ is approximable within approximation ratio $\rho_{\Delta}$, where $\rho_{1}=\rho_{2}=1$ and:

$$
\rho_{\Delta}=\frac{\Delta}{\sum_{j=1}^{\Delta} \prod_{l=j}^{\Delta-1}\left(1-\rho_{l} / \Delta\right)}
$$

Proof. Let $\rho_{1}=\rho_{2}=1$ and $\rho_{j}$ be a ratio guaranteed by some polynomial algorithm for $3 \leq j \leq \Delta-1$ on line graphs of bipartite graphs of maximum degree at most $j$. Then, on an instance $I=(G, w)$ where $G=L(H)$ and $H$ is
a bipartite graph of maximum degree $\Delta$. Let us consider an optimal solution $\mathcal{S}^{*}=\left(S_{1}^{*}, \cdots, S_{l}^{*}\right)$. We have $l \geq \Delta$ by construction. As previously, set $i_{k}^{*}$ the index of the heaviest vertex of $S_{k}^{*}$. Then, as in the proof of Theorem 2] we can compute three colorings of value at most $\Delta w\left(S_{1}^{*}\right), w\left(S_{1}^{*}\right)+\Delta w\left(S_{2}^{*}\right)$ and $w\left(S_{1}^{*}\right)+w\left(S_{2}^{*}\right)+\Delta w\left(S_{3}^{*}\right)$, respectively. Moreover, for any $k \in\{4, \cdots, \Delta\}$, consider the graph $G\left[V_{i_{k}^{*}-1}\right]$ induced by the vertices $V_{i_{k}^{*}-1}=\left\{v_{1}, \cdots, v_{i_{k}^{*}-1}\right\}$. This graph is a line graph of a bipartite graph of maximum degree at most $k-1$ (since it is $k-1$ colorable). Hence, by applying our approximation algorithm with ratio $\rho_{k-1}$ on $I_{i_{k}^{*}-1}=\left(G\left[V_{i_{k}^{*}-1}\right], w\right)$, we can get a coloring of $I_{i_{k}^{*}-1}$ of value at most $\rho_{k-1} \operatorname{opt}\left(I_{i_{k}^{*}-1}\right) \leq \rho_{k-1} \sum_{j=1}^{k-1} w\left(S_{j}^{*}\right)$ and then, a coloring of $I$ of value at most $\rho_{k-1} \sum_{j=1}^{k-1} w\left(S_{j}^{*}\right)+\Delta \times w\left(S_{k}^{*}\right)$. If we take the best coloring $\mathcal{S}$ among all these colorings, we get:

$$
\begin{aligned}
w(\mathcal{S}) & \leq \Delta \times w\left(S_{1}^{*}\right) \\
w(\mathcal{S}) & \leq \rho_{1} w\left(S_{1}^{*}\right)+\Delta \times w\left(S_{2}^{*}\right) \\
& \cdots \\
w(\mathcal{S}) & \leq \rho_{\Delta-1} \sum_{m=1}^{\Delta-1} w\left(S_{m}^{*}\right)+\Delta \times w\left(S_{\Delta}^{*}\right)
\end{aligned}
$$

Let $\beta=\sum_{j=1}^{\Delta} \prod_{l=j}^{\Delta-1}\left(1-\rho_{l} / \Delta\right)\left(\right.$ note that by convention $\left.\prod_{l=\Delta}^{\Delta-1}\left(1-\rho_{l} / \Delta\right)=1\right)$. Then, take the convex combination of these $\Delta$ inequalities with coefficients $\alpha_{1}, \cdots, \alpha_{\Delta}$, where $\alpha_{i}=\frac{\prod_{l=i}^{\Delta-1}\left(1-\rho_{l} / \Delta\right)}{\beta}$. We have $\alpha_{i} \in[0,1], \alpha_{\Delta}=\frac{1}{\beta}$ and $\sum_{i=1}^{\Delta} \alpha_{i}=1$.

We get $w(\mathcal{S}) \leq \rho_{\Delta}\left(\sum_{m=1}^{\Delta} w\left(S_{m}^{*}\right)\right) \leq \rho_{\Delta} w\left(S^{*}\right)$ where $\rho_{\Delta}=\Delta / \beta$. Indeed, the contribution of weight $w\left(S_{i}^{*}\right)$ in the convex combination is $\Delta \alpha_{i}+\sum_{j=i+1}^{\Delta} \alpha_{j} \times$ $\rho_{j-1}$. If we denote $A_{i}=\sum_{j=i+1}^{\Delta} \alpha_{j} \times \rho_{j-1}$, then we can easily prove that $A_{i}=$ $\Delta\left(\alpha_{\Delta}-\alpha_{i}\right)$.

The following table gives the approximate value of ratio $\rho_{\Delta}$ for some $\Delta$.

| $\Delta$ | 4 | 5 | 10 | 50 | 100 | 200 | 400 | 700 | 1000 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\rho_{\Delta}$ | 1.61 | 1.75 | 2.16 | 2.97 | 3.25 | 3.51 | 3.73 | 3.89 | 3.99 |

Note that this improves a $(4-3 / \Delta)$-approximation algorithm given in 15 (see the note on related works at the end of the paper), for $\Delta \leq 1025$.

We end this section by improving the lower bound obtained in 44 for the Weighted Coloring problem in line graphs of regular bipartite graphs of degree $\Delta$.

Theorem 5. For any $\Delta \geq 3, \varepsilon>0$, the Weighted Coloring problem is not $\left(1+\frac{2}{\Delta}-\frac{2}{\Delta+1}-\varepsilon\right)$ approximable unless $\boldsymbol{P}=\boldsymbol{N P}$, in line graphs of regular bipartite graphs of degree $\Delta$.

Proof. For simplicity, we consider the edge model, i.e., we study the Weighted Edge-Coloring problem in regular bipartite graphs of degree $\Delta$. We prove the
following result by induction: it is $\mathbf{N P}$-complete to distinguish between opt $(I) \leq$ $\frac{\Delta(\Delta+1)}{2}$ and $\operatorname{opt}(I) \geq \frac{\Delta(\Delta+1)+2}{2}$ in regular bipartite graphs of degree $\Delta$, where the weights used are in $W=\{1, \ldots, \Delta\}$ and there exists at least one vertex of degree $\Delta$ whose incident edges have different weights (i.e. are weighted by 1, 2, ... , and $\Delta$ ).

For $\Delta=3$ the result is proved in 3. Assume that the result holds for $\Delta=k-1$ and let us prove the result for $\Delta^{\prime}=k$.

Let $I=(G, w)$ be an instance with $\Delta=k-1$ (in other words, $G=(L, R ; E)$ is a regular bipartite graphs of degree $k-1$ ). We construct an instance $I^{\prime}=$ ( $G^{\prime}, w^{\prime}$ ) of the case $\Delta^{\prime}=k$ as follows: we duplicate $G$ as $G_{1}=\left(L_{1}, R_{1} ; E_{1}\right)$ and $G_{2}=\left(L_{2}, R_{2} ; E_{2}\right)$ and we add two matchings $M_{1}$ and $M_{2}$ between $G_{1}$ and $G_{2}$ such that $M_{i}$ links the vertices of $L_{i}$ to the vertices of $R_{3-i}$. The weights of the edges of $G^{\prime}$ are assigned as follows: if $e \in E_{1} \cup E_{2}$, then $w^{\prime}(e)=w(e)$; if $e \in M_{1} \cup M_{2}$, then $w^{\prime}(e)=\Delta^{\prime}$.

It is clear that the instance $I^{\prime}=\left(G^{\prime}, w^{\prime}\right)$ verifies the required hypothesis. We claim that $\operatorname{opt}(I) \leq \frac{\Delta(\Delta+1)}{2}$ iff $\operatorname{opt}\left(I^{\prime}\right) \leq \frac{\Delta^{\prime}\left(\Delta^{\prime}+1\right)}{2}$.

If $\operatorname{opt}(I) \leq \frac{\Delta(\Delta+1)}{2}$, then by duplicating this edge coloring to $G_{i}$ and by adding a new color to $M_{1} \cup M_{2}$, we obtain an edge coloring of $G^{\prime}$ and $\operatorname{opt}\left(I^{\prime}\right) \leq$ $o p t(I)+\Delta^{\prime} \leq \frac{\Delta^{\prime}\left(\Delta^{\prime}+1\right)}{2}$.

Conversely, assume that $\operatorname{opt}\left(I^{\prime}\right) \leq \frac{\Delta^{\prime}\left(\Delta^{\prime}+1\right)}{2}$. Then the edges of $M_{1} \cup M_{2}$ have the same color. Otherwise, $\operatorname{opt}\left(I^{\prime}\right) \geq \Delta^{\prime}+\Delta^{\prime}+\sum_{i=1}^{\Delta^{\prime}-2} i>\frac{\Delta^{\prime}\left(\Delta^{\prime}+1\right)}{2}$ since in $I^{\prime}$ there are $\Delta^{\prime}$ edges $e_{1}, \ldots, e_{\Delta^{\prime}}$ with $w^{\prime}\left(e_{i}\right)=i$ adjacent to the same vertex. Thus, the restriction of this solution to $G_{1}$ is an edge coloring verifying opt $(I) \leq$ $o p t\left(I^{\prime}\right)-\Delta^{\prime}$.

### 3.2 Partial $k$-Trees

A $k$-tree is a graph that can be reduced to a clique of size $k$ by deleting iteratively some vertices the neighborhood of which is a clique of size $k$. A partial $k$-tree is a subgraph of a $k$-tree. There are several characterizations of partial $k$-trees. One of them is the following: $G$ is a partial $k$-tree iff $G$ is a subgraph of a chordal graph $G^{\prime}$ with a clique number equal to $k+1$ (i.e., $\omega\left(G^{\prime}\right)=k+1$ ). $k$-trees are (polynomially) $k+1$-colorable, and we can get a $\rho_{k+1}$-approximation, but we can improve this result.

Let us define the List Coloring problem, where we want to answer the following question: given a graph $G=(V, E)$ with, for any $v \in V$, a set $L(v)$ of admissible colors, does there exist a (proper) coloring of $G$ with colors from $L(V)=\cup_{v \in V} L(v)$ such that any vertex $v$ is colored with a color from $L(v)$ ? The complexity of List Coloring has been studied in [13|11.

Theorem 6. If $\mathcal{G}$ is a class of $t$-colorable graphs (where $t$ is a constant) where List Coloring is polynomial, then Weighted Coloring admits a PTAS in $\mathcal{G}$.

Proof. Let $\mathcal{G}$ such a class of graphs, a graph $G \in \mathcal{G}$ and $\varepsilon>0$. Let $k=$ $\left\lceil(t-1)\left(1+\frac{1}{\varepsilon}\right)\right\rceil$.

Consider the following algorithm. For any $k^{\prime} \leq k$ :

- consider any $k^{\prime}$-tuple $\left(x_{1}, \cdots, x_{k^{\prime}}\right) \in W^{k^{\prime}}$;
- find a $k^{\prime}$-coloring $\left(S_{1}, \cdots, S_{k^{\prime}}\right)$ of $G$ such that $w\left(S_{i}\right) \leq x_{i}, i=1, \cdots, k^{\prime}$, if such a coloring exists;
- output the best coloring among those found in the previous step.

To achieve the second step, we use the fact that List Coloring is polynomial in $\mathcal{G}$. Indeed, given $\left(x_{1}, \cdots, x_{k^{\prime}}\right) \in W^{k^{\prime}}$, we can define an instance of List Coloring on $G$ : $v_{i}$ can be colored with color $S_{j}$ for all $j \in\left\{1, \cdots, k^{\prime}\right\}$ such that $w\left(v_{i}\right) \leq x_{j}$. One can easily see that a coloring is valid for this instance of List Coloring, if and only if this coloring is such that $w\left(S_{i}\right) \leq x_{i}, i=1, \cdots, k^{\prime}$.

We claim that the solution computed by this algorithm is $1+\varepsilon$-approximate, for any $\varepsilon>0$.

Indeed, consider an optimal solution $\mathcal{S}^{*}=\left(S_{1}^{*}, \cdots, S_{l}^{*}\right)$, with $w\left(S_{1}^{*}\right) \geq \cdots \geq$ $w\left(S_{l}^{*}\right)$. If $l \leq k$, then we found, by our exhaustive search, a coloring ( $S_{1}, \cdots, S_{l}$ ) such that $w\left(S_{i}\right) \leq w\left(S_{i}^{*}\right)$ for all $i$, hence an optimal solution.

If $l>k$, then consider the $k$-tuple $\left(w_{1}, \cdots, w_{k}\right)$ where $w_{i}=w\left(S_{i}^{*}\right)$ for $i \leq$ $k+1-t$ and $w_{i}=w\left(S_{k+1-t}^{*}\right)$ for $i \geq k+1-t$. If we consider the $k-t$ colors $S_{i}^{*}, i=1, \cdots, k-t$, and any $t$-coloring $S_{j}, j=k+1-t, \cdots, k$ of the remaining vertices (the graph is polynomially $t$-colorable), then $w\left(S_{j}\right) \leq w\left(S_{k+1-t}^{*}\right)$ for $j=k+1-t, \cdots, k$. So, the algorithm finds a coloring for this particular tuple $\left(w_{1}, \cdots, w_{k}\right)$. Consequently, the solution $\mathcal{S}$ given by the algorithm is such that:

$$
\begin{aligned}
\frac{w(\mathcal{S})}{w\left(\mathcal{S}^{*}\right)} & \leq \frac{\sum_{i=1}^{k+1-t} w\left(S_{i}^{*}\right)+(t-1) w\left(S_{k+1-t}^{*}\right)}{\sum_{i=1}^{l} w\left(S_{i}^{*}\right)} \\
& \leq 1+\frac{(t-1) w\left(S_{k+1-t}^{*}\right)}{\sum_{i=1}^{k+1-t} w\left(S_{i}^{*}\right)} \leq 1+\frac{t-1}{k+1-t} \leq 1+\varepsilon
\end{aligned}
$$

Since we use less than $\left|W^{k+1}\right| \leq n^{k+1}$ times the algorithm for List Coloring as a subroutine, our algorithm is polynomial, hence we get the expected result.

Since List Coloring is polynomial in partial $k$-trees ([11), then we have the following corollary:

Corollary 3. Weighted Coloring admits a PTAS in partial k-trees (hence, in particular, in trees).

Although we have proposed an approximation scheme in partial $k$-trees, the complexity of the Weighted Coloring problem remains open for these graphs.

We now focus ourselves on the case where the input graph is a chain, or a collection of chains. Guan and Zhu proposed in [8] a polynomial time algorithm with complexity $O\left(n^{4}\right)$ to solve (optimally) Weighted Coloring in chains (as a particular case of a more general result). We can improve this result in the following way:

Theorem 7. Weighted Coloring is polynomially solvable in $O(n|W|) \leq O\left(n^{2}\right)$ in chains.

Proof. Consider a graph $G$ which is a set of $k$ disjoint chains $C_{1}, \cdots, C_{k}$. Note that $\Delta(G) \leq 2$ hence any optimal Weighted Coloring has at most 3 colors. As we have seen previously, the best 2 -coloring is easily computable (in $O(n)$ ). To compute an optimal 3-coloring, we compute, for any $w \in W$, the smallest number $n_{w} \leq w$ for which there exists a 3-coloring $\left(S_{1}, S_{2}, S_{3}\right)$ with $w\left(S_{1}\right)=w_{\max }$, $w\left(S_{2}\right) \leq w$ and $w\left(S_{3}\right) \leq n_{w}$ ( $n_{w}=\infty$ if such a coloring does not exist). Remark first that every vertex $v$ with weight $w(v)>w$ must receive color 1. Consider now two consecutive such vertices $v_{i}, v_{j}$ in a chain $C_{l}$. If there exists an odd number of vertices between $v_{i}$ and $v_{j}$, we can color these vertices with colors 1 and 2 . Otherwise, one must use 3 colors, and one can do it by coloring with color 3 only the lightest vertex $v_{i j}$ between $v_{i}$ and $v_{j}$. Hence, $n_{w}$ is the heaviest among these vertices $v_{i j}$. Given $w \in W$, we can find $n_{w}$ (and the corresponding coloring) in $O(n)$, hence the result follows.

### 3.3 Note on Related Works

During the time between submission and the current version, we have learnt that some results obtained here also appear in papers 14|15. In these papers, the authors deal with the same problem that they call maximum coloring. In [14], the authors proved that this problem is NP-complete in interval graphs and gave constant polynomial approximation. However, the proof used for the NPcompleteness is completely different. In [15], the authors proposed a PTAS for the case of trees. Moreover, they also provide a $(4-3 / k)$-approximation algorithm in hereditary classes of $k$-colorable graphs where the usual coloring problem is polynomial. In particular, this gives a $(4-3 / \Delta)$-approximation algorithm for line graphs of bipartite graphs with maximum degree $\Delta$.
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#### Abstract

This work introduces two decision problems, Stabilizer $_{D}$ and Orbit $\operatorname{Coset}_{D}$, and gives quantum reductions from them to the problem Orbit Superposition (Friedl et al., 2003), as well as quantum reductions to them from two group theoretic problems Group Intersection and Double Coset Membership. Based on these reductions, efficient quantum algorithms are obtained for Group Intersection and Double Coset Membership in the setting of black-box groups. Specifically, for solvable groups, this gives efficient quantum algorithms for Group Intersection if one of the underlying solvable groups has a smoothly solvable commutator subgroup, and for Double Coset MemBERSHIP if one of the underlying solvable groups is smoothly solvable. Finally, it is shown that Group Intersection and Double Coset Membership are in the complexity class SZK.


## 1 Introduction

This paper makes progress in finding connections between quantum computation and computational group theory. We give results about quantum algorithms and reductions for group theoretic problems, concentrating mostly on solvable groups.

Many problems that have quantum algorithms exponentially faster than the best known classical algorithms turn out to be special cases of the Hidden SubGROUP problem for abelian groups, which can be solved using the Quantum Fourier Transform [12]. The non-abelian Hidden Subgroup problem remains a very interesting open problem since it has as its special case the Graph Isomorphism problem. Recently Friedl et al. 3 made progress on the non-abelian case by introducing Stabilizer and Orbit Coset, both of which generalize Hidden Subgroup, and showing that they can be solved efficiently on quantum computers for a family of smoothly solvable groups. They introduced in the same paper the problem Orbit Superposition as a useful tool. In this paper we further investigate the relationship among Stabilizer, Orbit Coset, and

* This work was supported in part by the National Security Agency (NSA) and Advanced Research and Development Activity (ARDA) under Army Research Office (ARO) contract number DAAD 190210048.

Orbit Superposition. We introduce two problems Stabilizer $_{D}$ and Orbit $\operatorname{Coset}_{D}$, which are the decision versions of Stabilizer and Orbit Coset. We show that in bounded error quantum polynomial time $\operatorname{STABILIZER}_{D}$ reduces to Orbit Superposition over solvable groups and Orbit $\operatorname{Coset}_{D}$ reduces to Orbit Superposition over any finite groups.

These reductions to Orbit Superposition suggest that the difficulty in $\operatorname{Stabilizer}_{D}$ and Orbit $\operatorname{Coset}_{D}$ resides in the construction of uniform quantum superpositions over orbits (in a group action). This is in general not a surprise. Very often, solving a problem with a quantum algorithm can be reduced to preparing the right quantum superposition. For example, if one can prepare a uniform superposition over all graphs isomorphic to a given graph, then one can solve the Graph Isomorphism problem easily via a simple swap test [45]. What makes orbit superpositions interesting in our case, however, is their unexpected utility for solving a variety of different problems that may at first seem unrelated, including not only $\operatorname{Stabilizer}_{D}$ and Orbit $\operatorname{Coset}_{D}$ but also Group Intersection and Double Coset Membership, described below 1

Our results on $\mathrm{StabiLIzer}_{D}$ and Orbit $\operatorname{Coset}_{D}$ help us to obtain efficient quantum algorithms for two well studied problems in computational group theory, Group Intersection and Double Coset Membership. No efficient classical algorithms are known for these two problems. Watrous 6 first used quantum computers to help solve problems in computational group theory. He constructed efficient quantum algorithms for several problems on solvable groups, such as Order Verification and Group Membership. Based on an algorithm of Beals and Babai (7), Ivanyos, Magniez, and Santha [8] obtained efficient quantum algorithms for Order Verification as well as several other group theoretic problems. Watrous asked in [6] whether there are efficient quantum algorithms for problems such as Group Intersection and Coset Intersection. Here we study Group Intersection and Double Coset Membership where Double Coset Membership generalizes Coset Intersection as well as Group Membership and Group Factorization. We show that for solvable groups, there are efficient quantum algorithms for Group Intersection and Double Coset Membership under certain conditions. We obtain these results by showing that these two problems reduce to $\mathrm{Stabilizer}_{D}$ and Orbit $\operatorname{Coset}_{D}$, respectively. Our results also imply that for abelian groups, Group Intersection and Double Coset Membership are in the complexity class BQP. Combined with Fortnow and Rogers' result 9 that any problem in BQP is low for the counting class $\mathbf{P P}$, we obtain an alternative proof that they are low for the class PP. Arvind and Vinodchandran first proved this result [10].

Finally, motivated by a similar result in Aharonov and Ta-Shma [5], we show that Group Intersection and Double Coset Membership have honestverifier zero knowledge proof systems, and thus are in SZK. This is an improvement of Babai's result [11] that Group Intersection and Double Coset

[^23]Membership are in $\mathbf{A M} \cap$ coAM. While Watrous 12 showed that Group Nonmembership is in the complexity class QMA, another implication of our results is that Group Nonmembership is in SZK.

Our results and other known reducibility relationships between these and other various group theoretic problems are summarized in Figure 1 .


Fig. 1. Known reducibilities between various group theoretic problems. Thick lines represent nontrivial reducibilities shown in the current work.

## 2 Preliminaries

Background on general group theory and quantum computation can be found in the standard textbooks 1314.

### 2.1 The Black-Box Group Model

All of the group theoretic problems discussed in this paper will be studied in the model of black-box groups. This model was first introduced by Babai and Szemerédi [15] as a general framework for studying algorithmic problems for finite groups. It has been extensively studied (see [6]). Here we will use descriptions similar to those in [10.

We fix the alphabet $\Sigma=\{0,1\}$. A group family is a countable sequence $\mathcal{B}=\left\{B_{m}\right\}_{m \geq 1}$ of finite groups $B_{m}$, such that there exist polynomials $p$ and $q$ satisfying the following conditions. For each $m \geq 1$, elements of $B_{m}$ are encoded as strings (not necessarily unique) in $\Sigma^{p(m)}$. The group operations (inverse, product and identity testing) of $B_{m}$ are performed at unit cost by black-boxes (or group oracles). The order of $B_{m}$ is computable in time bounded by $q(m)$, for each $m$. We refer to the groups $B_{m}$ of a group family and their subgroups (presented by generator sets) as black-box groups. Common examples of black-box groups are $\left\{S_{n}\right\}_{n \geq 1}$ where $S_{n}$ is the permutation group on $n$ elements, and $\left\{G L_{n}(q)\right\}_{n \geq 1}$ where $G L_{n}(q)$ is the group of $n \times n$ invertible matrices over the finite field $F_{q}$. Depending on whether the group elements are uniquely encoded, we have
the unique encoding model and non-unique encoding model, the latter of which enables us to deal with factor groups [15]. In the non-unique encoding model an additional group oracle has to be provided to test if two strings represent the same group element. Our results will apply only to the unique encoding model. In one of our proofs, however, we will use the non-unique encoding model to handle factor groups. For how to implement group oracles in the form of quantum circuits, please see [6].

Definition $1([\mathbf{1 0}])$. Let $\mathcal{B}=\left\{B_{m}\right\}_{m \geq 1}$ be a group family. Let $e$ denote the identity element of each $B_{m}$. Let $k \geq 2$ be any integer. Let $\langle S\rangle$ denote the group generated by a set $S$ of elements of $B_{m}$. Below, $g$ and $h$ denote elements, and $S_{1}$ and $S_{2}$ subsets, of $B_{m}$.

$$
\begin{aligned}
\text { Group Intersection } & :=\left\{\left(0^{m}, S_{1}, S_{2}\right) \mid\left\langle S_{1}\right\rangle \cap\left\langle S_{2}\right\rangle=\langle e\rangle\right\}, \\
\text { Multiple Group Intersection } & :=\left\{\left(0^{m}, S_{1}, \ldots, S_{k}\right) \mid\left\langle S_{1}\right\rangle \cap \ldots \cap\left\langle S_{k}\right\rangle=\langle e\rangle\right\}, \\
\text { Group Membership } & :=\left\{\left(0^{m}, S_{1}, g\right) \mid g \in\left\langle S_{1}\right\rangle\right\}, \\
\text { Group Factorization } & :=\left\{\left(0^{m}, S_{1}, S_{2}, g\right) \mid g \in\left\langle S_{1}\right\rangle\left\langle S_{2}\right\rangle\right\}, \\
\text { Coset Intersection } & :=\left\{\left(0^{m}, S_{1}, S_{2}, g\right) \mid\left\langle S_{1}\right\rangle g \cap\left\langle S_{2}\right\rangle \neq \emptyset\right\}, \\
\text { Double Coset Membership } & :=\left\{\left(0^{m}, S_{1}, S_{2}, g, h\right) \mid g \in\left\langle S_{1}\right\rangle h\left\langle S_{2}\right\rangle\right\} .
\end{aligned}
$$

Multiple Group Intersection is a generalized version of Group Intersection. Also, it is easily seen that Double Coset Membership generalizes Group Membership, Group Factorization, and Coset Intersection. Therefore in this paper we will focus on Double Coset Membership. All our results about Double Coset Membership will also apply to Group Membership, Group Factorization, and Coset Intersection. (Actually, Coset Intersection and Group Factorization are easily seen to be the same problem.)

### 2.2 Solvable Groups

The commutator subgroup $G^{\prime}$ of a group $G$ is the subgroup generated by elements $g^{-1} h^{-1} g h$ for all $g, h \in G$. We define $G^{(n)}$ such that

$$
\begin{aligned}
& G^{(0)}=G \\
& G^{(n)}=\left(G^{(n-1)}\right)^{\prime}, \text { for } n \geq 1
\end{aligned}
$$

$G$ is solvable if $G^{(n)}$ is the trivial group $\{e\}$ for some $n$. We call $G=G^{(0)} \triangleright G^{(1)} \triangleright$ $\cdots \triangleright G^{(n)}=\{e\}$ the derived series of $G$, of length $n$. Note that all the factor groups $G^{(i)} / G^{(i+1)}$ are abelian. There is a randomized procedure that computes the derived series of a given group $G$ [16].

The term smoothly solvable is first introduced in [3]. We say that a family of abelian groups is smoothly abelian if each group in the family can be expressed as the direct product of a subgroup with bounded exponent and a subgroup of polylogarithmic size in the order of the group. A family of solvable groups is
smoothly solvable if the length of each derived series is bounded by a constant and the family of all factor groups $G^{(i)} / G^{(i+1)}$ is smoothly abelian.

In designing efficient quantum algorithms for computing the order of a solvable group (Order Verification), Watrous [6] obtained as a byproduct a method to construct approximately uniform quantum superpositions over elements of a given solvable group.

Theorem 1 ([6]). In the model of black-box groups with unique encoding, there is a quantum algorithm operating as follows (relative to an arbitrary group oracle). Given generators $g_{1}, \ldots, g_{m}$ such that $G=\left\langle g_{1}, \ldots, g_{m}\right\rangle$ is solvable, the algorithm outputs the order of $G$ with probability of error bounded by $\epsilon$ in time polynomial in $m n+\log (1 / \epsilon)$ (where $n$ is the length of the strings representing the generators). Moreover, the algorithm produces a quantum state $\rho$ that approximates the state $|G\rangle=|G|^{-1 / 2} \sum_{g \in G}|g\rangle$ with accuracy $\epsilon$ (in the trace norm metric).

### 2.3 A Note on Quantum Reductions

In Sections 3 and 4 we describe quantum reductions to various problems. Quantum algorithms for these problems often require several identical copies of a quantum state or unitary gate to work to a desired accuracy. Therefore, we will implicitly assume that our reductions may be repeated $t$ times, where $t$ is some appropriate parameter polynomial in the input size and the logarithm of the desired error bound.

## 3 Stabilizer $_{D}$ and Orbit $\operatorname{Coset}_{\boldsymbol{D}}$

Friedl et al. 33 introduced several problems which are closely related to Hidden Subgroup. In particular, they introduced Stabilizer, Hidden Translation, Orbit Coset, and Orbit Superposition. Stabilizer generalizes Hidden Subgroup. In fact, the only difference between Stabilizer and Hidden SubGROUP is that in the definition of Stabilizer the function $f$ can be a quantum function that maps group elements to mutually orthogonal quantum states with unit norm. Orbit Coset generalizes Stabilizer and Hidden Translation. Orbit Superposition is a relevant problem, which is also of independent interest. The superpositions Watrous constructed in Theorem 1 can be considered as an instance of Orbit Superposition.

We would like to further characterize the relationship of these problems. First we define and study the decision versions of Stabilizer and Orbit Coset, denoted as Stabilizer ${ }_{D}$ and Orbit $\operatorname{Coset}_{D}$. The original definitions of Stabilizer and Orbit Coset concerns about finding generating sets of certain stabilizer subgroups. In the decision version, we simplify the problems by only asking whether the stabilizer subgroups are trivial. We also give the definition of the problem Orbit Superposition.

Let $G$ be a finite group. Let $\Gamma$ be a set of mutually orthogonal quantum states. Let $\alpha: G \times \Gamma \rightarrow \Gamma$ be a group action of $G$ on $\Gamma$, i.e., for every $x \in G$ the
function $\left.\alpha_{x}:|\phi\rangle \rightarrow \mid \alpha(x,|\phi\rangle)\right\rangle$ is a permutation over $\Gamma$ and the map $h$ from $G$ to the symmetric group over $\Gamma$ defined by $h(x)=\alpha_{x}$ is a homomorphism. We use the notation $|x \cdot \phi\rangle$ instead of $\mid \alpha(x,|\phi\rangle)\rangle$, when $\alpha$ is clear from the context. We let $G(|\phi\rangle)$ denote the set $\{|x \cdot \phi\rangle: x \in G\}$, and we let $G_{|\phi\rangle}$ denote the stabilizer subgroup of $|\phi\rangle$ in $G$, i.e., $\{x \in G:|x \cdot \phi\rangle=|\phi\rangle\}$. Given any positive integer $t$, let $\alpha^{t}$ denote the group action of $G$ on $\Gamma^{t}=\left\{|\phi\rangle^{\otimes t}:|\phi\rangle \in \Gamma\right\}$ defined by $\alpha^{t}\left(x,|\phi\rangle^{\otimes t}\right)=|x \cdot \phi\rangle^{\otimes t}$. We need $\alpha^{t}$ because the input superpositions cannot be cloned in general.

Definition 2. Let $G$ be a finite group and $\Gamma$ be a set of pairwise orthogonal quantum states. Fix the group action $\alpha: G \times \Gamma \rightarrow \Gamma$.

- Given generators for $G$ and a quantum state $|\phi\rangle \in \Gamma$, $\operatorname{Stabilizer}_{D}$ is to check if the subgroup $G_{|\phi\rangle}$ is the trivial subgroup $\{e\}$.
- Given generators for $G$ and two quantum states $\left|\phi_{0}\right\rangle,\left|\phi_{1}\right\rangle \in \Gamma$, Orbit $\operatorname{Coset}_{D}$ is to either reject the input if $G\left(\left|\phi_{0}\right\rangle\right) \cap G\left(\left|\phi_{1}\right\rangle\right)=\emptyset$ or accept the input if $G\left(\left|\phi_{0}\right\rangle\right)=G\left(\left|\phi_{1}\right\rangle\right)$.
- Given generators for $G$ and a quantum state $|\phi\rangle \in \Gamma$, Orbit SuperposiTION is to construct the uniform superposition

$$
|G \cdot \phi\rangle=\frac{1}{\sqrt{\mid G(|\phi\rangle) \mid}} \sum_{\left|\phi^{\prime}\right\rangle \in G(|\phi\rangle)}\left|\phi^{\prime}\right\rangle .
$$

Next we show that the difficulty of $\mathrm{Stabilizer}_{D}$ and Orbit $\operatorname{Coset}_{D}$ may reside in constructions of certain uniform quantum superpositions, which can be achieved by the problem Orbit Superposition.

We will use the following result which is easily derivable from Theorem 7 in Ivanyos, Magniez, and Santha [8]:

Theorem 2 ( $[\mathbf{8}]$ ). Assume that $G$ is a solvable black-box group given by generators with not necessarily unique encoding. Suppose that $N$ is a normal subgroup given as a hidden subgroup of $G$ via the function $f$. Then the order of the factor group $G / N$ can be computed by quantum algorithms in time polynomial in $n$, where $n$ is the input size.

Please note that we can apply Theorem 2 to factor groups since it uses the non-unique encoding black-box groups model.

Theorem 3. Over solvable groups, Stabilizer $_{D}$ reduces to Orbit SuperpoSITION in bounded-error quantum polynomial time.

Proof. Let the solvable group $G$ and quantum state $|\phi\rangle$ be the input for the problem Stabilizer ${ }_{D}$. We can find in classical polynomial time generators for each element in the derived series of $G$ [16], namely, $\{e\}=G_{1} \triangleleft \cdots \triangleleft G_{n}=G$. For $1 \leq i \leq n$ let $S_{i}=\left(G_{i}\right)_{|\phi\rangle}$, the stabilizer of $|\phi\rangle$ in $G_{i}$. By Theorem 1 we can compute the orders of $G_{1}, \ldots, G_{n}$ and thus the order of $G_{i+1} / G_{i}$ for any $1 \leq i<n$. We will proceed in steps. Suppose that before step $i+1$, we know that $S_{i}=\{e\}$. We want to find out if $S_{i+1}=\{e\}$ in the $(i+1)$ st step. Since $G_{i} \triangleleft G_{i+1}$,
by the Second Isomorphism Theorem, $G_{i} S_{i+1} / G_{i} \cong S_{i+1}$. Consider the factor group $G_{i+1} / G_{i}$, we will define a function $f$ such that $f$ is constant on $G_{i} S_{i+1} / G_{i}$ and distinct on left cosets of $G_{i} S_{i+1} / G_{i}$ in $G_{i+1} / G_{i}$. Then by Theorem 2 we can compute the order of the factor group $G_{i+1} / G_{i}$ over $G_{i} S_{i+1} / G_{i}$. The group oracle needed in the non-unique encoding model to test if two strings $s_{1}$ and $s_{2}$ represent the same group elements can be implemented using the quantum algorithm for Group Membership, namely, testing if $s_{1}^{-1} s_{2}$ is a member of $G_{i}$. The order of this group is equal to the order of $G_{i+1} / G_{i}$ if and only if $S_{i+1}$ is trivial.

Here is how we define the function $f$. Using $G_{i}$ and $|\phi\rangle$ as the input for Orbit Superposition, we can construct the uniform superposition $\left|G_{i} \cdot \phi\right\rangle$. Let $\Gamma$ be the set $\left\{\left|g G_{i} \cdot \phi\right\rangle \mid g \in G_{i+1}\right\}$. We define $f: G_{i+1} / G_{i} \rightarrow \Gamma$ be such that $f\left(g G_{i}\right)=\left|g G_{i} \cdot \phi\right\rangle$. What is left is to verify that $f$ hides the subgroup $G_{i} S_{i+1} / G_{i}$ in the group $G_{i+1} / G_{i}$. For any $g \in G_{i} S_{i+1}$, it is straightforward to see that $\left|g G_{i} \cdot \phi\right\rangle=\left|G_{i} \cdot \phi\right\rangle$. If $g_{1}$ and $g_{2}$ are in the same left coset of $G_{i} S_{i+1}$, then $g_{1}=g_{2} g$ for some $g \in G_{i} S_{i+1}$ and thus $\left|g_{1} G_{i} \cdot \phi\right\rangle=\left|g_{2} G_{i} \cdot \phi\right\rangle$. If $g_{1}$ and $g_{2}$ are not in the same left coset of $G_{i} S_{i+1}$, we will show that $\left|g_{1} G_{i} \phi\right\rangle$ and $\left|g_{2} G_{i} \phi\right\rangle$ are orthogonal quantum states. Suppose there exists $x_{1}, x_{2} \in G_{i}$ such that $\left|g_{1} x_{1} \cdot \phi\right\rangle=\left|g_{2} x_{2} \cdot \phi\right\rangle$, then $x_{1}^{-1} g_{1}^{-1} g_{2} x_{2} \in S_{i+1}$. But $x_{1}^{-1} g_{1}^{-1} g_{2} x_{2}=$ $x_{1}^{-1} x_{2}^{\prime} g_{1}^{-1} g_{2}$ for some $x_{2}^{\prime} \in G_{i}$. Thus $g_{1}^{-1} g_{2} \in G_{i} S_{i+1}$. This contradicts the assumption that $g_{1}$ and $g_{2}$ are not in the same coset of $G_{i} S_{i+1}$.

We need to repeat the above procedure at most $\Theta(\log |G|)$ times. For each step the running time is polynomial in $\log |G|+\log (1 / \epsilon)$, for error bound $\epsilon$. So the total running time is still polynomial in the input size.

We can also easily reduce Orbit $\operatorname{Coset}_{D}$ to Orbit Superposition in quantum polynomial time. In this reduction, we don't require the underlying groups to be solvable. The proof uses similar techniques that Watrous [12] and Buhrman et al. [4] used to differentiate two quantum states.

Theorem 4. Orbit $\operatorname{Coset}_{D}$ reduces to Orbit Superposition in boundederror quantum polynomial time.

Proof. Let the finite group $G$ and two quantum states $\left|\phi_{1}\right\rangle,\left|\phi_{2}\right\rangle$ be the inputs of Orbit $\operatorname{Coset}_{D}$. Notice that the orbit coset of $\left|\phi_{1}\right\rangle$ and $\left|\phi_{2}\right\rangle$ are either identical or disjoint, which implies the two quantum states $\left|G \cdot \phi_{1}\right\rangle$ and $\left|G \cdot \phi_{2}\right\rangle$ are either identical or orthogonal. We may then tell which is the case using a version of the swap test of Buhrman et al. [4.

## 4 Quantum Algorithms for Group Intersection and Double Coset Membership

In this section we use results in the previous section to make progress in finding quantum algorithms for Group Intersection and Double Coset MemberSHIP.

We will need the following results which are easily derivable from Friedl et al. 3.

Theorem 5 ([3]). Let $G$ be a finite solvable group having a smoothly solvable commutator subgroup. Let $\alpha$ be a group action of $G$. STABILIZER $_{D}$ can be solved in $G$ for $\alpha^{t}$ in quantum time poly $(\log |G|) \log (1 / \epsilon)$ with error $\epsilon$ when $t=\left(\log ^{\Omega(1)}|G|\right) \log (1 / \epsilon)$,

Theorem 6 ([3]). Let $G$ be a smoothly solvable group and let $\alpha$ be a group action of $G$. When $t=\left(\log ^{\Omega(1)}|G|\right) \log (1 / \epsilon)$, Orbit $\operatorname{Coset}_{D}$ can be solved in $G$ for $\alpha^{t}$ in quantum time poly $(\log |G|) \log (1 / \epsilon)$ with error $\epsilon$.

First we show that with the help of certain uniform quantum superpositions over group elements, Group Intersection can be reduced to Stabilizer $_{D}$.

Theorem 7. Group Intersection reduces to Stabilizer $_{D}$ in bounded-error quantum polynomial time if one of the underlying groups is solvable.

Proof. Given an input $\left(0^{m}, S_{1}, S_{2}\right)$ for Group Intersection, without loss of generality, suppose that $G=\left\langle S_{1}\right\rangle$ is an arbitrary finite group and $H=\left\langle S_{2}\right\rangle$ is solvable. By Theorem 1 we can construct an approximately uniform superposition $|H\rangle=|H|^{-1 / 2} \sum_{h \in H}|h\rangle$. For any $g \in G$, let $|g H\rangle$ denote the uniform superposition over left coset $g H$, i.e., $|g H\rangle=|H|^{-1 / 2} \sum_{h \in g H}|h\rangle$. Let $\Gamma=\{|g H\rangle \mid g \in G\}$. Note that the quantum states in $\Gamma$ are (approximately) pairwise orthogonal. Define the group action $\alpha: G \times \Gamma \rightarrow \Gamma$ to be that for every $g \in G$ and every $|\phi\rangle \in \Gamma, \alpha(g,|\phi\rangle)=|g \phi\rangle$. Then the intersection of $G$ and $H$ is exactly the subgroup of $G$ that stabilizes the quantum state $|H\rangle$.

Corollary 1. Group Intersection over solvable groups can be solved within error $\epsilon$ by a quantum algorithm that runs in time polynomial in $m+\log (1 / \epsilon)$, where $m$ is the size of the input, provided one of the underlying solvable groups has a smoothly solvable commutator subgroup.

Proof. Follows directly from Theorems 7 and 5.
We observe that a similar reduction to Stabilizer $_{D}$ holds for Multiple Group Intersection.

Proposition 1. Multiple Group Intersection reduces to Stabilizer $_{D}$ in bounded-error quantum polynomial time if all but one of the underlying groups are solvable.

Proof. Without loss of generality, we illustrate the proof for the case $k=3$. Suppose we have three input groups $G, H$, and $K$, where $H$ and $K$ are solvable. We let $\Gamma$ be the set $\{|g H\rangle \otimes|g K\rangle \mid g \in G\}$ and the group action $\alpha: G \times \Gamma \rightarrow \Gamma$ be that for every $g \in G$ and every $|\phi\rangle \otimes|\psi\rangle \in \Gamma, \alpha(g,|\phi\rangle \otimes|\psi\rangle)=|g \phi\rangle \otimes|g \psi\rangle$. Then $G \cap H \cap K$ is the stabilizer subgroup of $G$ that stabilizes the quantum state $|H\rangle \otimes|K\rangle$.

It is not clear if a similar reduction to Stabilizer $_{D}$ exists for Double Coset Membership. However, Double Coset Membership can be nicely put into the framework of Orbit $\operatorname{Coset}_{D}$.

Theorem 8. Double Coset Membership over solvable groups reduces to Orbit $^{C_{0}} \operatorname{Coset}_{D}$ in bounded-error quantum polynomial time.

Proof. Given input for Double Coset Membership $S_{1}, S_{2}, g$ and $h$, where $G=\left\langle S_{1}\right\rangle$ and $H=\left\langle S_{2}\right\rangle$ are solvable groups, we construct the input for Orbit $\operatorname{Coset}_{D}$ as follows. Let $\Gamma=\left\{|x H\rangle \mid x \in\left\langle S_{1}, S_{2}, g, h\right\rangle\right\}$. Define group action $\alpha: G \times \Gamma \rightarrow \Gamma$ to be $\alpha(x,|\phi\rangle)=|x \phi\rangle$ for any $x \in G$ and $|\phi\rangle \in \Gamma$. Let two input quantum states $\left|\phi_{0}\right\rangle$ and $\left|\phi_{1}\right\rangle$ be $|g H\rangle$ and $|h H\rangle$, which can be constructed using Theorem [1 It is not hard to check that $G\left(\left|\phi_{0}\right\rangle\right)=G\left(\left|\phi_{1}\right\rangle\right)$ if and only if $g \in G h H$.

Corollary 2. Double Coset Membership over solvable groups can be solved within error $\epsilon$ by a quantum algorithm that runs in time polynomial in $m+$ $\log (1 / \epsilon)$, where $m$ is the size of the input, provided one of the underlying groups is smoothly solvable.

Proof. Given input for Double Coset Membership $S_{1}, S_{2}, g$ and $h$, suppose that $G=\left\langle S_{1}\right\rangle$ is smoothly solvable and $H=\left\langle S_{2}\right\rangle$ is solvable. Let $S_{1},|g H\rangle,|h H\rangle$ be the input for Orbit $\operatorname{Coset}_{D}$, the result follows from Theorem 6. If instead $H$ is the one which is smoothly solvable, then we modify the input by swapping $S_{1}$ and $S_{2}$ and using $g^{-1}, h^{-1}$ to replace $g, h$. Note that this modification will not change the final answer.

## 5 Statistical Zero Knowledge

A recent paper by Aharonov and Ta-Shma [5] proposed a new way to generate certain quantum states using Adiabatic quantum methods. In particular, they introduced the problem Circuit Quantum Sampling (CQS) and its connection to the complexity class Statistical Zero Knowledge (SZK). Informally speaking, CQS is to generate quantum states corresponding to classical probability distributions obtained from some classical circuits. Although CQS and Orbit Superposition are different problems, they bear a certain level of resemblance. Both problems are concerned about generation of non-trivial quantum states. In their paper they showed that any language in SZK can be reduced to a family of instances of CQS. Based on Theorem 3 and Theorem 4 we would like to ask if there are connections between SZK and the two group-theoretic problems discussed in section 4 .

Our results are that Group Intersection and Double Coset MemberSHIP have honest-verifier zero knowledge proofs, and thus are in SZK. This is an improvement of Babai's result [11 that these two problems are in $\mathbf{A M} \cap \operatorname{coAM}$. One of our proofs shares the same flavor with Goldreich, Micali and Wigderson's proof that Graph Isomorphism is in SZK 17 .

For standard notions of interactive proof systems and zero knowledge interactive proof systems, see Vadhan's Ph.D. thesis [18. Here we only use honestverifier zero knowledge proof systems. Let $\langle P, V\rangle$ be an interactive proof system for an language $L$. We say that $\langle P, V\rangle$ is honest-verifier perfect zero knowledge
(HVPZK) if there exists a probabilistic polynomial-time algorithm $M$ (simulator) such that for every $x \in L$ the output probability distribution of $V$ (after interacting with $P$ ) and $M$, denoted as $\langle P, V\rangle(x)$ and $M(x)$, are identical. Similarly, we say $\langle P, V\rangle$ is honest-verifier statistical zero knowledge (HVSZK) if $\langle P, V\rangle(x)$ and $M(x)$ are statistically indistinguishable. It is clear that HVPZK $\subseteq$ HVSZK. Goldreich, Sahai, and Vadhan showed that HVSZK and SZK are actually the same class [19]. Some complexity results concerning SZK (HVSZK) include that $\mathbf{B P P} \subseteq \mathbf{S Z K} \subseteq \mathbf{A M} \cap$ coAM, and $\mathbf{S Z K}$ is closed under complement, and SZK does not contain any NP-complete language unless the polynomial hierarchy collapses (see [18]).

The following theorem due to Babai [20] will be used in our proof. Let $G$ be a finite group. Let $g_{1}, \ldots, g_{k} \in G$ be a sequence of group elements. A subproduct of this sequence is an element of the form $g_{1}^{e_{1}} \ldots g_{k}^{e_{k}}$, where $e_{i} \in\{0,1\}$. We call a sequence $h_{1}, \ldots, h_{k} \in G$ a sequence of $\epsilon$-uniform Erdős-Rényi generators if every element of $G$ is represented in $\left(2^{k} /|G|\right)(1 \pm \epsilon)$ ways as a subproduct of the $h_{i}$.

Theorem 9 ([20]). Let $c, C>0$ be given constants, and let $\epsilon=N^{-c}$ where $N$ is a given upper bound on the order of the group $G$. There is a Monte Carlo algorithm which, given any set of generators of $G$, constructs a sequence of $O(\log N)$ $\epsilon$-uniform Erdős-Rényi generators at a cost of $O\left((\log N)^{5}\right)$ group operations. The probability that the algorithm fails is $\leq N^{-C}$. If the algorithm succeeds, it permits the construction of $\epsilon$-uniform distributed random elements of $G$ at a cost of $O(\log N)$ group operations per random element.

Basically what Theorem 9 says is that we can randomly sample elements from $G$ and verify the membership of the random sample efficiently. Given a group $G$ and a sequence of $O(\log N) \epsilon$-uniform Erdős-Rényi generators $h_{1}, \ldots, h_{k}$ for $G$, we say that $e_{1} \ldots e_{k}$ where $e_{i} \in\{0,1\}$ is a witness of $g \in G$ if $g=h_{1}^{e_{1}} \ldots h_{k}^{e_{k}}$.

Theorem 10. Group Intersection has an honest-verifier perfect zero knowledge proof system.

Proof. Given groups $G$ and $H$, the prover wants to convince the verifier that the intersection of $G$ and $H$ is the trivial group $\{e\}$. The protocol is as follows.
(V1) The verifier randomly selects $x \in G$ and $y \in H$ and computes $z=x y$. He then sends $z$ to the prover.
(P1) The prover sends two elements, denoted as $x^{\prime}$ and $y^{\prime}$, to the verifier.
(V2) The verifier verifies if $x$ is equal to $x^{\prime}$, and $y$ is equal to $y^{\prime}$. The verifier stops and rejects if any of the verifications fails. Otherwise, he repeats steps from (V1) to (V2).

If the verifier has completed $m$ iterations of the above steps, then he accepts.
If $G \cap H$ is trivial, $z$ will be uniquely factorized into $x \in G$ and $y \in H$. Therefore the prover can always answer correctly. On the other hand, if the $G \cap H$ is nontrivial, the factorization of $z$ is not unique, thus with probability at least one half the prover will fail to answer correctly. For a honest verifier $V$, clearly this protocol is perfect zero-knowledge.

We observe that the above zero knowledge proof does not apply to MuLtiple Group Intersection. If there are more than two input groups, the factorization of $z$ will not be unique even if the intersection of input groups is trivial.

Theorem 11. Double Coset Membership has a honest-prover statistical zero knowledge proof system.

Proof (sketch). Given groups $G, H$ and elements $g, h$, the prover wants to convince the verifier that $g=x h y$ for some $x \in G$ and $y \in H$. Fix a sufficiently small $\epsilon>0$. The protocol is as follows.
(V0) The verifier computes $\epsilon$-uniform Erdős-Rényi generators $g_{1}, \ldots, g_{m}$ and $h_{1}, \ldots, h_{n}$ for $G$ and $H$. The verifier sends the generators to the prover.
(P1) The prover selects random elements $x \in G$ and $y \in H$ and computes $z=x g y$. He then sends $z$ to the verifier .
(V1) The verifier chooses at random $\alpha \in_{R}\{0,1\}$, and sends $\alpha$ to the prover.
(P2) If $\alpha=0$, then the prover sends $x$ and $y$ to the verifier, together with witnesses that $x \in G$ and $y \in H$. If $\alpha=1$, then the prover sends over two other elements, denoted as $x^{\prime}$ and $y^{\prime}$, together with witnesses that $x^{\prime} \in G$ and $y^{\prime} \in H$.
(V2) If $\alpha=0$, then the verifier verifies that $x$ and $y$ are indeed elements of $G$ and $H$ and $z=x g y$. If $\alpha=1$, then the verifier verifies that $x^{\prime}$ and $y^{\prime}$ are indeed elements of $G$ and $H$ and $z=x^{\prime} h y^{\prime}$. The verifier stops and rejects if any of the verifications fails. Otherwise, he repeats steps from (P1) to (V2).

If the verifier has completed $m$ iterations of the above steps, then he accepts.
It is easily seen that the above protocol is an interactive proof system for Double Coset Membership. Note that $z$ is in the double coset $G h H$ if and only if $g$ is in the double coset $G h H$. If $g \notin G h H$, then with probability at least a half the prover will fail to convince the verifier. If $g \in G h H$, let $g=a h b$ for some $a \in G$ and $b \in H$. Then it is clear that $x^{\prime}=x a$ and $y^{\prime}=b y$ are also random elements of $G$ and $H$, thus revealing no information to the verifier. Therefore, to simulate the output of the prover, the simulator simply chooses random elements $x \in G$ and $y \in H$ and outputs $z$ to be $x g y$ if $\alpha=0$ and $x h y$ if $\alpha=1$ in the step P1. Given sufficiently small $\epsilon$, the two probability distribution are easily seen to be statistically indistinguishable.

## 6 Future Research

A key component in our proofs is to construct uniform quantum superpositions over elements of a group, which is addressed by the problem Orbit SuperpoSITION. Watrous [6] showed how to construct such superpositions over elements of a solvable group. We would like to find new ways to construct such superpositions over a larger class of non-abelian groups. Aharonov and Ta-Shma [5] used adiabatic quantum computation to construct certain quantum superpositions such as the superposition over all perfect matchings in a given bipartite
graph. An interesting question is whether adiabatic quantum computation can help to construct superpositions over group elements.

Besides the decision versions, we can also define the order versions of Stabilizer and Orbit Coset, where we only care about the order of the stabilizer subgroups. In fact, the procedure described in the proof of Theorem 3 is also a reduction from the order version of Stabilizer to Orbit Superposition. An interesting question is to further characterize the relationship among the decision versions, the order versions, and the original versions of Stabilizer and Orbit Coset.
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#### Abstract

An $L_{(2,1)}$-labeling of a graph of span $t$ is an assignment of integer labels from $\{0,1, \ldots, t\}$ to its vertices such that the labels of adjacent vertices differ by at least two, while vertices at distance two are assigned distinct labels.

We show that for all $k \geq 3$, the decision problem whether a $k$-regular graph admits an $L_{(2,1)}$-labeling of span $k+2$ is NP-complete. This answers an open problem of R. Laskar.


## 1 Introduction

Motivated by models of channel assignment in wireless communication 7/6, generalized graph coloring and in particular the concept of $L_{(2,1)}$-labeling have drawn significant attention in the graph-theory community in the past decade 1].

Besides the practical aspects, also purely theoretical questions became very intersting. Among other we shall highlight a long-lasting conjecture of Griggs and Yeh that the span of any optimal $L_{(2,1)}$-labeling is upperbounded by $\Delta(G)^{2}$, where $\Delta(G)$ is the maximum degree of the given graph $G$ [6]. So far this conjecture is still open, though it has been verified for various classes of graphs (e.g., for chordal graphs [118] or for graphs of diameter at most two [6]).

We focus our attention on the computational complexity of the decision problem whether a given graph $G$ allows an $L_{(2,1)}$-labeling of span at most $\lambda$. If $\lambda$ is a part of the input, the problem becomes NP-complete by a reduction from the Hamiltonian path problem [6]. If $\lambda$ is a fixed constant (i.e., the parameter of the problem), the computational complexity was settled in [3], by constructing a polynomial time algorithm for $\lambda \leq 3$ and by showing that the problem is NP-complete otherwise. The core argument of the NP-hardness proof is based on the fact that vertices of high degree may allow only extremal labels (i.e., 0 or $\lambda)$ of the given spectrum.

In response to this fact, R. Laskar asked at the DIMACS/DIMATIA/Rényi Workshop on Graph Colorings and their Generalizations (Rutgers University,

[^24]2003) what is the computational complexity of the $L_{(2,1)}$-labeling problem when restricted to regular graphs, hoping that the restriction might provide new ideas for a general proof of hardness results on distance constrained labelings. In this note we settle the computational complexity of the $L_{(2,1)}$-labeling problem on regular graphs in the following sense:

Theorem 1. For every integer $k \geq 3$, it is NP-complete to decide whether a $k$-regular graph admits an $L_{(2,1)}$-labeling of span (at most) $\lambda=k+2$.

The result is the best possible in terms of the span, since no $k$-regular graph (for $k \geq 2$ ) allows an $L_{(2,1)}$-labeling of span $k+1$ (see e.g. a paper by Georges and Mauro [5] on labelings of regular graphs). Though our result is not totally unexpected, the reduction (namely the garbage collection) is surprisingly uneasy to design. It utilizes so called multicovers introduced in [10].

The paper is organized as follows: The next section provides necessary definitions and facts used latter. In Section 3 we prepare tools used in the construction and discuss their properties. The main result is then proven in Section 4.

## 2 Preliminaries

All graphs considered in this paper are finite and simple, i.e., with a finite vertex set and without loops or multiple edges. A graph $G$ is denoted as a pair $\left(V_{G}, E_{G}\right)$, where $V_{G}$ stands for a finite set of vertices and $E_{G}$ is a set of edges, i.e. unordered pairs of vertices. The distance $\operatorname{dist}_{G}(u, v)$ between two vertices $u$ and $v$ of a graph $G$ is the length (the number of edges) of a shortest path connecting $u$ and $v$. If two vertices belong to different components, we let their distance be unspecified.

The set of vertices adjacent to a vertex $u$ is called the neighborhood of $u$ and it is denoted by $N_{G}(u)$. The degree of a vertex $u$ is the cardinality of its neighborhood, i.e., $\operatorname{deg}(u)=\left|N_{G}(u)\right|$. A graph is called $k$-regular if all its vertices are of degree $k$.

A vertex labeling by nonnegative integers $f: V_{G} \rightarrow \mathbb{Z}_{0}^{+}$is called an $L_{(2,1)^{-}}$ labeling of $G$ if $|f(u)-f(v)| \geq 2$ holds for any pair of adjacent vertices $u$ and $v$, and the labels $f(u)$ and $f(v)$ are distinct whenever $\operatorname{dist}(u, v)=2$.

The span of an $L_{(2,1)}$-labeling is the difference between the largest and the smallest label used. The parameter $\lambda_{(2,1)}(G)$ is the minimum possible span of an $L_{(2,1)}$-labeling of $G$. Such a labeling will be called optimal, and we may assume that it uses labels from the discrete interval $\left[0, \ldots, \lambda_{(2,1)}(G)\right]$.

With an optimal labeling $f$ we associate its symmetric labeling $f^{\prime}$, defined by $f^{\prime}(u)=\lambda_{(2,1)}(G)-f(u)$. Clearly the symmetric labeling is also optimal.
$L_{(2,1)}$-labelings are closely related to graph covers: A full covering projection from a graph $G$ to a graph $H$ is a graph homomorphism $h: V_{G} \rightarrow V_{H}$ such that the neighborhood $N_{G}(u)$ of any vertex $u \in V_{G}$ is mapped bijectively on the neighborhood $N_{H}(h(u))$ of $h(u)$.

Similarly, if the mapping is locally injective, i.e., if $N_{G}(u)$ is mapped injectively into $N_{H}(h(u))$, we call $h$ a partial covering projection. Obviously every full covering projection is also a partial covering projection.

The relationship between $L_{(2,1)}$-labelings and (partial) covering projections was discussed in 2]:

Proposition 1. Every $L_{(2,1)}$-labeling of a graph $G$ of span $\lambda$ corresponds to a partial covering projection $G \rightarrow \overline{P_{\lambda+1}}$, and vice versa.

In particular, $\overline{C_{\lambda+1}} \subset \overline{P_{\lambda+1}}$, hence every partial covering projection to $\overline{C_{\lambda+1}}$ is also an $L_{(2,1)}$-labeling of span at most $\lambda$.

Kratochvíl, Proskurowski and Telle [10] gave an explicit construction of a special multicover graph allowing many extensions to full covering projections. We will use it in our gadgets.

Proposition 2 ([10]). For any regular graph $F$, there exists a graph $H$ (called a multicover of $F$ ) with a distinguished vertex $u \in V_{H}$ such that any locally injective homomorphism $h^{\prime}: N_{H}(u) \cup u \rightarrow F$ can be extended to a locally bijective homomorphism $h: H \rightarrow F$.

## 3 Gadgets

### 3.1 Polarity Gadget

Let $k \geq 3$ be a positive integer. Consider the graph $F_{p}$ on $k+5$ vertices $v_{1}, \ldots, v_{k-1}, u_{1}, \ldots, u_{4}, x, y$, with edges defined as follows:

$$
\begin{aligned}
E\left(F_{p}\right) & =\left\{\left(v_{i}, v_{j}\right)|1 \leq i, j \leq k-1,|i-j| \geq 2\}\right. \\
& \cup\left\{\left(v_{i}, u_{j}\right) \mid 1 \leq i \leq k-1, j=1,2,3\right\} \\
& \cup\left\{\left(v_{i}, u_{4}\right) \mid 2 \leq i \leq k-2,\right\} \\
& \cup\left\{\left(u_{1}, u_{2}\right),\left(u_{3}, u_{4}\right),\left(u_{4}, x\right),\left(u_{4}, y\right)\right\}
\end{aligned}
$$

See Fig. 1 for an example of such a graph. Observe also that each vertex except $x$ and $y$ is of degree $k$.
Lemma 1. In the graph $F_{p}$, the pair of vertices $x$ and $y$ are labeled by 0 and $\lambda$ (or vice versa) under any $L_{(2,1)}$-labeling $f$ of span $\lambda=k+2$.
Proof. The edge ( $u_{1}, u_{2}$ ) participates in $k-1$ triangles. If both $u_{1}$ and $u_{2}$ were labeled by labels different from 0 and $\lambda$, then at most $\lambda-4<k-1$ labels would remain for $v_{1}, \ldots, v_{k-1}$, which is insufficient. So without loss of generality we may assume $f\left(u_{1}\right)=0$, and then $u_{2}$ may get only two possible labels: 2 or $\lambda$. The latter would, however, exclude all possible choices for $u_{3}$.

Now up to a symmetry of labelings we have $f\left(u_{1}\right)=0, f\left(u_{2}\right)=2$ and for the vertices $v_{1}, \ldots, v_{k-1}$ remain the labels $4,5, \ldots, \lambda$. Since $F_{p}$ restricted onto these vertices is the complement of a path on $k-1$ vertices, only two possible labelings exist: either $f\left(v_{i}\right)=i+3$ or $f\left(v_{i}\right)=\lambda+1-i$. In both cases (they are equivalent under an automorphism of $F_{p}$ ) only one possible label remains for the vertex $u_{3}$, namely $f\left(u_{3}\right)=1$. We deduce by similar arguments that $f\left(u_{4}\right)=3$.

Finally, since $u_{4}$ is adjacent to vertices labeled by $1,5, \ldots, \lambda-1$, its remaining neighbors $x$ and $y$ must be labeled either one by 0 and the other one by $\lambda$ as claimed.


Fig. 1. The polarity gadget $F_{p}$ and its $L_{(2,1)}$-labeling

### 3.2 Swallowing Gadget

In our construction we involve multicovers allowing two different $L_{(2,1)}$-labelings as follows. Let $H, u$ be a multicover of the $k$-regular graph $\overline{C_{k+3}}$. For the swallowing gadget we take two copies $H_{1}, H_{2}$ of the graph $H$ (with the notation that the copy of vertex $v$ in $H_{i}$ is denoted by $\left.v_{i}, i=1,2\right)$, insert two new vertices $x, y$ and modify the edge set as follows:

$$
E\left(F_{s}\right)=\left(E\left(H_{1}\right) \cup E\left(H_{2}\right) \backslash\left\{\left(u_{1}, v_{1}\right),\left(u_{2}, v_{2}\right)\right\}\right) \cup\left\{\left(x, v_{1}\right),\left(y, v_{2}\right),\left(u_{1}, u_{2}\right)\right\}
$$

where $v$ is an arbitrary neighbor of $u$ in $H$. Observe that again all vertices except $x$ and $y$ are of degree $k$. The construction of the swallowing gadget is illustrated in Fig. 2.

Lemma 2. The graph $F_{s}$ allows two $L_{(2,1)}$-labelings $f$ and $f^{\prime}$, such that $f\left(v_{1}\right)=$ $f^{\prime}\left(v_{1}\right)=\lambda-1, f\left(v_{2}\right)=f^{\prime}\left(v_{2}\right)=1$, while $f(x)=0, f^{\prime}(x)=1$ and $f(y)=\lambda$, $f^{\prime}(y)=\lambda-1$.

Proof. We label the vertices of $\overline{C_{k+2}}$ by integers $[0, \lambda]$, in a usual sequential way. For the construction of $f$ we choose the covering projection from $H_{1}$ to $[0, \lambda]$


Fig. 2. The swallowing gadget $F_{s}$ and the two of its $L_{(2,1)}$-labelings
where $u$ is mapped on 0 and $v$ on $\lambda-1$. The remaining neighbors of $u$ are mapped onto $2,3, \ldots, \lambda-1$. On $H_{2}$ we use the symmetric labeling and get a valid $L_{(2,1)}$-labeling of $F_{s}$, since the "central" vertices $u_{1}$ and $u_{2}$ got labels 0 and $\lambda$ which are sufficiently separated for the desired $L_{(2,1)}$-labeling $f$.

Similarly $f^{\prime}$ can be obtained in a similar way from an $L_{(2,1)}$-labeling of $H$ where $u$ is mapped on 1 , the vertex $v$ on $\lambda-1$ and the remaining neighbors of $u$ are mapped on the set $3,4, \ldots, \lambda-2, \lambda$.

Both labelings are schematically depicted in Fig. 2

### 3.3 Coupling Gadget

Let $a$ be an integer in the range $[1, \lambda-1]$. Set $T=\{1,2, \ldots, a-1, a+1, \ldots, k\}$. We construct the following graph (called the coupling gadget) $F_{c}^{a}$ on $k^{2}+2 k+1$ vertices $\left\{v_{i}^{t}: i=0,1, \ldots, \lambda, t \in T\right\} \cup\left\{u_{1}, u_{2}, x, y\right\}$ by setting the edges as follows:

$$
\begin{aligned}
E\left(F_{c}^{a}\right)= & \left\{\left(v_{i}^{t}, v_{j}^{t}\right)|0 \leq i, j \leq \lambda,|i-j| \geq 2, t \in T\}\right. \\
& \backslash\left\{\left(v_{t}^{t}, v_{\lambda}^{t}\right),\left(v_{\lambda-t}^{t}, v_{0}^{t}\right) \mid t \in T\right\} \\
& \cup\left\{\left(u_{1}, v_{t}^{t}\right),\left(u_{2}, v_{\lambda-t}^{t}\right) \mid t \in T\right\} \\
& \cup\left\{\left(u_{1}, x\right),\left(u_{2}, y\right)\right\}
\end{aligned}
$$

An example of the coupling gadget for a particular choice $\lambda=5, a=2$ is depicted in Fig 3. Observe that similarly as above all vertices except $x$ and $y$ are of degree $k$.

Lemma 3. The graph $F_{c}^{a}$ allows an $L_{(2,1)}$-labeling $f$ of span $\lambda$ such that $f(x)=$ $a, f(y)=\lambda-a, f\left(u_{1}\right)=\lambda$ and $f\left(u_{2}\right)=0$.

Proof. Set $f\left(v_{i}^{t}\right)=i$ for $i=0,1, \ldots, \lambda, t \in T$. (See Fig. 3 for an example.) An easy check shows that it is a valid $L_{(2,1)}$-labeling.


Fig. 3. The coupling gadget $F_{c}^{2}$ for $\lambda=5$ and its $L_{(2,1)}$-labeling

## 4 Main Result

Theorem 2. For every integer $k \geq 3$, it is NP-complete to decide whether a $k$-regular graph admits an $L_{(2,1)}$-labeling of span (at most) $\lambda=k+2$.

Proof. The problem is clearly in NP. Moreover, no $k$-regular graph admits an $L_{(2,1)}$-labeling of span less than $k+2$ (as long as $k \geq 1$ ), so we can restrict our attention only to labelings of span exactly $k+2$.

We prove the theorem by a reduction from the Not-All-EQual 3-SatisfiAbility problem. The input of this problem is a Boolean formula $\Phi$ in conjunctive normal form with exactly three literals in each clause and the question is whether it is NAE-satisfiable, i.e, if a truth assignment exists such that each clause contains at least positively and at least one negatively valued literal. Determining whether $\Phi$ is NAE-satisfiable has been shown NP-complete by Schaefer [12] (see also [4, Problem LO3]).

Without loss of generality we may assume that with each clause $C$ the formula $\Phi$ contains also its complementary clause $C^{\prime}$ consisting of the complements of all literals in $C$. In particular, each variable has then the same number of positive and negative occurrences.

From such a formula $\Phi$ we construct a $k$-regular graph $G$ such that $G$ allows an $L_{(2,1)}$-labeling $f$ of span $k+2$ if and only if $\Phi$ is NAE-satisfiable. The graph $G$ is constructed by local replacements of variables and clauses by variable and clause gadgets described below. (Consult Fig. 4 for details of the construction.)
Variable gadgets: Assume first that $k \neq 4$. For each variable with $t$ positive and $t$ negative occurrences, we insert in $G 2 t$ copies of the polarity gadget $F_{p}$, arranged in a circular manner, i.e., the vertex $y_{i}$ of the $i$-th gadget will be identified with the vertex $x_{i+1}$ of the consequent gadget. (The last and the first gadgets are joined accordingly as well.)

The vertices $x_{i}$ with odd indices will represent positive occurrences of the associated variable, while even indices will be used as negated occurrences of the variable. For $k \geq 5$, we conclude the construction of each variable gadget by inserting $t(k+1)$ new vertices $v_{i}^{s}, i=1, \ldots, k+1, s=1, \ldots, t$, and $t$ triples of coupling gadgets $F_{c}^{1}, F_{c}^{3}$ and $F_{c}^{3}$ linked by the following edges:
$-\left(v_{i}^{s}, v_{j}^{s}\right)$ if $|i-j| \geq 2$, i.e., each $(k+1)$-tuple with the same upper index induces the complement of a path on $k+1$ vertices
$-\left(v_{i}^{s}, x_{2 s-1}\right),\left(v_{i}^{s}, x_{2 s}\right)$ if $i \neq 1,3, \lambda-3, \lambda-1$

Moreover, for each $s=1, \ldots, t$ the vertices $v_{1}^{s}$ and $v_{\lambda-1}^{s}$ are identified with the $x, y$ vertices of its uniquely associated coupling gadget $F_{c}^{1}$, and similarly $v_{3}^{s}$ and $v_{\lambda-1}^{s}$ are merged with the $x, y$ of a pair of $F_{c}^{3} \mathrm{~s}$.

When $k=4$, we join polarity gadgets in a similar way: Use $t$ copies of the polarity gadget, the $x$-vertices represent positive occurrences and the $y$-vertices negations. Now with a help of the $t(k+1)$ new vertices $v_{1}^{1}, \ldots, v_{k+1}^{t}$, we define the remaining edges as:
$-\left(v_{i}^{s}, v_{j}^{s}\right)$ if $|i-j| \geq 2$, i.e., each $(k+1)$-tuple with the same upper index induces the complement of a path on $k+1$ vertices
$-\left(v_{i}^{s}, y_{s}\right),\left(v_{i}^{s}, x_{s+1}\right)$ for $i=2,4$
As above, two coupling gadgets $F_{c}^{1}, F_{c}^{3}$ are joined to vertices $v_{1}^{s}$ and $v_{5}^{s}$ (gadget $F_{c}^{1}$ ) and to $v_{3}^{s}$ (gadget $F_{c}^{3}$ ); both connections terminate in $v_{3}^{s}$ ). See Fig 4 (right) for a detail of this construction.

Observe that at this moment vertices of variable gadgets are of degree $k-1$ (the $x_{i}$ 's) or of degree $k$ (all others).

Clause gadgets: Each clause gadget consists of $k+3$ vertices $z_{1}, z_{2}, z_{3}, w_{1}, \ldots$, $w_{k}$, and of the following edges:

- $\left(w_{i}, w_{j}\right)$ if $|i-j| \geq 2$, inducing the complement of a path on $k$ vertices
$-\left(z_{i}, w_{j}\right)$ if $i=1,2,3$ and $2 \leq j \leq k-2$
Clause gadgets of complementary clauses $C$ and $C^{\prime}$ are joined by use of
- three swallowing gadgets $F_{s}$ where for each $i=1,2,3$, the vertices $x, y$ are identified with $z_{i}$ and $z_{i}^{\prime}$. (Both $z$ vertices must represent the same variable - one a positive occurrence, the other one a negated occurrence),
- two coupling gadgets $F_{c}^{k}$ where both $x$ 's are merged with $w_{k}$ and both $y$ 's with $w_{k}^{\prime}$,
- a coupling gadget $F_{c}^{1}$ between $w_{1}$ and $w_{1}^{\prime}$,
- the edge $\left(w_{1}, w_{1}^{\prime}\right)$.

Completing the construction: Finally, all variable and clause gadgets are composed together as follows: The $x$-vertices of variable gadgets are linked in one-by-one manner to the $z$-vertices of clause gadgets such that edges between gadgets represent the variable-clause incidence relation in $\Phi$ between the associated variables and clauses. As was already noted above, vertices $x_{i}$ with odd $i$ indicate positive occurrences of the associated variable, while those with an even $i$ represent negations. (Formally, if a variable $v$ occurs positively in a clause $c$, we pick a unique $x_{i}, i$ odd, of the gadget representing $v$ and a unique $z_{j}$ of the clause gadget representing $c$ and insert into $G$ the edge $\left(x_{i}, z_{j}\right)$. Similarly for a negated variable we choose $x_{i}$ with an even index $i$.) This concludes the construction of the graph $G$, see Fig. 4 for an illustration.

Clearly $G$ is $k$-regular. It remains to be shown that $G$ admits an $L_{(2,1)^{-}}$ labeling of span $k+2$ if and only if $\Phi$ is NAE-satisfiable. In particular, we prove that the NAE-satisfying Boolean assignments $\phi$ are in one-to-one correspondence with valid labelings $f$ of $G$ via the equivalence:
$\left(^{*}\right) \quad \phi(v)=$ TRUE $\Leftrightarrow f\left(x_{1}\right)=0$ for $x_{1}$ of the variable gadget representing $v$.
Assume first that $\Phi$ is NAE-satisfied by an assignment $\phi$. Then the partial of $x_{1}$ 's can be extended to all variable gadgets such that each $x_{i}$ is inside the gadget incident with vertices $2,3, \ldots, \lambda-2$. (Just set $f\left(v_{i}^{s}\right)=i$ and extend it to the polarity and coupling gadgets.) Consider a clause $C$ and its gadget. Without loss of generality we may assume that $C$ contains one positively and two negatively valued literals, i.e., (up to an permutation of indices) $z_{1}$ is adjacent to a variable


Fig. 4. Construction of $G$, variable gadgets in the upper part, two complementary clause gadgets at the bottom. The different construction of the variable gadget for $k=4$ shown on the right side.
vertex labeled by $\lambda$, and $z_{2}, z_{3}$ to vertices labeled by 0 . We extend $f$ onto the clause gadget by letting $f\left(z_{1}\right)=0, f\left(z_{2}\right)=\lambda-1, f\left(z_{3}\right)=\lambda$ and $f\left(w_{i}\right)=i$. For the complementary clause $C^{\prime}$, we label its gadget symmetrically and extend $f$ to the remaining swallowing and coupling gadgets to get a valid labeling of the entire graph $G$.

In the opposite direction, it is easy to observe that in a valid $L_{(2,1)}$-labeling $f$ of $G$ of span $k+2$ the following arguments hold:

- Up to symmetry the polarity gadgets allow only one possible labeling, where in each variable gadget $f\left(x_{i}\right) \neq f\left(x_{i+1}\right), f\left(x_{i}\right) \in\{0, \lambda\}$.
- For $k \geq 5$, the $k-3$ common neighbors $\left\{v_{2}^{s}, v_{4}^{s}, v_{5}^{s}, \ldots, v_{\lambda-4}^{s}, v_{\lambda-2}^{s}\right\}$ of $x_{2 s-1}$ and $x_{2 s}$ must be labeled by the set $\{2,4,5, \ldots, \lambda-4, \lambda-5\}$ regardless the labeling of $x_{2 s-1}$ and $x_{2 s}$. (Note that each $x_{i}$ gets neighbors labeled 3 and $\lambda-3$ inside the polarity gadgets.)
Similarly for $k=4$, it holds that $f\left(y_{s}\right) \neq f\left(x_{s+1}\right)$ and $f\left(z_{2}^{s}\right), f\left(z_{4}^{s}\right) \in\{2,4\}$.
- If $x_{i}$ is labeled 0 , then its neighbor $z_{j}$ is labeled either $\lambda$ or $\lambda-1$ and symmetrically if $f\left(x_{1}\right)=\lambda$ then $f\left(z_{j}\right) \in\{0,1\}$.
- In each clause gadget the labels of $z_{1}, z_{2}$ and $z_{3}$ must be distinct since they share a common neighbor (e.g., the vertex $w_{1}$ ). Then from both sets $\{0,1\}$ and $\{\lambda-1, \lambda\}$ at least one label is used on $\left\{z_{1}, z_{2}, z_{3}\right\}$.
Then $\phi$ defined by $\left(^{*}\right)$ is a NAE-satisfying assignment for $\Phi$, i.e., each clause contains some positively as well as also some negatively valued literals. This concludes the proof of NP-hardness of the problem. Membership in NPis obvious.


## 5 Conclusion

We have shown NP-hardness of determining the minimum span of $L(2,1)$ labelings of regular graphs by proving that for every $k \geq 3$, the decision problem whether $\lambda_{(2,1)}(G) \leq k+2$ is NP-complete for $k$-regular graphs $G$. Note that the bound $k+2$ is the minimum possible, no $k$-regular graph allows an $L(2,1)$-labeling of span less than $k+2$.

We conjecture that for every $k \geq 3$, there exists a constant $c_{k}$ (depending on $k$ ) such that the decision problem $\lambda_{(2,1)}(G) \leq \lambda$ restricted to $k$-regular graphs is NP-complete for every fixed $\lambda \in\left\{k+2, k+3, \ldots, c_{k}\right\}$ and polynomially solvable for all other values of $\lambda$. The latter is certainly true for small $\lambda$ (i.e., $\lambda \leq k+1)$. The upper bound is more interesting. In particular, if our conjecture is true, it still remains a question how far is the $c_{k}$ from $\lambda_{k}=\max \{c$ : $\exists k$-regular $G$ s.t. $\left.\lambda_{(2,1)}(G)>c\right\}$. We conjecture that $c_{k} \neq \lambda_{k}$, i.e., that in the upper part of the spectrum there will be space for nontrivial polynomial time algorithms. Note finally that $\lambda_{k} \leq k^{2}+k-2$ follows from [9, and that $\lambda_{k} \leq k^{2}-1$ if the conjecture of Griggs and Yeh is true.
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#### Abstract

A DNA algorithm based on polymerase extension and cutting operations is proposed to solve an instance of SAT with significant dimension. It suggests a combination of efficient DNA operations following the schema of the extract model. Its generating step is performed by a variant of a recently introduced technique called XPCR, while the extraction of the solutions is implemented by a combination of polymerase extension and restriction endonuclease action.
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## 1 Introduction

Solving NP-Complete problems in linear time is one of the goals of DNA Computing, where information is stored in bio-polymers, and enzymes manipulate them in a massively parallel way according to strategies that can produce computationally universal operations [6]. The massive parallelism and the non determinism of the DNA computations allow to attack hard problems even by using the brute force search of the solutions.

After the seminal Adleman's experiment, where the solution of an instance of Hamiltonian Path Problem was found within DNA sequences [1], Lipton showed that the satisfiability problem can be solved by using essentially the same biotechniques [9. The schema of the Adleman-Lipton extract model consists of two main steps: the combinatorial generation of the solution space (a test tube containing the pool of DNA strands encoding all the possible solutions) and the extraction of (the strands encoding) the true solutions.

The more recent method to generate a solution space is called mix-and-split and was introduced in 3 to generate an initial RNA pool for the knight problem, that is a combinatorial library of binary numbers. It was used in [2] to generate the initial pool for a 20 -variable 3 -SAT problem, the biggest instance solved in lab so far. It combines a chemical synthesis of DNA sequences and an enzymatic extension method; in fact, two half libraries are combined by primer extension while each of them was synthesized chemically on two columns by repetitive mixing and splitting steps. This method takes the advantages of an extension method but performs a big part of the work by chemical synthesis, that is quite sophisticated and expensive.

The extraction of DNA strands including a given sequence of bases has been the critical step in the Adleman-Lipton paradigm. The traditional methods for separating the strands containing given substrands from the other ones by Watson-Crick complementarity were showed to be not complete, that is, some solutions could be lost [8]. More recently micro-fluid devices for separating strands were introduced [15], and an automated mix of thermo-cycler and gelelectrophoresis was developed in [2] in order to extract the strands encoding the satisfying assignments of a formula from a large pool of molecules.

Here we present a DNA algorithm solving SAT in linear time and based on polymerase extension, enzymatic cuts, and electrophoresis, that are considered standard cheap easy and efficient methods to perform DNA computations.

The generation step of this algorithm is going to be implemented by a particular application of the XPCR, that is a polymerase-based technique introduced in [4] as extraction too 1 and then used in [5] as generation tool. Lab experiments were carried on for testing the technique in different situations. Also, the implementation of the generation and the extraction XPCR-based procedures resulted to be convenient with respect to the standard methods, in terms of efficiency, speed and feasibility 4/5].

The XPCR generation algorithm proposed in [5] starts from four specific DNA sequences and generates the whole SAT solution space of $2^{n}$ different sequences (where $n$ is the number of boolean variables) in linear time, in fact it performs $2(n-1)$ recombinations. Here an improved generation procedure is proposed, which starts from two specific DNA sequences and performs $\left\lceil\log _{2} n\right\rceil$ recombinations.

The extraction step is going to be implemented by a suitable combination of enzymatic operations. In particular it needs a polymerase extension and 'blunt' cuts of a restriction enzyme, we use for example the SmaI endonuclease. The restriction enzymes are known as molecular scalpels because of their cut precision, and they perform DNA computations with an efficiency of $100 \%$. Usually the problem for using enzymes in DNA computing is that there exists only a limited number of them in nature, so we are able to perform a limited number of different cuts. However, in our algorithm only one kind of cut is required, regardless the dimension of the problem.

The idea of this extracting step was inspired by [13], where hairpin formations of single strands were used as test of inconsistent assignments of variables and destroyed by a restriction enzyme. But here totally different algorithmic procedure is used, where polymerase extension is an important feature to select the 'good' strings. Also, we manipulate a solution space with $2^{n}$ elements instead of one with $3^{m}$ elements, where $m$ is the number of clauses of the considered SAT instance.

In the following section we describe the DNA computing background necessary to understand the algorithm proposed in the section 4. The SAT problem

[^25]with a DNA encoding is described in the section 3, while some final remarks in the last section conclude the paper.

## 2 DNA Computing Background

In this section we recall the notions related to electrophoresis, to the polymerase action that is basic for describing traditional PCR and XPCR techniques, to splicing rules and to restriction enzymes.

All the operations are performed on a test tube containing many copies of each DNA sequence. In the following we say pool $P$ such a test tube; formally it is a multiset of strings (over a given alphabet), that is a set of strings having positive multiplicity. The union operation $\mathbf{P}_{\mathbf{1}} \cup \mathbf{P}_{\mathbf{2}}$ produces the pool resulting after a mix (called also merge) of the two pools $P_{1}$ and $P_{2}$.

There is a natural association between a DNA sequence and the number of its bases, that number is called the length of the sequence. Electrophoresis is a standard gel-based technique that selects DNA sequences with respect to their length. Its precision depends on the kind of gel, and even sequences that differs of one basis can be separated. We indicate with $\mathbf{E l}_{\mathbf{r}}(\mathbf{P})$ the pool containing all the sequences of $P$ having length exactly $r$, or, in other words, the pool obtained from $P$ after an electrophoresis where the sequences $r$ long were selected.

PCR is one of the most important and efficient tool in biotechnological manipulation and analysis of long DNA molecules. The main ingredients of this reaction are polymerase enzymes which implement a very simple and efficient duplication algorithm on double oriented strings. The PCR procedure is based on: i) templates, ii) a copy rule applied to templates, iii) initial short strings (primers) that say where the copying process has to start. Polymerase enzyme 'writes' a string step by step, in the 5 ' -3 ' direction, by coping (in complementary form) the bases of the template which drives the copy process (as in the Figure (1).

The three parts of the Polymerase Chain Reaction are carried out in the same pool, but at different temperatures. The first part of the process separates the two DNA chains and this is done simply by heating the pool to $90-95$ degrees centigrade; we indicate this operation on the pool P with $\mathbf{H}(\mathbf{P})$. Since the primers cannot bind to the DNA strands at such a high temperature, the pool is then cooled to 55 degrees. At this temperature, the primers bind to their complementary portions along the DNA strands. We denote this step of priming, or cooling down, with $\mathbf{C}(\mathbf{P})$.

The final step of the reaction is intended to make a complete copy of the templates. The temperature of the pool is raised at around 75 degrees (to allow only primers to be annealed) in which the Taq polymerase works well (this is the temperature of the hot springs where the bacterium was discovered). It begins adding nucleotides to elongate the primer and eventually makes a complementary copy of the template. If the template contains an A nucleotide, the enzyme adds a T nucleotide to the primer. If the template contains a G , it adds a C to the new chain, and so on to the end of the DNA strand. We indicate this step
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Fig. 1. Polymerase extension
as $\operatorname{Taq}(\mathbf{P})$, where a polymerase extension is performed by elongating all the annealed primers of $P$.

The three steps in the Polymerase Chain Reaction - the separation of the strands, annealing the primer to the template, and the synthesis of new strands take less than two minutes. We indicate with $\mathbf{P C R}_{(\alpha, \beta)}(\mathbf{P})$ a standard PCR with primers $\alpha$ and $\bar{\beta}$ applied on the pool P ; it amplifies all the portions having as prefix the sequence $\alpha$ and as suffix the sequence $\beta$ (because the sequences are considered, as usual, in the $5^{\prime}-3^{\prime}$ orientation).

Starting from an heterogeneous pool of DNA double strands sharing a common prefix $\alpha$ and a common suffix $\beta$, and given a specified string $\gamma$, by means of $\mathbf{X P C R}_{\gamma}(\mathbf{P})$ we recombine all the strings of the pool $P$ that contain $\gamma$ as substring. In particular, the procedure $X P C R_{\gamma}(P)$ implements the following version of null context splicing rule $r_{\gamma}$ introduced in [7]:

$$
r_{\gamma}: \alpha \phi \gamma \psi \beta, \alpha \delta \gamma \eta \beta \quad \alpha \phi \gamma \eta \beta, \alpha \delta \gamma \psi \beta, \alpha \phi \gamma \psi \beta, \alpha \delta \gamma \eta \beta
$$

where $\alpha \phi \gamma \psi \beta$ and $\alpha \delta \gamma \eta \beta$ are elements of P .

The procedure $X P C R_{\gamma}(P)$ consists of the following steps.
input pool $P$ of strings having $\alpha$ as prefix and $\beta$ as suffix

- split $P$ into $P_{1}$ and $P_{2}$ (with the same approximate size)
$-P_{1}:=\mathbf{P C R}_{(\alpha, \gamma)}\left(\mathbf{P}_{\mathbf{1}}\right)$ and $P_{2}:=\mathbf{P C R}_{(\gamma, \beta)}\left(\mathbf{P}_{\mathbf{2}}\right)$ (cutting step2, Figure 2)

[^26]$-P:=\mathbf{P}_{\mathbf{1}} \cup \mathbf{P}_{\mathbf{2}}$
$-P:=\mathbf{P C R}_{(\alpha, \beta)}(\mathbf{P})$ (recombination step, Figure 3).
output $P$.
After the cutting step we find in the test tubes $P_{1}$ and $P_{2}$ an exponential amplification of the double stranded DNA strings $\alpha \ldots \gamma$ and $\gamma \ldots \beta$ respectively (see Figure 2), that are shorter than the initial molecules.

Since products linearly amplified keep the initial length, an electrophoresis could be performed after the cutting steps for eliminating the longest strands; it would clean the signal from the noise caused by these amplifications and would decrease the production of unspecific matter.


Fig. 2. Cutting step of $X P C R_{\gamma}$
In the recombination step, left parts $\alpha \cdots \gamma$ and right parts $\gamma \cdots \beta$ of the initial sequences having $\gamma$ as subsequence are recombined in all possible ways, regardless to the specificity of the sequences between $\alpha$ and $\gamma$, or $\gamma$ and $\beta$. Therefore, not only the whole sequences containing $\gamma$ are restored but also new sequences are generated by recombination (see Figure 3).

The recombination of strings having a specific common substring $\gamma$ is performed in nature by some restriction enzymes. They cleave the double helix at the end of $\gamma$ wherever they find the sequence, in such a way that (after a cut) a common overhang $\gamma$ allows the recombinations of different DNA molecule along it. The recombining behaviour of restriction enzymes is perfectly modeled by splicing rules, that are widely investigated in literature from a formal language theory viewpoint [7|12]. Generally the restriction enzymes will bind to DNA at a specific recognition site and then cleave DNA mostly within, but sometimes outside of this recognition site.

This operation is very useful in biological situations (as mutagenesis) and in DNA Computing, but the limited number of enzymes stops the scale up of such computations to solve problems with high dimension. While the procedure $X P C R_{\gamma}$ has no limit regarding the choice of (the primer) $\gamma$, and it was tested working as expected [4.

Some enzymes perform a blunt cut, that is straight both strands (no overhang). Here we use just one of this enzyme, called SmaI. It is a restriction


Fig. 3. Recombination step of $X P C R_{\gamma}$

| CCCGGG | CCCGGG |
| :--- | :--- |
| GGGCCC | GGGCCC |


| $\mathbf{C C C}$ | $\mathbf{G G G}$ | $\mathbf{C C C}$ | $\underline{\text { GGG }}$ |
| :--- | :--- | :--- | :--- |
| GGG | CCC | GGG | $\underline{\text { CCC }}$ |

Fig. 4. Cut operation of the enzyme SmaI
endonuclease, thus it cuts only double stranded molecules, and in particular it has the restriction site CCCGGG. It means that, when we put this enzyme in a pool $P$, all the double strands containing CCCGGG are cut between the last $C$ and the first $G$ (as in Figure (4). We indicate with $\mathbf{S m a I}_{\text {cut }}(\mathbf{P})$ the pool containing the products of SmaI acting on $P$.

Now we choose the number of variables and clauses of an instance of SAT and briefly present the encodings of the initial data within DNA sequences.

## 3 SAT and DNA Encodings

Propositional satisfiability (or SAT) is the problem of deciding if it is possible to assign truth values to the variables in a propositional formula to make it true, using the standard interpretation for logical connectives. We consider SAT problems in conjunctive normal form (CNF): a formula in CNF is a a conjunction of clauses, where a clause is a disjunction of literals, and a literal is a variable or a negated variable. A $k$ - $S A T(n, m)$ problem, in particular, can be seen as a boolean
system of $m$ disjunctive equations on $n$ variables $x_{1}, \ldots, x_{n}$ and their negations $\neg x_{1}, \ldots, \neg x_{n}$ (that are literals $l_{i}$, where $i=1, \ldots, n$ and $l_{i} \in\left\{x_{i}, \neg x_{i}\right\}$ ), where each equation (clause) has length smaller than or equal to $k$. If there exists an assignment satisfying a given formula or system we say it is satisfiable, and it belongs to the SAT class, otherwise we say it is unsatisfiable.

SAT was the first problem shown to be NP-complete (Cook, '71), and it is nowadays one of most studied NP-complete problems. A remarkable consequence of the theory of NP-completeness is that a large collection of problems (several thousand) from many different fields can be represented as instances of the $k$ SAT problem. If $k \geq 3$ then any instance of $k-S A T$ can be reduced to an instance of $3-S A T$ at the cost of linearly increasing the size of the problem, therefore in the following we will consider only the $3-S A T$ problem, just to facilitate the explanation.

In terms of what is known theoretically about the probability of satisfiability for random 3-SAT, the threshold conjecture [11] is that there is some specific ratio of clauses to variables above which the probability of satisfiability approaches 1 , and below which it approaches 0 . In general NP-complete problems exhibit 'phase transition' phenomena, analogous to those in physical systems, with the hardest problems occurring at the phase boundary: across the phase dramatic changes occur in the computational difficulty, and the problems become easier to solve away from the boundary [14]. Experimental evidence strongly suggests a threshold with $\frac{m}{n} \approx 4.2$.

Therefore as a suggestion for an experiment we consider for example a significant instance of a 30 -variable 3 -SAT problem with 126 clauses. We have the variables $x_{1}, x_{2}, \ldots, x_{30}$ and the clauses $C_{1}, C_{2}, \ldots, C_{126}$ that are the disjunction of at most three literals.

As usual [9, we encode the variables with the DNA sequences $X_{1}, X_{2}, \ldots$, $X_{30}$ respectively, and their negations $\neg x_{1}, \neg x_{2}, \ldots, \neg x_{30}$ with the sequences $Y_{1}$, $Y_{2}, \ldots, Y_{30}$ respectively. For the sake of simplicity, we say that the literal $l_{i}$ is encoded by the DNA sequence $L_{i}$, meaning that, if $l_{i}=x_{i}$ then $L_{i}=X_{i}$, and if $l_{i}=\neg x_{i}$ then $L_{i}=Y_{i}$.

We consider the following two initial sequences, where the sequence $\gamma$ contains 3 the restriction site of SmaI, while $\alpha$ and $\beta$ are two fixed sequences (long 18) necessary to perform the XPCR procedure

$$
Z_{1}=\alpha X_{1} \gamma X_{2} \gamma X_{3} \cdots \gamma X_{30} \beta \quad \text { and } \quad Z_{2}=\alpha Y_{1} \gamma Y_{2} \gamma Y_{3} \cdots \gamma Y_{30} \beta
$$

We assume that each $L_{i}$ has length 20, as it is a better choice for a primer length, and may not contain CCCGGG as subsequence. The sequences encoding the literals have to be 'very different' to each other, to avoid mismatches during the running of the algorithm described in the next section. The main encoding requirements here are that the elements of the set $\left\{X_{1}, \ldots, X_{30}, Y_{1}, \ldots, Y_{30}\right\}$ have no common subwords at least ten long that are complementary to each other, do not begin with sequences of G and do not end with sequences of C long more than five.

[^27]These conditions avoid mismatches in the pools involved by the operations of the algorithm, in fact such kind of properties are preserved by concatenation and splicing 10 .

The length of the initial sequences $Z_{1}$ and $Z_{2}$ is 1100 , resulting from the thirty literals twenty long, the twenty nine occurrences of $\gamma$, the prefix and suffix eighteen long. Note that the $2^{30}$ elements of the solution space $\alpha \xi_{1} \gamma \xi_{2} \cdots \gamma \xi_{30} \beta$ with $\xi_{i} \in\left\{X_{i}, Y_{i}\right\}$ have all length 1100 .

## 4 Algorithm for Solving SAT

input: $P=\left\{Z_{1}, Z_{2}\right\}$

## begin

$$
p:=1, q:=1
$$

1. (Generation step)
for $p=1, \ldots, 5$
begin

$$
\begin{aligned}
& P:=X P C R_{\gamma}(P) \\
& P:=E l_{1100}(P) \\
& p:=p+1 \\
& \text { end }
\end{aligned}
$$

2. (Extraction step)
for $q=1, \ldots, 126$
Consider $C_{q}=l_{i}^{(q)} \vee l_{j}^{(q)} \vee l_{k}^{(q)}$ and set $P_{q}:=\left\{L_{i}^{(q)}, L_{j}^{(q)}, L_{k}^{(q)}\right\}$

## begin

$$
\begin{aligned}
& P:=P \cup P_{q} \\
& P:=H(P) \\
& P:=C(P) \\
& P:=T a q(P) \\
& P:=\operatorname{SmaI}_{\text {cut }}(P) \\
& P:=E l_{1100}(P) \\
& P:=P C R_{(\alpha, \beta)}(P) \\
& \text { end } \\
& \text { end } \\
& \text { output }: \mathrm{P}
\end{aligned}
$$

The output pool $P$ contains the solutions, if there exist, otherwise it is empty (and the instance is not in SAT). In general, the generation (first) step is performed $\left\lceil\log _{2} n\right\rceil$ times and the extraction (second) step $m$ times. In fact, the
general form of the algorithm is obtained simply by substituting 5 with $\left\lceil\log _{2} n\right\rceil$, where $n$ is the number of variables, 1100 with the length of the initial sequences, and 126 with the number $m$ of clauses.

### 4.1 Generation Step

Firstly we analyze the first cycle of the operation for of the generation step.
All the recombinations along the common substring $\gamma$ are performed by means of XPCR over the initial pool. In each of the initial strings of our example there are twenty nine occurrences of $\gamma$. The primer $\gamma$ in the cutting step of the XPCR (see the details of the XPCR steps in section 2) anneals with one of these occurrences, chosen randomly. If we denote with $\gamma_{1}, \gamma_{2}, \ldots, \gamma_{29}$ the occurrences of the same sequence $\gamma$, after the cutting step we obtain from $P$ the two pools $P_{1}$ and $P_{2}$ respectively:

$$
\left\{\alpha X_{1} \gamma_{1}, \alpha Y_{1} \gamma_{1}, \alpha X_{1} \gamma_{1} X_{2} \gamma_{2}, \alpha Y_{1} \gamma_{1} Y_{2} \gamma_{2}, \ldots, \alpha X_{1} \cdots X_{29} \gamma_{29}, \alpha Y_{1} \cdots Y_{29} \gamma_{29}\right\}
$$

and

$$
\left\{\gamma_{1} X_{2} \gamma_{2} X_{3} \cdots \beta, \gamma_{1} Y_{2} \gamma_{2} Y_{3} \cdots \beta, \gamma_{2} X_{3} \cdots \beta, \gamma_{2} Y_{3} \cdots \beta, \ldots, \gamma_{29} X_{30} \beta, \gamma_{29} Y_{30} \beta\right\}
$$

The recombination step of the XPCR procedure on $P_{1} \cup P_{2}$ produces a pool with sequences of different lengths (the shorter ones are of kind $\alpha X_{1} \gamma Y_{30} \beta$ and the longest ones of kind $\alpha Y_{1} \gamma \cdots Y_{29} \gamma X_{2} \gamma X_{3} \cdots X_{30} \beta$ ) where only the sequences 1100 long contain just one of each literal (in the sound order).

Therefore, after the operation $E l_{1100}(P)$ we have a pool with sequences that are product of (only) one recombination of the initial sequences, by means of a null context splicing rule $r_{\gamma}$. The pool includes all the sequences of the following type

$$
\alpha X \gamma \cdots \gamma X \gamma Y \gamma \cdots \gamma Y \beta, \quad \alpha Y \gamma \cdots \gamma Y \gamma X \gamma \cdots \gamma X \beta
$$

Note that after the first cycle for all the possible couples $L_{i} \gamma L_{i+1}$ with $i=1, \ldots, 29$ are present in the pool as subsequences.

After the cutting step of the XPCR in the second cycle, we have analogously two pools $P_{1}$ and $P_{2}$ containing respectively:

$$
\left\{\alpha X_{1} \gamma_{1} X_{2} \cdots X_{i} \gamma_{i} Y_{i+1} \cdots Y_{j} \gamma_{j}, \quad \alpha Y_{1} \gamma_{1} Y_{2} \cdots Y_{i} \gamma_{i} X_{i+1} \cdots X_{j} \gamma_{j}\right\}_{j>i}
$$

for $i=1, \ldots, 28$ and $j=2, \ldots, 29$, and

$$
\left\{\gamma_{i} X_{i+1} \gamma_{i+1} \cdots X_{j} \gamma_{j} Y_{j+1} \cdots Y_{30} \beta, \quad \gamma_{i} Y_{i+1} \gamma_{i+1} \cdots Y_{j} \gamma_{j} X_{j+1} \cdots X_{30} \beta\right\}_{j>i+1}
$$

for $i=1, \ldots, 28$ and $j=3, \ldots, 30$.
After the recombination step and the electrophoresis selecting the sequences 1100 long, all the possible sequences of the following type are present in the pool:

$$
\alpha X \cdots X \gamma Y \cdots Y \gamma X \cdots X \gamma Y \cdots Y \beta, \alpha Y \cdots Y \gamma X \cdots X \gamma Y \cdots Y \gamma X \cdots X \beta
$$

In other words, there are all the recombinations where, for at most three different values of $i$, the 'crossing points' $X_{i} \gamma_{i} Y_{i+1}$ or $Y_{i} \gamma_{i} X_{i+1}$ occur as subsequences.

Note that, in the pool resulting after the second cycle for, all the possible recombinations $L_{i} \gamma L_{i+1} \gamma L_{i+2} \gamma L_{i+3}$ with $i=1, \ldots, 27$ are present as subsequences.

For example, we obtain the subsequence $X_{4} Y_{5} X_{6} Y_{7}$ as product of the first two cycles in the following way:

- the first cycle produces $\alpha X_{1} \ldots X_{4} \gamma Y_{5} \ldots Y_{30} \beta$ and $\alpha X_{1} \ldots X_{6} \gamma Y_{7} \ldots Y_{30} \beta$ by means of XPCR application on the initial sequences along the fourth and the sixth occurrences of $\gamma$ respectively.
- the XPCR of second cycle recombines the sequences of the pool previously obtained also with respect to the fifth occurrence of $\gamma$, so producing:

$$
\begin{gathered}
\alpha X_{1} \cdots X_{4} \gamma_{4} Y_{5} \gamma_{5} Y_{6} \cdots Y_{30} \beta, \quad \alpha X_{1} \cdots \gamma_{5} X_{6} \gamma_{6} Y_{7} \cdots Y_{30} \beta \\
\downarrow \\
\ldots, \alpha X_{1} \cdots X_{4} \gamma_{4} Y_{5} \gamma_{5} X_{6} \gamma_{6} Y_{7} \cdots Y_{30}, \ldots
\end{gathered}
$$

At this point it is clear how after the $k$-th cycle for, all the possible recombinations of $2^{k}$ consecutive literals are present in the pool as subsequences. Since after the generation step all the possible recombinations of $n$ literals have to be present, then $\left\lceil\log _{2} n\right\rceil$ cycles suffices to produce the solution space.

### 4.2 Extraction Step

Once obtained the solution space, in the extraction step the (sequences encoding the) true solutions are selected from (those encoding) the possible solutions. Its implementation combines a polymerase extension with a cut of the restriction endonuclease SmaI, and after an electrophoresis the sequences of interest are amplified by a standard PCR.

The key process consists of the first three steps, which recall those of a standard PCR but produce a different result depending on the choice of 'primers'. Here we have three primers instead of two, and overall they are designed to anneal with a same side of the double strands.

To each step of the cycle for is associated a different clause, and after that step all the sequences satisfying that clause have been extracted. The iteration of such a cycle for all clauses on a same pool allows the final pool to contain only the sequences that satisfy all the clauses.

We explain the computation of the extraction step with an example, by considering the process which corresponds to the first cycle for related to the clause $C_{1}=x_{10} \vee \neg x_{27} \vee x_{15}$. It starts on the pool $P$ containing the solution space, and firstly it sets $P_{1}=\left\{X_{10}, Y_{27}, X_{15}\right\}$ as indicated by $C_{1}$.

1. $\mathbf{P}:=\mathbf{P} \cup \mathbf{P}_{\mathbf{1}}$

Many copies of literal primers, that are the elements of $P_{1}$, are added to the pool (also free nucleotides if necessary, but this is not relevant from an algorithmic point of view).
2. $\mathbf{P}:=\mathbf{H}(\mathbf{P})$

When the pool is heated then the two strands of all the molecules present in the pool come apart $\sqrt[4]{4}$, see the Figure 5 ,


Fig. 5. Denaturing of all the molecules
3. $\mathbf{P}:=\mathbf{C}(\mathbf{P})$

By cooling down the pool, literal primers bind to their complementary strands, see the Figure 6 .
4. $\mathbf{P}:=\operatorname{Taq}(\mathbf{P})$

A polymerase extension elongates the literal primers wherever they are attached, see Figure 7
5. $\mathbf{P}:=\operatorname{SmaI}_{\text {cut }}(\mathbf{P})$

Since the restriction site of the SmaI is contained (only) in $\gamma$, which is uniformly distributed in the molecules, and since the enzyme cuts only double stranded molecules, after this step only the single strands have length 1100. They encode assignments satisfying the clause $C_{1}$ because contain at least one of the literal primers in $P_{1}$. The algorithm extracts them by means of the operation $\mathbf{E l}_{\mathbf{1 1 0 0}}(\mathbf{P})$, and then amplifies them with the $\mathbf{P C R}(\alpha, \beta)(\mathbf{P})$ which restores their double stranded form.

The sequences selected by the first step are filtered by the second step in such a way that only those satisfying also the clause $C_{2}$ are retained, and so on for all the $m=126$ clauses.

[^28]$\begin{array}{lll}\mathbf{Y}_{10} & \mathbf{X}_{15} & \mathbf{Y}_{27}\end{array}$


|  | $\mathbf{Y}_{10}$ | $\mathbf{X}_{15}$ |
| :--- | :--- | :--- |



Fig. 6. Selecting by literal primers


Fig. 7. Detecting of the 'good' assignments as single strands

From a theoretical viewpoint, every solution is present in the final pool since a primer eventually binds to its complementary, thus the algorithm is complete.

While, from an experimental viewpoint, the correctness depends on the encodings. In fact, when mismatches due to 'wrong' encoding occur, a literal primer anneals in a wrong location and that sequence is selected as good assignment even if it is not. On the other side, this case is quite rare, because it should happen that there exists an assignment that satisfies all the clauses but one, and that the error occurs just for that clause. That is, since each solution is filtered $m$ times, to have a non-solution assignment in the final pool, mismatch errors should occur on that assignment for all the clauses which it does not satisfy, and we can consider it having low probability.

## 5 Conclusion

The main result of the paper is the design of a non-implemented yet DNA algorithm for solving a SAT instance. It is described for an instance of significant size in order to suggest a prompt implementation, but its generalization to any number $n$ of variables and $m$ of clauses is indicated.

The algorithm essentially consists of enzymatic operations, that result convenient with respect to the other methods in terms of efficiency and precision. The implementation of the first part of the algorithm would improve the results obtained by the last lab experiment carried on for testing the XPCR technique on a generation process. While the lab implementation of the second part would show that the extraction step can be performed by using only the polymerase extension and a restriction enzyme, that are notoriously cheap and simple to implement biotechnologies.

It seems to us that this algorithm could be significant in DNA Computing area, because it improves noteworthly the existing methods for performing the generating and extracting steps of the traditional extract model. With respect to [2] for example, no chemical synthesis and ad hoc automated thermocycler are required.
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#### Abstract

We study the effect of laxity, or slack time, on the online scheduling of broadcasts with deadlines. The laxity of a request is defined to be the ratio between its span (difference between release time and deadline) and its processing time. All requests have a minimum guaranteed laxity. We give different algorithms and lower bounds on the competitive ratio for different ranges of values of laxity, which not only represents a tradeoff between the laxity and the competitive ratio of the system, but also bridges between interval scheduling and job scheduling techniques and results. We also give an improved algorithm for general instances in the case when requests can have different processing times.


## 1 Introduction

The application of broadcasting in networks has been receiving much attention recently. Broadcasting has an advantage over point-to-point communication in that it can satisfy the requests of different users, who are requesting the same piece of information, simultaneously by a single broadcast. The advantage is more clearly seen when most of the requests are asking for common information like popular movies and weather information. Broadcasting is of even greater importance with the growing popularity of wireless and satellite networks which are inherently broadcasting in nature. There are some commercial systems that make use of broadcasting technology. For example, in the DirecPC system [1], clients make requests over phone lines and the server broadcasts the data via a satellite. In this paper, we study algorithms for the online scheduling of broadcasts with deadlines.

The Model. In the literature on broadcast scheduling, there are many different research work based on different assumptions of the network model. Here, we focus on the model in which the server holds a number of pages while requests come in and ask for pages (pull-based model). At any time, the server is allowed to broadcast only one page and all the requests asking for the same page can be satisfied simultaneously. Note that the server is not allowed to break down a

[^29]page into different parts and send them over the network simultaneously. Also, we assume the receiver does not have any buffer to cache part of a page previously broadcasted by the server. This is an online problem, meaning that the server does not know the requests of the clients until they arrive, and the server have to determine which page to broadcast without knowing future requests.

Past Work. Broadcast scheduling was first studied for the case where requests do not have deadlines, and the objective is to minimize the maximum or the average flow time (also called response time, the time between arrival and completion of requests). Broadcast scheduling with deadlines is first studied in [11] and 12 . Each request is associated with a deadline, and the objective is to maximize the total profit of satisfied requests (completed before their deadlines). The two papers, however, considered different models in relation to how broadcasts can be preempted.

The preemptivity of online scheduling in general (and broadcasting in particular) can be classified into three different models. (For example see [8].) In the nonpreemptive model, a job that gets started must run to completion without interruption. In the preemption-resume model, jobs can be preempted and later resumed at the last point of execution. In the preemption-restart model, a job can be preempted, but its partial progress will be lost; hence, it must be restarted from the beginning if it is to be processed again later. In this case preemptions can also be called abortions. Note that the nonpreemptive and preemption-restart models are identical in the offline case.

While the preemption-resume and nonpreemptive models have been widely studied, there seems to be comparatively few results for the online scheduling of jobs in the preemption-restart model. Hoogeveen et al. 8] considered the case in which jobs have no weights (i.e. the objective is to maximize the utilization of processor), and Chrobak et al. [4] considered the case where in addition all jobs have equal length.

These three models have also been considered in online broadcast scheduling. Kalyanasundaram and Velauthapillai 11 considered the preemption-resume model, and Kim and Chwa [12] considered the preemption-restart model. The nonpreemptive broadcast model is also considered in a different context called batching with incompatible job families [9]. We consider the preemption-restart broadcasting model in this paper.

We distinguish between the case where all pages have the same length (the unit-length case), and the case where pages can have different lengths (the variable-length case). For the unit-length case, a 4.56 -competitive algorithm is given in [14, while a lower bound of 4 follows from an interval scheduling problem [13]. For the variable-length case, there is a ( $e \Delta+e+1$ )-competitive algorithm [14] where $\Delta$ is the ratio of maximum to minimum page lengths and $e \approx 2.718$. There is also a lower bound of $\sqrt{\Delta}[2]$.

Laxity. The power of broadcasting lies in its ability to combine multiple requests and serve them together by a single broadcast. For this to be effective, requests should have a certain amount of laxity, where the laxity of a request is defined to be the ratio of its span (the length of time interval between its deadline
and release time) and its processing time (the length of the page it requests). This allows the system to delay processing a request and to serve it together with some other requests for the same page that arrives later. If a request has no laxity, it must be scheduled immediately or else it is lost, and hence the power of broadcasting is not utilized. In fact, in all of the above-mentioned lower bounds, all requests are tight (with no laxity). To actually analyze the effect of broadcasting, we assume all requests have a minimum laxity $\alpha>1$. Intuitively, with larger laxity, the system will be able to schedule more requests together. However a large laxity may be unsatisfactory to users. In this paper we analyze the relation between the laxity of requests and the total profit obtained.

The issue of laxity has been considered in the unicast (i.e. non-broadcast) context. It is also called slack, patience [7] or stretch factor [5]. Online job (unicast) scheduling with laxity is widely studied, for example by Kalyanasunaram and Pruhs [10] in the preemption-resume model, and by Goldman et al [6] and Goldwasser [7] in the nonpreemptive model. The assumption of minimum laxity has also been used in preemption-resume broadcast scheduling with deadlines [11, and in nonpreemptive broadcast (or batching) problems [9].

Interestingly, the effect of laxity also allows this problem to bridge between interval scheduling and job scheduling. In most previous results on broadcast scheduling, the techniques used are similar to interval scheduling in which the most important concern is whether a broadcast should be preempted. When a broadcast is completed without being preempted, for example, the next broadcast is usually the one with the most pending requests. However our results indicate that as laxity increases, the problem has more job scheduling flavor, which involves selection of jobs based on both weights and deadlines. We will bring techniques from job scheduling into this problem.

Our results. In this paper we consider the effect of laxity in the preemptionrestart broadcasting model. In Section 3 we first give an algorithm when the laxity is smaller than 2. It adapts an abortion criteria which varies with laxity and how much the current broadcast has been completed. It achieves a tradeoff in the competitive ratios, with smaller competitive ratios for larger laxity. Next we give a simple 2.618-competitive algorithm for the case where the laxity is at least 2. It does not use preemption and thus also applies to the nonpreemptive case. Unlike previous algorithms which only consider abortion conditions, our algorithm also considers how to select broadcasts after another broadcast is completed. In Section 4 we give lower bounds on the competitive ratio for different ranges of laxity $\alpha$ : for example, $8 / 3$ for $1<\alpha<4 / 3,12 / 5$ for $4 / 3<\alpha<1.4$, 2 for $1.4<\alpha<3 / 2$, and $\max (1+1 /\lceil\alpha\rceil, 5 / 4)$ for $\alpha \geq 2$. For $\alpha<2$ we extend the technique of Woeginger's lower bound of interval scheduling, while for $\alpha \geq 2$ we make use of job scheduling results. The lower bound does not approach 1 even with arbitrarily large laxity. Finally in Section 5 we consider the variable page length case, giving a $(\Delta+2 \sqrt{\Delta}+2)$-competitive algorithm for general instances, which improves the previous bound of $e \Delta+e+1$. This algorithm makes use of a simple observation and its analysis is significantly simpler than earlier algorithms. We also state a lower bound result with laxity.

## 2 Notations

There are a number of pages in a server, each having a possibly different length. Requests arrive to the server online, i.e. no information about the request is known until it arrives. Each request $j$ has a release time $r(j)$, a deadline $d(j)$, the page $p(j)$ that it requests, and a weight $w(j)$. All $r(j), d(j)$ and $w(j)$ are real numbers. We define the processing time of a request, $l(j)$, to be the length of the page it requests. A request $j$ fully completed before its deadline gives a profit of $w(j) \times l(j)$. For the unit length case we assume all pages have length 1 , and hence weights and profits are equivalent. Define $\alpha=\min _{j}\{(d(j)-r(j)) / l(j)\}$ to be the minimum laxity of all requests. We assume there is a pool that contains all pending requests. Requests that cannot be completed by their deadlines even if started immediately will be automatically removed from the pool.

A broadcast of a page $J$ serves all pending requests of $J$ simultaneously. We consider the preemption-restart model, in which a broadcast can be preempted (aborted) at any time, but must be restarted from the beginning if it is to be broadcast again. Let $|J|=\sum_{p(j)=J} w(j) \times l(j)$ denote the profit of a page $J$, i.e. the total profit of all pending requests $j$ for the page $J$ at a particular time. This is the profit obtained of broadcasting $J$. Our objective is to maximize the total profit of requests completed before their deadlines. We sometimes abuse the terminology and use 'page', 'broadcast (of a page)', and 'set of requests (for a page)' interchangeably. A schedule is specified by a sequence of broadcasts $J_{1}, J_{2}, \ldots$ where each broadcast $J_{i}$ starts at time $s\left(J_{i}\right)$. If $s\left(J_{i}\right)+l\left(J_{i}\right)>s\left(J_{i+1}\right)$, $J_{i}$ is aborted by $J_{i+1}$, otherwise it is completed.

We measure the performance of online algorithms by their competitive ratios. Let $O P T$ denote the offline optimal algorithm. An online algorithm $A$ is $R$ competitive if, for any instance $I$, the profit $A(I)$ obtained by $A$ is at least $1 / R$ times the profit $O P T(I)$ obtained by $O P T$.

## 3 Unit Length Pages: Upper Bounds

### 3.1 Minimum Laxity $\alpha<2$

We first consider the unit-length case where the minimum laxity is less than 2 . We only consider those $\alpha$ that are rational. Let $\alpha=1+p / m$ for integers $p, m$ where $p<m$ and $m$ is the minimum possible. Intuitively, our algorithm uses an 'abortion ratio' which increases with time while a page is being broadcast.

Algorithm MultiLevel. Let $\beta>1$ be the unique positive real root of $\beta-\beta^{1 / m}-1=$ 0 . Suppose a page $J$ starts being broadcast at time $t$. Then for $i=1,2, \ldots, m$, a new request for page $J^{\prime}$ arriving at $[t+(i-1) / m, t+i / m$ ) (together with pending requests for $J^{\prime}$ in the pool ${ }^{1}$ ) will abort $J$ if and only if $\left|J^{\prime}\right| \geq \beta^{i / m}|J|$.
${ }^{1}$ It is possible that $J^{\prime}=J$; we also consider requests currently being served by broadcast $J$ to be in the pool if they can still be completed before their deadlines if restarted.

When a broadcast completes, the page with the maximum profit (for all pending requests) will be broadcast next.

The following table lists the choice of $\beta$ for different values of laxity and the competitive ratios. Note that some of these ratios are larger than the 4.56 upper bound for the case of arbitrary instances given in 14 .

| $\alpha$ | 1.2 | 1.25 | 1.33 | 1.4 | 1.5 | 1.6 | 1.67 | 1.75 | 1.8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\beta$ | 2.164 | 2.221 | 2.325 | 2.164 | 2.618 | 2.164 | 2.325 | 2.221 | 2.164 |
| $R$ | 4.714 | 4.638 | 4.510 | 4.448 | 4.236 | 4.221 | 4.08 | 4.04 | 4.026 |

Theorem 1. For laxity $1<\alpha<2$ where $\alpha=1+p / m$, MultiLevel is $\left(\frac{\beta}{\beta-1}+\right.$ $\left.\beta^{2-\alpha}+1\right)$-competitive, where $\beta$ is the root of $\beta-\beta^{1 / m}-1=0$.

Proof. Let $M$ denote the schedule produced by MultiLevel. Divide $M$ into a set of basic subschedules, where each basic subschedule consists of zero or more aborted broadcasts followed by one completed broadcast. We charge the profits obtained by $O P T$ to the basic subschedules in $M$. If every basic subschedule with a completed broadcast $J$ receives charges at most $R$ times that of $|J|$, then the algorithm is $R$-competitive. The general idea of the proof is to consider, for a fixed basic subschedule, the maximum-profit $O P T$ schedule that is 'consistent' with the basic subschedule. For example, $O P T$ cannot serve requests with profit much higher than that being served by $M$ at the same time, unless it is already completed in $M$, because $M$ will not ignore this request if it is still pending.

Without loss of generality we can assume all broadcasts made by $M$ are of one of the lengths (time units) $1 / m, 2 / m, \ldots, 1$, since otherwise lengthening them to the closest length listed above will not decrease the profit obtained by $O P T$. Since the last broadcast in a basic subschedule must be completed, it must be of length 1 . Note that all broadcasts of $O P T$ must be of unit length since they are completed. (We can assume $O P T$ will not make aborted broadcasts.)

Let $r=\beta^{1 / m}$. We first consider the case that all basic subschedules satisfy two assumptions: (1) All broadcasts except the last one are of length $1 / \mathrm{m}$. (2) For any two consecutive broadcasts $J$ and $J^{\prime}$ in the basic subschedule, $|J|=\left|J^{\prime}\right| / r$. We will remove these assumptions later. Consider a basic subschedule. The maximum-profit $O P T$ subschedule corresponding to this basic subschedule occurs when the total number of broadcasts in the basic subschedule is a multiple of $m$ plus 2, with the $O P T$ broadcasts as in Fig. 1 (The reason of this will become clear later in the proof.) Hence, let the basic subschedule be $\left(J_{0}, J_{1}, \ldots, J_{m}, \ldots, J_{k m}, J_{k m+1}\right)$ for any $k \geq 0$. For those requests that are satisfied in an OPT broadcast started at time $t$ and which are completed by $M$ before time $t$, we charge their profits to the basic subschedule in $M$ where it is completed. Let $O_{i}$ be the set of requests in a broadcast started by $O P T$ within $J_{i}$ that are not completed by $M$ before $s\left(O_{i}\right)$, i.e., they are still pending in $M$.

Consider the last broadcast $O_{k m+1}$ made by $O P T$. It consists of two parts: $O_{k m+1}^{1}$ which are those requests arriving on or before $s\left(J_{k m+1}\right)+1-p / m$, and $O_{k m+1}^{2 m+1}$ which are those requests arriving after this time. For $O_{k m+1}^{1}$ we have $\left|O_{k m+1}^{1}\right|<r^{m-p}\left|J_{k m+1}\right|$ since otherwise they would abort $J_{k m+1}$. For $O_{k m+1}^{2}$,


Fig. 1. A basic subschedule with $k=3, m=4$. Each rectangle represents an aborted or completed broadcast, and the height of a rectangle represents its profit. Empty rectangles are those of MultiLevel, shaded rectangles are those of $O P T$.
they must still be pending in $M$ after $J_{k m+1}$ completes due to their laxity, and hence the broadcast after $J_{k m+1}$ must have profit at least as large as $\left|O_{k m+1}^{2}\right|$. We charge their profits to the next basic subschedule. Similarly, this basic subschedule may also receive a charge of profit at most $\left|J_{0}\right|$ from the previous basic subschedule. For $O_{i}$ where $i=0, m, 2 m, \ldots, k m$, we have $\left|O_{i}\right|<r\left|J_{i}\right|$. Finally, requests in $J_{k m+1}$ may be satisfied in $O P T$ in some future time, and their profits, which are at most $\left|J_{k m+1}\right|$ in total, are also charged to this basic subschedule. Without loss of generality we normalize the profits so that $\left|J_{k m+1}\right|=1$. Then the total $O P T$ profits charged to this basic subschedule is at most

$$
\begin{aligned}
& \left|J_{0}\right|+r\left(\left|J_{0}\right|+\left|J_{m}\right|+\left|J_{2 m}\right|+\cdots+\left|J_{k m}\right|\right)+r^{m-p}\left|J_{k m+1}\right|+\left|J_{k m+1}\right| \\
\leq & 1 / r^{k m+1}+r\left(1 / r^{k m+1}+\cdots+1 / r\right)+r^{m-p}+1 \\
= & \frac{1}{r^{k m+1}}+\frac{1-1 / r^{k m+m}}{1-1 / r^{m}}+r^{m-p}+1 \\
= & \frac{1}{r^{k m+1}}-\frac{1}{r^{k m+m}\left(1-1 / r^{m}\right)}+\frac{1}{1-1 / r^{m}}+r^{m-p}+1 \\
= & \frac{1}{\beta^{k}}\left(\frac{1}{\beta^{1 / m}}-\frac{1}{\beta-1}\right)+\frac{\beta}{\beta-1}+\beta^{1-p / m}+1 .
\end{aligned}
$$

By choosing $\beta^{1 / m}=\beta-1$, the first term in the above expression is zero, i.e., the expression is invariant of the value of $k$. In this case the competitive ratio is

$$
R \leq \frac{\beta}{\beta-1}+\beta^{1-p / m}+1=\frac{\beta}{\beta-1}+\beta^{2-\alpha}+1
$$

We now remove assumptions (1) and (2). For any basic subschedule that does not satisfy the assumptions, we apply the following transformations to all broadcasts except the last one. First, for any two consecutive broadcasts $J, J^{\prime}$ in
a basic subschedule, if $\ell$ is the length of $J$ served in the schedule (not the length of the page), we increase the profit of $J$ to $\left|J^{\prime}\right| / \beta^{\ell}$ if it is not already so. The schedule remains valid (all abortion ratios are satisfied) and the profits of OPT will not decrease, since the maximum possible profits of $O P T$ broadcasts at any time (w.r.t. the basic subschedule) will not be decreased. Next, a broadcast of length $i / m$ and profit $|J|$ for $i>1$ is transformed to $i$ broadcasts of length $1 / m$, with profits $|J|, r|J|, r^{2}|J|, \ldots, r^{i-1}|J|$. Again the schedule remains valid, and the maximum possible $O P T$ profits are not decreased. The transformed schedule satisfies the two assumptions, and the transformation can only increase the competitive ratio.

### 3.2 Minimum Laxity $\alpha \geq 2$

Next we consider the case when the laxity is at least 2 , i.e. the span of a request is at least twice its length. In this case we use a simple algorithm that never aborts, but is more careful in selecting a page to broadcast after a broadcast completes:

Algorithm $E H$. When a broadcast completes at time $t$, set $H$ to be the page with the maximum profit among pending requests, $E$ to be the page with the maximum profit among those pending requests with deadlines before $t+2$. Note that although $E$ is chosen based on those requests with early deadlines, it may also contain requests with late deadlines. Let $E^{\prime}$ denote the subset of requests for page $E$ with deadlines before $t+2$. Let $\beta=(\sqrt{5}+1) / 2$. If $|H| \geq \beta\left|E^{\prime}\right|$, broadcast $H$, else broadcast $E$. A page being broadcast is never aborted.

Theorem 2. For $\alpha \geq 2, E H$ is $(\sqrt{5}+3) / 2 \approx 2.618$-competitive.
Proof. We charge the profits obtained by $O P T$ to the broadcasts in EH. Consider a completed broadcast $J$ in EH. Let $O$ be the single page started being broadcast by $O P T$ when EH is broadcasting $J$. For requests in $O$ that are completed by EH in or before $J$, we charge their profits to those earlier broadcasts made by EH. Below we only consider requests in $O$ that are still pending in EH. We separate $O$ into two parts: $O_{1}$ which are those requests in $O$ having deadlines before $s(J)+2$, and $O_{2}$ which are the remaining requests. We distinguish the following cases.

Case 1: $J=H \neq E$. For $O_{1}$, they must be released before $s(J)$ by the laxity assumption. We have $\left|O_{1}\right| \leq\left|E^{\prime}\right|$ since $E$ is chosen to be the highest-profit page among those requests with deadlines before $s(J)+2$. So $\left|O_{1}\right| \leq\left|E^{\prime}\right| \leq|J| / \beta$ by the choice of EH. For $O_{2}$, since they remain pending in EH when $J$ completes, we charge their profits to the next broadcast after $J$. Similarly, this $J$ receives a charge $C$ from the previous broadcast, where $|C| \leq|J|$. Also, requests in $J$ may be satisfied later by $O P T$, which we also charge their profits to this $J$ in EH . Thus the total profits charged to $J$ is at most $|C|+\left|O_{1}\right|+|J| \leq|J|+|J| / \beta+|J|=$ $(2+1 / \beta)|J|$.

Case 2: $J=E$. Similar to Case 1 we have $\left|O_{1}\right| \leq\left|E^{\prime}\right|$ and $O_{2}$ is charged to the next broadcast. $J$ also receives a charge $C$ from the previous broadcast,
where $|C| \leq|H| \leq \beta\left|E^{\prime}\right| \leq \beta|E|$. Requests in $E^{\prime}$ cannot be started by OPT after $s(J)+1$ since their deadlines is earlier than $s(J)+2$, so $J$ may receive a 'future' charge only from requests in $E-E^{\prime}$. Thus the total charge to $J$ is at most $|C|+\left|O_{1}\right|+\left|E-E^{\prime}\right| \leq \beta|E|+\left|E^{\prime}\right|+\left|E-E^{\prime}\right|=(1+\beta)|J|$.

By setting $\beta=(\sqrt{5}+1) / 2$, the total charge to a broadcast $J$ in any case is at most $\frac{\sqrt{5}+3}{2}|J|$. Hence the algorithm is $(\sqrt{5}+3) / 2$-competitive.

Remark: Note that EH is a non-preemptive algorithm. Since $O P T$ does not use abortions, EH also applies with the same competitive ratio in the nonpreemptive case. This nonpreemptive broadcast problem is also studied in 9 where a 3 competitive algorithm is given.

## 4 Unit Length Pages: Lower Bounds

### 4.1 Minimum Laxity $\alpha<3 / 2$

We first describe our lower bounds for the unit-length case when the minimum laxity $\alpha$ is smaller than $3 / 2$. Let $R=4-\epsilon$ for some arbitrarily small $\epsilon>0$. Define lax $=\alpha-1$. Choose a small positive number $d \ll 1-l a x$, and another small positive $\delta$. Define $\delta_{i}=\delta / 2^{i}$. These are small constants we need to use later. We divide the proof into two steps.
(1) Description of instance construction. The proof is based on a modification of Woeginger's lower bound construction for interval scheduling [13]. In the following each request is asking for a different page. For $0<v \leq w$ and $d, \delta>0$, define $\operatorname{SET}(v, w, d, \delta)$ to be a set of requests $\left\{j_{1}, j_{2}, \ldots, j_{q}\right\}$ with the following properties:

- The weights $w\left(j_{i}\right)$ of the requests fulfill $w\left(j_{1}\right)=v, w\left(j_{q}\right)=w$ and $w\left(j_{i}\right)<$ $w\left(j_{i+1}\right) \leq w\left(j_{i}\right)+\delta$ for $1 \leq i \leq q-1$.
- The release time $r\left(j_{i}\right)$ and deadline $d\left(j_{i}\right)$ of the requests fulfill $0=r\left(j_{1}\right)<$ $r\left(j_{2}\right)<\cdots<r\left(j_{q}\right)<d, 1+$ lax $=d\left(j_{1}\right)<d\left(j_{2}\right)<\cdots<d\left(j_{q}\right)<1+l a x+d$.
- All requests have length 1 and laxity $\alpha$.

Since $d\left(j_{q}\right)-r\left(j_{1}\right)<1+l a x+d<2$, any algorithm can complete at most one request in each set.

Fix an online algorithm $A$. At $t=0, \operatorname{SET}\left(v_{0}, w_{0}, d_{0}, \delta_{0}\right)=\operatorname{SET}(1, R, d, \delta)$ arrives. Define $L S T_{0}=l a x+d$; this is the latest time that $A$ must fix its decision and start broadcasting a page, or else it will fail to meet the deadline of any request. Let $t_{0} \leq L S T_{0}$ be the earliest time such that during the time interval $\left[t_{0}, L S T_{0}\right], A$ is broadcasting the same page. That means $A$ fixed its decision at time $t_{0}$. Without loss of generality we can assume that $A$ will not switch to broadcast other requests in the same set after this time. Let $b_{0}$ be the page being broadcast by $A$ at time $L S T_{0}$. If $w\left(b_{0}\right)=1$, no more request arrives. Otherwise, a shifted copy of $\operatorname{SET}\left(v_{1}, w_{1}, d_{1}, \delta_{1}\right)$ arrives, where $v_{1}=w\left(b_{0}\right), w_{1}=R v_{1}-v_{1}$, $d_{1} \ll d$ is smaller than the time between $d\left(b_{0}\right)$ and $d\left(a_{0}\right)$, and $a_{0}$ is the request immediately preceding $b_{0}$ in the set. The first and last request in this set arrive
at times $r_{1}$ and $r_{1}^{\prime}$ respectively, where $t_{0}+1-l a x-d_{1}<r_{1}<r_{1}^{\prime}<t_{0}+1-l a x$. Define $L S T_{1}$ to be the latest time when $A$ must fix its decision on which request in the second set to broadcast. It is given by $L S T_{1}=r_{1}^{\prime}+l a x$.

The numbers are defined so that they have the following two properties:
$-r_{1}>L S T_{0}$ : this is because $r_{1}>t_{0}+1-\operatorname{lax}-d_{1} \geq 1-l a x-d_{1}$, and $L S T_{0}=$ lax $+d$, as long as $d_{1}<1-2 l a x-d$ the property holds. Since lax $<1 / 2, d$ and $d_{1}$ can always be chosen small enough.
$-L S T_{1}<t_{0}+1$ : this is because $L S T_{1}=r_{1}^{\prime}+$ lax $<\left(t_{0}+1-l a x\right)+$ lax.
The first property ensures that the adversary can decide the weights of the requests in the new set after $A$ fixed its choice of broadcast. The second property ensures that $A$ cannot serve a request in both sets. Hence, if $A$ completes the broadcast of page $b_{0}$, it cannot serve any more requests, and no more requests are released. Otherwise, $A$ aborts $b_{0}$ and starts a new page in the new set. Then the same process repeats.

In general, suppose $A$ is broadcasting a page in the $(i+1)^{t h} \operatorname{SET}\left(v_{i}, w_{i}, d_{i}, \delta_{i}\right)$. Let $L S T_{i}$ be the latest time $A$ must fix its decision to broadcast a page in this set; it is given by $L S T_{i}=r_{i}^{\prime}+l a x$. Let $t_{i}$ be the earliest time such that in $\left[t_{i}, L S T_{i}\right], A$ is broadcasting the same page. Call this page $b_{i}$. If $w\left(b_{i}\right)=v_{i}$, no more requests are released. Otherwise, a new $(i+2)^{t h} \operatorname{SET}\left(v_{i+1}, w_{i+1}, d_{i+1}, \delta_{i+1}\right)$ is released, where $v_{i+1}=w\left(b_{i}\right), w_{i+1}=\max \left(R v_{i+1}-\sum_{j=1}^{i+1} v_{j}, v_{i}\right), d_{i+1}$ is the time between $d\left(b_{i}\right)$ and $d\left(a_{i}\right)$, and $a_{i}$ is the request immediately preceding $b_{i}$. The first and last request in this new set arrive at times $r_{i+1}$ and $r_{i+1}^{\prime}$ respectively, where $t_{i}+1-\operatorname{lax}-d_{i+1}<r_{i+1}<r_{i+1}^{\prime}<t_{i}+1-\operatorname{lax}$ (see Fig. 2).

Again we have the following two properties:
$-r_{i+1}>L S T_{i}$ : since $r_{i+1}>t_{i}+1-l a x-d_{i+1} \geq r_{i}+1-l a x-d_{i+1}$, and $L S T_{i} \leq r_{i}+d_{i}+l a x$, as long as $d_{i+1}<1-2 l a x-d_{i}$ this property holds.
$-L S T_{i+1}<t_{i}+1$ : this is because $L S T_{i+1}<\left(t_{i}+1-l a x\right)+l a x=t_{i}+1$.


Fig. 2. $\operatorname{SET}\left(v_{i}, w_{i}, d_{i}, \delta_{i}\right)$ and $\operatorname{SET}\left(v_{i+1}, w_{i+1}, d_{i+1}, \delta_{i+1}\right)$
$A$ either completes $b_{i}$ and no more requests are released, or aborts and broadcasts a page in the new set, and then the same process repeats. In the beginning, we have $w_{i}=R v_{i}-\sum_{j=1}^{i} v_{j}>v_{i}$, and $v_{i}<v_{i+1} \leq w_{i}$, so that the $v_{i}$ 's form an increasing sequence satisfying the recurrence $v_{i+1} \leq R v_{i}-\sum_{j=1}^{i} v_{j}$, and it is shown in [13] that this sequence cannot be an infinite increasing sequence for $R<4$. Therefore, eventually we have $w_{i}=v_{i}>R v_{i}-\sum_{j=1}^{i} v_{i}$ after a finite number of steps. At this final step the set contains only one request with profit $v_{i}$. No matter how $A$ chooses, it obtains a profit of $v_{i}$. We conclude that $A$ can only serve one request in total.
(2) Profits by the optimal offline algorithm. We now consider the $O P T$ schedule for the instance. Ideally, we want $O P T$ to schedule a request in each set (as in the original construction in [13]), but it may not be possible due to the earlier arrival of the sets (in the original construction a new set only arrives just before the deadlines of the previous set). Recall $b_{i}$ is the request chosen by $A$ in the $(i+1)$-th set, and $a_{i}$ is the request that just precedes $b_{i}$. Suppose $A$ completes a broadcast of page $b_{i-1}$ in the $i$-th set, of profit $v_{i}$, while attempted to broadcast but aborted $b_{0}, b_{1}, \ldots, b_{i-2}$ in all earlier sets. OPT broadcasts $a_{0}, a_{1}, \ldots, a_{i-1}$ together with $w_{i}$, assuming that is feasible. (If $A$ is forced to serve the single request in the last set the analysis is similar.) Then similar to [13] the total profit by $O P T$ is at least $(4-2 \epsilon) v_{i}$, so $O P T$ obtains a profit arbitrarily close to 4 times what $A$ obtains. Below we consider how $O P T$ schedules a subset of these requests.

We resort to figures and defer the formal proof to the full paper. For any two consecutive sets, $O P T$ can serve $a_{i}$ in the first set together with any request in second set. However, for any three consecutive sets, $O P T$ can only choose requests from two sets (see Fig. 3).

If $\alpha<4 / 3$, we can partition the sets into groups of three, and choose the heavier two requests from each group without interfering other groups. (see Fig. 3). Thus $O P T$ obtains a $2 / 3$ of the profits of those requests.

For $4 / 3 \leq \alpha<3 / 2$, this is not always possible, but we can divide the sets into larger groups and apply the same idea. For example, when $\alpha=1.4$, we divide the sets into groups of five, and it is always possible to serve requests in the second, fourth and fifth set (see Fig. 3i). Although we are not selecting


Fig. 3. Each rectangle represents a set. (a) when lax $<1 / 3$, choose two sets out of every three. (b) when lax $<0.4$, choose three sets out of every five.
the heaviest three requests, we can still guarantee a $3 / 5$ fraction of profits, by the following simple observation: for any $0 \leq v_{1} \leq v_{2} \leq v_{3} \leq v_{4} \leq v_{5}$, we have $\frac{v_{2}+v_{4}+v_{5}}{v_{1}+v_{2}+v_{3}+v_{4}+v_{5}} \geq \frac{3}{5}$. Hence, we have a lower bound of $4 \times 3 / 5=2.4$. Similarly we can obtain a lower bound of $16 / 7$ when $\alpha<10 / 7$, and a lower bound of 2 when $\alpha<3 / 2$. In general we have:

Theorem 3. For any integer $k \geq 1$ and $\alpha<1+k /(2 k+1)<3 / 2$, no deterministic algorithm is better than $4(k+1) /(2 k+1)$-competitive.

### 4.2 Minimum Laxity $\alpha \geq 2$

Next we consider the case where the minimum laxity is at least 2 .
Theorem 4. For $\alpha \geq 2$, no deterministic algorithm is better than $(1+1 /\lceil\alpha\rceil)$ competitive.

Proof. We only consider the case where $\alpha$ is an integer; otherwise we round it up to the nearest integer to obtain the result. All requests in this proof have weight 1 and laxity exactly $\alpha$. At time $0, \alpha$ requests each asking for a different page arrive. Without loss of generality assume the online algorithm $A$ broadcasts a page $J$. Just before it finishes (at time $1-\epsilon$ ) another request for $J$ arrives. No matter $A$ aborts the current broadcast or not, it can satisfy at most $\alpha$ requests. $O P T$ can broadcast $J$ at time 1 and some other page at time 0 , satisfying all $\alpha+1$ requests.

In [3] we considered an $s$-uniform unit job scheduling problem in which each job arrives at integer time, is of unit length, has span exactly $s$ (an integer) and no broadcasting is allowed. We gave a lower bound of $\frac{5}{4}-\Theta\left(\frac{1}{s}\right)$ for the competitive ratio of this problem $2^{2}$ Since the case of broadcast with laxity at least $\alpha$ is a generalized case of unicast with laxity exactly $s$, where $s \geq \alpha$, which are $s$ uniform instances, the lower bound carries to the broadcast problem. (Since all time parameters are integers and jobs are of unit length, the ability of abortion in broadcasting needs not be used.) For $s$ sufficiently large the lower bound is arbitrarily close to $5 / 4$. We therefore have:

Theorem 5. For any laxity $\alpha$, no deterministic or randomized algorithm can be better than 5/4-competitive.

The theorem implies that even with arbitrarily large laxity, the competitiveness cannot approach 1. This bound is stronger than that in Theorem 4 for sufficiently large $\alpha$.

## 5 Variable Length Pages

Without laxity assumptions, there is a $(e \Delta+e+1)$-competitive algorithm [14] for the variable-length case, where $\Delta=\lceil$ maximum page length/minimum page

[^30]length $]$, and $e \approx 2.718$ is the base of the natural logarithm. In this section we give an improved algorithm ACE (for 'Another Completes Earlier'), which makes use of a simple observation: if the broadcast of a page for a newer request has the same or larger profit and an earlier completion time than the page currently being broadcast, we should abort the current page in favour of the newer page.

Algorithm $A C E$. Let $\beta=1+\sqrt{\Delta}$. Let $J$ be the page currently being broadcast. A new request for page $J^{\prime}$ (together with all pending requests for $J^{\prime}$ in the pool) will abort $J$ if either one of the following holds: (1) $\left|J^{\prime}\right| \geq \beta|J|$, or (2) $\left|J^{\prime}\right| \geq|J|$ and the completion time of $J^{\prime}$ (if we start $J^{\prime}$ now) is earlier than the completion time of $J$ (if we continue to broadcast $J$ ). When a broadcast completes, broadcast a page with the maximum profit among pending requests.

Theorem 6. $A C E$ is $(\Delta+2 \sqrt{\Delta}+2)$-competitive.
Proof. (Sketch) Without loss of generality assume the shortest page is of length 1 and the longest is of length $\Delta$. Let $A$ be the schedule produced by ACE. As before we divide the schedule into a set of basic subschedules, and we focus on a single basic subschedule. We can assume that all abortions in $A$ are due to condition (1) of the algorithm, and further we assume that all broadcasts made in $A$ are $\Delta$ units long (we omit the details in this version of the paper).

Consider a basic subschedule $\left(J_{1}, \ldots, J_{k}\right)$. We have $\left|J_{i}\right| \leq\left|J_{k}\right| / \beta^{k-i}$ since all abortions are due to condition (1). Consider the broadcasts started by OPT within the broadcast of $J_{i}$. There can be at most $\Delta$ such broadcasts. If the requests in these broadcasts are completed in $A$ before they are started in $O P T$, we charge their profits to those earlier broadcasts in $A$. Now consider those requests that are not completed in $A$ before. For any $O P T$ broadcast $O$ completed before $J_{i}$ is completed or aborted, we have $|O|<\left|J_{i}\right|$ since otherwise they would abort $J_{i}$ in $A$. For an $O P T$ broadcast $O$ that is completed after $J_{i}$ is completed or aborted, we have $|O|<\beta\left|J_{i}\right|$ or else it would also abort $\left|J_{i}\right|$ in $A$. In this case no more $O P T$ broadcasts after this $O$ are charged to this $J_{i}$.

Therefore, in the worst case, $O P T$ schedules at most $(\Delta-1)$ length-1 broadcasts each of profit at most $\left|J_{i}\right|$, followed by a length-1 broadcast of profit at most $\beta\left|J_{i}\right|$. Therefore, the total OPT profit corresponding to $J_{i}$ is at most $(\Delta-1+\beta)\left|J_{i}\right|$. Summing over all $J_{i}$ 's, and considering that $J_{k}$ may be served in $O P T$ later and will be charged to this basic subschedule, we have that the total $O P T$ profits charged to this basic subschedule is at most
$\sum_{i=1}^{k}(\Delta-1+\beta)\left|J_{i}\right|+\left|J_{k}\right| \leq(\Delta-1+\beta) \sum_{i=1}^{k} \frac{\left|J_{k}\right|}{\beta^{k-i}}+\left|J_{k}\right|<\left(\frac{\beta(\Delta-1+\beta)}{\beta-1}+1\right)\left|J_{k}\right|$.
Hence the competitive ratio is $\frac{\beta(\Delta-1+\beta)}{\beta-1}+1$. By setting $\beta=1+\sqrt{\Delta}$, this ratio is minimized and is equal to $\Delta+2 \sqrt{\Delta}+2$.

In the variable-length case, without assumptions on laxity, there is a lower bound of $\sqrt{\Delta}$ on the competitive ratio. Here we note that laxity may not help much in this case.

Note that laxity is related to resource augmentation using a faster processor, as discussed in [10]. If the online algorithm has a speed- $s$ processor, then the laxity of all jobs become at least $s$ (for the online algorithm). Thus any algorithm for laxity-s instances can be applied. Since $O P T$ does not have this laxity advantage, the competitive ratio in this case will be even smaller (or the same) compared with the case where both the offline and online algorithm receive jobs with laxity (which is the standard case). Therefore the existence of an $R$-competitive online algorithm for laxity- $s$ instances implies an $s$-speed $R$ competitive algorithm for general instances. On the other hand, a lower bound of $R$ on $s$-speed online algorithm on general instances implies the same lower bound on laxity-s instances.

In [12] it was shown that using resource augmentation does not drastically improve the competitive ratio: no deterministic online algorithm with a constant speedup (can broadcast a constant number of pages more than the offline algorithm) can be constant competitive. In fact, the proof shows something stronger, that no deterministic online algorithm can be better than $O(\sqrt{\Delta})$-competitive with constant speedup.

Therefore, the lower bound for faster processor implies a lower bound of competitiveness with laxity:

Theorem 7. For constant $\alpha$, any deterministic online algorithm has competitive ratio $\Omega(\sqrt{\Delta})$.
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#### Abstract

Rabi and Sherman RS97|RS93 proved that the hardness of factoring is a sufficient condition for there to exist one-way functions (i.e., p-time computable, honest, p-time noninvertible functions) that are total, commutative, and associative but not strongly noninvertible. In this paper we improve the sufficient condition to $\mathrm{P} \neq \mathrm{NP}$.

More generally, in this paper we completely characterize which types of one-way functions stand or fall together with (plain) one-way functions-equivalently, stand or fall together with $\mathrm{P} \neq \mathrm{NP}$. We look at the four attributes used in Rabi and Sherman's seminal work on algebraic properties of one-way functions (see [RS97|RS93]) and subsequent papers-strongness (of noninvertibility), totality, commutativity, and associativity - and for each attribute, we allow it to be required to hold, required to fail, or "don't care." In this categorization there are $3^{4}=81$ potential types of one-way functions. We prove that each of these 81 feature-laden types stand or fall together with the existence of (plain) one-way functions.


Keywords: Computational complexity, complexity-theoretic oneway functions, associativity, commutativity, strong noninvertibility.
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## 1 Introduction

### 1.1 Motivation

In this paper, we study properties of one-way functions, i.e., properties of functions that are easy to compute, but hard to invert. One-way functions are important cryptographic primitives and are the key building blocks in many cryptographic protocols. Various models to capture "noninvertibility" and, depending on the model used, various candidates for one-way functions have been proposed. The notion of noninvertibility is usually based on the average-case complexity model in cryptographic applications, whereas noninvertibility for complexitytheoretic one-way functions is usually defined in the worst-case model. Though the average-case model is very important, we note that even the challenge of showing that any type of one-way function exists in the "less challenging" worstcase model remains an open issue after many years of research. It is thus natural to wonder, as a first step, what assumptions are needed to create various types of complexity-theoretic one-way functions. In this paper, we seek to characterize in terms of class separations this existence issue.

Complexity-theoretic one-way functions of various sorts, and related notions, were studied early on by, for example, Berman Ber77, Brassard, Fortune, and Hopcroft BFH78|Bra79, Ko Ko85, and especially Grollmann and Selman GS88, and have been much investigated ever since; see, e.g., AR88|Wat88|HH91|Sel92 RS93 HRW97|RS97|HR99 BHHR99 HR00, HPR01|RH02 FFNR03|HT03|Hom04. The four properties of one-way functions to be investigated in this paper are strongness, totality, commutativity, and associativity. Intuitively, strong noninvertibility - a notion proposed by Rabi and Sherman RS97|RS93] and later studied in other papers as well HR99|HPR01, Hom04-means that for a two-ary function, given some function value and one of the corresponding arguments, it is hard to determine the other argument. It has been known for decades that one-way functions exist if and only if $\mathrm{P} \neq \mathrm{NP}$. But the Rabi-Sherman paper brought out the natural issue of trying to understand what complexity-theoretic assumptions characterized the existence of one-way functions with certain algebraic properties. Eventually, Hemaspaandra and Rothe HR99 proved that strong, total, commutative, associative one-way functions exist if and only if $\mathrm{P} \neq \mathrm{NP}$. (As mentioned earlier, one-way functions with these properties are the key building blocks in Rabi, Rivest, and Sherman's cryptographic protocols for secret-key agreement and for digital signatures (see RS97|RS93]).)

This paper provides a detailed study of the four properties of one-way functions mentioned above. For each possible combination of possessing, not possessing, and being oblivious to possession of the property, we study the question of whether such one-way functions can exist. Why should one be interested in knowing if a one-way function possesses "negative" properties, such as noncommutativity? On one hand, negative properties can also have useful applications. For example, Saxena, Soh, and Zantidis SS05|SSZ05] propose authentication protocols for mobile agents and digital cash with signature chaining that use as
their key building blocks strong, associative one-way functions for which commutativity in fact is a disadvantage. More generally, it seems natural to try to catalog which types of one-way functions are created by, for example, simply assuming $\mathrm{P} \neq \mathrm{NP}$.

### 1.2 Summary of Our Results

This paper is organized as follows. In Sections 2 and 3 we formally define the notions and notation used, and we provide some basic lemmas that allow us to drastically reduce the number of cases we have to consider. We will state the full definitions later, but stated merely intuitively, a function is said to be strongly noninvertible if given the output and one argument one cannot efficiently find a corresponding other argument; and a function is said to be strong if it is polynomial-time computable, strongly noninvertible, and satisfies the natural honesty condition related to strong noninvertibility (so-called s-honesty). In Section 4. we prove that the condition $\mathrm{P} \neq$ NP characterizes all 27 cases induced by one-way functions that are strong. As a corollary, we also obtain a $\mathrm{P} \neq \mathrm{NP}$ characterization of all 27 cases where one requires one-way-ness but is oblivious to whether or not the functions are strong. In Section 50 we consider functions that are required to be one-way but to not be strong. We show that $\mathrm{P} \neq \mathrm{NP}$ characterizes all of these 27 cases. Thus, $\mathrm{P} \neq \mathrm{NP}$ characterizes all 81 cases overall.

Table 1 summarizes our results for the 16 key cases in which each of the four properties considered is either enforced or defied 1 Definition 2.4 provides the classification scheme used in this table. The left column of Table 1 has 16 quadruples of the form $(s, t, c, a)$, where $s$ regards "strong,", $t$ means "total," $c$ means "commutative," and $a$ means "associative." The variables $s, t, c$, and $a$ take on a value from $\{\mathrm{Y}, \mathrm{N}\}$, where Y means presence (i.e., "yes"), and N means absence (i.e., "no") of the given property. The center column of Table 1 states the conditions characterizing the existence of $(s, t, c, a)$-OWFs, and the right column of Table 1 gives the references to the proofs of the results stated.

### 1.3 General Proof Strategy

We do not attempt to brute-force all 81 cases. Rather, we seek to turn the cases' structure and connectedness against themselves. So, in Section 3 we will reduce the 81 cases to their 16 key cases that do not contain "don't care" conditions. Then, also in Section 3, we will show how to derive the nontotal cases from the total cases, thus further reducing our problem to 8 key cases.

As Corollary 4.6 and, especially, much of Section 5 will show, even among the 8 key cases we share attacks, and find and exploit implications.

Thus, the proof in general consists both of specific constructions-concrete (and in some cases rather difficult to discover) realizations forcing for the first time given patterns of properties - and the framework that minimizes the number of such constructions needed.

[^32]Table 1. Summary of results

| Properties $(s, t, c, a)$ | Characterization | References/Comments |
| :---: | :---: | :---: |
| (N, N, N, N) | $\mathrm{P} \neq \mathrm{NP}$ | Lemma 5.2 + Lemma 3.4 |
| ( $\mathrm{N}, \mathrm{N}, \mathrm{N}, \mathrm{Y}$ ) | $\mathrm{P} \neq \mathrm{NP}$ | Lemma 5.5 + Lemma 3.4 |
| (N, N, Y, N) | $\mathrm{P} \neq \mathrm{NP}$ | Lemma 5.1 + Lemma 3.4 |
| (N, N, Y, Y) | $\mathrm{P} \neq \mathrm{NP}$ | Lemma $5.5+$ Lemma 3.4 |
| (N, Y, N, N) | $\mathrm{P} \neq \mathrm{NP}$ | HPR01; see also Lemma 5.2 |
| (N, Y, N, Y) | $\mathrm{P} \neq \mathrm{NP}$ | Lemma 5.5 |
| (N, Y, Y, N) | $P \neq N P$ | Lemma 5.1 |
| (N, Y, Y, Y) | $\mathrm{P} \neq \mathrm{NP}$ | Lemma 5.5 |
| (Y, N, N, N) | $\mathrm{P} \neq \mathrm{NP}$ | Lemma $4.5+$ Lemma 3.4 |
| (Y, N, N, Y) | $\mathrm{P} \neq \mathrm{NP}$ | Lemma $4.4+$ Lemma 3.4 |
| (Y, N, Y, N) | $P \neq N P$ | Lemma $4.3+$ Lemma 3.4 |
| (Y, N, Y, Y) | $\mathrm{P} \neq \mathrm{NP}$ | Lemma 4.2 + Lemma 3.4 |
| (Y, Y, N, N) | $\mathrm{P} \neq \mathrm{NP}$ | Lemma 4.5 |
| (Y, Y, N, Y) | $\mathrm{P} \neq \mathrm{NP}$ | Lemma 4.4 |
| (Y, Y, Y, N) | $\mathrm{P} \neq \mathrm{NP}$ | Lemma 4.3 |
| (Y, Y, Y, Y) | $\mathrm{P} \neq \mathrm{NP}$ | HR99; see also Lemma 4.2 |

## 2 Preliminaries and Notations

Fix the alphabet $\Sigma=\{0,1\}$. The set of strings over $\Sigma$ is denoted by $\Sigma^{*}$. Let $\varepsilon$ denote the empty string. Let $\Sigma^{+}=\Sigma^{*}-\{\varepsilon\}$. For any string $x \in \Sigma^{*}$, let $|x|$ denote the length of $x$. Let $\langle\cdot, \cdot\rangle: \Sigma^{*} \times \Sigma^{*} \rightarrow \Sigma^{*}$ be some standard pairing function, that is, some total, polynomial-time computable bijection that has polynomialtime computable inverses and is nondecreasing in each argument when the other argument is fixed. Let nat : $\Sigma^{*} \rightarrow \mathbb{N}$ be the standard bijection between $\Sigma^{*}$ and $\mathbb{N}$, the set of nonnegative integers, i.e., nat maps the lexicographically $i$ th string in $\Sigma^{*}$ to the integer $i-1$. Let FP denote the class of polynomial-time computable functions (this includes both total and nontotal functions). This paper focuses completely on mappings from $\Sigma^{*} \times \Sigma^{*}$ to $\Sigma^{*}$ (they are allowed to be many-to-one and they are allowed to be nontotal, i.e., they may map many distinct pairs of strings from $\Sigma^{*} \times \Sigma^{*}$ to one and the same string in $\Sigma^{*}$, and they need not be defined for all pairs in $\Sigma^{*} \times \Sigma^{*}$ ). (The study of 2 -argument one-way functions of course is needed if associativity and commutativity are to be studied.) For each function $f$, let domain $(f)$ denote the set of input pairs on which $f$ is defined, and denote the image of $f$ by image $(f)$.

Definition 2.1 presents the standard notion of a (complexity-theoretic, manyone) one-way function, suitably tailored to the case of two-ary functions in the standard way; see RS93RS97|HR99|HPR01Hom04. (For general introductions to or surveys on one-way functions, see Sel92, BHHR99, and HO02, Chapter 2]. For general background on complexity see, e.g., HO02|BC93.) Our oneway functions are based on noninvertibility in the worst-case model, as opposed
to noninvertibility in the average-case model that is more appealing for cryptographic applications. The notion of honesty in Definition 2.1 below is needed in order to preclude functions from being noninvertible simply due to the trivial reason that some family of images lacks polynomially short preimages.
Definition 2.1 (One-Way Function). Let $\sigma$ be a function (it may be either total or nontotal) mapping from $\Sigma^{*} \times \Sigma^{*}$ to $\Sigma^{*}$.

1. We say $\sigma$ is honest if and only if there exists a polynomial $p$ such that for each $z \in \operatorname{image}(\sigma)$, there exists a pair $(x, y) \in \operatorname{domain}(\sigma)$ such that $\sigma(x, y)=z$ and $|x|+|y| \leq p(|z|)$.
2. We say $\sigma$ is (polynomial-time) noninvertible if and only if there exists no function $f$ in FP such that for all $z \in$ image $(\rho)$, we have $\sigma(f(z))=z$.
3. We say $\sigma$ is a one-way function if and only if $\sigma$ is polynomial-time computable, honest, and noninvertible.

The four properties of one-way functions that we will study in this paper are strongness, totality, commutativity, and associativity. A function $\sigma$ mapping from $\Sigma^{*} \times \Sigma^{*}$ to $\Sigma^{*}$ is said to be total if and only if $\sigma$ is defined for each pair in $\Sigma^{*} \times \Sigma^{*}$, and is said to be nontotal if it is not total. We say that a function is partial if it is either total or nontotal; this says nothing, but makes it clear that we are not demanding that the function be total.

We now define the remaining three properties. Rabi, Rivest, and Sherman (see RS97|RS93]) introduced the notion of strongly noninvertible associative one-way functions (strong AOWFs, for short). Rivest and Sherman (as attributed in [RS97[RS93]) designed cryptographic protocols for two-party secret-key agreement and Rabi and Sherman designed cryptographic protocols for digital signatures, both of which need strong, total AOWFs as their key building blocks. They also sketch protocols for multiparty secret-key agreement that required strong, total, commutative AOWFs. Strong (and sometimes total and commutative) AOWFs have been intensely studied in [HR99|BHHR99|HPR01Hom04.

Though Rabi and Sherman's RS97 notion of associativity is meaningful for total functions, it is not meaningful for nontotal two-ary functions, as has been noted and discussed in HR99. Thus, we here follow Hemaspaandra and Rothe's [HR99] notion of associativity, which is appropriate for both total and nontotal two-ary functions, and is designed as an analog to Kleene's 1952 Kle52 notion of complete equality of partial functions.
Definition 2.2 (Associativity and Commutativity). Let $\sigma$ be any partial function mapping from $\Sigma^{*} \times \Sigma^{*}$ to $\Sigma^{*}$. Extend $\Sigma^{*}$ by $\Gamma=\Sigma^{*} \cup\{\perp\}$, where $\perp$ is a special symbol indicating, in the usage " $\sigma(x, y)=\perp$," that $\sigma$ is not defined for the pair $(x, y)$. Define an extension $\widehat{\sigma}$ of $\sigma$, which maps from $\Gamma \times \Gamma$ to $\Gamma$, by

$$
\widehat{\sigma}(x, y)= \begin{cases}\sigma(x, y) & \text { if } x \neq \perp \text { and } y \neq \perp \text { and }(x, y) \in \operatorname{domain}(\sigma)  \tag{2.1}\\ \perp & \text { otherwise } .\end{cases}
$$

1. We say $\sigma$ is associative if and only if for each $x, y, z \in \Sigma^{*}, \widehat{\sigma}(\widehat{\sigma}(x, y), z)=$ $\widehat{\sigma}(x, \widehat{\sigma}(y, z))$.
2. We say $\sigma$ is commutative if and only if for each $x, y \in \Sigma^{*}, \widehat{\sigma}(x, y)=\widehat{\sigma}(y, x)$.

Informally speaking, strong noninvertibility (see RS97|RS93]) means that even if a function value and one of the corresponding two arguments are given, it is hard to compute the other argument. It is known that, unless $\mathrm{P}=\mathrm{NP}$, some noninvertible functions are not strongly noninvertible HPR01. And, perhaps counterintuitively, it is known that, unless $\mathrm{P}=\mathrm{NP}$, some strongly noninvertible functions are not noninvertible [HPR01]. That is, unless $P=N P$, strong noninvertibility does not imply noninvertibility. Strong noninvertibility requires a variation of honesty that is dubbed s-honesty in HPR01. The notion defined now, as "strong (function)" in Definition 2.3, is in the literature typically called a "strong one-way function." This is quite natural. However, to avoid any possibility of confusion as to when we refer to that and when we refer to the notion of a "one-way function" (see Definition [2.1) as will be mentioned later, neither of these notions necessarily implies the other), we will throughout this paper simply call the notion below "strong" or "a strong function," rather than "strong one-way function."
Definition 2.3 (Strong Function). Let $\sigma$ be any partial function mapping from $\Sigma^{*} \times \Sigma^{*}$ to $\Sigma^{*}$.

1. We say $\sigma$ is s-honest if and only if there exists a polynomial $p$ such that the following two conditions are true:
(a) For each $x, z \in \Sigma^{*}$ with $\sigma(x, y)=z$ for some $y \in \Sigma^{*}$, there exists some string $\hat{y} \in \Sigma^{*}$ such that $\sigma(x, \hat{y})=z$ and $|\hat{y}| \leq p(|x|+|z|)$.
(b) For each $y, z \in \Sigma^{*}$ with $\sigma(x, y)=z$ for some $x \in \Sigma^{*}$, there exists some string $\hat{x} \in \Sigma^{*}$ such that $\sigma(\hat{x}, y)=z$ and $|\hat{x}| \leq p(|y|+|z|)$.
2. We say $\sigma$ is (polynomial-time) invertible with respect to the first argument if and only if there exists an inverter $g_{1} \in \mathrm{FP}$ such that for every string $z \in$ image $(\sigma)$ and for all $x, y \in \Sigma^{*}$ with $(x, y) \in \operatorname{domain}(\sigma)$ and $\sigma(x, y)=z$,

$$
\sigma\left(x, g_{1}(\langle x, z\rangle)\right)=z
$$

3. We say $\sigma$ is (polynomial-time) invertible with respect to the second argument if and only if there exists an inverter $g_{2} \in \mathrm{FP}$ such that for every string $z \in \operatorname{image}(\sigma)$ and for all $x, y \in \Sigma^{*}$ with $(x, y) \in \operatorname{domain}(\sigma)$ and $\sigma(x, y)=z$,

$$
\sigma\left(g_{2}(\langle y, z\rangle), y\right)=z
$$

4. We say $\sigma$ is strongly noninvertible if and only if $\sigma$ is neither invertible with respect to the first argument nor invertible with respect to the second argument.
5. We say $\sigma$ is strong if and only if $\sigma$ is polynomial-time computable, s-honest, and strongly noninvertible.

In this paper, we will look at the $3^{4}=81$ categories of one-way functions that one can get by requiring the properties strong/total/commutative/associative to either: hold, fail, or "don't care." For each, we will try to characterize whether such one-way functions exist.

We now define a classification scheme suitable to capture all possible combinations of these four properties of one-way functions.

Definition 2.4 (Classification Scheme for One-Way Functions). For each $s, t, c, a \in\{\mathrm{Y}, \mathrm{N}, *\}$, we say that a partial function $\sigma: \Sigma^{*} \times \Sigma^{*} \rightarrow \Sigma^{*}$ is an ( $s, t, c, a$ ) one-way function (an ( $s, t, c, a$ )-OWF, for short) if and only if

1. $\sigma$ is a one-way function,
2. if $s=\mathrm{Y}$ then $\sigma$ is strong,
3. if $s=\mathrm{N}$ then $\sigma$ is not strong,
4. if $t=\mathrm{Y}$ then $\sigma$ is a total function,
5. if $t=\mathrm{N}$ then $\sigma$ is a nontotal function,
6. if $c=\mathrm{Y}$ then $\sigma$ is a commutative function,
7. if $c=\mathrm{N}$ then $\sigma$ is a noncommutative function,
8. if $a=\mathrm{Y}$ then $\sigma$ is an associative function, and
9. if $a=\mathrm{N}$ then $\sigma$ is a nonassociative function.

For example, a function is a (Y, Y, Y, Y)-OWF exactly if it is a strong, total, commutative, associative one-way function. And note that, under this definition, whenever a setting is $*$, we don't place any restriction as to whether the corresponding property holds or fails to hold-that is, $*$ is a "don't care" designator. For example, a function is a $(*, \mathrm{Y}, *, *)$-OWF exactly if it is a total one-way function. Of course, all (Y, Y, Y, Y)-OWFs are $(*, \mathrm{Y}, *, *)$-OWFs. That is, our 81 classes do not seek to partition, but rather to allow all possible simultaneous settings and "don't care"s for these four properties. However, the 16 such classes with no stars are certainly pairwise disjoint.

## 3 Groundwork: Reducing the Cases

In this section, we show how to tackle our ultimate goal, stated as Goal 3.1 below, by drastically reducing the number of cases that are relevant among the 81 possible cases.
Goal 3.1. For each $s, t, c, a \in\{\mathrm{Y}, \mathrm{N}, *\}$, characterize the existence of $(s, t, c, a)$ OWFs in terms of some suitable complexity-theoretic condition.

Since * is a "don't care," for a given * position the characterization that holds with that $*$ is simply the "or" of the characterizations that hold with each of Y and N substituted for the $*$. For example, clearly there exist (Y, Y, Y, *)-OWFs if and only if either there exist (Y,Y,Y,Y)-OWFs or there exist (Y,Y,Y,N)-OWFs. And cases with more than one $*$ can be "unwound" by repeating this. So, to characterize all 81 cases, it suffices to characterize the 16 cases stated in Table 1 .
Lemma 3.2. 1. For each $t, c, a \in\{\mathrm{Y}, \mathrm{N}, *\}$, there exist $(*, t, c, a)-\mathrm{OWF} s$ if and only if either there exist ( $\mathrm{Y}, t, c, a$ )-OWF $s$ or there exist ( $\mathrm{N}, t, c, a$ )-OWFs.
2. For each $s, c, a \in\{\mathrm{Y}, \mathrm{N}, *\}$, there exist $(s, *, c, a)-\mathrm{OWF} s$ if and only if either there exist ( $s, \mathrm{Y}, c, a$ )-OWF $s$ or there exist $(s, \mathrm{~N}, c, a)$-OWF $s$.
3. For each $s, t, a \in\{\mathrm{Y}, \mathrm{N}, *\}$, there exist $(s, t, *, a)$-OWFs if and only if either there exist $(s, t, \mathrm{Y}, a)-\mathrm{OWF} s$ or there exist $(s, t, \mathrm{~N}, a)$-OWF $s$.
4. For each $s, t, c \in\{\mathrm{Y}, \mathrm{N}, *\}$, there exist $(s, t, c, *)$-OWFs if and only if either there exist $(s, t, c, \mathrm{Y})$-OWF $s$ or there exist $(s, t, c, \mathrm{~N})$-OWF $s$.

It is well known (see BDG95 and Proposition 1 of Sel92) that $\mathrm{P} \neq \mathrm{NP}$ if and only if $(*, *, *, *)$-OWFs exist, i.e., $\mathrm{P} \neq \mathrm{NP}$ if and only if there exist one-way functions, regardless of whether or not they possess any of the four properties. So, in the upcoming proofs, we will often focus on just showing that $\mathrm{P} \neq \mathrm{NP}$ implies the given type of OWF exists.

Lemma 3.3. For each $s, t, c, a \in\{\mathrm{Y}, \mathrm{N}, *\}$, if there are $(s, t, c, a)$-OWFs then $P \neq$ NP.

Next, we show that all cases involving nontotal one-way functions can be easily reduced to the corresponding cases involving total one-way functions. Thus, we have eliminated the eight "nontotal" of the remaining 16 cases, provided we can solve the eight "total" cases.

Lemma 3.4. For each $s, c, a \in\{\mathrm{Y}, \mathrm{N}\}$, if there exists an ( $s, \mathrm{Y}, c, a)-\mathrm{OWF}$, then there exists an ( $s, \mathrm{~N}, c, a$ )-OWF.

Proof. Fix any $s, c, a \in\{\mathrm{Y}, \mathrm{N}\}$, and let $\sigma$ be any given $(s, \mathrm{Y}, c, a)$-OWF. For each string $w \in \Sigma^{*}$, let $w^{+}$denote the successor of $w$ in the standard lexicographic ordering of $\Sigma^{*}$, and for each string $w \in \Sigma^{+}$, let $w^{-}$denote the predecessor of $w$ in the standard lexicographic ordering of $\Sigma^{*}$.

Define a function $\rho: \Sigma^{*} \times \Sigma^{*} \rightarrow \Sigma^{*}$ by

$$
\rho(x, y)= \begin{cases}\left(\sigma\left(x^{-}, y^{-}\right)\right)^{+} & \text {if } x \neq \varepsilon \neq y \\ \text { undefined } & \text { otherwise }\end{cases}
$$

Note that $\rho$ is nontotal, since it is not defined on the pair $(\varepsilon, \varepsilon)$. It is a matter of routine to check that $\rho$ is a one-way function, i.e., polynomial-time computable, honest, and noninvertible. It remains to show that $\rho$ inherits all the other properties from $\sigma$ as well. To this end, we show the following proposition. The proof of Proposition 3.5 can be found in the full version of this paper HRS04.

Proposition 3.5. 1. $\sigma$ is commutative if and only if $\rho$ is commutative.
2. $\sigma$ is associative if and only if $\rho$ is associative.
3. $\sigma$ is strong if and only if $\rho$ is strong.

This completes the proof of Lemma 3.4.
Lemmas 3.23 .3 and 3.4 imply that it suffices to deal with only the "total" cases. That is, to achieve Goal 3.1, it would be enough to show that if $\mathrm{P} \neq \mathrm{NP}$ then each of the following eight types of one-way functions exist: (Y, Y, Y, Y)-OWFs, (Y, Y, Y, N)-OWFs, (Y, Y, N, Y)-OWFs, (Y, Y, N, N)OWFs, (N, Y, Y, Y)-OWFs, (N, Y, Y, N)-OWFs, (N, Y, N, Y)-OWFs, and ( $\mathrm{N}, \mathrm{Y}, \mathrm{N}, \mathrm{N}$ )-OWFs. In the following sections, we will study each of these cases.

## 4 Strongness and Being Oblivious to Strongness: (Y,t, $c, a)$-OWFs and $(*, t, c, a)$-OWFs

In this section, we consider the "strong"-is-required cases and those cases where the property of strongness is a "don't care" issue. We start with the 27 "strong"
cases. Theorem 4.1 below characterizes each of these cases by the condition $\mathrm{P} \neq \mathrm{NP}$. The proof of Theorem 4.1 follows from the upcoming Lemmas 4.2 through 4.5, via Lemmas 3.2, 3.3, and 3.4.

Theorem 4.1. For each $t, c, a \in\{\mathrm{Y}, \mathrm{N}, *\}$, there exist $(\mathrm{Y}, t, c, a)$-OWFs if and only if $\mathrm{P} \neq \mathrm{NP}$.

Lemma 4.2 is already known from Hemaspaandra and Rothe's work HR99.
Lemma 4.2. If $\mathrm{P} \neq \mathrm{NP}$ then there exist ( $\mathrm{Y}, \mathrm{Y}, \mathrm{Y}, \mathrm{Y})-\mathrm{OWF}$ s.
Using Lemmas 3.3 and 4.2 we can exploit the equivalence of $\mathrm{P} \neq \mathrm{NP}$ and the existence of (Y, Y, Y, Y)-OWFs in the upcoming proofs of Lemmas 4.3, 4.4. and 4.5. That is, in these proofs, we start from a strong, total, commutative, associative one-way function.

Lemma 4.3. If $\mathrm{P} \neq \mathrm{NP}$ then there exist $(\mathrm{Y}, \mathrm{Y}, \mathrm{Y}, \mathrm{N})-\mathrm{OWF}$ s.
Proof. By Lemmas 3.3 and 4.2 the condition $\mathrm{P} \neq \mathrm{NP}$ is equivalent to the existence of some (Y, Y, Y, Y)-OWF, call it $\sigma$. Recall from the proof of Lemma 3.4 that, in the standard lexicographic ordering of $\Sigma^{*}, w^{+}$denotes the successor of $w \in \Sigma^{*}$ and $w^{-}$denotes the predecessor of $w \in \Sigma^{+}$. We use the following shorthand: For $w \in \Sigma^{*}$, let $w^{2+}=\left(w^{+}\right)^{+}$, and for $w \in \Sigma^{*}$ with $w \notin\{\varepsilon, 0\}$, let $w^{2-}=\left(w^{-}\right)^{-}$. Define a function $\rho: \Sigma^{*} \times \Sigma^{*} \rightarrow \Sigma^{*}$ by
$\rho(x, y)= \begin{cases}\varepsilon & \text { if } x=y=0 \\ 0 & \text { if } x=y=\varepsilon \\ \varepsilon & \text { if }(x=\varepsilon \wedge y=0) \vee(x=0 \wedge y=\varepsilon) \\ \varepsilon & \text { if }\{x, y\} \cap\{\varepsilon, 0\} \neq \emptyset \wedge\{x, y\} \cap\left(\Sigma^{*}-\{\varepsilon, 0\}\right) \neq \emptyset \\ \left(\sigma\left(x^{2-}, y^{2-}\right)\right)^{2+} & \text { otherwise. }\end{cases}$
It is easy to see that $\rho$ is one-way, strong, total, and commutative. This fact can be seen to follow from the construction of $\rho$ and from $\sigma$ having all these properties. However, $\rho$ is not an associative function, since $\rho(\varepsilon, \rho(\varepsilon, 0))=0 \neq$ $\varepsilon=\rho(\rho(\varepsilon, \varepsilon), 0)$.

Thus, $\rho$ is a (Y,Y,Y,N)-OWF.
Lemma 4.4. If $\mathrm{P} \neq \mathrm{NP}$ then there exist ( $\mathrm{Y}, \mathrm{Y}, \mathrm{N}, \mathrm{Y})-\mathrm{OWF}$ s.
Proof. Assuming $\mathrm{P} \neq \mathrm{NP}$. By Lemma 4.2, let $\sigma$ be a (Y, Y, Y, Y)-OWF. Define a function $\rho: \Sigma^{*} \times \Sigma^{*} \rightarrow \Sigma^{*}$ by

$$
\rho(x, y)= \begin{cases}y & \text { if } x, y \in\{0,1\} \\ \left(\sigma\left(x^{3-}, y^{3-}\right)\right)^{3+} & \text { if } x \notin\{\varepsilon, 0,1\} \wedge y \notin\{\varepsilon, 0,1\}) \\ \varepsilon & \text { otherwise }\end{cases}
$$

where we use the following shorthand: Recall from the proof of Lemma 3.4 that, in the standard lexicographic ordering of $\Sigma^{*}, w^{+}$denotes the successor of $w \in \Sigma^{*}$ and $w^{-}$denotes the predecessor of $w \in \Sigma^{+}$. For $w \in \Sigma^{*}$, let $w^{3+}=\left(\left(w^{+}\right)^{+}\right)^{+}$, and for $w \in \Sigma^{*}$ with $w \notin\{\varepsilon, 0,1\}$, let $w^{3-}=\left(\left(w^{-}\right)^{-}\right)^{-}$.

It is easy to see, given the fact that $\sigma$ is a (Y, Y, Y, Y)-OWF, that $\rho$ is a strongly noninvertible, s-honest, total one-way function. However, unlike $\sigma, \rho$ is noncommutative, since

$$
\rho(0,1)=1 \neq 0=\rho(1,0)
$$

To see that $\rho$, just like $\sigma$, is associative, let three arbitrary strings be given, say $a, b$, and $c$. Distinguish the following cases:

Case 1: Each of $a, b$, and $c$ is a member of $\{0,1\}$. Then, associativity follows from the definition of $\rho$ :

$$
\rho(a, \rho(b, c))=\rho(a, c)=c=\rho(b, c)=\rho(\rho(a, b), c)
$$

Case 2: None of $a, b$, and $c$ is a member of $\{\varepsilon, 0,1\}$. Then the associativity of $\rho$ follows immediately from the associativity of $\sigma$. That is,

$$
\begin{aligned}
\rho(a, \rho(b, c)) & =\rho\left(a,\left(\sigma\left(b^{3-}, c^{3-}\right)\right)^{3+}\right) \\
& =\left(\sigma\left(a^{3-}, \sigma\left(b^{3-}, c^{3-}\right)\right)\right)^{3+} \\
& =\left(\sigma\left(\sigma\left(a^{3-}, b^{3-}\right), c^{3-}\right)\right)^{3+} \\
& =\rho\left(\left(\sigma\left(a^{3-}, b^{3-}\right)\right)^{3+}, c\right) \\
& =\rho(\rho(a, b), c) .
\end{aligned}
$$

Note here that both $\left(\sigma\left(a^{3-}, b^{3-}\right)\right)^{3+}$ and $\left(\sigma\left(b^{3-}, c^{3-}\right)\right)^{3+}$ are strings that are not members of $\{\varepsilon, 0,1\}$.
Case 3: At least one of $a, b$, and $c$ is not $a$ member of $\{0,1\}$, and at least one of $a, b$, and $c$ is a member of $\{\varepsilon, 0,1\}$. In this case, it follows from the definition of $\rho$ that

$$
\rho(a, \rho(b, c))=\varepsilon=\rho(\rho(a, b), c)
$$

Thus, $\rho$ is a (Y, Y, N, Y)-OWF.
Lemma 4.5. If $\mathrm{P} \neq \mathrm{NP}$ then there are ( $\mathrm{Y}, \mathrm{Y}, \mathrm{N}, \mathrm{N}$ )-OWF $s$.
Proof. Assume $\mathrm{P} \neq$ NP. By Lemma 4.2, let $\sigma$ be a (Y, Y, Y, Y)-OWF. Define a function $\rho: \Sigma^{*} \times \Sigma^{*} \rightarrow \Sigma^{*}$ by

$$
\rho(x, y)= \begin{cases}\varepsilon & \text { if } x=y=0 \\ 0 & \text { if } x=y=\varepsilon \\ \varepsilon & \text { if } x=\varepsilon \wedge y=0 \\ 0 & \text { if } x=0 \wedge y=\varepsilon \\ \varepsilon & \text { if }\{x, y\} \cap\{\varepsilon, 0\} \neq \emptyset \wedge\{x, y\} \cap\left(\Sigma^{*}-\{\varepsilon, 0\}\right) \neq \emptyset \\ \left(\sigma\left(x^{2-}, y^{2-}\right)\right)^{2+} & \text { otherwise. }\end{cases}
$$

Again, it follows from the properties of $\sigma$ and the construction of $\rho$ that $\rho$ is one-way, strong, and total. However, $\rho$ is not commutative, since

$$
\rho(\varepsilon, 0)=\varepsilon \neq 0=\rho(0, \varepsilon) .
$$

Furthermore, $\rho$ is not associative, since

$$
\rho(\varepsilon, \rho(\varepsilon, 0))=0 \neq \varepsilon=\rho(\rho(\varepsilon, \varepsilon), 0)
$$

Thus, $\rho$ is a $(\mathrm{Y}, \mathrm{Y}, \mathrm{N}, \mathrm{N})$-OWF.
Next, we note Corollary 4.6, which follows immediately from Theorem 4.1 via Lemmas 3.2 and 3.3. That is, in light of Lemmas 3.2 and 3.3. Theorem 4.1 provides also a $\mathrm{P} \neq \mathrm{NP}$ characterization of all 27 cases where one requires one-way-ness but is oblivious to whether or not the functions are guaranteed to be strong.

Corollary 4.6. For each $t, c, a \in\{\mathrm{Y}, \mathrm{N}, *\}$, there are $(*, t, c, a)$-OWFs if and only if $\mathrm{P} \neq \mathrm{NP}$.

## 5 Nonstrongness: (N, $t, c, a)$-OWFs

It remains to prove the 27 "nonstrong" cases. All 27 have $\mathrm{P} \neq \mathrm{NP}$ as a necessary condition. For each of them, we also completely characterize the existence of such OWFs by $\mathrm{P} \neq \mathrm{NP}$.

First, we consider two "total" and "nonstrong" cases in Lemmas 5.1 and 5.2 below. Note that Hemaspaandra, Pasanen, and Rothe HPR01 constructed oneway functions that in fact are not strongly noninvertible. Unlike Lemmas 5.1 and 5.2, however, they did not consider associativity and commutativity. Note that, in the proofs of Lemmas 5.1 and 5.2, we achieve "nonstrongness" while ensuring that the functions constructed are s-honest. That is, they are not "nonstrong" because they are not s-honest, but rather they are "nonstrong" because they are not strongly noninvertible.
Lemma 5.1. If $\mathrm{P} \neq \mathrm{NP}$ then there exist ( $\mathrm{N}, \mathrm{Y}, \mathrm{Y}, \mathrm{N})-\mathrm{OWF}$ s.
Proof. Assuming $\mathrm{P} \neq \mathrm{NP}$, we define an ( $\mathrm{N}, \mathrm{Y}, \mathrm{Y}, \mathrm{N}$ )-OWF that is akin to the one constructed in Theorem 3 of [HPR01]. Define a function $\sigma: \Sigma^{*} \times \Sigma^{*} \rightarrow \Sigma^{*}$ by

$$
\sigma(x, y)= \begin{cases}1 \rho(x) & \text { if } x=y \\ 0 \min (x, y) \max (x, y) & \text { if } x \neq y\end{cases}
$$

where $\min (x, y)$ denotes the lexicographically smaller of $x$ and $y, \max (x, y)$ denotes the lexicographically greater of $x$ and $y$, and $\rho: \Sigma^{*} \rightarrow \Sigma^{*}$ is a total one-ary one-way function, which exists assuming $\mathrm{P} \neq \mathrm{NP}$. Note that $\sigma$ is polynomialtime computable, total, honest, and s-honest. Clearly, if $\sigma$ could be inverted in polynomial time then $\rho$ could be too. Thus, $\sigma$ is a one-way function. However, although $\sigma$ is s-honest, it is not strong. To prove that $\sigma$ is not strongly noninvertible, we show that it is invertible with respect to each of its arguments. Define a function $f_{1}: \Sigma^{*} \rightarrow \Sigma^{*}$ by

$$
f_{1}(a)= \begin{cases}y & \text { if }\left(\exists x, y, z \in \Sigma^{*}\right)\left[a=\langle x, 0 z\rangle \wedge z=x y \wedge x<_{\operatorname{lex}} y\right] \\ y & \text { if }\left(\exists x, y, z \in \Sigma^{*}\right)\left[a=\langle x, 0 z\rangle \wedge z=y x \wedge y<_{\operatorname{lex}} x\right] \\ x & \text { if }\left(\exists x, z \in \Sigma^{*}\right)[a=\langle x, 1 z\rangle] \\ \varepsilon \text { otherwise }\end{cases}
$$

where $x<_{\text {lex }} y$ indicates that $x$ is strictly smaller than $y$ in the lexicographic ordering of $\Sigma^{*}$. Note that $f_{1}$ is in FP and that $f_{1}$ inverts $\sigma$ with respect to the first argument. Although this is already enough to defy strong noninvertibility of $\sigma$, we note that one can analogously show that $\sigma$ also is invertible with respect to the second argument.

To see that $\sigma$ is commutative, note that if $x=y$ then $\sigma(x, y)=1 \rho(x)=$ $\sigma(y, x)$, and if $x \neq y$ then $\sigma(x, y)=0 \min (x, y) \max (x, y)=\sigma(y, x)$. To see that $\sigma$ is nonassociative, note that $\sigma(\sigma(1,0), 001)=\sigma(001,001)=1 \rho(001) \neq$ $0100001=\sigma(1,00001)=\sigma(1, \sigma(0,001))$.

Thus, $\sigma$ is an ( $\mathrm{N}, \mathrm{Y}, \mathrm{Y}, \mathrm{N})$-OWF, which completes the proof.
Lemma 5.2. If $\mathrm{P} \neq \mathrm{NP}$ then there exist ( $\mathrm{N}, \mathrm{Y}, \mathrm{N}, \mathrm{N}$ )-OWFs.
The proofs of Lemmas 5.2 and 5.3 are omitted here; they can be found in the full version of this paper HRS04.

Next, we observe that the two remaining "total" and "nonstrong" cases are connected: Lemma 5.3 shows that, given an (N, Y, Y, Y)-OWF, one can construct an (N, Y, N, Y)-OWF. Thus, by Lemma [3.4, characterizing via $P \neq N P$ just the case of (N, Y, Y, Y)-OWFs will suffice to solve all the four remaining cases (namely, NYYY, NYNY, NNYY, and NNNY) at once.

Lemma 5.3. If there exist ( $\mathrm{N}, \mathrm{Y}, \mathrm{Y}, \mathrm{Y})-\mathrm{OWF}$ s, then there exist ( $\mathrm{N}, \mathrm{Y}, \mathrm{N}, \mathrm{Y}$ )OWFs.

We now turn to completely characterizing the existence of (N, Y, Y, Y)OWFs. A transformation from the literature that might seem to come close to establishing "if $\mathrm{P} \neq \mathrm{NP}$, then ( $\mathrm{N}, \mathrm{Y}, \mathrm{Y}, \mathrm{Y}$ )-OWFs exist" has been shown to be flawed unless an unlikely complexity class collapse occurs ${ }^{2}$ However, the following result of Rabi and Sherman does provide evidence that (N, Y, Y, Y)-OWFs indeed exist.

Theorem 5.4. RS97,RS93] If factoring is not in polynomial time, then there exist ( $\mathrm{N}, \mathrm{Y}, \mathrm{Y}, \mathrm{Y}$ )-OWF .

We now improve that sufficient condition to $\mathrm{P} \neq \mathrm{NP}$.

[^33]Lemma 5.5. If $\mathrm{P} \neq \mathrm{NP}$ then there exist ( $\mathrm{N}, \mathrm{Y}, \mathrm{Y}, \mathrm{Y})-\mathrm{OWF} s$ and ( $\mathrm{N}, \mathrm{Y}, \mathrm{N}, \mathrm{Y})$ OWFs.

Proof. By Lemma 5.3, it suffices to handle the case of (N, Y, Y, Y)-OWFs. So, assume $\mathrm{P} \neq \mathrm{NP}$. This implies that there exists a total, one-way function $f: \Sigma^{*} \rightarrow \Sigma^{*}$. Define the function $g: \Sigma^{*} \times \Sigma^{*} \rightarrow \Sigma^{*}$ by

$$
g(x, y)= \begin{cases}0 f(a) & \text { if } x=1 a \text { and } y=1 a \\ \varepsilon & \text { otherwise }\end{cases}
$$

Clearly, $g$ is a one-way function that is total and commutative. Also, $g$ is associative since it is not hard to see that

$$
(\forall a, b, c)[g(a, g(b, c))=g(g(a, b), c)=\varepsilon] .
$$

Though $g$ is easily seen to be s-honest, $g$ fails to be strongly noninvertible, and so is not strong. In particular, given the output and a purported first argument, here is how to find a second argument consistent with the first argument when one exists. If the output is $\varepsilon$ and the purported first argument is $z$, then output $\varepsilon$ as a second argument. If the output is $0 y$ and the purported first argument is $1 x$, then if $f(x)=y$ a good second argument is $1 x$. In every other case, the output and purported first argument cannot have any second argument that is consistent with them, so we safely (though irrelevantly, except for achieving totality of our inverter if one desires that) in this case have our inverter output $\varepsilon$.

Theorem 5.6. For each $t, c, a \in\{\mathrm{Y}, \mathrm{N}, *\}$, there exist $(\mathrm{N}, t, c, a)$-OWFs if and only if $\mathrm{P} \neq \mathrm{NP}$.

The proof of Theorem 5.6 follows immediately from Lemmas 5.1 5.2 and 5.5 via Lemmas 3.2, 3.3, and 3.4.

In conclusion, this paper studied the question of whether one-way functions can exist, where one imposes either possession, nonpossession, or being oblivious to possession of the properties of strongness, totality, commutativity, and associativity. We have shown that $\mathrm{P} \neq \mathrm{NP}$ is a necessary and sufficient condition in each of the possible 81 cases.
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#### Abstract

We use extended answer set programming (ASP), a logic programming paradigm which allows for the defeat of conflicting rules, to check satisfiability of computation tree logic (CTL) temporal formulas via an intuitive translation. This translation, to the best of our knowledge the first of its kind for CTL, allows CTL reasoning with existing answer set solvers.

Furthermore, we demonstrate how preferred ASP, where rules are ordered according to preference for satisfaction, can be used for synthesizing synchronization skeletons of processes in a concurrent program from a temporal specification. We argue that preferred ASP is put to good use since a preference order can be used to make explicit some of the decisions tableau algorithms make, e.g. declaratively specifying a preference for maximal concurrency makes synthesis more transparent and thus less error-prone.


## 1 Introduction

Temporal logics [7] are widely used for expressing properties of nonterminating programs. Transformation semantics, such as Hoare's logic are not appropriate here since they depend on the program having a final state that can be verified to satisfy certain properties. Temporal logics on the other hand have a notion of (infinite) time and may express properties of a program along a time line, without the need for that program to terminate. E.g., formulas may express that from each state a program should be able to reach its initial state: AGEFinitial.

Two well-known temporal logics are linear temporal logic (LTL) [7]20] and computation tree logic (CTL) [7|9]4], which basically differ in their interpretation of time: the former assumes that time is linear, i.e. for every state of the program there is only one successor state, while time is branching for the latter, i.e. every state may have different successor states, corresponding to nondeterministic choices for the program.

Another knowledge representation framework is answer set programming (ASP) [113], a logic programming paradigm with a stable model semantics for negation as failure. A logic program corresponds to knowledge one wishes to represent, or, more

[^34]specifically, to an encoding of a particular problem, e.g. a planning problem [17|6]; the answer sets of the program then provide its intentional knowledge, or the solutions of the encoded problem, e.g. a plan for a planning problem.

Under the open answer set, there are some programs that do not have any solutions. There are cases, however, where it is not a feasible strategy to have no answer sets at all, e.g. in large modular programs where different modules are contributed by different parties, there could be only 2 modules that contradict each other, although a majority does not. One would then still like to deduce knowledge that is not related to this contradiction (if one module says $a$ and another one says $\neg a$, but both say $b$, it is reasonable to keep $b$ as a conclusion, while being unsure about $a$ or $\neg a-$ the normal answer set semantics, however, would yield no answers at all). The extended answer set semantics [24] solves this by defeating rules with competing rules, and thus extracts as much knowledge from the program as possible, while providing alternatives for conflicting rules.

We relate the temporal logic CTL to extended ASP by reducing satisfiability checking of CTL formulas to satisfiability checking of predicates w.r.t. a logic program under the extended answer set semantics. To the best of our knowledge, this is the first account of a translation of CTL reasoning to answer set programming. The translation allows for CTL reasoning through existing answer set solvers.

A related approach, i.e. reasoning with temporal logics through ASP, is taken in [12], where bounded model checking of asynchronous concurrent systems is simulated by computing (normal) answer sets of programs. These results are generalized in [13] where bounded model checking for LTL is translated to ASP. Since LTL and CTL are incomparable, i.e. there are LTL formulas for which no equivalent CTL formula exists, and vice versa, the translation in [13] from LTL to ASP is not applicable to the CTL case that we consider here. Another translation of LTL reasoning to ASP can be found in [22|21] in the context of planning with, among others, temporal constraints or goals.

We take the application of ASP to temporal reasoning a step further by considering ASP as a vehicle for the synthesis of synchronization skeletons of processes in concurrent programs, given a CTL specification. In the literature, synthesis from a temporal logic specification is usually done by tableau-like algorithms, e.g. in [81] for a CTL specification or in [18] for a LTL specification, or by a reduction to automata as in [16]. We argue that preferred ASP, i.e. ASP where there is a preference on the satisfaction of rules as defined in [24], can make declaratively explicit some implicit decisions made by those tableau algorithms, resulting in a more transparent synthesis method. More specifically, we discuss how to obtain, using preferred ASP, concurrent programs that are as concurrent as the temporal specification allows.

A preferred ASP approach to synthesis has the further advantage that an implementation is available: in order to illustrate the theoretical results, we use the OLPS solver [19], available for download fromhttp://tinf2.vub.ac.be/olp, to synthesize the well-known mutual exclusion problem.

The remainder of the paper is organized as follows. In Section 2, we present the extended and preferred answer set semantics. The simulation of CTL reasoning with extended ASP, as well as its complexity, is discussed in Section 3 Before concluding and giving directions for further research in Section 5, we present in Section 4 a synthesis method from a CTL specification using preferred ASP.

## 2 Preferred Answer Set Programming

We introduce the extended answer set semantics as in [24]. A term is a constant or a variable, where the former will be written lower-case and the latter upper-case. An atom is of the form $p\left(t_{1}, \ldots, t_{n}\right)$ where $p$ is an $n$-ary predicate name and $t_{i}, 1 \leq i \leq n$, are terms. A literal is an atom $a$ or a classically negated atom $\neg a$; an extended literal is a literal $l$ or a literal preceded with the negation as failure symbol not: not $l$. A program is a finite set of rules $\alpha \leftarrow \beta$ where $\alpha$ is a set of literals with $|\alpha| \leq 1$, i.e. $\alpha$ is empty or a singleton, and $\beta$ is a finite set of extended literals. We usually denote a rule as $a \leftarrow \beta$ or $\leftarrow \beta$, and we call the latter a constraint. The positive part of the body is $\beta^{+}=\{l \mid l \in \beta, l$ literal $\}$, the negative part is $\beta^{-}=\{l \mid$ not $l \in \beta\}$, e.g. for $\beta=\{a$, not $\neg b$, not $c\}$, we have that $\beta^{+}=\{a\}$ and $\beta^{-}=\{\neg b, c\}$.

For compactness, we assume that the rule $a\left(\left\{x_{1}, \ldots, x_{n}\right\}\right) \leftarrow$ is equivalent with rules $a\left(x_{1}\right) \leftarrow, \ldots, a\left(x_{n}\right) \leftarrow$. We may type arguments as in the rule $p(a: t) \leftarrow$ which stands for $p(a) \leftarrow t(a)$.

A ground atom, (extended) literal, rule, or program does not contain variables. Substituting every variable in a program $P$ with every possible constant in $P$ yields the ground program $\operatorname{gr}(P)$. All following definitions in this section assume ground programs and ground (extended) literals; to obtain the definitions for unground programs, replace every occurrence of a program $P$ by $g r(P)$, e.g. an extended answer set of an unground $P$ is an extended answer set of $\operatorname{gr}(P)$.

The Herbrand Base $\mathcal{B}_{P}$ of a program $P$ is the set of all atoms that can be formed using the language of $P$. For a set $X$ of literals, we take $\neg X=\{\neg l \mid l \in X\}$ where $\neg \neg a$ is $a ; X$ is consistent if $X \cap \neg X=\emptyset$. Let $\mathcal{L}_{P}$ be the set of literals that can be formed with $P$, i.e. $\mathcal{L}_{P}=\mathcal{B}_{P} \cup \neg \mathcal{B}_{P}$. An interpretation $I$ of $P$ is any consistent subset of $\mathcal{L}_{P}$. For a literal $l$, we write $I \models l$, if $l \in I$, which extends for extended literals not $l$ to $I \models$ not $l$ if $I \not \vDash l$. In general, for a set of extended literals $X, I \models X$ if $I \models x$ for every extended literal $x \in X$. A rule $r: a \leftarrow \beta$ is satisfied w.r.t. $I$, denoted $I \models r$, if $I \models a$ whenever $I \models \beta$, i.e. $r$ is applied whenever it is applicable. A constraint $\leftarrow \beta$ is satisfied w.r.t. $I$ if $I \not \vDash \beta$. The set of satisfied rules in $P$ w.r.t. $I$ is the reduct $P_{I}$.

For a simple program $P$ (i.e. a program without not), an interpretation $I$ is a model of $P$ if $I$ satisfies every rule in $P$, i.e. $P_{I}=P$; it is answer set of $P$ if it is a minimal model of $P$, i.e. there is no model $J$ of $P$ such that $J \subset I$. For programs $P$ containing not, the GL-reduct w.r.t. an interpretation $I$ is $P^{I}$, where $P^{I}$ contains $\alpha \leftarrow \beta^{+}$for $\alpha \leftarrow \beta$ in $P$ and $\beta^{-} \cap I=\emptyset . I$ is an answer set of $P$ if $I$ is an answer set of $P^{I}$. A rule $a \leftarrow \beta$ is defeated w.r.t. $I$ if there is a competing rule $\neg a \leftarrow \gamma$ that is applied w.r.t. $I$, i.e. $I \models\{\neg a\} \cup \gamma$. An extended answer set $I$ of a program $P$ is an answer set of $P_{I}$ such that all rules in $P \backslash P_{I}$ are defeated. An $n$-ary predicate $p$ is satisfiable w.r.t. a program $P$ iff there is an extended answer set $M$ of $P$ with some $p\left(x_{1}, \ldots, x_{n}\right) \in M$.

Example 1. The knowledge that one either likes karaoke or not (rules $r_{1}$ and $r_{2}$ ), that the karaoke bar is on a boat $\left(r_{3}\right)$, that one is afraid of water $\left(r_{4}\right)$, unless there is a boat, and that a boat is usually, but not necessarily, on the water $\left(r_{5}\right)$, can be represented by the following program:

$$
\begin{array}{ll}
r_{1}: \text { karaoke } \leftarrow \text { not } \neg \text { karaoke } & r_{2}: \neg \text { karaoke } \leftarrow \text { not karaoke } \\
r_{3}: \quad \text { boat } \leftarrow \text { karaoke } & \\
r_{4}: \neg \text { water } \leftarrow & r_{5}: \quad \text { water } \leftarrow \text { boat }
\end{array}
$$

We have the extended answer sets $M_{1}=\{$ karaoke, boat, water $\}, M_{2}=\{$ karaoke, boat, $\neg$ water $\}, M_{3}=\{\neg$ karaoke, $\neg$ water $\}$, with reducts $P_{M_{1}}=P \backslash\left\{r_{4}\right\}, P_{M_{2}}=$ $P \backslash\left\{r_{5}\right\}$, and $P_{M_{3}}=P$. One sees that in $M_{1}$ the rule $r_{4}$ is defeated by $r_{5}$.
Resolving conflicts by defeating rules leads to different alternative extended answer sets, as in Example 1 Usually however, a user may have some particular preferences on the satisfaction of the rules. As in [24], we impose a strict partial ordet ${ }^{11}<$ on the rules in $P$, indicating these preferences, which results in an ordered logic program $(O L P)\langle P,<\rangle$. This preferential ordering will induce an ordering $\sqsubseteq$ among the possible alternative extended answer sets as follows: for interpretations $M$ and $N$ of $P, M$ is "more preferred" than $N$, denoted $M \sqsubseteq N$, if $\forall r_{2} \in P_{N} \backslash P_{M} \cdot \exists r_{1} \in P_{M} \backslash P_{N}$. $r_{1}<r_{2}$. Intuitively, for every rule that is satisfied by $N$ and not by $M$, and which thus appears to be a counterexample for $M$ being better than $N$, there is a better rule that is satisfied by $M$ and not by $N$, i.e. $M$ can counter the counterexample of $N$. We have that $M$ is "strictly better" than $N, M \sqsubset N$, if $M \sqsubseteq N$ and not $N \sqsubseteq M$. An extended answer set is a preferred answer set of $\langle P,<\rangle$ if it is minimal w.r.t. $\sqsubset$ among the extended answer sets. An $n$-ary predicate $p$ is preferred satisfiable iff there is a preferred answer set $M$ of $P$ with some $p\left(x_{1}, \ldots, x_{n}\right) \in M$.

Example 2. Considering Example 1 the knowledge that one is afraid of water may result in the preference relation, $r_{4}<r_{5}$. We have then, using $r_{4}<r_{5}$, that $M_{2} \sqsubset M_{1}$, and $M_{3} \sqsubset M_{1}$ and $M_{3} \sqsubset M_{2}$ since $M_{3}$ satisfies all rules, such that $M_{3}$ is the preferred answer set.

## 3 CTL Reasoning with Extended Answer Set Programming

Let AP be the finite set of available proposition symbols. Computation tree logic (CTL) formulas are defined as follows:

- every proposition symbol $P \in A P$ is a formula,
- if $p$ and $q$ are formulas, so are $p \wedge q$ and $\neg p$,
- if $p$ and $q$ are formulas, then $\mathrm{EX} p, \mathrm{E}(p \cup q), \mathrm{AX} p$, and $\mathrm{A}(p \cup q)$ are formulas.

The semantics of a CTL formula is given by (temporal) structures. A structure $K$ is a tuple $(S, R, L)$ with $S$ a countable set of states, $R \subseteq S \times S$ a total relation in $S$, i.e. $\forall s \in S \cdot \exists t \in S \cdot(s, t) \in R$, and $L: S \rightarrow 2^{A P}$ a function labeling states with propositions. Intuitively, $R$ indicates the permitted transitions between states and $L$ indicates which propositions are true at certain states.

A path $\pi$ in $K$ is an infinite sequence of states $\left(s_{0}, s_{1}, \ldots\right)$ such that $\left(s_{i-1}, s_{i}\right) \in R$ for each $i>0$. For a path $\pi=\left(s_{0}, s_{1}, \ldots\right)$, we denote the element $s_{i}$ with $\pi_{i}$. For a structure $K=(S, R, L)$, a state $s \in S$, and a formula $p$, we inductively define when $K$ is a model of $p$ at $s$, denoted $K, s \models p$ :

[^35]- $K, s \models P$ iff $P \in L(s)$ for $P \in A P$,
- $K, s \models \neg p$ iff not $K, s \models p$.
- $K, s \models p \wedge q$ iff $K, s \models p$ and $K, s \models q$.
- $K, s \models \operatorname{EX} p$ iff there is a $(s, t) \in R$ and $K, t \models p$,
- $K, s \models \mathrm{AX} p$ iff for all $(s, t) \in R, K, t \equiv p$,
- $K, s \models \mathrm{E}(p \mathrm{U} q)$ iff there exists a path $\pi$ in $K$ with $\pi_{0}=s$ and $\exists k \geq 0 \cdot\left(K, \pi_{k} \models\right.$ $\left.q \wedge \forall j<k \cdot K, \pi_{j} \models p\right)$,
- $K, s \models \mathrm{~A}(p \cup q)$ iff for all paths $\pi$ in $K$ with $\pi_{0}=s$ we have $\exists k \geq 0 \cdot\left(K, \pi_{k} \models\right.$ $\left.q \wedge \forall j<k \cdot K, \pi_{j} \models p\right)$.
$K, s \vDash \operatorname{EX} p(K, s \models \mathrm{AX} p$ ) can be read as "there is some neXt state where $p$ holds" (" $p$ holds in all next states"), and $K, s \neq \mathrm{E}(p \cup q)(K, s \models \mathrm{~A}(p \cup q))$ as "there is some path from $s$ along which $p$ holds Until $q$ holds (and $q$ eventually holds)" ("for all paths from $s, p$ holds until $q$ holds (and $q$ eventually holds)").

Some common abbreviations for CTL formulas are $\mathrm{EF} p=\mathrm{E}($ true $\mathrm{U} p$ ) (there is some path on which $p$ will eventually hold), $\mathrm{AF} p=\mathrm{A}($ true $\mathrm{U} p$ ) ( $p$ will eventually hold on all paths), $\mathrm{EG} p=\neg \mathrm{AF} \neg p$ (there is some path on which $p$ holds globally), and $\mathrm{AG} p=\neg \mathrm{EF} \neg p$ ( $p$ holds everywhere on all paths). Furthermore, we have the standard propositional abbreviations $p \vee q=\neg(\neg p \wedge \neg q), p \Rightarrow q=\neg p \vee q$, and $p \Leftrightarrow q=(p \Rightarrow$ $q) \wedge(q \Rightarrow p)$.

A structure $K=(S, R, L)$ satisfies a CTL formula $p$ if there is a state $s \in S$ such that $K, s \models p$; we also call $K$ a model of $p$. A CTL formula $p$ is satisfiable iff there is a model of $p$.

Example 3. Consider the expression of absence of starvation $t \Rightarrow \mathrm{AF} c$ [4] for a process in a mutual exclusion problem (more about mutual exclusion in Section 4). The formula demands that if a process tries $(t)$ to enter a critical region, it will eventually succeed in doing so $(c)$ for all possible future execution paths.


Fig. 1. Example Structure $t \Rightarrow \mathrm{AF} c$
We will usually represent structures by diagrams as in Figure 1 where states are nodes, transitions between nodes define $R$, and the labels of the nodes contain the propositions true at the corresponding states. The structure $K$ defined by Figure 1 does not satisfy $t \Rightarrow \mathrm{AF} c$ at $s_{0}$ since on the path $\left(s_{0}, s_{0}, \ldots\right) c$ never holds. We have however, $K, s_{1} \models t \Rightarrow \mathrm{AF} c$ and $K, s_{2} \models t \Rightarrow \mathrm{AF} c$, where the latter holds trivially since $t \notin L\left(s_{2}\right)$.

From a synthesis viewpoint, we are mainly interested in finite structures and thus in $n$-satisfiability, where a CTL formula $p$ is $n$-satisfiable iff there exists a model $K=$ $(S, R, L)$ of $p$ with $|S|=n, n$ a non-negative integer. Note that for sufficiently large $n$, satisfiability is equivalent to $n$-satisfiability.
Theorem 1 (Small Model Theorem for CTL [7]). Let $p_{0}$ be a CTL formula. Then $p_{0}$ is satisfiable iff $p_{0}$ has a finite model of size $\leq \exp \left(\operatorname{length}\left(p_{0}\right)\right)$.
$N$-satisfiability of CTL formulas can be reduced to satisfiability of predicates w.r.t. programs under the extended answer set semantics. In order to keep the treatment simple, we will assume that the only allowed temporal constructs are EG, EU, and EX. They are actually adequate in the sense that other temporal constructs can be equivalently, i.e. preserving satisfiability, rewritten using only those three [15]. Before giving the translation of a CTL formula to a program we define the closure of a formula, identifying its subformulas. For a formula $p$, the closure of $p$ is the minimal set $\operatorname{clos}(p)$ such that

- $p \in \operatorname{clos}(p)$,
- if $\neg q \in \operatorname{clos}(p)$, then $q \in \operatorname{clos}(p)$,
- if $q \wedge r \in \operatorname{clos}(p)$, then $\{q, r\} \subseteq \operatorname{clos}(p)$.
- if $\mathrm{EG} q \in \operatorname{clos}(p)$, then $q \in \operatorname{clos}(p)$,
- if $\mathrm{E}(q \cup r) \in \operatorname{clos}(p)$, then $\{q, r\} \subseteq \operatorname{clos}(p)$,
- if $\mathrm{EX} q \in \operatorname{clos}(p)$, then $q \in \operatorname{clos}(p)$.

For a formula $p$ and a non-negative $n$, we then construct a program consisting of two parts: a generating part $G^{n}$ and a defining part $D_{p}^{n}$. The program $G^{n}$ creates $n$ state constants with rule $(\underline{g})$. The rules $(\bar{g})$ allow to introduce transitions between states and the rules $\left(g_{3}\right)$ enable any proposition $P \in A P$ to be true at a state or not:

$$
\begin{aligned}
\text { state }\left(\left\{s_{0}, \ldots, s_{n-1}\right\}\right) & \leftarrow & & \left(g_{1}\right) \\
\text { next }(S: \text { state }, N: \text { state }) & \leftarrow & \neg \text { next }(S: \text { state }, N: \text { state }) & \leftarrow \\
{[P](S: \text { state }) } & \leftarrow & \neg[P](S: \text { state }) & \leftarrow
\end{aligned}\left(g_{2}\right)
$$

where $[P]$ is the predicate corresponding to the proposition $P$. Finally, in order to make the resulting transition relation total, it imposes the restriction that every state should have a successor: $\operatorname{succ}(S) \leftarrow \operatorname{next}(S, N)$ and $\leftarrow \operatorname{state}(S)$, not $\operatorname{succ}(S)\left(g_{4}\right)$. The program $D_{p}^{n}$ introduces for every non-propositional CTL formula in $\operatorname{clos}(p)$ the following rules (we write $[q]$ for the predicate corresponding to the CTL formula $q \in \operatorname{clos}(p)$ ):

$$
\begin{align*}
{[\neg q](S) } & \leftarrow \operatorname{not}[q](S)  \tag{1}\\
{[q \wedge r](S) } & \leftarrow[q](S),[r](S)  \tag{2}\\
{[\mathrm{EG} q](S) } & \leftarrow[q](S), \operatorname{next}(S, N),[\mathrm{EG} q]^{1}(N)  \tag{3}\\
{[\mathrm{EG} q]^{1}(S) } & \leftarrow[q](S), \operatorname{next}(S, N),[\mathrm{EG} q]^{2}(N)  \tag{3}\\
\vdots &  \tag{3}\\
{[\mathrm{EG} q]^{n-1}(S) } & \leftarrow[q](S), \operatorname{next}(S, N),[q](N)  \tag{4}\\
{[\mathrm{E}(q \cup r)](S) } & \leftarrow[r](S)  \tag{5}\\
{[\mathrm{E}(q \cup r)](S) } & \leftarrow[q](S), \operatorname{next}(S, N),[\mathrm{E}(q \cup r)](N)  \tag{6}\\
{[\mathrm{EX} q](S) } & \leftarrow \operatorname{next}(S, N),[q](N)
\end{align*}
$$

The rules $\left(d_{\{1,2,6\}}\right)$ are direct translations of the CTL semantics. Rules $\left(d_{3}^{i}\right)$ ensure there is a finite path of at least $n+1$ nodes along which $q$ holds; there must be a duplicate $s_{i}$ on this path which can be used to expand the path into an infinite one.

Rules ( $\left.d_{4}\right)$ and $\left(d_{5}\right)$ are in accordance with the characterization $\mathrm{E}(q \cup r) \equiv r \vee(q \wedge$ $\operatorname{EXE}(q \cup r))$ [7], and make implicit use of the minimality of answer sets to eventually ensure realization of $r$.

Combining the two programs, we can reduce $n$-satisfiability checking for CTL formulas to satisfiability of predicates.

Theorem 2. Let $p$ be a CTL formula. $p$ is $n$-satisfiable iff $[p]$ is satisfiable w.r.t. $G^{n} \cup$ $D_{p}^{n}$.

We call satisfiability checking of a CTL formula using the reduction in Theorem2, ASP satisfiability checking.

Example 4. Consider the formula $t \Rightarrow \mathrm{AF} c$ from Example 3. We have that $G^{n}$ is the program

$$
\begin{array}{rlrl}
\text { state }\left(\left\{s_{0}, \ldots, s_{n-1}\right\}\right) & \leftarrow & & \\
\operatorname{next}(S: \text { state }, N: \text { state }) & \leftarrow & \neg \operatorname{next}(S: \text { state }, N: \text { state }) & \leftarrow \\
{[t](S: \text { state })} & \leftarrow & \neg[t](S: \text { state }) & \leftarrow \\
{[c](S: \text { state })} & \leftarrow & \neg[c](S: \text { state }) & \leftarrow \\
\operatorname{succ}(S) & \leftarrow \operatorname{next}(S, N) &
\end{array}
$$

To obtain the defining part of the program, we first rewrite $t \Rightarrow \mathrm{AF} c$ such that it contains only $\neg, \wedge, \mathrm{EG}, \mathrm{EU}$, and EX using the equivalences: $t \Rightarrow \mathrm{AF} c \equiv \neg t \vee \mathrm{AF} c \equiv$ $\neg t \vee \neg \mathrm{EG} \neg c \equiv \neg(t \wedge \mathrm{EG} \neg c)$. The closure of this last formula is $\{\neg(t \wedge \mathrm{EG} \neg c), t \wedge$ $\mathrm{EG} \neg c, t, \mathrm{EG} \neg c, \neg c, c\}$ such that $D_{\neg(t \wedge \mathrm{EG} \neg c)}^{n}$ is the program

$$
\begin{aligned}
{[\neg(t \wedge \mathrm{EG} \neg c)](S) } & \leftarrow \operatorname{not}[t \wedge \mathrm{EG} \neg c](S) \\
{[\neg c](S) } & \leftarrow \operatorname{not}[c](S) \\
{[t \wedge \mathrm{EG} \neg c](S) } & \leftarrow[t](S),[\mathrm{EG} \neg c](S) \\
{[\mathrm{EG} \neg c](S) } & \leftarrow[\neg c](S), \operatorname{next}(S, N),[\mathrm{EG} \neg c]^{1}(N) \\
{[\mathrm{EG} \neg c]^{1}(S) } & \leftarrow[\neg c](S), \operatorname{next}(S, N),[\mathrm{EG} \neg c]^{2}(N) \\
& \vdots \\
{[\mathrm{EG} \neg c]^{n-1}(S) } & \leftarrow[\neg c](S), \operatorname{next}(S, N),[\neg c](N)
\end{aligned}
$$

We then have that the CTL formula $t \Rightarrow \mathrm{AF} c$ is $n$-satisfiable iff the predicate $[\neg(t \wedge$ $\mathrm{EG} \neg c)$ ] is satisfiable w.r.t. $G^{n} \cup D_{\neg(t \wedge \mathrm{EG} \neg c)}^{n}$.
Satisfiability checking of CTL formulas is in general EXPTIME-complete [7]. Using the ASP-translation yields a NEXPTIME decision procedure.

Theorem 3. Let p be a CTL formula. ASP satisfiability checking of $p$ is in NEXPTIME w.r.t. the size of $p$.

Proof. We can reduce reasoning with extended answer sets to the normal answer set semantics by replacing rules $a \leftarrow \beta$ with $a \leftarrow \beta$, not $\neg a$. Intuitively, if the body is true and the rule cannot be defeated, because the negated head is false, one must apply the rule. Define $E\left(G^{n} \cup D_{p}^{n}\right)$ as such a transformed program. From Theorem 4 in
[24] we have that the extended answer sets of $G^{n} \cup D_{p}^{n}$ are exactly the answer sets of $E\left(G^{n} \cup D_{p}^{n}\right)$.

Thus $[p]$ is satisfiable w.r.t. $G^{n} \cup D_{p}^{n}$ iff there exists an answer set of $E\left(G^{n} \cup D_{p}^{n}\right)$ containing some $[p]\left(s_{i}\right)$ iff there exists an answer set of $\operatorname{gr}\left(E\left(G^{n} \cup D_{p}^{n}\right)\right)$ containing $[p]\left(s_{i}\right)$. By [3], the latter can be done by a nondeterministic Turing Machine in time polynomial in the size of $\operatorname{gr}\left(E\left(G^{n} \cup D_{p}^{n}\right)\right)$.

The size of $E\left(G^{n} \cup D_{p}^{n}\right)$ is exponential w.r.t. the size of $p$. Indeed, the number of constants $n$ in $E\left(G^{n} \cup D_{p}^{n}\right)$ may be exponential w.r.t. the size of $p$ : by Theorem 1 , one may need to introduce an exponential number of states to have equivalence of satisfiability and $n$-satisfiability. Not considering the rules $\left(g_{1}\right)$ that introduce the constants, and taking $|A P|$ constant, one can see that the size of $E\left(\left(G^{n} \cup D_{p}^{n}\right) \backslash g_{1}\right)$ is linear in the size of $p$, as is the size of the closure of $p$.

Grounding does not yield extra complexity, i.e. the size of $\operatorname{gr}\left(E\left(G^{n} \cup D_{p}^{n}\right)\right)$ is polynomial in the size of $E\left(G^{n} \cup D_{p}^{n}\right)^{2}$, resulting in a decision procedure that is in NEXPTIME w.r.t. the size of $p$.

Provided EXPTIME $\neq$ NEXPTIME, this result would be less optimal than theoretically attainable for satisfiability checking of CTL formulas. As for Description Logics [2], for which rather efficient solvers, such as FACT [14], exist despite the high theoretical complexity, practical cases can be handled by answer set solvers such as DLV [10], SMODELS [23], or OLPS [19]. Note that the translation in [13] of LTL model checking to ASP is essentially in NEXPTIME as well, since only an exponential bound guarantees that [13]'s bounded model checking coincides with model checking.

Another reasoning problem for CTL is the Branching-Time Model Checking Problem [7], which involves checking, given a finite structure $K=(S, R, L)$, whether for each state $s \in S, K, s \models p$; if this is the case we call $K$ a branching-time model of $p^{3}$. As was the case for satisfiability checking, model checking can also be reduced to computing extended answer sets of a program.

For a structure $K=(S, R, L)$, let $M_{K}$ be the program

$$
\begin{array}{rrrr}
\text { state }\left(\left\{s_{0}, \ldots, s_{n-1}\right\}\right) & \leftarrow & \text { for } S=\left\{s_{0}, \ldots, s_{n-1}\right\} & \left(m_{1}\right) \\
n e x t\left(s_{i}, s_{j}\right) & \leftarrow & \text { for }\left(s_{i}, s_{j}\right) \in R & \left(m_{2}\right) \\
{[P]\left(s_{i}\right)} & \leftarrow & \text { for } P \in L\left(s_{i}\right) & \left(m_{3}\right)
\end{array}
$$

i.e. $M_{K}$ adds the facts defining $K$.

Theorem 4. Let $K=(S, R, L)$ be a finite structure and $p$ a CTL formula. $K$ is a branching-time model of p iff $M_{K} \cup D_{p}^{n} \cup\left\{\leftarrow \operatorname{not}[p]\left(s_{i}\right) \mid s_{i} \in S\right\}$ has an (extended) answer set, for $n=|S|$.

The component $\left\{\leftarrow \operatorname{not}[p]\left(s_{i}\right) \mid s_{i} \in S\right\}$ ensures that, for each state $s_{i} \in S,[p]\left(s_{i}\right)$ is in every answer set, such that $p$ is satisfied at each state.

[^36]Satisfiability checking of CTL formulas is EXPTIME-complete, but branching-time model checking for CTL can be done in deterministic polynomial time [7]. Similarly, branching-time model checking for CTL via ASP is one exponential level lower than satisfiability checking via ASP, i.e. in NP.

## 4 Synthesis from a CTL Specification

We recall some definitions and terminology, see e.g. [8]. A concurrent program $P=$ $P_{1}\|\ldots\| P_{k}$ consists of $k$ processes $P_{i}, 1 \leq i \leq k$, that run in parallel, where the parallelism is, typically, simulated by a nondeterministic interleaving of atomic actions of the processes. We represent processes as synchronization skeletons, thereby ignoring any details that are irrelevant to the problem of synchronizing the processes. For example, a process may have a state where it executes some critical code. In synchronization problems, we are then not interested in the actual code that is being executed, but more in the questions whether it is allowed, depending on the state of other processes, to enter the critical section, whether the process is executing the critical section, or whether it is not.

Formally, a synchronization skeleton is a finite state diagram consisting of uniquely labeled states, transitions, and guarded commands on the transitions. A guarded command is of the form $B \rightarrow A$, where the guard $B$ is a predicate over states or shared variables and $A$ is the command to be executed. Usually, states are subscripted by the index of the process that is in that particular state, e.g. $c_{1}$ indicates that process 1 is in the critical section. For example, the following skeleton

may indicate that process 1 can enter the state $c_{1}$ from state $t_{1}$ if process 2 is currently not in state $c_{2}$ and $x=1$ for the shared variable $x$; upon entering the state it executes the command by setting $x$ to 2 .

The global computation of the concurrent program can then be seen as a flowgraph system [8], where each state $\left(s_{1}, \ldots, s_{k}, x_{1}, \ldots, x_{m}\right)$ encodes the states $s_{i}$ its constituting processes are currently in, as well as the value $x_{j}$ of the $m$ shared variables. For a state $\left(s_{1}, \ldots, s_{i}, \ldots, s_{k}, x_{1}, \ldots, x_{m}\right)$, a possible next state in the computation of the program is $\left(s_{1}, \ldots, s_{i}^{\prime}, \ldots, s_{k}, x_{1}^{\prime}, \ldots, x_{m}^{\prime}\right)$ if the $i$-th process has a transition $s_{i} \rightarrow s_{i}^{\prime}$ labeled by $B \rightarrow A$ such that $B$ is true for $\left(s_{1}, \ldots, s_{i}, \ldots, s_{k}, x_{1}, \ldots, x_{m}\right)$ and $x_{1}^{\prime}, \ldots, x_{m}^{\prime}$ represent the values of the shared variables after executing $A$. Intuitively, a computation step consists of nondeterministically selecting an enabled process (one for which the guard $B$ is trud ${ }^{4}$ ), effectively simulating parallelism. A computation of the program is an infinite path in this flowgraph system.

CTL is used to specify the behavior of the concurrent program, i.e. its flowgraph system, as well as part of the behavior of the processes of the program. Synthesis is the task, given a CTL specification, to construct the synchronization skeletons of the processes, and in particular the guarded commands, such that the flowgraph system constructed from these processes satisfies the specification.

[^37]We can distinguish 3 phases in the synthesis method: (1) provide the CTL specification, (2) generate a model if the specification is satisfiable, i.e. the flowgraph system, and (3) define the synchronization skeletons from the flowgraph system. In the sequel, we use (preferred) ASP for the second phase of the synthesis method, for more details on the other phases, we refer the reader to, e.g., [8].

We extend the CTL semantics of Section 3 to better suit the concurrent programming paradigm sketched above. As in [8], we define temporal structures as tuples $K=\left(S, R_{1}, \ldots, R_{k}, L\right)$ for programs consisting of $k$ processes. The definition of satisfaction for such a structure $K$ is as before with $R=R_{1} \cup \ldots \cup R_{k}$. We introduce the temporal operator $\mathrm{X}_{\mathrm{i}}, 1 \leq i \leq k$, with $K, s \vDash \mathrm{EX}_{\mathrm{i}} p$ iff there exists a $(s, t) \in R_{i}$ such that $K, t \models p$, while $K, s \models \mathrm{AX}_{\mathrm{i}} p$ iff $K, s \models \neg \mathrm{EX}_{\mathrm{i}} \neg p$. Intuitively, $K, s \models \mathrm{EX}_{\mathrm{i}} p$ if there is a transition for process $i$ to a state where $p$ holds. The formula $\operatorname{EX} p$ is equivalent with $\mathrm{EX}_{1} p \vee \ldots \vee \mathrm{EX}_{\mathrm{k}} p$.

Satisfiability checking of such CTL formulas can be reduced to ASP satisfiability checking of predicates w.r.t. a program $G_{k}^{n} \cup D_{p, k}^{n}$ where $G_{k}^{n}$ is the program $G^{n}$ from Section 3 with $\left(g_{2}\right)$ replaced by $k$ sets of rules $\left(g_{2}^{i}\right), 1 \leq i \leq k$,

$$
\begin{equation*}
\operatorname{next}_{i}(S: \text { state }, N: \text { state }) \leftarrow \quad \neg \operatorname{next}_{i}(S: \text { state }, N: \text { state }) \leftarrow \tag{2}
\end{equation*}
$$

and rules $n \operatorname{ext}(S, N) \leftarrow \operatorname{next}_{i}(S, N)\left(g_{5}\right)$ added.
The rules $\left\{g_{2}^{i}\right\rangle$ enable the introduction of transitions for individual processes; $\left(g_{5}\right)$ defines the union $R=R_{1} \cup \ldots \cup R_{k}$. The closure of a formula $p$ is modified such that if $\mathrm{EX}_{\mathrm{i}} q \in \operatorname{clos}(p)$, then $q \in \operatorname{clos}(p)$, and if $\mathrm{EX} q \in \operatorname{clos}(p)$, then $\left\{\mathrm{EX}_{1} q, \ldots, \mathrm{EX}_{\mathrm{k}} q\right\} \subseteq$ $\operatorname{clos}(p)$. We then obtain the defining part $D_{p, k}^{n}$ by replacing ( $d_{6}$ with $k$ rules $d_{6}^{i}$ )

$$
\begin{equation*}
\left[\mathrm{EX}_{\mathrm{i}} q\right](S) \leftarrow \operatorname{next}_{i}(S, N),[q](N) \tag{6}
\end{equation*}
$$

Theorem 5. Let $p$ be a CTL formula. $p$ is $n$-satisfiable iff $[p]$ is satisfiable w.r.t. $G_{k}^{n} \cup$ $D_{p, k}^{n}$.
If a CTL formula $p$ is $n$-satisfiable, we will use the term flowgraph system for both a model of $p$ and the corresponding answer set obtained with Theorem 5

Example 5. Consider 2 synchronization skeletons $P_{1}$ and $P_{2}$, each modeling the 3 states it can assume: the process can be in the non-critical section of the code ( $n c s_{i}$, $i \in\{1,2\}$ ), it can try to access a critical section of code $\left(\operatorname{tr} y_{i}\right)$, and it can execute the critical section of code $\left(c s_{i}\right)$.

In the mutual exclusion problem, one searches for the guarded commands of processes $P_{1}$ and $P_{2}$ such that they cannot both execute the critical section of the code at the same time. There are many CTL specifications around that model the behavior of the concurrent program executing both processes in parallel, see e.g. [7]4|1[15]18]. We repeat the specification of [8]:

1. Initially, both processes are in their non-critical section: $n c s_{1} \wedge n c s_{2}$.
2. Both processes cannot be in the critical section at the same time (mutual exclusion): $\mathrm{AG} \neg\left(c s_{1} \wedge c s_{2}\right)$.
3. If a process tries to access its critical section it must always eventually succeed in doing so (absence of starvation): $\mathrm{AG}\left(t r y_{i} \Rightarrow \mathrm{AF} c s_{i}\right)$.
4. Each process is always in exactly one section: $\mathrm{AG}\left(n c s_{i} \vee t r y_{i} \vee c s_{i}\right), \mathrm{AG}\left(n c s_{i} \Rightarrow\right.$ $\left.\left(\neg t r y_{i} \wedge \neg c s_{i}\right)\right), \mathrm{AG}\left(t r y_{i} \Rightarrow\left(\neg n c s_{i} \wedge \neg c s_{i}\right)\right), \mathrm{AG}\left(c s_{i} \Rightarrow\left(\neg n c s_{i} \wedge \neg t r y_{i}\right)\right)$.
5. If a process is in the non-critical section, it will try to access the critical section in the next step (and it will do nothing else): $\mathrm{AG}\left(n c s_{i} \Rightarrow\left(\mathrm{AX}_{\mathrm{i}} \operatorname{tr} y_{i} \wedge \mathrm{EX}_{\mathrm{i}} \operatorname{tr} y_{i}\right)\right)$. Note that $\mathrm{EX}_{i} \operatorname{tr} y_{i}$ is necessary to ensure that there is a next state where $t r y_{i}$ holds, $\mathrm{AX}_{\mathrm{i}} \operatorname{tr} y_{i}$ alone would not be sufficient.
6. If a process is trying to access the critical section, then, if it does a move, it will do so into the critical section: $\mathrm{AG}\left(t r y_{i} \Rightarrow \mathrm{AX}_{\mathrm{i}} c s_{i}\right)$.
7. If a process is in the critical section, it will move to the non-critical section (and it will do nothing else): $\mathrm{AG}\left(c s_{i} \Rightarrow\left(\mathrm{AX}_{\mathrm{i}} n c s_{i} \wedge \mathrm{EX}_{\mathrm{i}} n c s_{i}\right)\right)$.
8. If process $P_{j}$ makes a move, process $P_{i}$ will do nothing, i.e. they are asynchronous processes: $\mathrm{AG}\left(n c s_{i} \Rightarrow \mathrm{AX}_{\mathrm{j}} n c s_{i}\right), \mathrm{AG}\left(\right.$ try $_{i} \Rightarrow \mathrm{AX} \mathrm{X}_{\mathrm{j}}$ try $\left.y_{i}\right), \mathrm{AG}\left(c s_{i} \Rightarrow \mathrm{AX}_{\mathrm{j}} c s_{i}\right)$.
9. Some process can always move, i.e. the program is nonterminating: AGEXtrue.

Let $p$ be the conjunction of the above CTL formulas, rewritten such that it only contains the temporal operators $E X_{i}, \mathrm{EU}$, and EG . The program $G_{2}^{9} \cup D_{p, 2}^{9}$, i.e. with 9 states and 2 processes, has then, among others, the two answer sets, or flowgraph systems, in Figure 2 and Figure 3 We listed only propositions in the states, but $s_{4}$ and $s_{5}$ are different, since they satisfy different temporal formulas.

Figure 2 is the flowgraph system (call it $M_{g}$ ) usually found in literature as a solution to the mutual exclusion problem, but the structure $M_{b}$ in Figure 3 also satisfies the mutual exclusion specification. $M_{b}$ only differs from $M_{g}$ in the missing of transitions $\left(s_{1}, s_{3}\right)$


Fig. 2. Maximally Parallel Flowgraph System for Mutual Exclusion


Fig. 3. Flowgraph System for Mutual Exclusion
and $\left(s_{2}, s_{6}\right)$. It is then natural to wonder why $M_{g}$ is preferred over $M_{b}$ as a flowgraph system for the mutual exclusion problem.

The answer is fairly simple. Observing model $M_{b}$, one sees that when the system is in the state $s_{1}$ its only option is to execute a transition of $P_{1}$. This in contrast with $M_{g}$ where the system can choose between $P_{1}$ and $P_{2}$. Thus $M_{g}$ is more nondeterministic, and, by our model of concurrency, allows for more parallelization. That $M_{b}$ is less parallelized has as a side-effect that $P_{2}$ can only enter the critical section if $P_{1}$ also tries to enter its critical section, thus, if $P_{1}$ decides to do nothing, $P_{2}$ is blocked as well. The same scenario cannot occur in $M_{g}$ since $P_{2}$ can go, independently from $P_{1}$, from trying to enter to actually entering the critical section.

This drive for more parallelization is implicit in most CTL synthesis methods. E.g., when constructing a model from a tableau, rule [2.2] in [8] says

Choose $C^{\prime}$ to be some $C_{j} \in \operatorname{Blocks}\left(D_{i}\right)$ such that $F R A G\left[C_{i}\right]$ is of minimal size. (Choose one with a maximal number of successors among those $C_{j}$ with fragments of minimal size, and break ties by choosing the one with lowest index in a predefined ordering.)
Without going into detail, $F R A G\left[C_{i}\right]$ is a part of the tableau that fulfills eventualities appearing in a node $C_{i}$. The relevant part of rule [2.2] for parallelization, as [8] indicates, is choosing nodes of maximal outdegree, since this increases the degree of nondeterministic choice in the model. Instead of leaving this for the model constructing algorithm to take care of, we make this maximal parallelization property declaratively explicit.
Definition 1 (Maximal Parallelization Property). Let p be a CTL formula. A model $M_{1}=\left(S, R_{1}, \ldots, R_{k}, L\right)$ of $p$ is more parallel than a model $M_{2}=\left(S, T_{1}, \ldots, T_{k}, L\right)$ of $p$, denoted $M_{1} \preceq M_{2}$, if $\forall 1 \leq i \leq k \cdot T_{i} \subseteq R_{i}$. As usual, we have $M_{1} \prec M_{2}$ if $M_{1} \preceq M_{2}$ and not $M_{2} \preceq M_{1}$.

A model $M_{1}=\left(S, R_{1}, \ldots, R_{k}, L\right)$ of $p$ is maximally parallel if it is minimal w.r.t. $\prec$. A CTL formula $p$ is maximally ( $n$-)satisfiable iff $p$ is $(n$-)satisfiable by a maximally parallel model.
It is clear that $\preceq$ is a partial order with $\prec$ its strict version. Intuitively, a model $M_{1}$ is more parallel than $M_{2}$ if they have the same states with the same labeling of the states, but, for each process, the set of transitions of $M_{2}$ is a subset of the set of transitions of $M_{1}$.
Example 6. We have that $M_{b}$ is indeed not maximally parallel since $M_{g} \prec M_{b}$. Model $M_{g}$ on the other hand is maximally parallel. Every state in a model of the CTL specification for mutual exclusion has a maximum of 2 outgoing transitions: process $P_{i}$, $i \in\{1,2\}$, in a given state has only one possibility, i.e. from $n c s_{i}$ to $t r y_{i}$, from $t r y_{i}$ to $c s_{i}$, and from $c s_{i}$ to $n c s_{i}$. Thus the only candidates in $M_{g}$ for the inclusion of more transitions are $s_{4}, s_{7}, s_{5}$, and $s_{8}$.

For $s_{4}$ the only possible addition is a transition to $s_{8}$. However, this violates the absence of starvation property, since we then have an infinite path $\left(s_{1}, s_{4}, s_{8}, s_{1}, \ldots\right)$ without getting into the critical section for process 2 . The transitions going out of $s_{7}$ can only be extended by a transition to a state $\left[c s_{1} c s_{2}\right]$, violating the mutual exclusion problem. $s_{5}$ and $s_{8}$ can be treated similarly.

If a CTL formula is satisfiable, it is always maximally satisfiable.
Theorem 6. Let p be a CTL formula. $p$ is maximally satisfiable iff $p$ is satisfiable.
As was the case for normal satisfiability, maximal satisfiability is essentially equivalent to maximal $n$-satisfiability. The proof is similar to the proof from Theorem6.

Theorem 7. Let $p$ be a CTL formula. $p$ is maximally satisfiable iff $p$ is maximally $n$ satisfiable for an $n$ exponential in the size of $p$.

Preferred ASP is well-suited for the expression of such a maximal parallelization property. To obtain maximally parallel models, we define the order $<$ on $G_{k}^{n} \cup D_{p, k}^{n}$ such that $\operatorname{next}_{i}(S:$ state, $N:$ state $)<\neg \operatorname{next}_{j}(S:$ state, $N:$ state $)$ for $1 \leq i, j \leq k$. Intuitively, the program $\left\langle G_{k}^{n} \cup D_{p, k}^{n},<\right\rangle$ attempts to introduce as many transitions as possible with the most preferred $\operatorname{next}_{i}(S:$ state, $N:$ state $) \leftarrow$. It only allows defeat of such preferred rules with the less preferred $\neg \operatorname{next}_{i}(S:$ state $, N:$ state $) \leftarrow$ if the CTL formula would otherwise be unsatisfiable. Theorem7ensures that we can restrict ourselves to maximal $n$-satisfiability.

Theorem 8. Let $p$ be a CTL formula. $p$ is maximally $n$-satisfiable iff $p$ is preferred satisfiable w.r.t. $\left\langle G_{k}^{n} \cup D_{p, k}^{n},<\right\rangle$.

Example 7. For the ordered program $\left\langle G_{2}^{9} \cup D_{p, 2}^{9},<\right\rangle$ with $G_{2}^{9} \cup D_{p, 2}^{9}$ as in Example 5 and $<$ defined as in Theorem 8 we obtain the preferred answer set $M_{g}$ from Figure 2

For completeness, we briefly describe how [8] obtains synchronization skeletons from the flowgraph system. One first introduces shared variables for every set of propositions that appears more than once as a label of a state, and then one gives a different value to shared variables that represent different states (with the same label), e.g. the label of $s_{4}$ in $M_{g}$ from Example 5 is updated with $T U R N=1$ and $s_{5}$ with $T U R N=2$.

Looking at the flowgraph system in Figure 2, one sees that the state transitions for $P_{1}$ are $n c s_{1} \rightarrow t r y_{1} \rightarrow c s_{1} \rightarrow n c s_{1} \rightarrow \ldots$ The guards for those transitions are deduced from the flowgraph system: $P_{1}$ goes from $t r y_{1}$ to $c s_{1}$ in the flowgraph system for
 resulting in a guard $n c s_{2} \vee\left(t r y_{2} \wedge T U R N=1\right)$ for the transition $\operatorname{try_{1}} \rightarrow c s_{1}$ in the synchronization skeleton for $P_{1}$ (with empty command). The complete synchronization skeleton for $P_{1}$ is shown in Figure 4


Fig. 4. Synchronization Skeleton for Process $P_{1}$

## 5 Conclusions and Directions for Further Research

We reduced CTL reasoning to extended ASP, investigated the complexity, and indicated where and how preferred ASP can be a useful aid in the synthesis of concurrent programs from a CTL specification.

Noting that both LTL [13] and CTL can be caught within an ASP framework, it is interesting to investigate whether reasoning with the more general temporal logic CTL* can be reduced to ASP. Another promising application of preferred ASP lies in the debugging of a proposed synthesis for a specification: one can minimally repair the synthesis by defeating faulty state transitions.
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#### Abstract

In this paper we introduce and study the complexity of model checking alternating-time temporal logic (ATL) with imperfect information, using a fine-structured complexity measure. While ATL model checking with perfect information is linear in the size of the model when the number of agents is considered fixed, this is no longer true when the number of agents is considered parameters of the problem (fine structure).

Combining it with results from our previous papers, we get the surprising result that checking strategic abilities of agents under both perfect and imperfect information belong to the same complexity class: both problems are $\boldsymbol{\Sigma}_{2}^{\mathrm{P}}$-complete.


Keywords: Computational complexity, multi-agent systems, temporal logic, strategic ability, games with incomplete information.

## 1 Introduction

The logic of atL [2|3|4] was originally invented to capture properties of open computer systems (such as computer networks), where different components can act autonomously, and computations in such systems are effected by their combined actions. Alternatively, ATL can be seen as a logic for systems involving multiple agents, that allows one to reason about what agents can achieve in game-like scenarios. ATL can be understood as a generalisation of the well-known branching time temporal logic CTL [1019], in which path quantifiers E ("there is a path") and A ("for every path") are replaced by cooperation modalities $\langle\langle A\rangle\rangle$ that express strategic abilities of agents and their teams.

In ATL, model checking is linear in the size of the models and formulae (i.e. in $m, l$, where $m$ is the number of transitions in the model and $l$ is the length of the formula). This seems to be a very good property, but unfortunately it guarantees less than one could expect. While it is well-known that the number of states in a model can be exponential in the size of a higher-level description of the system, it also turns out that the size of an ATL model is usually exponential in the number of agents, even when no higher level description is considered.

In previous work [14], we have shown that this problem is $\boldsymbol{\Sigma}_{2}^{\mathrm{P}}$-complete for the atL semantics based on concurrent game structures, and NP-complete for
alternating transition systems. In this paper we consider ATL with imperfect (or incomplete) information and extend our results. Since no satisfying semantics based on alternating transition systems has been proposed so far for strategic abilities under incomplete information, we present our results for an extension of concurrent game structures only.

We show that (1) model checking an ATL formula with incomplete information is NP-complete in the number of transitions and the length of the formula (i.e. $m, l$ ), (2) model checking ATL with incomplete information is $\boldsymbol{\Sigma}_{\mathbf{2}}^{\mathrm{P}}$-complete in $n, d, k, l$ ( $k$ being the number of agents, $n$ number of states, and $d$ maximal number of available decisions per agent per state).

The paper is organised as follows. In Section 2 we introduce atl and its semantics, based on concurrent game structures. Several variants of ATL are considered and the notions of perfect and imperfect information in these systems are precisely defined. Section 3 contains our main results: Theorems 1, 2 and Propositions 3. 4 They show, rather surprisingly, that there is no major difference in the complexity between games of perfect and imperfect information. We conclude with Section 4 .

## 2 Strategic Ability for Perfect and Imperfect Information

ATL 2314 is a modal logic that combines the approach of temporal logic (especially the branching-time logic CTL) with elements of game theory. ATL introduces so called cooperation modalities $\langle\langle A\rangle\rangle$, parameterised with a set of agents $A$. Formula $\langle\langle A\rangle\rangle \varphi$ expresses the fact that agents $A$ can play collectively to enforce temporal property $\varphi$. atL formulae include temporal operators: "○" ("in the next state"), $\square$ ("always from now on") and $\mathcal{U}$ ("until"). Additional operator $\diamond$ ("sometime") can be defined as $\diamond \varphi \equiv \top \mathcal{U} \varphi$. Like in CTL, every occurrence of a temporal operator is preceded by exactly one cooperation modality. The broader language of ATL*, in which no such restriction is imposed, is not discussed in detail here.

Formally, the recursive definition of ATL formulae is:

$$
\varphi:=p|\neg \varphi| \varphi \vee \varphi|\langle\langle A\rangle\rangle \bigcirc \varphi|\langle\langle A\rangle\rangle \square \varphi \mid\langle\langle A\rangle\rangle \varphi \mathcal{U} \varphi
$$

A number of different semantics and model classes have been defined for ATL, most of them equivalent (cf. [11|12]). Among these, concurrent game structures 4] are probably the most natural and easiest to come up with when modelling concrete problem domains. Moreover, they are the easiest to extend to the incomplete information case, because actions have global identity in them (cf. [13).

We begin with a short presentation of the atL semantics based on concurrent game structures (Section 2.1). Then we discuss, in Section 2.2, extending the scope of ATL with the possibility that some agents have incomplete information about the current state of the world. The research on this subject is far from complete, yet a number of ATL extensions have already been proposed to cope with such systems: from the logics of atel [19|20 and "atl with incomplete
information" [4] to more sophisticated approaches like ATOL and ATEL-R* [15], $\mathrm{ATL}_{i r}$ and $\mathrm{ATL}_{i R}$ [18], and ETSL [21]. Among these, ATL ${ }_{i r}$ seems to stand out for its simplicity and conceptual clarity; also (unlike "ATL with incomplete information", ATEL-R* and $\mathrm{ATL}_{i R}$ ), its model checking procedure is decidable. We believe that $\mathrm{ATL}_{i r}$ - while probably not the definitive ATL extension for games incomplete information (atOL, for example, is strictly more expressive with the same model checking complexity) - includes constructs that are indispensable when addressing such games. Thus, we treat $\mathrm{ATL}_{i r}$ as a kind of "core" ATLbased language for strategic ability under incomplete information, and present its syntax and semantics in Section 2.3.

### 2.1 Strategic Abilities with Concurrent Game Structures

Models for ATL, concurrent game structures (CGS), can be defined as:

$$
M=\langle\mathbb{A g t}, Q, \Pi, \pi, A c t, d, o\rangle
$$

where $\mathbb{A g t}=\left\{a_{1}, \ldots, a_{k}\right\}$ is the set of all agents or processes (the "grand coalition" of agents), $Q$ is the set of states, $\Pi$ the set of atomic propositions, $\pi: \Pi \rightarrow$ $\mathcal{P}(Q)$ a valuation of propositions, and Act the set of (atomic) actions; function $d: \mathbb{A g t} \times Q \rightarrow \mathcal{P}(A c t)$ defines actions available to an agent in a state, and $o$ is the (deterministic) transition function that assigns the outcome state $q^{\prime}=$ $o\left(q, \alpha_{1}, \ldots, \alpha_{k}\right)$ to state $q$ and a tuple of actions $\left\langle\alpha_{1}, \ldots, \alpha_{k}\right\rangle$ that can be executed by $\mathbb{A g t}$ in $q \frac{1}{1}$

A strategy of agent $a$ is a conditional plan that specifies what $a$ is going to do in every possible situation (state) 2 Thus, a strategy can be represented with a function $s_{a}: Q \rightarrow A c t$, such that $s_{a}(q) \in d(a, q)$. A collective strategy for a group of agents $A=\left\{a_{1}, \ldots, a_{r}\right\}$ is simply a tuple of strategies, one per each agent from $A$. A path in $M$ is an infinite sequence of states that can be effected by subsequent transitions, and refers to a possible course of action (or a possible computation) that may occur in the system. Function out $\left(q, S_{A}\right)$ returns the set of all paths that may result from agents $A$ executing strategy $S_{A}$ from state $q$ onward. Now, the semantics of ATL formulae can be given via the following clauses:
$M, q \models p \quad$ iff $p \in \pi(q) \quad$ (where $p \in \Pi$ );
$M, q \models \neg \varphi \quad$ iff $M, q \not \models \varphi$;
${ }^{1}$ This variant of concurrent game structures differs slightly from the original CGS 4]: we represent agents and their actions with symbolic labels, whereas they are represented with natural numbers in the original version.
${ }^{2}$ This is an important deviation from the original semantics of atL 4, where strategies assign agents' choices to sequences of states, which suggests that agents can recall the whole history of each game. In this paper, on the other hand, we employ "memoryless" strategies. While the choice of one or another notion of strategy affects the semantics of the full ATL*, and most atl variants for games with incomplete information, it should be pointed out that both types of strategies yield equivalent semantics for "pure" atL 18.
$M, q \models \varphi \vee \psi \quad$ iff $M, q \models \varphi$ or $M, q \models \psi ;$
$M, q \models\langle\langle A\rangle\rangle \bigcirc \varphi$ iff there is a collective strategy $S_{A}$ such that, for every path $\lambda \in \operatorname{out}\left(S_{A}, q\right)$, we have $M, \lambda[1] \models \varphi$;
$M, q \models\langle\langle A\rangle\rangle \square \varphi$ iff there exists $S_{A}$ such that, for every $\lambda \in \operatorname{out}\left(S_{A}, q\right)$, we have $M, \lambda[i] \models \varphi$ for every $i \geq 0 ;$
$M, q \models\langle\langle A\rangle\rangle \varphi \mathcal{U} \psi \quad$ iff there exist $S_{A}$ and $i \geq 0$ such that, for every $\lambda \in \operatorname{out}\left(S_{A}, q\right)$, we have that $M, \lambda[i] \models \psi$, and $M, \lambda[j] \models \varphi$ for every $0 \leq j<i$.

It is worth pointing out that the CTL path quantifiers $A$ and $E$ can be expressed in ATL in the following way: $\mathrm{A} \varphi \equiv\langle\langle\varnothing\rangle\rangle \varphi$ and $\mathrm{E} \varphi \equiv\langle\langle\mathbb{A g t}\rangle\rangle \varphi$.

### 2.2 Complexity of Model Checking

The model checking problem asks, given model $M$, state $q$ in $M$, and formula $\varphi$, whether $\varphi$ holds in $M, q$. Model checking is usually computationally cheaper than satisfiability checking or theorem proving, while often being at least as useful because the designer, user etc. of a system can come up with a precise model of the system behaviour (e.g. a graph with all the actions that may be effected) in many cases. One of the main results concerning atl states that its formulae can be model-checked in deterministic polynomial time.

Proposition 1. 34] The complexity of atL model checking problem is PTImecomplete, and can be done in time $\mathbf{O}(\mathrm{ml})$, where $m$ is the number of transitions in the model and $l$ is the length of the formula.

While the result is certainly attractive, it should be kept in mind that it is only relative to the size of models and formulae, and these can be very large for most application domains. Indeed, it is well known that the number of states in a model is usually exponential in the size of a higher-level description of the problem domain (Boolean variables, for example) for both CTL and atL models. Moreover, for higher-lever system descriptions, the computation of $\langle\langle A\rangle\rangle \bigcirc$ may require PSPACE or even NEXPTIME [7]8. Finally, as we have already pointed out in [14, the complexity of $\mathbf{O}(\mathrm{ml})$ includes a potential intractability even on the model level if the number of agents is a parameter of the problem rather than a fixed value.

Remark 1. 414 Let $n$ be the number of states in an atL model $M$. The number of transitions in $M$ in not bounded by $n^{2}$, because transitions are labelled with tuples of agents' choices. Let $k$ denote the number of agents, and $d$ the maximal number of available decisions per agent per state. Then, $m=\mathbf{O}\left(n d^{k}\right)$.

Proposition 2. 14]ATL model checking is $\boldsymbol{\Sigma}_{\mathbf{2}}^{\mathbf{P}}$-complete when $n, k, d, l$ are parameters of the problem.

### 2.3 Strategic Abilities Under Incomplete Information

ATL and its models include no way of addressing uncertainty that an agent or a process may have about the current situation; moreover, strategies in ATL can
define different choices for any pair of different states, hence implying that an agent can recognise each (global) state of the system, and act accordingly.

Thus, it can be argued that the logic is tailored for describing and analyzing systems in which every agent/process has complete and accurate knowledge about the current state of the system. This is usually not the case for most application domains, where a process can access its local state, but the state of the environment and the (local) states of other agents can be observed only partially.

One of the main challenges, when a logic of strategic abilities under incomplete information is addressed, is the question of how agents' knowledge should interfere with the agents' available strategies. It has been argued that only uniform strategies should be considered; it was also argued that, when reasoning about what an agent can enforce, it seems more appropriate to require the agent to know his winning strategy rather than to know only that such a strategy exists 151816. In this paper, we treat Schobbens' ATL $_{i r}$ and ATL $_{i R}$ [18 as "core", minimal atL-based languages for strategic ability under incomplete information. The first logic enables reasoning about agents that have no implicit memory of the game (i.e., they use "memoryless" strategies), while the latter is underlain by the assumption that agents can always memorise the whole game. As agents seldom have unlimited memory, and logics of strategic ability with incomplete information and perfect recall are believed to have undecidable model checking, we use $\mathrm{ATL}_{i r}$ as the logic of strategic ability under uncertainty here.

ATL $_{i r}$ includes the same formulae as ATL, only the cooperation modalities are presented with a subscript: $\langle\langle A\rangle\rangle_{i r}$ to indicate that they address agents with imperfect information and imperfect recall. Models of ATL ${ }_{i r}$, imperfect information concurrent game structures (iCGS), can be presented as concurrent game structures augmented with a family of indistinguishability relations $\sim_{a} \subseteq Q \times Q$, one per agent $a \in \mathbb{A g t}$, that describe agents' uncertainty: $q \sim_{a} q^{\prime}$ means that, while the system is in state $q$, agent $a$ considers it possible that it is in $q^{\prime}$ now. Every $\sim_{a}$ is assumed to be an equivalence. It is required that agents have the same choices in indistinguishable states: if $q \sim_{a} q^{\prime}$ then $d(a, q)=d\left(a, q^{\prime}\right)$.

Again, a strategy of agent $a$ is a conditional plan that specifies what $a$ is going to do in every possible state. A feasible (deterministic) plan must prescribe the same choices for indistinguishable states. Therefore ATL ${ }_{i r}$ restricts the strategies that can be used by agents to the set of so called uniform strategies. A uniform strategy of agent $a$ is defined as a function $s_{a}: Q \rightarrow$ Act, such that: (1) $s_{a}(q) \in$ $d(a, q)$, and (2) if $q \sim_{a} q^{\prime}$ then $s_{a}(q)=s_{a}\left(q^{\prime}\right)$. A collective strategy for a group of agents $A=\left\{a_{1}, \ldots, a_{r}\right\}$ is a tuple of strategies $S_{A}=\left\langle s_{a_{1}}, \ldots, s_{a_{r}}\right\rangle$, one per each agent from $A$. A collective strategy is uniform if it contains only uniform individual strategies. A path in $M$ is an infinite sequence of states that can be effected by subsequent transitions, and refers to a possible course of action (or a possible computation) that may occur in the system. Again, function out $\left(q, S_{A}\right)$ returns the set of all paths that may result from agents $A$ executing strategy $S_{A}$ from state $q$ onward.
$\operatorname{out}\left(q, S_{A}\right)=\left\{\lambda=q_{0} q_{1} q_{2} \ldots \mid q_{0}=q\right.$ and for every $i=1,2, \ldots$ there exists a tuple of agents' decisions $\left\langle\alpha_{a_{1}}^{i-1}, \ldots, \alpha_{a_{k}}^{i-1}\right\rangle$ such that $\alpha_{a}^{i-1}=S_{A}(a)\left(q_{i-1}\right)$ for each $a \in A, \alpha_{a}^{i-1} \in d\left(a, q_{i-1}\right)$ for each $a \notin A$, and $\left.o\left(q_{i-1}, \alpha_{a_{1}}^{i-1}, \ldots, \alpha_{a_{k}}^{i-1}\right)=q_{i}\right\}$.

The semantics of cooperation modalities in $\mathrm{ATL}_{i r}$ is defined as follows:
$M, q \models\langle\langle A\rangle\rangle_{i r} \bigcirc \varphi$ iff there is a uniform collective strategy $S_{A}$ such that, for every $a \in A, q^{\prime}$ such that $q \sim_{a} q^{\prime}$, and path $\lambda \in \operatorname{out}\left(S_{A}, q^{\prime}\right)$, we have $M, \lambda[1] \models \varphi ;$
$M, q \models\langle\langle A\rangle\rangle_{i r} \square \varphi$ iff there exists a uniform $S_{A}$ such that, for every $a \in A, q^{\prime}$ such that $q \sim_{a} q^{\prime}$, and $\lambda \in \operatorname{out}\left(S_{A}, q^{\prime}\right)$, we have $M, \lambda[i]$ for every $i \geq 0$;
$M, q \models\langle\langle A\rangle\rangle_{i r} \varphi \mathcal{U} \psi$ iff there exist a uniform strategy $S_{A}$ and a natural number $i \geq 0$ such that, for every $a \in A, q^{\prime}$ such that $q \sim_{a} q^{\prime}$, and $\lambda \in \operatorname{out}\left(S_{A}, q^{\prime}\right)$, we have that $M, \lambda[i] \models \psi$, and $M, \lambda[j] \models \varphi$ for every $0 \leq j<i$.

That is, $\langle\langle A\rangle\rangle_{i r} \varphi$ if $A$ have a uniform strategy, such that for every path that can possibly result from execution of the strategy according to at least one agent from $A, \varphi$ is the case.

Remark 2. The ctl universal path quantifier A can be expressed in ATL ${ }_{i r}$ in the following way: $\mathrm{A} \varphi \equiv\langle\langle\varnothing\rangle\rangle_{i r} \varphi$. The existential path quantifier E , however, is not expressible when cooperation modalities quantify over uniform strategies only (cf. [15], Remarks 4.3 and 4.4).

## 3 Model Checking Strategic Abilities Under Incomplete Information

Schobbens 18 proved that ATL $_{i r}$ model checking is intractable: more precisely, it is NP-hard and $\boldsymbol{\Delta}_{2}^{\mathrm{P}}$-easy (i.e., can be solved through a polynomial number of calls to an oracle for some problem in NP) when the size of the model is defined in terms of the number of transitions. He also conjectured that the problem is probably $\boldsymbol{\Delta}_{2}^{\mathrm{P}}$-complete.

The NP-hardness follows from a reduction of the well known SAT problem: we construct an imperfect information concurrent epistemic game structure $M$ with states representing clauses and literals inside those clauses. At every "clause" state, the "clause" agent $c$ chooses a transition to a state that represents literal $l_{i}$ (i.e., either formula $p_{i}$ or $\neg p_{i}$ ) that appears in this clause. "Literal" states for $l_{i}$ are governed by agent $a_{i}$ who can declare the underlying proposition $p_{i}$ true or false. If it makes $l_{i}$ false then we end up in a "sink" state $q_{\text {lose }}$; if it makes $l_{i}$ true then the system proceeds to the next "clause" state (or, after the last clause, to state $q_{\text {win }}$ ). All the states referring to proposition $p_{i}$ (or its negation) are indistinguishable for agent $a_{i}$, and therefore $a_{i}$ has to make the same decision in all of them. Now, checking satisfiability of the set of clauses is equivalent to model checking of formula $\left\langle\left\langle a_{1}, \ldots, a_{k}\right\rangle\right\rangle \diamond$ win in the initial state of $M$, where win is a proposition that holds only in state $q_{\text {win }}$. Note that $M$ is turn-based, i.e. at every state there is a single agent that decides upon the
next transition. Moreover, it is easy to see that all the "literal" can be in fact governed by the same "literal" agent $a$ : then the SAT problem reduces to model checking of formula $\langle\langle a\rangle\rangle_{i r} \diamond$ win. Thus, the model checking problem for ATL ${ }_{i r}$ is NP-hard even for turn-based models with at most two agents.

The $\boldsymbol{\Delta}_{2}^{\mathrm{P}}$-easiness can be demonstrated through the following observation. If the formula to be model checked is of the form $\langle\langle A\rangle\rangle_{i r} \varphi$ ( $\varphi$ being $\bigcirc \psi, \square \psi$ or $\psi_{1} \mathcal{U} \psi_{2}$ ), where $\varphi$ contains no more cooperation modalities, then it is sufficient to guess a strategy for $A$, "trim" the model by removing all transitions that will never be executed (according to this strategy), and model check ctL formula $\mathrm{A} \varphi$ in the resulting model. Thus, model checking an arbitrary $\mathrm{ATL}_{i r}$ formula can be done by checking the subformulae iteratively, which requires a polynomial number of calls to an NP algorithm.

Our contribution is twofold. First, we show that ATL ${ }_{i r}$ model checking is in fact NP-complete in the number of transitions in the model and the length of the formula. Second, we prove that the problem is $\boldsymbol{\Sigma}_{2}^{\mathrm{P}}$-complete in the number of states, agents and decisions (per agent and state) in the model, and the length of the formula, and therefore sits in the same complexity class as model checking strategic abilities in perfect information games with respect to these parameters.

### 3.1 NP-Completeness: Processing All Transitions

In [18], it was shown that an $\mathrm{ATL}_{i r}$ formula can be model-checked via a polynomial number of calls to an NP oracle: as the size of a (collective) strategy is $\mathbf{O}(m)$, it is sufficient to process the formula recursively, "guessing" the right strategy every time a cooperation modality is encountered. We use a simple trick to show that it is enough to call the oracle only once: all the necessary strategies can be guessed beforehand. Note that the size of the witness is still polynomial in this case: more precisely, it is $\mathbf{O}(\mathrm{ml})$.

Theorem 1. Model checking ATL ir $^{\text {is }}$ NP-complete in the number of transitions in the model and the length of the formula.

Proof. A nondeterministic algorithm that checks formula $\varphi$ in model $M$ is presented in Figure 1. Calls to mcheck ${ }_{C T L}$ refer to any established CTL modelchecker (e.g. [6]). As for the time necessary to carry out the procedure: guessing the strategies can be done in time $\mathbf{O}(m l)$, while "trimming" the model, checking CTL formulae, and getting rid of the states in which agents may not know that the strategy is successful, can all be done in time $\mathbf{O}(m)$ (recursively for subformulae). Thus, the algorithm terminates in time $\mathbf{O}(m l)$. Combining it with the NP-hardness result [18, we obtain the theorem.

Note that the exhaustive deterministic algorithm that checks all possible strategies runs in time $\mathbf{O}\left(n d^{k n} l\right)=\mathbf{O}\left(n(m / n)^{n} l\right)$.

### 3.2 The Complexity Refined

One of the problems with model checking formulae of ATL is that the number of transitions $m$ in a model is not bounded by $n^{2}$, and can be very large: more precisely, $m=\mathbf{O}\left(n d^{k}\right)$ where $n$ is the number of states, $k$ the number of agents, and
function $\operatorname{mcheck}(M, \varphi)$;
Returns the set of states in $M$, in which formula $\varphi$ holds.

- assign cooperation modalities in $\varphi$ with subsequent numbers $1, \ldots, c$;
// note that $c \leq l$
// we will denote the coalition from the $i$ th cooperation modality in $\varphi$ as $\varphi[i]$
- for every $i=1, \ldots, c$, assign the agents in $\varphi[i]$ with numbers $1, \ldots, k_{c}$;
// note that $k_{c} \leq k$ and $k_{c} \leq l$
// we will denote the $j$ th agent in $A$ with $A[j]$
■ guess an array choice such that, for every $i=1, \ldots, c, q \in Q$, and $j=1, \ldots, k_{c}$, we have that choice $[i][q][j] \in d_{\varphi[i][j]}(q)$, and for every $q^{\prime} \in Q$ such that $q \sim_{\varphi[i][j]} q^{\prime}$ we have choice $[i][q][j]=$ choice $[i]\left[q^{\prime}\right][j]$;
// at this point, the optimal choices for all coalitions in $\varphi$ are guessed
// note that the size of choice is $\mathbf{O}(\mathrm{ml})$
// by choice $\left.\right|_{i}$, we will denote the array choice with rows $1, \ldots, i-1$ removed
- return $\operatorname{eval}(M, \varphi$, choice $)$;
function $\operatorname{eval}(M, \varphi$, choice $)$;
Returns the states in which $\varphi$ holds, given choices for all the coalitions from $\varphi$.
case $\varphi \in \Pi$ : return $\{q \mid \varphi \in \pi(q)\}$;
case $\varphi=\neg \psi$ : return $Q \backslash \operatorname{eval}(M, \psi$, choice $)$;
case $\varphi=\psi_{1} \vee \psi_{2}$ : return $\operatorname{eval}\left(M, \psi_{1}\right.$, choice $) \cup \operatorname{eval}\left(M, \psi_{2}\right.$, choice $)$;
case $\varphi=\langle\langle A\rangle\rangle T \psi$, where $T=\bigcirc$ or $\square$ :
$Q_{1}:=\operatorname{eval}\left(M, \psi\right.$, choice $\left._{2}\right) ; M^{\prime}:=\operatorname{trim}(M$, choice $[1]) ;$
add to $M^{\prime}$ new proposition $\overline{\mathrm{p}}$ with $\pi(\overline{\mathrm{p}})=Q_{1}$;
$Q_{2}:=$ mcheck $_{C T L}\left(M^{\prime}, \mathrm{AT} \overline{\mathrm{p}}\right)$;
return $\left\{q \in Q \mid \forall a, q^{\prime} . a \in A \wedge q \sim_{a} q^{\prime} \Rightarrow q^{\prime} \in Q_{2}\right\}$;
case $\varphi=\langle\langle A\rangle\rangle \psi_{1} \mathcal{U} \psi_{2}$ :
$c^{\prime}:=$ the number of cooperation modalities in $\psi_{1}$;
$Q_{1}:=\operatorname{eval}\left(M, \psi_{1}\right.$, choice $\left._{2}\right) ; \quad Q_{2}:=\operatorname{eval}\left(M, \psi_{2}\right.$, choice $\left._{c^{\prime}+2}\right) ;$
$M^{\prime}:=\operatorname{trim}(M$, choice $[1])$;
add to $M^{\prime}$ new propositions $\overline{\mathrm{p}}_{1}, \overline{\mathrm{p}}_{2}$ with $\pi\left(\overline{\mathrm{p}}_{1}\right)=Q_{1}, \pi\left(\overline{\mathrm{p}}_{2}\right)=Q_{2}$;
$Q_{3}:=\operatorname{mcheck}_{C T L}\left(M^{\prime}, \mathrm{A} \overline{\mathrm{p}}_{1} \mathcal{U} \overline{\mathrm{p}}_{2}\right)$;
return $\left\{q \in Q \mid \forall a, q^{\prime} . a \in A \wedge q \sim_{a} q^{\prime} \Rightarrow q^{\prime} \in Q_{3}\right\}$;
end case
function $\operatorname{trim}(M$, thischoice $)$;
Returns the CTL model, which includes exactly the transitions that can occur when $A$ execute choices from thischoice.

■ $\mathcal{R}:=\varnothing ; \quad / /$ the ctL transition relation (contains pairs of states)

- for each $q \in Q$ and tuple resp of choices from $\mathbb{A g t} \backslash A$, such that resp $[a] \in d(a, q)$ :
$-\quad q^{\prime}:=o(q$, thischoice $[q]$, resp $)$;
$-\mathcal{R}:=\mathcal{R} \cup\left\{\left\langle q, q^{\prime}\right\rangle\right\} ;$
return $\langle Q, \mathcal{R}, \Pi, \pi\rangle$;

Fig. 1. Nondeterministic algorithm for model checking formulae of ATL $_{i r}$
$d$ the maximal number of decisions per agent per state. Thus, $m$ is exponential in $k$ unless the model is turn-based or the number of agents is fixed. As it turns out, ATL model checking is $\boldsymbol{\Sigma}_{\mathbf{2}}^{\mathbf{P}}=\mathbf{N P}^{\mathbf{N P}}$-complete when $n, k, d, l$ are consid-
ered parameters of the problem [14] (i.e. it can be solved by a nondeterministic algorithm that makes calls to an NP oracle).

We observe that ATL ${ }_{i r}$ model checking is also $\boldsymbol{\Sigma}_{2}^{\mathrm{P}}$-complete when the number of agents is a parameter. To demonstrate that the problem is $\boldsymbol{\Sigma}_{2}^{\mathrm{P}}$-hard, we point out that:

Lemma 1. ATL is semantically subsumed by $\mathrm{ATL}_{i r}$.
Proof. In order to transform a concurrent game structure $M$ to a corresponding imperfect information concurrent game structure $M^{\prime}$, we fix the indistinguishability relations as the minimal total reflexive relations, (i.e. $\sim_{a}=\{\langle q, q\rangle \mid q \in Q\}$ for all $a \in \mathbb{A g t}$ ), which means that the agents can distinguish between any two states. Let $\varphi$ be a formula of ATL, and $\varphi^{\prime}$ the result of adding subscript ir in every cooperation modality in $\varphi$. Then, $M, q \models \varphi$ iff $M^{\prime}, q \models \varphi^{\prime}$. Thus, ATL model checking can be seen as a special case of ATL ir model checking.

To show that the problem is $\boldsymbol{\Sigma}_{2}^{\mathrm{P}}$-easy, we present a refinement of the algorithm from Section 3.1 in Figures 2 and 3

Theorem 2. Function mcheck defines a nondeterministic Turing machine that runs in time $\mathbf{O}\left(n^{2} k l\right)$, making calls to an NP oracle. The oracle itself is a nondeterministic Turing machine that runs in time $\mathbf{O}(n+k)$. The size of witnesses is never more than $\mathbf{O}(n k l)$.

Proof. The main idea is as follows. First, we guess nondeterministically all the strategies for the cooperation modalities that occur in formula $\varphi$ (we do it beforehand, as in Section (3.1). The strategies must be uniform, so setting $s_{a}(q)$ fixes automatically $s_{a}\left(q^{\prime}\right)$ for all $q \sim_{a} q^{\prime}$. Then we model check $\varphi$ recursively: for every subformula $\langle\langle A\rangle\rangle_{i r} \psi$, we assume the respective strategy and check the formula $\langle\langle\varnothing\rangle\rangle_{i r} \psi$. To do so, we take ATL formula $\langle\langle A\rangle\rangle \psi$ as input, and employ the standard atL model checking algorithm from [4] with one important modification: every time function $\operatorname{Pre}\left(A, Q_{1}\right)$ is called, it assumes the respective $A$ 's choices, and checks whether $q \in \operatorname{Pre}\left(A, Q_{1}\right)$ by calling an NP oracle ("is there a response from the opposition in $q$ that leads to a state outside $Q_{1}$ ?") and reversing its answer. Note that the latter amounts to checking $M^{\prime}, q \models\langle\langle\varnothing\rangle\rangle \bigcirc \mathbf{Q}_{\mathbf{1}}$, where $M^{\prime}$ is model $M$ with $A$ 's actions fixed accordingly, and $\mathbf{Q}_{1}$ is a formula that holds exactly in states $Q_{1}$. Finally, we get rid of the states that have indistinguishable counterparts for which the assumed strategy is not successful. Note that, in the middle part of the algorithm, we use an adaptation of the ATL model checking procedure, which iterates over states of the system. This kind of iterative solution is possible because $\langle\langle\varnothing\rangle\rangle_{i r} \psi \equiv$ $\langle\langle\varnothing\rangle\rangle \psi$ (although, of course, the analogous property does not hold for $\langle\langle A\rangle\rangle_{i r}$ in general).

The detailed algorithm is shown in Figures 2 and 3. The procedure is very similar to the ATL model checking algorithm from 14 which was used to demonstrate that the problem was $\boldsymbol{\Sigma}_{2}^{\mathbf{P}}$-easy for ATL. Analogous complexity analysis applies: first, the number of iterations within one single call of function eval, as
function mcheck $(M, \varphi)$;
Returns the set of states in $M$, in which formula $\varphi$ holds.

- assign cooperation modalities in $\varphi$ with subsequent numbers $1, \ldots, c$;
// note that $c \leq l$
// we will denote the coalition from the $i$ th cooperation modality in $\varphi$ as $\varphi[i]$
- for every $i=1, \ldots, c$, assign the agents in $\varphi[i]$ with numbers $1, \ldots, k_{c}$;
$/ /$ note that $k_{c} \leq k$ and $k_{c} \leq l$
// we will denote the $j$ th agent in $A$ with $A[j]$
- guess an array choice such that, for every $i=1, \ldots, c, q \in Q$, and $j=1, \ldots, k_{c}$, we have that choice $[i][q][j] \in d_{\varphi[i][j]}(q)$, and for every $q^{\prime} \in Q$ such that $q \sim_{\varphi[i][j]} q^{\prime}$ we have choice $[i][q][j]=$ choice $[i]\left[q^{\prime}\right][j]$;
// at this point, the optimal choices for all coalitions in $\varphi$ are guessed
// note that the size of choice is $\mathbf{O}(n k l)$
// by choice ${ }_{i}$, we will denote the array choice with rows $1, \ldots, i-1$ removed
- return $\operatorname{eval}(M, \varphi$, choice $)$;
function $\operatorname{eval}(M, \varphi$, choice $)$;
Returns the states in which $\varphi$ holds, given choices for all the coalitions from $\varphi$.
case $\varphi \in \Pi$ : return $\{q \mid \varphi \in \pi(q)\}$;
case $\varphi=\neg \psi$ : return $Q \backslash \operatorname{eval}(M, \psi$, choice $)$;
case $\varphi=\psi_{1} \vee \psi_{2}$ : return $\operatorname{eval}\left(M, \psi_{1}, \operatorname{choice}\right) \cup \operatorname{eval}\left(M, \psi_{2}\right.$, choice $)$;
case $\varphi=\langle\langle A\rangle\rangle \bigcirc \psi$ :
$Q_{1}:=\operatorname{pre}\left(A, \operatorname{eval}\left(M, \psi\right.\right.$, choice $\left._{2}\right), M$, choice $\left.[1]\right)$;
return $\left\{q \in Q \mid \forall a, q^{\prime} . a \in A \wedge q \sim_{a} q^{\prime} \Rightarrow q^{\prime} \in Q_{1}\right\}$;
case $\varphi=\langle\langle A\rangle\rangle \square \psi: \quad Q_{1}:=Q ; \quad Q_{2}:=Q_{3}:=\operatorname{eval}\left(M, \psi\right.$, choice $\left._{2}\right) ;$
while $Q_{1} \nsubseteq Q_{2}$ do $Q_{1}:=Q_{1} \cap Q_{2} ; \quad Q_{2}:=\operatorname{pre}\left(A, Q_{1}, M\right.$, choice $\left.[1]\right) \cap Q_{3}$ od;
return $\left\{q \in Q \mid \forall a, q^{\prime} . a \in A \wedge q \sim_{a} q^{\prime} \Rightarrow q^{\prime} \in Q_{1}\right\}$;
case $\varphi=\langle\langle A\rangle\rangle \psi_{1} \mathcal{U} \psi_{2}: c^{\prime}:=$ the number of cooperation modalities in $\psi_{1}$;
$Q_{1}:=\varnothing ; \quad Q_{2}:=\operatorname{eval}\left(M, \psi_{1},\left.\operatorname{choice}\right|_{2}\right) ; \quad Q_{3}:=\operatorname{eval}\left(M, \psi_{2}\right.$, choice $\left.\left.\right|_{c^{\prime}+2}\right) ;$
while $Q_{3} \nsubseteq Q_{1}$ do $Q_{1}:=Q_{1} \cup Q_{3} ; \quad Q_{3}:=\operatorname{pre}\left(A, Q_{1}, M\right.$, choice $\left.[1]\right) \cap Q_{2}$ od;
return $\left\{q \in Q \mid \forall a, q^{\prime} . a \in A \wedge q \sim_{a} q^{\prime} \Rightarrow q^{\prime} \in Q_{1}\right\}$;
end case
function $\operatorname{pre}\left(A, Q_{1}, M\right.$, thischoice $)$;
Returns the set of states, for which the A's choices from thischoice enforce that the next state is in $Q_{1}$, regardless of what agents from $\mathbb{A g t ~} \backslash A$ do.
- $Q_{2}:=\varnothing$;
- for each $q \in Q:$ if oracle $\left(A, Q_{1}, M\right.$, thischoice, $\left.q\right)=$ yes then $Q_{2}:=Q_{2} \cup\{q\} \mathbf{f}$;
- return $Q_{2}$;

Fig. 2. The model checking algorithm refined (main part)
well as the number of calls to Pre, is $\mathbf{O}(n)$; next, function Pre runs in $\mathbf{O}(n)$ steps, including calls to the oracle; removing the states for which a member of the coalition can have any doubts can be done in time $\mathbf{O}\left(n^{2} k\right)$; finally, eval is called at most $\mathbf{O}(l)$ times. In consequence, we get a nondeterministic polynomial algorithm that makes calls to an NP oracle.
function $\operatorname{oracle}\left(A, Q_{1}, M\right.$, thischoice, $\left.q\right)$;
Returns yes if, and only if, the A's choices from thischoice in $q$ enforce that the next state is in $Q_{1}$, regardless of what agents from $\mathbb{A g t ~} \backslash A$ do.

- guess an array resp such that, for every $a \in \mathbb{A} g t \backslash A$, we have resp $[a] \in d(a, q)$;
// at this point, the most dangerous response from the opposition is guessed
// note that the size of resp is $\mathbf{O}(k)$
- if $o(q$, thischoice $[q]$, resp $) \in Q_{1}$ then return yes else return no f;

Fig. 3. The model checking algorithm refined: the oracle

This gives us the following
Corollary 1. Model checking ATL formulae over CGS is $\mathbf{\Sigma}_{\mathbf{2}}^{\mathrm{P}}$-complete.
The result has been somewhat surprising to us, since it turns out that a finer grained analysis puts checking strategic abilities of agents under imperfect information in the same complexity class as for perfect information games while the first case appears strictly harder than the latter when we approach it from a more "distant" perspective (i.e. when the input parameters are less detailed). Let us recall from [14] that the hardness of model checking atL is due to simultaneous actions of agents, and can be demonstrated even for scenarios that consist of a single step. It turns out that restricting agents' strategies to uniform strategies only does not increase model checking complexity enough to shift it to a higher complexity class. Even the size of witnesses is the same in both cases.

What is different then, that makes model checking of $\mathrm{ATL}_{i r}$ harder than ATL in relation to the number of transitions?

Definitely not the number of transitions itself, since CGS can be seen as a special case of $i$ CGS. Comparison of model checking complexity for turn-based structures (i.e. structures in which at every state there is a single agent who decides upon the next transition; this can be modelled by requiring that $d(a, q)$ is a singleton for all but one agent) can give us a hint in this respect. Note that, for such structures, $m=\mathbf{O}(n d)$ and we can use the model checking algorithms from Section 3.1 and from [4] to model-check formulae of ATL $i_{i r}$ and ATL, respectively.

Proposition 3. Model checking ATL $_{i r}$ over turn-based iCGS is NP-complete, while model checking ATL over turn-based CGS can be done deterministically in time $\mathbf{O}(n d l)$. Since $d \leq n$ for turn-based structures, the latter bound can be replaced by $\mathbf{O}\left(n^{2} l\right)$.

The result can be generalised to systems in which only a fixed (or bounded) number of agents is acting in each state: we call such systems semi-turn-based concurrent game structures. Note that systems with a fixed (or bounded) number of agents are a special case of semi-turn-based CGS.

Proposition 4. Model checking ATLir over semi-turn-based iCGS is NPcomplete, while model checking ATL over semi-turn-based CGS can be done deterministically in time $\mathbf{O}\left(n^{2} l\right)$.

Moreover, the exhaustive model checking of atl formulae can be done in time $\mathbf{O}\left(n d^{k} l\right)$, while, for $\mathrm{ATL}_{i r}$ formulae, it can be done in $\mathbf{O}\left(n d^{k n} l\right)$ steps. This is due to the fact that $\langle\langle A\rangle\rangle \square \varphi \equiv \varphi \wedge\langle\langle A\rangle \bigcirc\langle\langle A\rangle\rangle \square \varphi$ and $\langle\langle A\rangle\rangle \varphi \mathcal{U} \psi \equiv$ $\psi \vee \varphi \wedge\langle\langle A\rangle\rangle \bigcirc\langle\langle A\rangle \varphi \mathcal{U} \varphi$ in ATL, whereas analogous properties do not hold for ATL ${ }_{i r}$. Thus, successful ATL strategies can be computed incrementally, state by state. Contrary to this, uniform strategies must be considered as a whole, which requires much more backtracking if we check the possibilities exhaustively.

Nevertheless, we believe that the result, presented in this section, sets a glimmer of hope for agent logics that include incomplete information in their scope. If atL formulae can be feasibly model-checked then agents with incomplete information are not that far away. And there already exist running model-checkers for atl [5]1, based on Ordered Binary Decision Diagrams. Also, new model checking techniques, based on the idea of Unbounded Model Checking, are under development [17].

## 4 Conclusions

This paper contains two main results:

- model checking of ATL $_{i r}$ formulae is in NP and hence NP-complete (closing a gap in previous work of Schobbens);
- model checking of ATL $_{i r}$ formulae is $\boldsymbol{\Sigma}_{2}^{\mathrm{P}}$-complete in the number of states, agents and decisions (per agent and state) in the model, and the length of the formula.

In other words, checking strategic ability under imperfect information falls in the same complexity class as checking strategic ability for perfect information agents, when a more refined analysis is conducted - which we consider somewhat surprising. This sets a glimmer of hope for agent logics that include incomplete information in their scope: if ATL formulae can be feasibly model-checked (and there already exist model-checkers for ATL [51]), then agents with incomplete information are not that far away.

Finally, we point out that the difference between the perfect and imperfect information case lies in modularity of strategies with respect to the property that the agents may want to enforce. For perfect information games, potential successfulness of sub-strategies is more independent and they can be computed (or guessed) incrementally, while imperfect information strategies refuse incremental analysis.

The first author would like to thank Rafal Somla for the discussions about model checking atL and its various extensions.
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#### Abstract

We consider the problem of maintaining polynomial and exponential decay aggregates of a data stream, where the weight of values seen from the stream diminishes as time elapses. This type of aggregation was first introduced by Cohen and Strauss in 4. These types of decay functions on streams are used in many applications in which the relative value of streaming data decreases since the time the data was seen. Some recent work and space efficient algorithms were developed for time-decaying aggregations, and in particular polynomial and exponential decaying aggregations. All of the work done so far has maintained multiplicative approximations for the aggregates. In this paper we present the first $\mathrm{O}(\log \mathrm{N})$ space algorithm for the polynomial decay under a multiplicative approximation, matching a lower bound. In addition, we explore and develop algorithms and lower bounds for approximations allowing an additive error in addition to the multiplicative error. We show that in some cases, allowing an additive error can decrease the amount of space required, while in other cases we cannot do any better than a solution without additive error.


## 1 Introduction

In many recent applications the need to manage systems with high speed communication and massive data sets arises. In such applications it is more appropriate to use the data stream model in which data arrives rapidly and needs to be processed by an algorithm that lacks the needed space in order to store all of the streaming data. The algorithm stores a synopsis or summary of the data using space that is much less than the amount of data arriving from the stream. Using the synopsis the algorithm can answer queries regarding the data. However, generally there is a tradeoff between the size of the synopsis and the precision of the answers.

Consider the problem of maintaining the sum of all data seen by a stream. This can be answered exactly using $\Theta(\log S)$ bits, where $S$ is the value of the sum. Morris in [12] showed how to approximate the sum using $O(\log \log S)$ bits.

However, in many applications the weight of data diminishes with time, and therefore should weigh less towards the sum of a stream. In some applications we might be interested in the sum over some recent time frame. We can use a
decay function, dependent on elapsed time, in order to determine the weight of each item. A decayed sum is a weighted sum of the data in accordance to the decay function.

### 1.1 Applications

We list some applications in which the decayed aggregation or averages (that are essentially the same) are used. Many other applications that use the data stream model can conceivably use the decayed sum scheme for their purpose.

- Detecting Fraud Transactions by Credit Cards. Credit card companies use recent behavior of costumers in order to detect whether a particular transaction deviates considerably from a pattern of transaction history of a given costumer [6].
- Patterns of AT\&T Telecom Costumers. As mentioned in [5], AT\&T has an application in which they maintain statistics of approximately 100 million costumers. It is vital to balance the weight of information and available storage space in such an application.
- The Random Early Detection (RED) Protocol. Many routers on the internet use the RED protocol for avoiding congestions and controlling paths of data. In order to estimate the congestion, RED uses a weighted average of previous queue lengths [10|7].
- Selecting Internet Gateways. In the internet there are many paths to each destination. When selecting a path according to reliability a decayed average of previous reliability measures can be used as an estimate.


### 1.2 Related and Previous Work

As mentioned by Cohen and Strauss in [4], one of the most intuitive and common decay is the exponential decay that can be easily maintained in $\Theta(\log N)$ space (throughout this paper we assume that $N$ is the amount of time elapsed) by the formula $C \leftarrow(1-w) x+w C$ where $x$ is the value of the new data and $0<w<1$ determines the decay.

Datar et al in [6] considered sliding window decays where for a given $W$ we are interested in the sum of data seen in the last $W$ time units. They showed an algorithm and a matching lower bound of $\Theta\left(\log ^{2} N\right)$ bits needed for approximating sliding windows. A more detailed explanation of their techniques is in Sect. 3. Gibbons and Tirthapura in [8] extended sliding windows for distributed streams.

Cohen and Strauss in [4] presented an $O\left(\log ^{2} N\right)$ space algorithm for maintaining general decay functions. This showed that sliding window decay is the hardest decay function, in some sense. They also presented an $O(\log N \log \log N)$ space algorithm for polynomial decay, and showed a lower bound of $\Omega(\log N)$.

In addition, Cohen and Strauss in [4] argue that the exponential decay and sliding window decay are insufficient for many applications in the sense that they
both strongly disregard old data. One expects the weight of data to diminish with time, however, for severe events we don't want the value to diminish entirely. We present an example from [4] that illustrates this.

We wish to measure the availability of network links using a time decay function. Consider two links, L1 and L2. Assume that L1 fails for the duration of five time units between time units 5 and 10, while L2 fails for the duration of half a time unit, starting from time unit 34. In addition assume no more failures occur in either of the links. As time progresses we expect L2 to be considered a more reliable link as opposed to L1.

If we use sliding window decay, we might miss out on the failure of L1 (if the window size is too small), and assume L1 is a more reliable link. If we use exponential decay we notice that the ratio between the weight of L1's failure and the weight of L2's failure remains fixed as time progresses. This means that whatever was considered more reliable at time unit 35 (that can be either one of the links) will be considered more reliable forever.

Ultimately, neither the sliding window decay nor the exponential decay can provide us with a view in which we can guarantee that L1 will be considered more reliable. However, polynomial decay has the property that as time progresses, items seen in the same time vicinity are given approximately the same weight. Using Polynomial decay we can obtain a view in which L1 will be considered more reliable as time progresses. We also add that polynomial decay functions enhance our ability to tune the rate of decay. This gives a strong motivation for studying polynomial decay aggregates

### 1.3 Our Results

In this paper we present the following. We show the first $O(\log N)$ space algorithm for polynomial decay. This matches the bound obtained by Cohen and Strauss in 4]. We explore another model of approximation that allows an additive error in addition to the multiplicative one. We show that in this model, the amount of space necessary in the Exponential decay can be reduced due to the additional slackness we get from the additive error. Finally, we show that generally, in Polynomial decay, the amount of space required cannot be reduced (we prove a lower bound of $\Omega(\log n)$ space), unless the values of the stream are bounded by a constant, and the sum of the decay function converges.

The paper is structured as follows. In Sect. 2 we provide the definitions for the decay functions that we will use throughout the paper. In Sect. 3 we present some known data structures used for approximating decay sums. In Sect. 4 we present a new data structure that we use to achieve an $O(\log N)$ space algorithm for a polynomial decay. In addition, we reprove in Sect. 4 the lower bound from 4 ] due to a (very) slight error in the original proof, and in order to introduce it for the lower bound in Sect. 5. In Sect. 5 we define the model that allows more slackness of an additive error, and we analyze the exponential and polynomial decays under the model presented including a lower bound for some cases of the polynomial decay.

## 2 Preliminaries

We begin by formally defining the problems we will be solving in this paper.

### 2.1 Decay Functions

We represent the definitions given by Cohen and Strauss in 44 for the decay functions we are interested in. Consider a stream of data where $f(t) \geq 0$ is the item value of the stream obtained at time $t$. For sake of simplicity we assume our stream only receives values at discrete times, and therefore, $t$ is integral. We define a decay function $g(x) \geq 0$ defined for $x \geq 0$ to be a non-increasing function. At time T the weight of the item that arrived at time $t \leq T$ is $g(T-t)$ and the decayed value is $f(t) g(T-t)$. We are interested in obtaining the decayed sum of $f(t)$ under the decay function $g(x)$ that is defined as follows:

Problem 1. Decayed Sum Problem (DSP). Given a stream $f(t)$ and a decay function $g(T-t)$ estimate at any time $T$ the decayed sum that is given by:

$$
\begin{equation*}
V_{g}(T)=\sum_{t \leq T} f(t) g(T-t) \tag{1}
\end{equation*}
$$

When $f(t)$ has binary values, we refer to the DSP as the Decayed Count Problem (DCP).

We will be interested in two types of decays. The first one is known as the Exponential Decay (ExpD) where for a given parameter $\lambda>0$ we have $g(t)=1 / \lambda^{t}$. The other type of decay is the Polynomial Decay (PolyD) where for a given parameter $\alpha>0$ we have $g(t)=1 / t^{\alpha}$. Cohen and Strauss in [4] argue that often PolyD is a better choice than ExpD because in many applications the decay should not keep a constant ratio between two different decay values as time progresses (as was shown in the example in the introduction).

### 2.2 Sliding Windows

Sliding windows are also a family of decay functions introduced by Datar et al in [6. For a window of size $W$ we have the decay function $g(x)$ such that for $x \leq W, g(x)=1$, and zero otherwise. All of the data in the recent time frame of size $W$ have equal weight, while all of the data not in this time frame has no weight at all. Datar et al in [6] show an algorithm that achieves an approximation of $(1+\epsilon)$ in $O\left(\log ^{2} W\right)$ space. We refer to the decayed sum of a sliding window of size $W$ as $V_{S L I W I N_{W}}$.

## 3 Exponential Histograms for Polynomial Decay

We now present the data structures we will use in this paper. We first review Exponential Histograms that were originally introduced by Datar et al in [6], and then continue on with a review on Weight-Based Merging Histograms, that were introduced in 4].

### 3.1 The Exponential Histogram

The Exponential Histogram (EH) was originally introduced in 6] in order to approximate sliding windows. For a given constant $k$ we define the EH for a binary stream $f(t)$ as a collection of buckets that are formed as follows. When the first non-zero value arrives we open a bucket and insert that value into it. Each bucket is immediately sealed. We continue creating buckets in the same manner until we receive the ( $k+1$ )'th non-zero value. At this point we merge the first two buckets arrived into one bucket of size two, and create a new bucket for the newly arrived non-zero value. We continue in this manner so that whenever we have $k+1$ buckets of size 1 we merge the earliest two buckets of size 1 to one bucket of size 2. Recursively, whenever we have $k+1$ buckets of size $2^{i}$ we merge the two least recent ones to one bucket of size $2^{i+1}$. This gives a total of $O(\log N)$ buckets. For each bucket we maintain a timestamp that is the time elapsed since the latest value in the bucket arrived. The timestamp requires $O(\log N)$ space per bucket. We also maintain the size (the number of ones) of each bucket using one bit per bucket - because for each bucket we just need to know whether it is the same size as the previous one, or double the size. This gives a total of $O\left(\log ^{2} N\right)$ space.

When approximating sliding window decay, we sum up the counts for all of the buckets with timestamp inside the window. In case there is a bucket with some values inside the window and some outside, we add only half the count for that bucket. The absolute error in the estimate for the sliding window decay is half the size of the last bucket. As proven by Datar et al in [6], the approximation for the sliding window decay using the EH is $(1+1 / k)$, so letting $k=1 / \epsilon$ we can get our desired approximation.

### 3.2 Weight-Based Merging Histogram

The Weight-Based Merging Histogram (WBMH) was originally introduced by Cohen and Strauss in [4]. Like the EH, the WBMH also aggregates values into buckets. However, the boundaries of the buckets are only dependent on the decay function at hand, and not on a particular stream. This means that the timestamps do not need to be stored. They are set by the decay function that is assumed to be known.

The WBMH utilizes the fact that if a decay function has the property that the ratio $g(x) / g(x+\Delta)$ is non-increasing with $x$ for any time frame $\Delta$ then the ratio of two items remains fixed, or approaches one as time advances. The meaning of such a property is that as time progresses, items in larger vicinities have the same value up to a multiplicative factor, so we can group those values together. For convenience we let $b_{0}=1$. We let $b_{1}$ be the maximum value such that $\left(1+\epsilon^{\prime}\right) g\left(b_{1}-1\right) \geq g(1)$. In the same manner, let $b_{i}$ be the maximum value such that $\left(1+\epsilon^{\prime}\right) g\left(b_{i}-1\right) \geq g\left(b_{i-1}\right)$. The values of $b_{i}$ are dependent on the decay function, and therefore (as we previously mentioned) they do not need to be stored. The $i$ 'th bucket starts at time $b_{i-1}$ and ends at time $b_{i}-1$.

One family of decay functions with the above property is PolyD in which we have $s=O(\log N)$ different $b_{i}$ 's for each function. For each bucket we hold an approximate counter of size $O(\log \log N)$ (as described in [12], and mentioned in the introduction) that counts the number of bits in that bucket. Cohen and Strauss in 4] proved that the WBMH gives an approximation for DCP of PolyD using $O(\log N \log \log N)$ space.

## 4 Polynomial Decay

In this section we present a new algorithm for maintaining PolyD aggregation using $O(\log N)$ space. In addition we reprove the matching lower bound of $\Omega(\log N)$ space (this is done due to a very minor error in the original proof, and for the lower bound in Sect. 5 that utilizes the same idea).

### 4.1 DCP Under PolyD

Cohen and Strauss in [4 used the EH in order to get an approximation for general decay functions using $O\left(\log ^{2} N\right)$ space. In addition, (4) used another type of histograms - the Weight Based Merging Histograms (WBMH) - in order to maintain PolyD in $O(\log N \log \log N)$ space. We combine both of those methodologies, and alter the EH in order to achieve an upper bound of $O(\log N)$ space. This new data structure will be referred to as the Altered Exponential Histogram (AEH).

We start of with the following equation for general decay functions taken from (4):

$$
\begin{equation*}
V_{g}(T)=g(N) V_{S L I W I N_{N}}+\sum_{i=1}^{N-1}(g(N-i)-g(N+1-i)) V_{S L I W I N_{N-i}} \tag{2}
\end{equation*}
$$

What this means is that maintaining exact sliding windows allows maintaining exact decayed counts for general decays. However, when allowing an approximation we notice that some decayed functions do not need to be able to calculate all of the T different sliding windows. Instead of holding an exact sliding window for each $t<T$, we can hold sliding windows for all of the times $b_{i}$ (defined in the previous section). This gives us the following approximation for $V_{g}(T)$ :

$$
\begin{equation*}
\bar{V}_{g}(T)=g(N) V_{S L I W I N_{N}}+\sum_{i=2}^{s}\left(g\left(N-b_{i}\right)-g\left(N-b_{i-1}\right)\right) V_{S L I W I N_{N-b_{i}}} \tag{3}
\end{equation*}
$$

Using equation (3) and the same arguments as in [4] for WBMH we get a ( $1 \pm \epsilon^{\prime}$ ) approximation per sliding window - for a total of ( $1 \pm \epsilon^{\prime}$ ) approximation for functions that have the non-increasing ratio property, such as PolyD.

The problem with this solution is that maintaining the sliding windows with EHs requires $O\left(\log ^{2} N\right)$ space. So, we will now alter the EH in order to save space in approximating each of our $O(\log N)$ sliding windows. For each of the
$O(\log N)$ buckets in the EH that are formed as in [6], we round the timestamp down to the nearest $b_{i}$. When approximating a sliding window that ends at some $b_{i}$, we can sum the sizes of all buckets with a timestamp smaller than $b_{i}$. However, for the last bucket we count only half of the size. Using the same arguments as in [6] this gives us a $\left(1 \pm \epsilon^{\prime \prime}\right)$ approximation per sliding window. Combining our two approximations, we get a $\left(1 \pm \epsilon^{\prime}\right)\left(1 \pm \epsilon^{\prime \prime}\right)$ approximation, so all we need is that $\epsilon \geq \epsilon^{\prime}+\epsilon^{\prime \prime}+\epsilon^{\prime} \epsilon^{\prime \prime}$, and we can set $\epsilon^{\prime}=\epsilon^{\prime \prime}=\epsilon / 3$ in order to get our desired approximation. In order to save space, instead of maintaining the timestamp for each bucket, we can maintain the index of its $b_{i}$ in $O(\log \log N)$ bits per bucket. This would take $O(\log N \log \log N)$ space. We can further decrease the space if for each bucket we maintain the difference in indexes between its timestamp and the timestamp from the preceding bucket. We can then find the index of the timestamp of a given bucket by summing the differences from the first bucket, till the bucket we are interested in. The total space needed for this is $O(\log N)$ (because we have that the sum of the offsets in $O(\log N)$, and each offset $o_{j}$ needs $O\left(\log o_{j}\right)$ bits, so the sum of bits needed to store all of the offsets is $\left.\sum \log o_{j} \leq \sum o_{j}=O(\log N)\right)$. There are some details regarding how we update the timestamps or offsets that we have skipped. We leave this for the journal version. Finally we have:

Theorem 1. There exists an algorithm that can estimate DCP within a multiplicative factor using $O(\log N)$ space.

### 4.2 DSP Under PolyD

When dealing with general streams (we assume general streams are still restricted to integral values) a reasonable assumption is that for some constant $\beta$ the values given by the stream are bounded by $O\left(N^{\beta}\right)$. In such a case, we can use the same method for DCP in order to maintain the decayed aggregation in the following manner.

Assume that at time $t$ we receive the value $m=f(t)$. We can treat the value $m$ as $m$ bits of value one, all arriving at the same time from the stream. Therefore, it is as if we inserted $m$ bits to the AEH at the same time. We can use the method from the previous section that will give the same approximation, and the space required is bounded by $O\left(\log N^{\beta+1}\right)=O(\log N)$.

However, when using this method it takes $O(m)$ time to insert the value $m$ to our AEH. For many applications this is far too much time. For example, a router on the internet must be able to process data quickly before the next piece of data arrives, so lowering the amount of time it takes to insert a value $m$ is crucial. One possible solution would be to insert the value of $m$ in $O(\log m)$ time by calculating the presentation of $m$ in the appropriate base, and immediately create the appropriate buckets (this will give us $O(\log m)$ buckets, which we can then insert one by one taking $O(\log m)$ time $)$. However we would like to do better than $O(\log m)$ as well, as we do not want the time to be dependant on the possible values arriving in the data stream, and rather, spend a constant amount of time no matter what is the value arrived. The rest of this subsection
shows how we can solve this problem in order to achieve $O(1)$ time for insertion of a value.

In addition to our AEH, we add two WBMHs, referred to as W1 and W2, each for a time frame of size $\log N$. In each one of the WBMHs there are $O(\log \log N)$ buckets. This is because the length of the stream is $k=\log N$, so we need $\log k=\log \log N$ buckets. Each bucket has a counter of size $O\left((\log \log N)^{2}\right)$. this is because the total sum of a stream of length $k$ is bounded by $k N^{\beta}=$ $N^{\beta} \log N$, so each bucket needs a counter of size $\log k N^{\beta}=O(\log \log N)$. Therefore, we require another $O\left((\log \log N)^{2}\right)$ space, that we can afford within our $O(\log N)$ upper bound. We note that because the WBMH uses approximate counters, we need to take that extra approximation into consideration when choosing the constants for operation. The first $\log N$ items that arrive are inserted into W1. Each of these inserts takes $O(1)$ time because all of the bits fall in the same bucket (recall that we treat the value $m$ as $m$ bits arriving at the same time). This is because the beginning and end of each bucket does not depend on the values arrived, but rather on the time the value arrived, so each item that arrives at some time goes into only one bucket. This means that we only need to update one counter every time a new item arrives. After $\log N$ items arrive, we insert the next $\log N$ items into W2, and concurrently, we insert the values from W1 to the AEH (we will soon show how to do this efficiently). We continue switching between W1 and W2 as time progresses.

Now we need to show how inserting the values from a WBMH to an AEH can be done efficiently. For sake of convenience, we will assume we want to insert the values from W 1 . The number of bits in W 1 is bounded by $N^{\beta+1}$, hence the amount of buckets to be added to the AEH is $O(\log N)$. We also need to merge the appropriate buckets that were already in the AEH and update their times. Using an $O(\log N)$ sized counter we can exactly count the sum of the counters in W1. From this number we can calculate how many buckets will be added to the AEH, and update it accordingly. In $O(\log N)$ time we can update the buckets already inside the AEH, and in $O(\log N)$ time we can insert the new buckets into the AEH. This gives a total of $O(\log N)$ time to insert the values in W1 into the AEH, which is amortized $O(1)$. In order to obtain a worst case time of $O(1)$ we can take a lazy approach, and spread our operations on the $\log N$ insertions made into W2.

The last thing we need to take care of is answering a query while inserting the values from W1 to AEH. Specifically, in the lazy approach we need to wait till we are done with the whole process of merging W1 with the AEH before answering a query. To avoid this problem we keep two copies of the AEH and two copies of each WBMH. When joining W1 with the AEH, we will join a copy of each, while answering queries from the duplicates. Of course, we also need to query W2 due to items already inserted into it. This completes our data structure and provides the following:

Theorem 2. There exists an algorithm that can estimate DSP within a multiplicative factor using $O(\log N)$ space.

### 4.3 Lower Bound for DCP and DSP Under PolyD

Due to a (very) minor error in [4] for proving the lower bound, we present a corrected version of the proof, similar to the original one. We will reuse the idea in this proof again in order to prove another lower bound in the Sect. 5 .

Theorem 3. A logarithmic number of bits is necessary in order to approximately maintain decay by $g(x)=1 / x^{\alpha}$, within a multiplicative factor (in elapsed time).

Proof. We will first prove for decayed sums (with non-binary values), and then extend the proof to the binary case using communication complexity and a reduction to the subset problem. We show that if there exists an algorithm $A$ that uses less than $\Omega(\log N)$ bits in order to approximately maintain decay by the given function, then we can use algorithm $A$ in order to distinguish between two subsets of a set of size $\Omega(\log N)$ using $o(\log N)$ space, contradicting the lower bound from 13.

Consider the decay function as stated in the theorem. Let $k$ be some positive value to be determined later. In addition, assume we have two parties, A and B , and a set of size $r=\lfloor(\alpha /(2 \log k)) \log (N / 2)\rfloor$. B wants to know which subset A has, and then determine whether it is the same subset that B has. A sends to B some bits of information in order to determine this. A can use algorithm $A$ on the following stream.

We consider a time interval from $-N / 2$ till $N / 2$. For $i \leq r$, at time $t=$ $-\left(k N^{-\alpha / 2}\right)^{2 i / \alpha}$ we receive a value $C_{i}=\delta_{i}\left(k N^{-\alpha / 2}\right)^{i}$, where $\delta=1$ if $i$ is a member of the set, and $\delta=2$ otherwise. No data arrives after $t=-1$. Let $k^{\prime}=k N^{-\alpha / 2}$. At time $t=0$, A sends the bits currently stored by algorithm $A$ to B . B continues running algorithm $A$ assuming nothing arrives on the stream for the rest of the interval. We will now show how by using algorithm $A, \mathrm{~B}$ can reproduce $C_{i}$ for every $i \leq r$, and hence can reproduce the subset that A has.

The decayed value $V_{g}(t)$ at time $t_{i}=k^{2 i / \alpha}$ is

$$
\begin{equation*}
V_{g}\left(t_{i}\right)=\sum_{j=1}^{r} g\left(k^{\prime 2 i / \alpha}+{k^{\prime 2 j / \alpha}}^{\prime \prime} \delta_{i}\right) \tag{4}
\end{equation*}
$$

We can therefore compute upper bounds for the contribution of the prefix and suffix of this sum (in the original proof, there was a slight algebraic error that carries on throughout - here we correct this slight error, also showing how the rest of the proof can be made to adhere to the correction). For the prefix we have

$$
\begin{gather*}
\sum_{j=1}^{i-1} g\left(k^{\prime 2 i / \alpha}+{\left.k^{\prime 2 j / \alpha} k^{\prime j} \delta_{i}\right) \leq 2 \sum_{j=1}^{i-1} g\left(k^{\prime 2 i / \alpha}\right) k^{\prime j}}_{=2 \sum_{j=1}^{i-1} k^{\prime j-2 i}=2 k^{\prime-i} \sum_{j=1}^{i-1} k^{\prime-j} \leq 2 k^{\prime-i} \sum_{j=1}^{\infty} k^{\prime-j} \leq 2 k^{\prime-i} /\left(k^{\prime}-1\right) .} .\right. \tag{5}
\end{gather*}
$$

For the suffix we have

$$
\begin{gather*}
\sum_{j=i+1}^{r} g\left(k^{\prime 2 i / \alpha}+k^{\prime 2 j / \alpha} k^{\prime j} \delta_{i}\right) \leq 2 \sum_{j=i+1}^{r} g\left(k^{\prime 2 j / \alpha}\right) k^{\prime j}  \tag{6}\\
=2 \sum_{j=i+1}^{r} k^{\prime-j}=2 k^{\prime-i} \sum_{j=1}^{r-i} k^{\prime-j} \leq 2 k^{\prime-i} \sum_{j=1}^{\infty} k^{\prime-j} \leq 2 k^{\prime-i} /\left(k^{\prime}-1\right) .
\end{gather*}
$$

In addition, the difference between the two possible values for the $i$ 'th term is

$$
2 g\left(2 k^{\prime 2 i / \alpha}\right) k^{\prime i}-g\left(2{k^{\prime 2 i / \alpha}}^{2 i} k^{\prime i}=g\left(2{k^{\prime 2 i / \alpha}}^{2 i} k^{\prime i}=2^{-\alpha} k^{\prime-i}\right.\right.
$$

The contribution of the prefix and the suffix to the total value is at most $2^{2+\alpha} /\left(k^{\prime}-1\right)$ of a fraction of the difference between the two possible values of the $i^{\prime}$ th term. We can have this fraction be less than 1 if we have $k^{\prime}>2^{2+\alpha}+1$, which would then mean that we can distinguish between the two values of $\delta_{i}$, as the gap between the case where $\delta_{i}=1$ and $\delta_{i}=2$ is large enough although the approximation. So we can reproduce whether A has the $i$ 'th member in its set or not. This mean that B can reproduce the set held by A, although A sent $o(\log N)$ bits, contradicting [13].

We now extend our proof for a binary stream. We will show that if there exists an algorithm $A^{\prime}$ for the binary stream scenario that uses $o(\log N)$ bits of space, then in the same problem as above, B can reproduce A's subset using $o(\log N)$ space. We first note that for $\alpha<2$ the proof is basically the same, because we can simply spread a value of $C_{i}=\Theta\left(k^{\prime i}\right)$ at time $-k^{\prime 2 i / \alpha}$ to $C_{i}$ ones, contradicting the proof for DSP (the beginning of the proof of this theorem). The reason is that all of the ones that come from some value occur around the same time; therefore they essentially have the same weight (in regard to the decay function). If $\alpha \geq 2$, we cannot spread all of the ones, because we don't have enough room between consecutive values in the stream. However, if we would like to solve the DSP problem using $A^{\prime}$ that solves the DCP problem, we could divide all of the values in our stream some predetermined value, and in the proof from above, the ratios between the suffix, prefix, and $i$ 'th value will remain the same. We divide the values of the $C_{i} \mathrm{~s}$ by $N^{1 / \alpha}$, and use only the slots for which the value given is at least one, and at most $2 \epsilon\left(k^{\prime}\right)^{2 i / \alpha} / \alpha$. We note that when spreading the ones to the past, the values of the suffix and prefix only decrease, and the value of the $i$ 'th term (if the value is within the right boundaries) is between $g\left(2 k^{\prime 2 i / \alpha}\right)$ and $g\left(2 k^{\prime 2 i / \alpha}+2 \epsilon\left(k^{\prime}\right)^{2 i / \alpha} / \alpha\right)$. This means that the weight of the $i$ 'th term can decrease by a factor of $1 /(1+\epsilon / \alpha)^{\alpha}$, which for $\alpha \geq 2$ (as is our case) is approximately $(1-\epsilon)$. This minor loss is one that we can easily afford.

Recall that we only use the slots for which the value given is at least one, and at most $2 \epsilon\left(k^{\prime}\right)^{2 i / \alpha} / \alpha$. This gives us two constraints regarding the possible range for $i$ that we can reproduce. However, we will show that the range is still $\Omega(\log n)$. From the constraint that $k^{\prime i} / N^{1 / \alpha} \geq 1$ we get that $i \geq \log _{k^{\prime}} N / \alpha$, and from the constraint that $k^{\prime i} / N^{1 / \alpha} \leq 2 \epsilon\left(k^{\prime}\right)^{2 i / \alpha} / \alpha$ we get that $i \leq \log _{k^{\prime}} N /(\alpha-$ $2)+\alpha \log (2 \epsilon / \alpha) /(\alpha-2)=i \leq \log _{k^{\prime}} N /(\alpha-2)-\Theta(1)$, being that $\alpha \geq 2$. If we let
$k$ be a small enough value such that it is not much larger than $(4 / \epsilon+1) N^{2 / \alpha}$, or is even equal to it, then we have that $\log k \geq \log (4 / \epsilon+1)+(\alpha \log N) / 2$ and therefore $\log _{k^{\prime}} N=\log N /(\log k-\log (4 / \epsilon+1))=\log N / c$ for some constant $c$. This means that the number of slots that B can reproduce is $\Omega(\log n)$, as required.

## 5 Adding Additive Error - Another Model

Until now all of the approximation models used in maintaining values for the DCP and DSP problems looked into $1 \pm \epsilon$ approximations. We present a new view where we allow an additive error as well. In other words, we want to be able to approximately answer the DCP and DSP problems allowing values of $\left(1 \pm \epsilon_{1}\right) R V \pm \epsilon_{2}$, where RV stands for the real value of the answers to the problems.

The motivation for such an approximation comes from realizing that when dealing with massive data sets, we are often not interested in answers with small values. This is because small decayed sums generally occur when we have been receiving zero or very small valued items for an extended period of time - a scenario that is uncommon in many applications. Specifically for binary streams there are many such applications. Interestingly, allowing this extra relaxation, we can answer the DCP and DSP problems using much less space under some decay functions, while in other decay functions the extra relaxation doesn't help at all.

We now explore the PolyD and $\operatorname{ExpD}$ decay functions, when allowing an additive error.

### 5.1 Exponential Decay for DSP

In order to maintain ExpD for the DSP problem we note that in ExpD, every time a new value arrives in the stream, the new decayed aggregate has the value of the previous aggregate divided by the base, plus the new arrived value. Using this observation, we can maintain the $O(\log \log N)$ most significant digits of our decayed aggregate. When a new number arrives, we divide the previous aggregate by the base, and add the appropriate most significant $O(\log \log N)$ digits from the new value. Regarding the rest of the least significant digits, we take the value of the ignored digits, and divide that value by our additive approximation. We use the fraction we receive as the probability of adding 1 to our $O(\log \log N)$ bits. The probabilistic analysis is deffered to the journal version.

### 5.2 Exponential Decay for DCP

For a binary stream it is enough to maintain the last $O\left(\log 1 / \epsilon_{2}\right)$ bits seen by the stream, and using the AEH from we can do this in $O\left(\log \log 1 / \epsilon_{2}\right)$ space. This of course is a great improvement in space, as it is independent of $N$.

### 5.3 Polynomial Decay

When considering the polynomial decay, we differentiate between the case in which $\alpha>1$ and the stream is binary, to the case in which $1 \geq \alpha>0$ or the stream can receive general polynomial sized values. When $\alpha>1$ we show how to further reduce the amount of space used, while in the $1 \geq \alpha>0$ case we have a lower bound showing that we cannot do better in space used then in the previous model where we allowed only a multiplicative error. The intuitive reason for separating the two cases comes from the well know fact that $\sum_{j \leq T} g(t)$ with $1 \geq \alpha>0$ diverges, while the sum with $\alpha>1$ converges. As we will show, the lower bound follows this intuition.

Binary Polynomial Decay with $\alpha>1$. In this case we only need to maintain the last $1 / \epsilon_{2}$ seen by the stream, and again we can use the AEH to do this in $O\left(\log 1 / \epsilon_{2}\right)$. We note that it is easily possible to extend this to any stream with values bounded by some constant.

## A Lower Bound for Polynomial Decay

Theorem 4. A logarithmic number of bits is necessary in order to approximately maintain decay by $g(x)=x^{-\alpha}$, within a multiplicative factor and an additive error (in elapsed time), unless $\alpha>1$ and the stream's values are bounded by a constant.
Proof. We provide a sketch of the proof, as the proof here follows the proof of Theorem 3. We also note that by proving that for $\alpha>1$ and a binary stream one can do better than logarithmic space, we can easily extend this to any stream with values bounded by some constant.

We start off with general stream, and show how we can extend the proof from Theorem 3 to an additional additive error. Let $m$ be some positive valued number to be determined later. We multiply all of the values of the stream that A creates by $m^{\alpha+1}$, and spread the times so that the values arrive at times $-m k^{\prime 2 i / \alpha}$ for $i \leq r$. This increases the decay value by a factor of $m$, while the ratio between the sum of the prefix and suffix, and the $i$ 'th term remains unchanged. We can always choose an $m$ large enough to swallow the additive error, and because the ratio is unchanged, the multiplicative factor does not affect B's ability to reproduce the set.

For binary streams where either $\alpha \leq 1$, or the values of the stream or not bounded by a constant, we use the same extension as in the proof of Theorem 3 . The reason this proof does not work when $\alpha>1$ for the binary (or constant) case is that we have stream values of size $\delta_{i} m^{\alpha} k^{\prime 2 i / \alpha}$ that we need to spread between times $-m k^{\prime 2 i / \alpha}$ and time $-m k^{\prime(2 i+2) / \alpha}$, and there simply isn't enough room for all of the bits between consecutive times. Therefore, the proof doesn't apply in such a case.

## 6 Conclusions

We discussed polynomial and exponential decay in data streams, extending recent work by [6] and [4]. We present the tightest space-efficient algorithm for

PolyD using $O(\log N)$ space when allowing approximations up to a multiplicative factor. We do this by presenting a new data structure, the AEH, that is an extension of the EH from [6] and the WBMH from [4].

In addition, we presented and analyzed our decay functions when allowing an approximation with an additive error in addition to the multiplicative one. We find that in ExpD for general streams $O(\log \log N)$ space suffices, while in binary streams a constant (depending on the approximation) amount of space is all we need. For the PolyD we prove that unless the exponent is larger than one, and the stream values are bounded by some constant, we cannot hope to do better than in the multiplicative only approximation. We also show that one can use the AEH in order to achieve a constant-space algorithm for PolyD when the exponent is larger than one, and the stream values are bounded by some constant.

The need to analyze other decay functions such as the chordal decay, polyexponential decay, etc. ( [4]) still exists. We strongly feel that the AEH can be used in some of the other decay functions, and in many other applications as well.
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#### Abstract

The problem of comparing two tree structures emerges across a wide range of applications in computational biology, pattern recognition, and many others. A number of tree edit methods have been proposed to find a structural similarity between trees. The alignment of trees is one of these methods, introduced as a natural extension of the alignment of strings, which gives a common supertree pattern of two trees, whereas tree edit gives a common subtree pattern. It is well known that alignment and edit are two equivalent notions for strings from the computational point of view. This equivalence, however, does not hold for trees. The lack of a theoretical formulation of these notions has lead to confusion. In this paper, we give a theoretical analysis of alignment and edit methods, and show an important relationship, which is the equivalence between the the alignment of trees and a variant of tree edit, called less-constrained edit.


## 1 Introduction

A tree structure plays a significant role in the efficient organization of information. In particular, the problem of comparing tree structures emerges across a wide range of applications in computational biology [1], image analysis [2], pattern recognition [3, natural language processing, information extraction 4] from Web pages, and many others.

Edit-based approaches provide a general framework in comparing trees, measuring similarities, finding common tree patterns, and merging trees. Tree edit distance 56] and alignment of trees [7] were both introduced as natural generalizations of string edit distance 8 . It is well known that alignment and edit are two equivalent notions in strings [9], whereas both are completely different in trees [7].

[^38]Although a dozen of tree edit methods have been proposed [10] in various fields, no comprehensive mathematical analysis of these methods has been available. Consequently, the relationship among various tree edit methods has hardly been studied, and essentially equivalent algorithms of tree edit methods have been independently proposed. In fact, an important equivalence between two methods, the alignment of trees and the less-constrained edit has remained unnoticed. We believe that providing a framework in abstract mathematical terms is vital to understand various aspects of edit-based approaches, and to facilitate their efficient implementations.

Towards this goal, in this paper, we propose a new formulation of the notions of alignment and edit for trees, and investigate the relationship among these two notions based on our mathematical formulation. Specifically, our contributions are as follows. (1) We show that the alignment of trees is essentially equivalent to a variant of tree edit, called the less-constrained edit [11]. (2) We give the mapping condition for the alignment of trees. The mappings provide definitions of various tree edit methods in a declarative way, in contrast to an operational way of conventional definitions. To the best of our knowledge, the mapping condition for the alignment of trees has been unknown, and the alignment of trees was defined only in an operational way in [7]. (3) We show that the condition of the less-constrained mapping given by Lu et al. [11] does not relax the condition of the constrained mapping due to Zhang [12]. In fact, we show that the condition due to Lu et al. [11] is identical to that of the constrained mapping. We revise it and give an originally intended condition of less-constrained mapping.

In Sect. 2, we review the previous work on tree edit methods. In Sect. 3, we give a new formulation of alignment and edit for trees based on the notion of tree mapping. In Sect. 4, we show the main result of this paper that the alignment of trees is equivalent to the less-constrained edit in the mapping condition. In Sect. 5, we conclude this paper.

## 2 Edit-Based Approach in Trees

In this section, we briefly review some tree edit problems.
Trees we consider in this paper are labeled rooted trees, in which each node is labeled from a finite alphabet $\Sigma$. An ordered tree is a tree in which the left-to-right order among siblings is given. An unordered tree is a tree with no order among siblings. We refer to unordered trees as trees unless otherwise stated.

We denote by $r(T)$ the root of a tree $T$, and by $T(x)$ the maximum subtree of $T$ rooted at a node $x$. An ancestor of a node is recursively defined as follows: an ancestor of a node is either the node itself, or an ancestor of the parent of the node. We denote by $x \leq y$ that a node $y$ is an ancestor of a node $x$, by lca $(X)$ the least(or nearest) common ancestor of all nodes in a set of nodes $X$, and by $x \smile y$ the least common ancestor of $x$ and $y$.

In an ordered tree, we say that a node $x$ is to the left of a node $y$ if $x \smile y$ is a proper ancestor of both $x$ and $y$, and the child of $x \smile y$ on the path to $x$ is to the left of the child of $x \smile y$ on the path to $y$.

### 2.1 Tree Edit Problem

A tree edit problem is the problem of calculating distance between two trees, and finding a common subtree pattern of two trees. A tree edit distance is defined as the minimum cost of elementary edit operations to transform one tree into the other 56].

Let $l$ be a labeling function which assigns a label from a set $\Sigma=\{a, b, c, \ldots\}$ to each node. Let $\lambda$ denote the unique null symbol not in $\Sigma$. Let $d$ be a cost function of edit operations.

The edit operations on a tree $T$ are the followings:
relabeling of the label of a node $x$ in $T$ with the label of a new node $y$ in $T$; the cost is denoted by $d(l(x) \rightarrow l(y))$,
insertion of a new node $x$ into $T$ as a child of a node $y$ in $T$, moving a subset (a consecutive subsequence in the case of ordered trees) of $y$ 's children and their descendants right under the new node $x$; note that this is the complementary operation of deletion; the cost is denoted by $d(\lambda \rightarrow l(x))$, and
deletion of a non-root node $x$ from $T$, moving all children of $x$ right under the parent of $x$; the cost is denoted by $d(l(x) \rightarrow \lambda)$.

We assume, without loss of generality, that the root of a tree is not to be deleted or inserted. We refer to each cost factor as its edit operation when there is no confusion; i.e., $\alpha \rightarrow \beta, \lambda \rightarrow \beta$, and $\alpha \rightarrow \lambda$ for $\alpha, \beta \in \Sigma$ are referred to as the edit operations of relabeling, insertion, and deletion, respectively.

The cost function $d$ is defined to be a metric; i.e., for any $\alpha, \beta, \gamma \in \Sigma \cup\{\lambda\}$, (1) $d(\alpha \rightarrow \beta) \geq 0, d(\alpha \rightarrow \alpha)=0$; (2) $d(\alpha \rightarrow \beta)=d(\beta \rightarrow \alpha)$; and (3) $d(\alpha \rightarrow$ $\gamma) \leq d(\alpha \rightarrow \beta)+d(\beta \rightarrow \gamma)$.

If a sequence of edit operations $E$ transforms a tree $T$ into a tree $U$, there exists a sequence of trees $\left\langle T_{0}, \ldots, T_{n}\right\rangle(n \geq 1)$ such that $T_{0}=T, T_{n}=U$, and the $i$-th edit operation $e_{i}=\left(\alpha_{i} \rightarrow \beta_{i}\right)$ transforms $T_{i-1}$ into $T_{i}$ for $i \in\{1, \ldots, n\}$. The cost function $d$ for an edit operation is generalized to that for a sequences of edit operations $E=\left\langle e_{1}, \ldots, e_{n}\right\rangle$ by letting $d(E)=\sum_{i=1}^{n} d\left(e_{i}\right)$.

Let $\mathcal{E}$ be the set of all possible sequences of edit operations to transform $T$ into $U$. The edit distance $\delta$ between two trees $T$ and $U$ is defined as $\delta(T, U)=$ $\min _{E \in \mathcal{E}}\{d(E)\}$.

### 2.2 Tree Mapping

The effect of a sequence of edit operations is reduced to a structure called tree mapping, which is introduced by Tai 5 and simply referred to as mapping. We also refer to the tree mapping as mapping if there is no confusion. A tree mapping depicts node-to-node correspondences between two trees according to the structural similarity, or shows how nodes in one tree are preserved after transformed to the other (See Fig. 2(a)).

Definition 1 (Tai 1979 [5]). A tree mapping from a tree $T$ to a tree $U$ is a set $M \subseteq V(T) \times V(U)$ such that, for all $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right) \in M$,


Fig. 1. Examples of tree mappings: each shaded region illustrates how the subtree rooted at $x_{1} \smile y_{1}$ is mapped to the other by each mapping $M_{i}(i \in\{1,2,3,4\})$. Only $M_{1}$ is constrained, and the others are not. $M_{1}, M_{2}$, and $M_{4}$ are less-constrained, and $M_{3}$ is not.

1. $x_{1} \leq y_{1} \Leftrightarrow x_{2} \leq y_{2}$, and
2. (only for ordered trees) $x_{1}$ is to the left of $y_{1} \Leftrightarrow x_{2}$ is to the left of $y_{2}$.

The original definition of the tree mapping by Tai [5] includes the condition $x_{1}=y_{1} \Leftrightarrow x_{2}=y_{2}$ for all $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right) \in M$. We omit this condition since it is implied by the condition (1).

For a tree mapping $M$ from $T$ to $U$, let $V_{D}=V(T) \backslash\{x \mid(x, y) \in M\}$, and $V_{I}=V(U) \backslash\{y \mid(x, y) \in M\}$. The cost of $M$ is defined as

$$
d(M)=\sum_{(x, y) \in M} d(l(x) \rightarrow l(y))+\sum_{x \in V_{D}} d(l(x) \rightarrow \lambda)+\sum_{y \in V_{I}} d(\lambda \rightarrow l(y)) .
$$

Let $\mathcal{M}$ be the set of all possible tree mappings from $T$ to $U$. Tai [5] showed that the edit distance $\delta$ between $T$ and $U$ is given in the following two ways: $\delta(T, U)=\min _{E \in \mathcal{E}}\{d(E)\}=\min _{M \in \mathcal{M}}\{d(M)\}$. This equation plays the role of a bridge between an operational definition and a declarative definition for the edit distance. For example, Fig. 1 shows examples of tree mappings, in which all nodes connected with dashed lines preserve the tree mapping condition.

### 2.3 Constrained Mapping

The constrained mapping [13] originated from the structure-preserving mapping due to Tanaka and Tanaka [14]. Zhang gave a succinct condition of the tree mapping instead of the condition by Tanaka and Tanaka, and presented an efficient algorithm for unordered trees [12].

Definition 2 (Zhang 1996 [12]). A tree mapping $M$ is constrained if the following condition holds: for all $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right),\left(z_{1}, z_{2}\right) \in M, z_{1}<x_{1} \smile y_{1}$ if and only if $z_{2}<x_{2} \smile y_{2}$.

For a tree mapping $M$ from $T$ to $U$, let $M_{1}$ and $M_{2}$ be two arbitrary subsets of $M$. Let $X_{i}=\left\{x \mid(x, y) \in M_{i}\right\}$, and $Y_{i}=\left\{y \mid(x, y) \in M_{i}\right\}$, for $i \in\{1,2\}$. An
implication of the constrained mapping is that if $T\left(\operatorname{lca}\left(X_{1}\right)\right)$ and $T\left(\operatorname{lca}\left(Y_{1}\right)\right)$ are disjoint, then $U\left(\operatorname{lca}\left(X_{2}\right)\right)$ and $U\left(\operatorname{lca}\left(Y_{2}\right)\right)$ must be disjoint as well, and vice versa.

As shown in Fig. 11 two disjoint subtrees $T_{1}\left(x_{1} \smile y_{1}\right)$ and $T_{1}\left(z_{1}\right)$ (note that $\left.\operatorname{lca}\left(\left\{z_{1}\right\}\right)=z_{1}\right)$ are mapped to two disjoint subtrees $U_{1}\left(x_{2} \smile y_{2}\right)$, and $U_{1}\left(z_{2}\right)$. And the other arbitrary disjoint trees are mapped to disjoint trees by $M_{1}$. Thus, $M_{1}$ is constrained. On the other hand, two disjoint subtrees $U_{2}\left(x_{2} \smile y_{2}\right)$ and $U_{2}\left(z_{2}\right)$ are mapped to two non-disjoint subtrees $T_{2}\left(x_{1} \smile y_{1}\right)$ and $T_{2}\left(z_{1}\right)$. In fact, $T_{2}\left(x_{1} \smile y_{1}\right)$ includes $T_{2}\left(z_{1}\right)$. Thus, $M_{2}$ is not constrained.

### 2.4 Structure-Respecting Mapping

Richter independently introduced the structure-respecting mapping [15] with the same intention of the constrained mapping.

Definition 3 (Richter 1997 [15]). A tree mapping $M$ is structure-respecting if the following condition holds: for all $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right),\left(z_{1}, z_{2}\right) \in M$ such that none of $x_{1}, y_{1}$, and $z_{1}$ is an ancestor of the others, $x_{1} \smile y_{1}=x_{1} \smile z_{1}$ if and only if $x_{2} \smile y_{2}=x_{2} \smile z_{2}$.

In [11], Lu et al. pointed out, without proof, that both the concepts of constrained mapping and structure-respecting mapping are equivalent. We give the proof in Sect. 3.2.

### 2.5 Less-Constrained Mapping

The less-constrained mapping was introduced by Lu et al. [11], which is intended to relax the condition of the constrained mapping [13|12] so that in Fig. [1, both $M_{1}, M_{2}$ and $M_{4}$ are less-constrained, whereas $M_{3}$ is not less-constrained.

Definition 4 (Lu et al. 2001[11]). A tree mapping $M$ is less-constrained if the following condition holds: for all $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right),\left(z_{1}, z_{2}\right) \in M$ such that none of $x_{1}, y_{1}$, and $z_{1}$ is an ancestor of the others, $x_{1} \smile y_{1} \leq x_{1} \smile z_{1}$ and $x_{1} \smile z_{1}=y_{1} \smile z_{1}$ if and only if $x_{2} \smile y_{2} \leq x_{2} \smile z_{2}$ and $x_{2} \smile z_{2}=y_{2} \smile z_{2}$.

This definition, however, does not formulate the concept of the less-constrained mapping correctly. In fact, for example, the definition excludes the case $x_{1} \checkmark$ $y_{1}=x_{1} \smile z_{1}=y_{1} \smile z_{1}$ and $x_{2} \smile y_{2}>y_{2} \smile z_{2}, x_{2} \smile y_{2}=x_{2} \smile z_{2}$ (See $M_{4}$ in Fig. (1). Note that the condition in Definition 4 should hold for any combinations of $\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right),\left(z_{1}, z_{2}\right)$. We give a correct definition in Sect. 3.2.

### 2.6 Alignment of Trees

The alignment of trees was introduced by Jiang et al. [7] as a natural extension of the alignment of strings. In contrast to the tree edit problem, the alignment of trees is viewed as the problem of finding a common supertree pattern of two trees. The definition of the alignment has been given in an operational way [7/16] as follows.

(a)

(b)

Fig. 2. Example: (a) a tree mapping from $T$ to $U$ : relabeling the node labeled $c$ with $g$, deleting the two nodes labeled with $b$ and $e$, and inserting the two node labeled with $f$ and $h$; (b) An alignment of trees between $T$ and $U$; the tree mapping in (a) corresponds to this alignment.

Definition 5 (Jiang et al. 1995[7]). Let $T$ and $U$ be two trees. An alignment of $T$ and $U$ is obtained by first inserting nodes labeled with the null symbol $\lambda$ into $T$ and $U$ so that the two resulting trees $T^{\prime}$ and $U^{\prime}$ have the same structure (i.e., they are identical if the labels are ignored), and then overlaying $T^{\prime}$ on $U^{\prime}$.

Figure 2(b) illustrates an alignment of trees. As shown in Fig. 2(a), we can consider the tree mapping corresponding to the alignment of trees in Fig. 2(b) as well as the tree edit. As for the alignment of trees, however, the tree mapping condition has been unknown in prior work.

From the point of view of tree mapping, it is easy to show that the alignment of tree is different from the tree edit defined by Tai [5. For example, in Fig. 1 if each pair of nodes in the tree mapping $M_{3}$ should be overlaid, then it is impossible to obtain the same tree structure by inserting null nodes into each tree. In fact, the tree mapping $M_{3}$ inevitably leads to a directed acyclic graph, not a tree if overlaid.

## 3 A New Formulation of Tree Edit Problems

We give a new formulation of the tree edit problem to analyze the relationship among edit-based approaches for trees.

### 3.1 Rooted Trees

We adopt a standard notation $<$ to denote a strict partial order, that is, for a non-empty finite set $V$, (1) $\forall x, y, z \in V[x<y \wedge y<z \Rightarrow x<z]$, and (2) $\forall x \in V[x \nless x]$. We denote by $x \leq y$ that $x<y$ or $x=y$ for all $x, y \in V$. We say that two elements $x, y \in V$ are comparable if $x<y, x=y$ or $y<x$ holds.

Definition 6. A rooted tree $T=(V,<)$ is a nonempty, finite, and strict partially ordered set with the maximum element $r(T) \in V$ called the root, and such that $\{y \in V \mid x \leq y\}$ is a totally ordered set for every $x \in V$.

Unless otherwise stated, all trees we consider in this paper are labeled, rooted and unordered trees. Although all the definitions, propositions, lemmas and theorems stated in this paper also hold for the ordered tree with no or slight modification, this paper does not state all of them.

We call the elements of $V$ the nodes of $T$, and denote the set of all nodes in $T$ by $V(T)$. An ancestor of $x$ is a node $y$ such that $x \leq y$. In particular, if $x<y$, then $y$ is called a proper ancestor. The parent of a node $x$ is the minimum node of the proper ancestors of $x$ in $T$, and denoted by $p(x)$. For a node $x \in V(T)$, we denote by $\operatorname{ch}(x)$ the set of nodes $\{y \in V(T) \mid y<x$ and $\nexists z \in V(T)$ such that $y<$ $z<x\}$, and refer to the elements of $\operatorname{ch}(x)$ as the children of $x$. A leaf of a tree $T$ is a minimal node in $V(T)$.

We redefine the notion of least common ancestor as follows.
Definition 7. For any tree $T=(V,<)$, a common ancestor of a set of nodes $V^{\prime} \subseteq V$ is an element $x \in V$ such that $y \leq x$ for all $y \in V^{\prime}$. A common ancestor $x$ of $V^{\prime}$ is the least common ancestor of $V^{\prime}$ if, for any common ancestor $x^{\prime}$ of $V^{\prime}, x \leq x^{\prime}$ holds. We denote the least common ancestor of $V^{\prime}$ by lca $\left(V^{\prime}\right)$, and lca $(\{x, y\})$ by $x \smile y$.

Lemma 1. The following properties hold in terms of the least common ancestor:

1. $x \smile x=x$,
2. $x \smile y=y \smile x$,
3. $(x \smile y) \smile z=x \smile(y \smile z)$,
4. $x \leq y \Leftrightarrow x \smile y=y$,
5. $x \smile y<x \smile z \Rightarrow y \smile z=x \smile z$, and
6. $x \smile y=x \smile z \Rightarrow y \smile z \leq x \smile y$.

Proof. (1) to (4) are all easy to prove, and we omit these proofs.
(5): Since $y<x \smile z$ by the premise, we have $y \smile z \leq x \smile z$. On the other hand, if $x \smile y<y \smile z$, then we have $x<y \smile z$, therefore, $y \smile z \geq x \smile z$. If $y \smile z \leq x \smile y$, then $z \leq x \smile y$, therefore, $x \smile z \leq x \smile y$, as is contradictory to the premise.
(6): The assertion immediately follows from $x \leq x \smile z$ and $y \leq y \smile z$.

### 3.2 Less-Constrained Mapping Revised

Definition4] due to Lu et al. [11] does not relax that of the constrained mapping. In fact, it is easy to show that the definition ends up with that of the constrained mapping as follows.

Definition 4 is reduced to a more succinct form of condition by Lemma 1(6); i.e., $x_{i} \smile y_{i} \leq x_{i} \smile z_{i}$ is implied by $x_{i} \smile z_{i}=y_{i} \smile z_{i}$ for $i \in\{1,2\}$ in Definition 4, Therefore, it is shown that the condition due to Lu et al. is equivalent to that of the structure-respecting mapping in Definition 3. Hence, by the following proposition, the condition due to Lu et al. ends up with that of the constrained mapping.

Proposition 1. For any tree mapping $M, M$ is structure-respecting if and only if $M$ is constrained.

Proof. (only-if part) Assume that $z_{1}<x_{1} \smile y_{1}$. If $z_{2}$ and $x_{2} \smile y_{2}$ are comparable, then $z_{2}<x_{2} \smile y_{2}$ holds by Definition [1 (i) If any two of $x_{1}, y_{1}, z_{1}$ are comparable, i.e., $z_{1}$ is comparable to $x_{1}$ or $y_{1}$ (because if $x_{1} \leq y_{1}$, then
$\left.z_{1}<x_{1} \smile y_{1}=y_{1}\right), z_{2}$ and $x_{2} \smile y_{2}$ are also comparable by Definition 11. (ii) Suppose that any of $x_{1}, y_{1}, z_{1}$ is not an ancestor of any of the others. Since we may assume that $x_{1} \smile y_{1}=x_{1} \smile z_{1}$ without loss of generality, $x_{2} \smile z_{2}=x_{2} \smile y_{2}$ holds by Definition 33. Therefore, $z_{2}$ and $x_{2} \smile y_{2}$ are comparable, too.
(if part) We show the contraposition of $x_{2} \smile y_{2}=x_{2} \smile z_{2} \Rightarrow x_{1} \smile y_{1}=x_{1} \smile$ $z_{1}$. If $x_{1} \smile y_{1} \neq x_{1} \smile z_{1}$, we may assume $x_{1} \smile y_{1}<x_{1} \smile z_{1}$ since $x_{1} \smile y_{1}$ and $x_{1} \smile z_{1}$ are comparable. If $z_{2}=x_{1} \smile y_{1}$, then $x_{2} \leq z_{2}$. Therefore $x_{1} \leq z_{1}$ holds. Moreover, if $z_{2}<x_{2} \smile y_{2}$, then $z_{1}<x_{1} \smile y_{1}$ by Definition 2. Hence, we have $z_{2} \not \leq x_{2} \smile y_{2}$. Since $x_{2} \smile y_{2}<x_{2} \smile z_{2}$ follows, we have the contraposition. By symmetry, $x_{1} \smile y_{1}=x_{1} \smile z_{1} \Rightarrow x_{2} \smile y_{2}=x_{2} \smile z_{2}$ also holds.

We give a correct definition of the less-constrained mapping as follows.
Definition 8. A tree mapping $M$ is less-constrained if the following condition holds: $\forall\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right),\left(z_{1}, z_{2}\right) \in M\left[x_{1} \smile y_{1}<x_{1} \smile z_{1} \Rightarrow y_{2} \smile z_{2}=x_{2} \smile z_{2}\right]$.

Proposition 2. The condition in Definition 8 is equivalent to the condition: $\forall\left(x_{1}, x_{2}\right),\left(y_{1}, y_{2}\right),\left(z_{1}, z_{2}\right) \in M\left[x_{2} \smile y_{2}<x_{2} \smile z_{2} \Rightarrow y_{1} \smile z_{1}=x_{1} \smile z_{1}\right]$.

### 3.3 Tree Homomorphism

The rest of this section is devoted to define the alignment of trees in a formal manner. We first introduce the notion of tree homomorphism to represent structural similarities between trees. Most of proofs are omitted because of the space limitation.

Definition 9 (Homomorphism). Let $T$ and $U$ be two trees. A homomorphism from $T$ to $U$ is a mapping $\varphi: V(T) \rightarrow V(U)$ such that $\varphi(x) \leq \varphi(y)$ if $x<y$ for all $x, y \in V(T)$. When a mapping $\varphi: V(T) \rightarrow V(U)$ yields a homomorphism of trees, we simply denote it by $\varphi: T \rightarrow U$.

Definition 10. For a homomorphism $\varphi: T \rightarrow U$, the image of $\varphi$ is a tree $\left.\Im(\varphi)=\left(V(\Im(\varphi)),<_{\Im(\varphi)}\right)\right)$ such that $V(\Im(\varphi))=\{x \in V(U) \mid x \leq \varphi(r(T))\}$, and for all $x, y \in V(\Im(\varphi)), x<_{\Im(\varphi)} y \Leftrightarrow x<y$.

Definition 11 (Isomorphism). Let $T$ and $U$ be two trees. An isomorphism from $T$ to $U$ is a bijection $\varphi$ from $V(T)$ to $V(U)$ such that $(x, y)$ is an edge of $T$ if and only if $(\varphi(x), \varphi(y))$ is an edge of $U$.

It is obvious from these definitions that a composition of homomorphisms is a homomorphism, and an isomorphism $\varphi$ and its inverse $\varphi^{-1}$ are both homomorphisms.

Proposition 3. Let $T$ and $U$ be two trees. Suppose that a homomorphism $\varphi$ is a bijection from $V(T)$ to $V(U)$. Then the following two properties are equivalent: (1) $\varphi$ is an isomorphism, and (2) $\forall x, y \in V(T)[\varphi(x)<\varphi(y) \Rightarrow x<y]$.

### 3.4 Embedding

We introduce an important subclass of the tree homomorphism, called embedding, which is a mapping from a tree $T$ to a tree $U$ such that it preserves the tree mapping condition, and $V(T) \subseteq V(U)$.

Definition 12 (Embedding). Let $T$ and $U$ be two trees. A homomorphism $\varphi: T \rightarrow U$ is an embedding if the following conditions are satisfied: $\varphi$ is injective, and $\forall x, y \in V(T)[\varphi(x)<\varphi(y) \Rightarrow x<y]$.

We refer to $\operatorname{red}(\varphi)=|V(\Im(\varphi)) \backslash \varphi(V(T))|$ as the redundancy of $\varphi: T \rightarrow U$. Figure 3(a) shows an example of an embedding.

Proposition 4. For an embedding $\varphi: T \rightarrow U$ and $x, y \in V(T)$, the minimum node $\varphi(z)$ in $U$ such that $\varphi(x) \smile \varphi(y)<\varphi(z)$ is identical to $\varphi(x \smile y)$. Furthermore, the following are equivalent: (1) $\varphi(x) \smile \varphi(y)<\varphi(x \smile y)$, and (2) $\varphi(x) \smile \varphi(y) \notin \varphi(V(T))$.

Proof. Suppose that $\varphi(x) \smile \varphi(y) \leq \varphi(z)$. By Definition 12, we have $x \smile y \leq z$. Hence $\varphi(x \smile y) \leq \varphi(z)$. This implies that $\varphi(x \smile y)$ is the minimum $\varphi(z)$ such that $\varphi(x) \smile \varphi(y) \leq \varphi(z)$. The equivalence between (1) and (2) follows immediately from this property.

An embedding is uniquely determined except for the isomorphism as shown in the following.

Corollary 1. Let $S, T$, and $U$ be three trees. Let $\varphi: S \rightarrow U$ and $\psi: T \rightarrow U$ be two embeddings with $\varphi(V(S))=\psi(V(T))$. There exists a unique isomorphism $\eta: T \rightarrow S$ such that $\psi=\varphi \circ \eta$.

Corollary 2. For an embedding $\varphi: T \rightarrow U$, if $x \smile y<x \smile z$, then $\varphi(x) \smile$ $\varphi(y)<\varphi(x) \smile \varphi(z)$.

Proof. $\varphi(x) \smile \varphi(y) \leq \varphi(x \smile y)<\varphi(x \smile z)$ holds. $\varphi(x \smile y)$ and $\varphi(x) \smile \varphi(z)$ are comparable since both are ancestors of $\varphi(x)$. If $\varphi(x) \smile \varphi(z)=\varphi(x \smile z)$, then there is nothing to prove. If $\varphi(x) \smile \varphi(z) \leq w<\varphi(x \smile z)$, then $w \notin \varphi(V(T))$ by Proposition 4. Therefore, we have $\varphi(x \smile y)<\varphi(x) \smile \varphi(z)$.


Fig. 3. Example: (a) an embedding $\varphi_{e}$, and (b) a degeneration $\varphi_{d}$

We introduce a useful expression for filtering nodes of trees. For a tree $T$, let $\pi(\mathbf{x}): V(T) \rightarrow$ \{true, false\} denote a unary predicate with a predicate variable $\mathbf{x}$. By $T[\pi(\mathbf{x})]=\left(V[\pi(\mathbf{x})],<_{\pi}\right)$, we denote that $V[\pi(\mathbf{x})]=\{x \mid x \in$ $V(T)$ and $\pi(x)=$ true $\}$, and $\forall x, y \in V[\pi(\mathbf{x})]\left[x<_{\pi} y \Leftrightarrow x<y\right]$. For example, $T[\mathrm{x} \leq x]$ is equivalent to $T(x)$. Note that $T[\pi(\mathbf{x})]$ is not necessarily a tree since it may not have a root.

By $\mathbf{E}_{\pi(\mathbf{x})}$, we denote a natural inclusion $\mathbf{E}_{\pi(\mathbf{x})}: V(T[\pi(\mathbf{x})]) \rightarrow V(T)$.
Proposition 5. For $x, y \in V(T[\pi(\mathbf{x})]), x<y$ if and only if $\mathbf{E}_{\pi(\mathbf{x})}(x)<\mathbf{E}_{\pi(\mathbf{x})}(y)$.
Note that if $T[\pi(\mathbf{x})]$ is a tree, then $\mathbf{E}_{\pi(\mathbf{x})}$ is an embedding with $\operatorname{red}\left(\mathbf{E}_{\pi(\mathbf{x})}\right)=$ $\mid\{x \in V(T) \mid \pi(x)=$ false $\} \mid$.

Now we are ready to give a formal definition of the insertion operation.
Definition 13 (Insertion). Let $T$ and $U$ be two trees. An embedding $\varphi: T \rightarrow$ $U$ with $\operatorname{red}(\varphi)=1$ is called an insertion. In particular, if $\varphi(V(T))=V(U) \backslash\{x\}$ for $x \neq r(U)$, the insertion $\varphi$ is called an $x$-insertion.

Proposition 6. For any $x \in V(T)$ such that $x \neq r(T)$, there exists an $x$ insertion $\varphi$ into $T$. Furthermore, an $x$-insertion is unique up to an isomorphism.
Proof. Let $\pi(\mathbf{x})$ be $\mathbf{x} \neq x$. Then, $\mathbf{E}_{\pi(\mathbf{x})}: T[\pi(\mathbf{x})] \rightarrow T$ is an $x$-insertion into $T$ by Proposition [5] By Corollary [1] an $x$-insertion is uniquely determined up to an isomorphism.

We denote the unique $x$-insertion by $I_{x}$.
Proposition 7. Let $T$ and $U$ be two trees. For $x \in V(U), I_{x}: T \rightarrow U$ satisfies the following properties:

1. for any $y \in \operatorname{ch}(x), I_{x}: T\left(I_{x}^{-1}(y)\right) \rightarrow U(y)$ is an isomorphism, and
2. $I_{x}: T\left[\bigwedge_{y \in \operatorname{ch}(x)} \mathbf{x} \not \leq I_{x}^{-1}(y)\right] \rightarrow U[\mathbf{x} \not \leq x]$ is an isomorphism.

Proof. Without loss of generality, we may assume that $T=U[\mathbf{x} \neq x]$. It follows from Proposition [5 that $U[\mathbf{x} \neq x \wedge \mathbf{x} \leq y]=U(y)$, and $U[\mathbf{x} \neq x \wedge$ $\left.\bigwedge_{y \in \operatorname{ch}(x)} \mathbf{x} \not \leq I_{x}^{-1}(y)\right]=U[\mathbf{x} \not \leq x]$. Hence, we obtain the assertions.

The following theorem shows that the insertion in Definition 13 is equivalent to the operational definition of the insertion.

Theorem 1 (Decomposition of embedding). Let $\varphi$ be an embedding from $T$ to $U$ with $V(\Im(\varphi)) \backslash \varphi(V(T))=\left\{x_{1}, \ldots, x_{n}\right\}$. There exist a sequence of trees $T_{0}, T_{1}, \ldots, T_{n}$, and a sequence of insertions $\varphi_{i}: T_{i} \rightarrow T_{i-1}(i \in\{1, \ldots, n\})$ such that $T_{0}=U, T_{n}=T, \varphi_{1} \circ \cdots \circ \varphi_{i}\left(V\left(T_{i}\right)\right)=V(\Im(\varphi)) \backslash\left\{x_{1}, \ldots, x_{i}\right\}$, and $\varphi=\varphi_{1} \circ \cdots \circ \varphi_{n} ;$


### 3.5 Degeneration

We introduce the complementary notion of embedding, called degeneration as follows.

Definition 14 (Degeneration). Let $T$ and $U$ be two trees. A homomorphism $\varphi: T \rightarrow U$ is a degeneration if the following conditions are satisfied: $\varphi$ is surjective onto $V(\Im(\varphi)), \forall x, y \in V(T)[\varphi(x)=\varphi(y) \Rightarrow \varphi(x \smile y)=\varphi(x)]$, and $\forall x, y \in V(T)[\varphi(x)<\varphi(y) \Rightarrow \exists z \in V(T)[\varphi(y)=\varphi(z) \wedge x<z]]$.
We refer to $\operatorname{Dup}(\varphi)=\{x \in V(T) \mid \varphi(x)=\varphi(p(x))\}$ as the duplication of the degeneration $\varphi: T \rightarrow U$. Figure 3(b) shows an example of a degeneration.

Lemma 2. Let $T$ and $U$ be two trees. For any degeneration $\varphi: T \rightarrow U$, there exists a unique embedding $\psi: \Im(\varphi) \rightarrow T$ such that $\varphi \circ \psi$ is the identity mapping on $V(\Im(\varphi))$ and $\psi \circ \varphi$ is the identity mapping on $V(T) \backslash \operatorname{Dup}(\varphi)$.

Proposition 8. For any degeneration $\varphi: T \rightarrow U, \varphi(x \smile y)=\varphi(x) \smile \varphi(y)$.
Definition 15 (Deletion). Let $T$ and $U$ be two trees. A degeneration $\varphi: T \rightarrow$ $U$ is called a deletion from $T$ if $|\operatorname{Dup}(\varphi)|=1$. In particular, if a deletion $\varphi$ is surjective and $\operatorname{Dup}(\varphi)=\{x\}, \varphi$ is called an $x$-deletion and denoted by $D_{x}$.
Proposition 9. Let $T$ and $U$ be two trees. For $x \in V(T), D_{x}: T \rightarrow U$ satisfies the following properties:

1. for any $y \in \operatorname{ch}(x), D_{x}: T(y) \rightarrow U\left(D_{x}(y)\right)$ is an isomorphism, and
2. $D_{x}: T[\mathbf{x} \not \leq x] \rightarrow U\left[\bigwedge_{y \in \operatorname{ch}(x)} \mathbf{x} \not \leq D_{x}(y)\right]$ is an isomorphism.

The following theorem shows that Definition 15 of the deletion is equivalent to the operational definition of the deletion.

Theorem 2 (Decomposition of degeneration). Let $\varphi$ be a degeneration from $T$ to $U$ with $\operatorname{Dup}(\varphi)=\left\{x_{1}, \ldots, x_{n}\right\}$. There exist a sequence of trees $T_{0}, T_{1}$, $\ldots, T_{n}$, and a sequence of deletions $\varphi_{i}: T_{i} \rightarrow T_{i+1}(i \in\{0, \ldots, n-1\})$ such that $T_{0}=T, T_{n}=U, \operatorname{Dup}\left(\varphi_{i-1} \circ \cdots \circ \varphi_{0}\right)=\left\{x_{1}, \ldots, x_{i}\right\}$, and $\varphi=\varphi_{n-1} \circ \cdots \circ \varphi_{0}$.

### 3.6 Duality Between Embedding and Degeneration

In Lemma 2, we see that, for a given degeneration $\varphi$, there exists an embedding $\psi$ such that $\varphi \circ \psi$ is an identity mapping. In fact, its reverse also holds.

Theorem 3. Let $T$ and $U$ be two trees. The following two properties hold:

1. For any degeneration $\varphi: T \rightarrow U$, there exists a unique embedding $\psi: \Im(\varphi) \rightarrow$ $T$ such that $\varphi \circ \psi$ is the identity mapping on $V(\Im(\varphi))$ and $\psi \circ \varphi$ is the identity mapping on $V(T) \backslash \operatorname{Dup}(\varphi)$.
2. For any embedding $\psi: U \rightarrow T$, there exists a unique degeneration $\varphi: \Im(\psi) \rightarrow$ $U$ such that $\varphi \circ \psi$ is the identity mapping on $V(U)$ and $\psi \circ \varphi$ is the identity mapping on $V(\Im(\psi)) \backslash D u p(\varphi)$.
This theorem is to the effect that there exists a unique degeneration $\bar{\psi}$ (an embedding $\bar{\varphi}$, resp.) if an embedding $\psi$ (a degeneration $\varphi$, resp.) is given.

### 3.7 Characterization of Alignment of Trees

Now we are ready to give a definition of the alignment of trees in a formal manner.

Throughout in this section, $S$ and $T$ are trees, and $M \subseteq V(S) \times V(T)$ is a tree mapping from $S$ to $T$.

Definition 16. A tree mapping $M$ from $S$ to $T$ is an alignable if and only if there exists a triplet $(U, \varphi, \psi)$ such that

1. $\varphi: S \rightarrow U$ is an embedding,
2. $\psi: T \rightarrow U$ is an embedding, and
3. $\varphi(x)=\psi(y)$ for all $(x, y) \in M$;

We call $(U, \varphi, \psi)$ a union on $M$.


Lemma 3. Let $M$ be an alignable mapping with a union $(U, \varphi, \psi)$. For any $(x, y) \in M$, the equation $(x, y)=(x, \bar{\psi}(\varphi(y)))$ holds, where $\bar{\psi}$ is the degeneration such that $\bar{\psi} \circ \psi$ is the identity mapping of $T$.

Proof. The assertion is obvious since $\bar{\psi} \circ \psi$ is the identity mapping of $T$.
Proposition 10. Let $S$ and $T$ be two trees. Any singleton tree mapping $M=$ $\{(x, y)\}$ from $S$ to $T$ is alignable.

Proof. By Definition 16, this assertion is intuitively obvious. (We omit this proof due to the space limitation.)

Lemma 4. Let $\eta: S \rightarrow \bar{S}$ is an embedding. For a tree mapping $M, M$ is alignable if and only if $\bar{M}=\{(\eta(x), y) \mid(x, y) \in M\}$ is alignable.

Proof. By Definition 16, the if-part of this lemma is obvious, and the proof of the only-if-part is omitted due to the space limitation.

This lemma implies that if $M$ is alignable after inserting nodes, it is also alignable without the insertion.

Lemma 5. Let $M^{\prime}$ be a subset of $M$. If $M$ is alignable, then $M^{\prime}$ is also alignable. Proof. A union on $M$ is also a union on $M^{\prime}$.

By the definition of tree mapping, for $(s, t) \in M$, if $s=r(S)$, then $t=r(T)$.
Lemma 6. Let $(U, \varphi, \psi)$ be a union on $M$. Then, there exist $\varphi^{\prime}$ and $\psi^{\prime}$ such that $\left(U, \varphi^{\prime}, \psi^{\prime}\right)$ is also a union on $M$ and $\varphi^{\prime}(r(S))=\psi^{\prime}(r(T))$. In particular, $M$ is alignable if and only if $M \cup\{(r(S), r(T))\}$ is also alignable.

Proof. Let $(s, t) \in M . \varphi(r(S))$ and $\psi(r(T))$ are comparable, since they are ancestors of $\varphi(s)=\psi(t)$. If $\varphi(r(S))=\psi(r(T))$, there is nothing to prove. Without loss of generality, we may assume that $\varphi(r(S))<\psi(r(T))$. Define $\varphi^{\prime}: V(S) \rightarrow V(U)$ by $\varphi^{\prime}(x)=\varphi(x)$ if $x \neq r(S)$ and $\varphi^{\prime}(r(S))=\psi(r(T))$. In the following, we see that $\varphi^{\prime}$ is an embedding. First, let $x, y \in V(S)$ satisfy
$x<y$. If $y \neq r(S), \varphi^{\prime}(x)<\varphi^{\prime}(y)$ holds since $\varphi$ is a homomorphism. If $y=r(S)$, $\varphi^{\prime}(x)=\varphi(x)<\varphi(r(S))<\varphi^{\prime}(r(S))$ holds. Thus, $\varphi^{\prime}$ is a homomorphism. The property $x<y$ if $\varphi^{\prime}(x)<\varphi^{\prime}(y)$ is also easily proved. Consequently, we see that $\varphi^{\prime}$ is an embedding.

Since the if-part of this lemma follows from Lemma [5] it suffices to show the only-if-part. As shown in the first part, if $(U, \varphi, \psi)$, we have another union $\left(U, \varphi^{\prime}, \psi^{\prime}\right)$ such that $\varphi^{\prime}(r(S))=\psi^{\prime}(r(T))$. Therefore, $M \cup\{(r(S), r(T))\}$ is alignable.

Lemma 7. Let $S_{i}$ denote the tree $S\left(\sigma_{i}\right)$ for $\operatorname{ch}(r(S))=\left\{\sigma_{1}, \ldots, \sigma_{m}\right\}, T_{i}$ the tree $T\left(\tau_{i}\right)$ for $\operatorname{ch}(r(T))=\left\{\tau_{1}, \ldots, \tau_{n}\right\}$. By symmetry, we assume that $m \leq n$. By $M_{i} \subset V\left(S_{i}\right) \times V\left(T_{i}\right)$ for $i \in\{1, \ldots, m\}$, we denote the tree mapping $\{(s, t) \in$ $M \mid s \in V\left(S_{i}\right)$ and $\left.t \in V\left(T_{i}\right)\right\}$. If $M=\bigcup_{i=1}^{m} M_{i}$ and each $M_{i}$ is alignable, then $M$ is also alignable.

## 4 Equivalence Between Alignable Mapping and Less-Constrained Mapping

Now we are ready to prove our main theorem.
Theorem 4. For any tree mapping $M, M$ is alignable if and only if $M$ is lessconstrained.
Proof. (only-if part): Let $(U, \varphi, \psi)$ be a union on $M$. Hence, $\varphi: S \rightarrow U$ and $\psi: U \rightarrow T$ are embeddings such that $\varphi(s)=\psi(t)$ for any $(s, t) \in M$. Further, $\bar{\psi}$ denote the degeneration such that $\bar{\psi} \circ \psi$ is the identity mapping of $T$ (Theorem3). Suppose that $\left(s_{1}, t_{1}\right),\left(s_{2}, t_{2}\right)$, and $\left(s_{3}, t_{3}\right)$ are any three elements of $M$ such that $s_{1} \smile s_{2}<s_{1} \smile s_{3}$. We have $\varphi\left(s_{1}\right) \smile \varphi\left(s_{2}\right)<\varphi\left(s_{1}\right) \smile \varphi\left(s_{3}\right)$ by Corollary 2 and therefore $\varphi\left(s_{2}\right) \smile \varphi\left(s_{3}\right)=\varphi\left(s_{1}\right) \smile \varphi\left(s_{3}\right)$. Also, we have $\bar{\psi}\left(\varphi\left(s_{2}\right)\right) \smile \bar{\psi}\left(\varphi\left(s_{3}\right)\right)=$ $\bar{\psi}\left(\varphi\left(s_{2}\right) \smile \varphi\left(s_{3}\right)\right)=\bar{\psi}\left(\varphi\left(s_{1}\right) \smile \varphi\left(s_{3}\right)\right)=\bar{\psi}\left(\varphi\left(s_{1}\right)\right) \smile \bar{\psi}\left(\varphi\left(s_{3}\right)\right)$ by Proposition 8 . Since $\bar{\psi}\left(\varphi\left(s_{1}\right)\right)=t_{1}, \bar{\psi}\left(\varphi\left(s_{2}\right)\right)=t_{2}$ and $\bar{\psi}\left(\varphi\left(s_{3}\right)\right)=t_{3}$ hold by Lemma 3 we conclude that $t_{2} \smile t_{3}=t_{1} \smile t_{3}$. Derivation of $s_{2} \smile s_{3}=s_{1} \smile s_{3}$ from $t_{1} \smile t_{2}<t_{1} \smile$ $t_{3}$ is shown in the same way.
(if part): The assertion in the case of $|M|=1$ directly follows from Proposition 10 .

Let $|M| \geq 2$ for the induction step. Let $M$ be the set of node pairs $\left\{\left(s_{1}, t_{1}\right)\right.$, $\left.\ldots,\left(s_{n}, t_{n}\right)\right\}, X \subseteq V(S)$ denote the set of nodes $\left\{s_{1}, \ldots, s_{n}\right\}$, and $Y \subseteq V(T)$ denote the set of nodes $\left\{t_{1}, \ldots, t_{n}\right\}$.

It suffices to prove the assertion of the theorem under the hypothesis that $\operatorname{lca}(X)=r(S)$ and lca $(Y)=r(T)$. In fact, for the embeddings $\alpha=\mathbf{E}_{\mathbf{x} \leq \operatorname{lca}(X)}$ : $S[\mathbf{x} \leq \operatorname{lca}(X)] \rightarrow S$ and $\beta=\mathbf{E}_{\mathbf{x} \leq \operatorname{lca}(Y)}: T(\operatorname{lca}(Y)) \rightarrow T$, by Lemma 4, if $M^{\prime}=\left\{\left(\alpha^{-1}(s), \beta^{-1}(t)\right) \mid(s, t) \in M\right\}$ is alignable, then $M$ is alignable. We may also assume that $M$ does not contain $(r(S), r(T))$, since, if $M$ contains it, it suffices to eliminate it by Lemma 6

We now choose $X_{k}=\left\{s_{1}, \ldots, s_{k}\right\}$, by reordering $s_{i}$ 's if necessary, such that (1) $k \geq 1$, (2) $\operatorname{lca}\left(X_{k}\right)$ is not the root of $S$, and (3) for any $x \in X \backslash X_{k}$, $\operatorname{lca}\left(X_{k} \cup\{x\}\right)=r(S)$.

Note that $k<n$. Let us denote by $Y_{k}$ the set of nodes $\left\{t_{1}, \ldots, t_{k}\right\}$ corresponding to $X_{k}$.
Claim 1. For any $i \leq k$ and $j>k, s_{i} \smile s_{j}$ is the root of $S$.
Proof. The two nodes $s_{i} \smile s_{j}$ and lca $\left(S_{k}\right)$ are comparable since $s_{i} \in X_{k}$. Now assume that $s_{i} \smile s_{j} \leq \operatorname{lca}\left(X_{k}\right)$. It follows that lca $\left(S_{k} \cup\left\{s_{j}\right\}\right)=\operatorname{lca}\left(X_{k}\right)$. This contradicts the definition of $X_{k}$. Hence $\operatorname{lca}\left(X_{k}\right)<s_{i} \smile s_{j}$, and in particular $s_{i} \smile s_{j}=\operatorname{lca}\left(X_{k} \cup\left\{s_{j}\right\}\right)$. This implies that $s_{i} \smile s_{j}$ is the root of $S$.
Let $A=\left\{x \in \operatorname{ch}(r(S)) \mid \exists i\left[1 \leq i \leq k \wedge s_{i} \leq x\right]\right\}$ and $B=\{x \in \operatorname{ch}(r(S)) \mid \exists j[k<$ $\left.\left.j \leq n \wedge s_{j} \leq x\right]\right\}$. We have $A \cap B=\emptyset$, since, if $x \in A \cap B$, we have $s_{i} \smile s_{j} \leq x$ for $1 \leq i \leq k$ and $k<j \leq n$, as is contradictory to Claim 1 .

Thus, by inserting nodes as children of $r(S)$ if necessary, we may assume the following properties: (1) the children of $r(S)$ are only two nodes $a$ and $b$, (2) $\operatorname{lca}\left(S_{k}\right) \leq a$, and (3) lca $\left(X \backslash S_{k}\right) \leq b$.

Now, to apply similar proof to $Y_{k}$, we claim the following.
Claim 2. For any $i \leq k$ and $j>k, t_{i} \smile t_{j}$ is the root of $T$.
(This proof is similar to Claim 1. So, we omit this proof.)
Therefore, in the same way as the case of $S$, by inserting nodes as children of $r(T)$ if necessary, we may assume the following properties by Lem 4: (1) the children of $r(T)$ are only two nodes $\alpha$ and $\beta$, (2) lca $\left(Y_{k}\right) \leq \alpha$, and (3) $\operatorname{lca}\left(Y \backslash Y_{k}\right) \leq \beta$.

By the induction hypothesis, $M_{k}=\left\{\left(s_{1}, t_{1}\right), \ldots,\left(s_{k}, t_{k}\right)\right\}$ is an alignable mapping from $S(a)$ to $T(\alpha)$, and $M \backslash M_{k}$ is alignable from $S(b)$ to $T(\beta)$. Then, by Lemma 7, $M$ is alignable from $S$ to $T$.

The size of a tree $T$ is the number of nodes in $T$, denoted by $|T|$. We denote the maximum number of children for all nodes in a tree $T$ by $\operatorname{deg}(T)$. For ordered trees, an algorithm for computing a less-constrained edit distance was presented by Lu et al. [11. The time complexity of the algorithm is, for two trees $T$ and $U, O\left(|T| \cdot|U| \cdot \operatorname{deg}(T)^{3} \cdot \operatorname{deg}(U)^{3} \cdot(\operatorname{deg}(T)+\operatorname{deg}(U))\right)$. By Theorem 4 , we can immediately improve this algorithm because there is a more efficient algorithm for computing an alignment of trees by [7]. The time complexity is $O(|T| \cdot|U|$. $\left.(\operatorname{deg}(T)+\operatorname{deg}(U))^{2}\right)$.

Recall that Jiang et al. showed that the alignment problem for two unordered trees is MAX-SNP hard [7]. Furthermore, we obtain a more negative result for the alignment of trees because Lu et al. showed that the less-constrained edit distance problem for unordered trees has no polynomial-time absolute approximation algorithm [11, i.e., the solution is not within an additive constant of the optimum, unless $\mathrm{P}=\mathrm{NP}$. Then we immediately have the next corollary.
Corollary 3. The alignment problem for two unordered trees has no polynomialtime absolute approximation algorithm, unless $P=N P$.

## 5 Conclusion

In this paper, we have presented a new theoretical formulation of tree edit problems in approximate tree matching as a unifying framework. This framework
enables us to describe distinct semantics for approximate tree matching, and study the matching properties of tree edit methods. We have mainly focused on two tree edit methods, the alignment of trees and the less-constrained edit, which have been independently proposed, but the relationship between them remained unnoticed. By using our formulation, we have clarified the semantics of these notions. We then revised the definition of less-constrained edit in the original work. Finally, we have proved an important relationship between these two notions. That is, we have showed that the alignment of trees is essentially equivalent to the less-constrained edit. This result implies that finding a common supertree pattern is a subclass problem of finding a common subtree pattern.
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#### Abstract

In this paper we present an extension of the generalized linear equivalence relation, proposed in [7]. This mathematical tool can be helpful for the classification of non-linear functions $f: F_{p}^{m} \rightarrow F_{p}^{n}$ based on their cryptographic properties. It thus can have relevance in the design criteria for substitution boxes (S-boxes), the latter being commonly used to achieve non-linearity in most symmetric key algorithms. First, we introduce a simple but effective representation of the cryptographic properties of S-box functions when the characteristic of the underlying finite field is odd; following this line, we adapt the linear cryptanalysis technique, providing a generalization of Matsui's lemma. This is done in order to complete the proof of Theorem 2 in [7, also by considering the broader class of generalized affine transformations. We believe that the present work can be a step towards the extension of known cryptanalytic techniques and concepts to finite fields with odd characteristic.
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## 1 Introduction

Symmetric key cryptographic algorithms play a crucial role in today's secure communication protocols and secure storage applications, due to their high efficiency and key-agility. The class of block ciphers has recently known a flourishing of proposals, also due to the Advanced Encryption Standard establishment process.

Block ciphers are usually characterized by an iterative nature: a constant set of transformations, called round or more generically step, is applied several times to the plaintext block in order to obtain the corresponding ciphertext. The round transformation must necessarily possess several properties in order to enforce the robustness of the whole algorithm, and to maximize efficiency: it must be key-dependent, it should be highly non-linear and it should guarantee a high level of diffusion of information.

These constraints must be satisfied regardless of the block cipher structural scheme, e.g. they are valid for Feistel networks [1], Lai-Massey [13] and Substitution-permutation networks [8]. A common and well-studied method to implement the non-linear step is to use bricklayer functions composed by Sboxes. These are usually defined over the binary domain, i.e. $S: F_{2}^{m} \rightarrow F_{2}^{n}$ and they are chosen such that their cryptographic characteristics are optimal.

Several works have been focused on the characterization of the non-linear properties of S-boxes, some examples being [3, [16, [17, [18, and on the possibility of partitioning them into equivalence classes [14, [11, [12]; recent papers propose efficient algorithms that can be used to decide if two S-boxes [6] or two Boolean functions [10] are linearly equivalent. This research activity is motivated by the relevant link between the properties of S-boxes and the security and efficiency of block ciphers.

Two attacks that are particularly relevant for block ciphers are linear cryptanalysis [15], 4] and differential cryptanalysis [5], thus most of the efforts have been directed to the problem of finding S-boxes with optimal differential and linear characteristics.

In [7, Breveglieri, Cherubini and Macchetti proposed an extension of the criterion of functional linear equivalence called generalized linear equivalence; it has been shown that generalized equivalence classes result from merging of classical equivalence classes and that linear and differential characteristics are indeed invariant under this broader class of transformation.

The aim of this paper is double fold. First, we elaborate more on the theoretical basis of the original formulation of generalized equivalence; in fact, although it has been proved that the linear characteristics of S-boxes are invariant in the context of these transformations, the proof, as it is, is rigorously valid only for fields of even characteristic. No formalization of the linear cryptanalysis technique over fields with odd characteristic can be found in the scientific literature. This is provided in this paper, along with the corresponding generalization of Matsui's lemma. The original proof of invariance is then completely and coherently derived.

A second contribution is the introduction of generalized affine transformations; these are indeed the natural extension of classical affine transformations and complete the results of [7]. The proof of invariance for S-box cryptographic robustness is thus obtained within the largest possible context.

This paper is organized as follows: in Section 2 we define and analyze the linear characteristics of S-boxes defined over finite fields of odd characteristic. In Section 3 we extend the linear cryptanalysis technique, providing a generalization of Matsui's lemma. In Section 4 we give a complete proof for the invariance of cryptographic robustness of S-boxes, also considering generalized affine transformations. Section 5 concludes the paper.

## 2 Linear Biases over $\boldsymbol{F}_{\boldsymbol{p}}^{\boldsymbol{m}}$

Broadly speaking, the goal of symmetric-key cryptanalysis is to distinguish a block cipher from a set of random permutations, and to get information on key material faster than it could be done via a trivial brute-force attack.

In the case of differential cryptanalysi: 1 , the suggested distinguisher is the probability of finding certain differences in the ciphertext blocks, given certain

[^39]differences in the corresponding plaintexts. If this probability deviates significantly from what would be expected from a random permutation, the attack is successful and information about the key can be found.

Differential characteristics for $N$ rounds of a block cipher can be constructed starting from differential characteristics of the single S-boxes; these in fact are usually the only non-linear component of a symmetric key algorithm. Conventional algorithms are defined over the finite field $F_{2}$ for evident reasons of efficiency. However, it is easy to extend the differential cryptanalysis technique to finite fields of odd characteristic; this extension is of theoretical interest as it may be used to test the cryptographic robustness of basic arithmetic operations, such as multiplication, inversion, and power functions defined over a field $F_{p^{m}}$. Recent work has been done by Dobbertin [9] regarding the problem of finding power monomials in such fields with optimal differential characteristics.

For a given S-box function $f: F_{p}^{m} \rightarrow F_{p}^{n}$ with $p$ prime and $m, n>1$ the Difference Distribution Table (DDT) is built by computing the number $\delta_{f}(a, b)$ of solutions $x$ of the equation

$$
\begin{equation*}
f(x \oplus a) \ominus f(x)=b \quad a \in F_{p}^{m}, b \in F_{p}^{n} \tag{1}
\end{equation*}
$$

where $\oplus$ and $\ominus$ respectively indicate sum over $F_{p^{m}}$, the finite field associated with the vector space $F_{p}^{m}$, and difference over $F_{p^{n}}$. The lower the value of the maximum entry in the table, $\Delta_{f}=\max _{a \neq 0, b}\left(\delta_{f}(a, b)\right)$, the more robust function $f$ is versus differential cryptanalysis, since the differential characteristics $\delta_{f}(a, b)$ of S-boxes located in different rounds of the cipher are, roughly speaking, connected to form a multi-round characteristic. The amount of plaintext-ciphertext block pairs needed to highlight a hypothetical differential bias is inversely proportional to its magnitude.

The linear cryptanalysis technique is built upon a very similar concept, namely that of linear distinguisher. The objective of linear cryptanalysis is to build linear (over $F_{2}$ ) equations involving plaintext, ciphertext and key bits that hold with a probability significantly different from $50 \%$. If this is possible for a high number of rounds, then the attack may reveal information about the key bits faster than brute-force attacks (this indeed is the case for the DES cipher). Again, linear characteristics for a full cipher are built starting from those of the single S-boxes.

More formally, the Linear Approximation Table (LAT) of an S-box function $f: F_{2}^{m} \rightarrow F_{2}^{n}$ is built by counting the number $\lambda_{f}(a, b)$ of solutions $x$ of the equation

$$
\begin{equation*}
a \bullet x=b \bullet f(x) \quad a \in F_{2}{ }^{m}, b \in F_{2}{ }^{n} \tag{2}
\end{equation*}
$$

where the inner product over $F_{2}^{m}$ and $F_{2}^{n}$ is indicated with $\bullet$ and gives a value in $F_{2}$. The robustness to linear cryptanalysis is measured with the maximum value $\Lambda_{f}=\max _{a, b \neq 0}\left(\left\|\lambda_{f}(a, b)-2^{m-1}\right\|\right)$. In fact, the event when the number of solutions of (2) is always very near to $2^{m-1}$ is the best case for the designer and the worst case for the attacker; this is because a random Boolean function is expected to be equal to any linear Boolean function for roughly half of the points
of its domain, i.e. $2^{m-1}$ times in the specific context 2 . The attacker can then infer nothing about the function, apart from the fact that it behaves randomly, a thing which does not help in distinguishing the block cipher from a random permutation.

Several extensions of linear cryptanalysis are known, see for instance 2] which contains also a very good survey. An extension of linear cryptanalysis to finite fields of odd characteristic may be beneficial for the same motivations outlined above for the differential case.

We start by defining the affine biases for an S-box over $F_{p}$. Let $f: F_{p}^{m} \rightarrow F_{p}^{n}$ be an S-box function, then we introduce the Affine Approximation Table (AAT) of $f$, which is built by counting the number $\lambda_{f}(a, b, c)$ of solutions $x$ of the equation

$$
\begin{equation*}
a \bullet x \oplus b \bullet f(x)=c \quad a \in F_{p}{ }^{m}, b \in F_{p}{ }^{n}, c \in F_{p} \tag{3}
\end{equation*}
$$

The constant $c$ in (3) is introduced to take into account the fact that the inner product now gives a value in $F_{p}$, and for this reason it is not sufficient to compare $f$ to all the linear functions, and in fact all affine functions must be taken into consideration. Another way of looking at (3) is to say that we count the number of times that function $b \bullet f(x)$ is equal to the affine function $(-a) \bullet x \oplus c$, hence the name AAT.

Each cell of the AAT of $f$ is indexed by the triplet $\{a, b, c\}$ and the AAT is indeed a three-dimensional array rather than a table, still we keep the old terminology for clearness. The value of interest to the cryptanalyst becomes in this case $\lambda_{f}(a, b, c)-p^{m-1}$; the reason is that a random function over the range $F_{p}$ is expected to be equal to any affine function in roughly one case out of $p$, and since the cardinality of the domain of $f$ is $p^{m}$ a simple division gives the expected result $p^{m-1}$. The overall robustness of the function can then be characterized with the parameter $\Lambda_{f}=\max _{a, b \neq 0, c}\left(\left\|\lambda_{f}(a, b, c)-p^{m-1}\right\|\right)$.

In the binary case there is no need to consider affine functions, because the number of solutions of equation

$$
\begin{equation*}
a \bullet x \oplus b \bullet f(x)=c \quad a \in F_{2}^{m}, b \in F_{2}^{n}, c \in F_{2} \tag{4}
\end{equation*}
$$

is equal to the number of solutions for the pair $\{a,-b\}$ in (2) when $c=0$ and is equal to the difference between $2^{m}$ and the previous number when $c=1$. In a sense, in fields of even characteristic, affine distinguishers are totally redundant and give no advantage to the attacker in addition to linear distinguishers.

Even in the odd characteristic case a partial redundancy is present, because it must hold that

$$
\begin{equation*}
\sum_{c=0}^{p-1} \lambda_{f}(a, b, c)=p^{m} \tag{5}
\end{equation*}
$$

and this implies that one value out of $p$ in the AAT is redundant. At this point it is useful to give a visual representation of the AAT, since this will also be
$\overline{{ }^{2} \text { The functions for which } \Lambda_{f}=2^{\frac{m}{2}-1} \text { are called Bent, and exist only under additional }{ }^{2} \text {. }{ }^{2} \text {. }}$ hypotheses on the number of input/output variables.


Fig. 1. A graphical representation of the Affine Approximation Table
useful in the following Sections to understand what is the concrete effect of generalized linear and affine transformations. Figure 1 depicts the AAT of a generic S-box function $f$; the values of the three parameters $a, b, c$ vary along the three different axes of the table. We call layers the set of cells with constant index $c$, and columns the set of cells with constant $a, b$ indexes; these structures are highlighted in the Figure.

Elaborating on these definitions, we can say that one out of the $p$ layers is then redundant, because essentially all the information is already contained in the remaining $p-1$ ones. The choice of the redundant layer is arbitrary, thus in the following discussion we will assume that all the layers are maintained. It is clear that the number of possible biases for S-boxes defined over $F_{p}$ is higher than that of S-boxes defined over the field $F_{2}$; the latter only have two layers in the AAT. This means that more computational effort is in general required to calculate the AAT versus the LAT, but also that the cryptanalyst may have more freedom in the choice of the biases to be used in an affine attack.

In the next Section we will see how the AATs can be used in such a generalization of the linear cryptanalysis attack.

## 3 Extending Linear Cryptanalysis

The next step towards a complete formulation of linear cryptanalysis on fields with odd characteristic is the extension of Matsui's Piling-Up Lemma [15]; this is classically used to obtain the bias of a sum of linearly biased variables, even if it is rigorously valid only if the variables are strictly uncorrelated.

An extension of Matsui's Lemma has been proposed in [2], in the context of a specific variant of linear cryptanalysis: the input/output Boolean sums are
substituted with linear (and non-linear) projections over $F_{2}^{l}$. The formulation is indeed quite complex; our goal here is rather to obtain a simple formula, involving only the affine biases, which is the direct extension of that of Matsui.

Let $X_{1}$ be a variable with values over $F_{p}$; the affine bias $\epsilon_{1}^{i}$ is defined via the following equation:

$$
\begin{equation*}
\operatorname{Pr}\left(X_{1}=i\right)=\frac{1}{p}+\epsilon_{1}^{i} \quad i \in F_{p} \tag{6}
\end{equation*}
$$

Thus a vector of affine biases $\Xi_{1}=<\epsilon_{1}^{0}, \ldots, \epsilon_{1}^{p-1}>$ is associated with $X_{1}$. Now, we want to be able to compute the affine bias vector of a sum of two such variables starting from the two single bias vectors; this is done in the following calculations, where all the sums performed over $F_{p}$ are indicated with $\oplus$.

$$
\begin{align*}
\operatorname{Pr}\left(X_{1} \oplus X_{2}=k\right) & =\sum_{i \oplus j=k}\left(\frac{1}{p}+\epsilon_{1}^{i}\right)\left(\frac{1}{p}+\epsilon_{2}^{j}\right)= \\
& =\sum_{i \oplus j=k} \frac{1}{p^{2}}+\frac{1}{p} \sum_{i \oplus j=k} \epsilon_{1}^{i}+\frac{1}{p} \sum_{i \oplus j=k} \epsilon_{2}^{j}+\sum_{i \oplus j=k} \epsilon_{1}^{i} \epsilon_{2}^{j}= \\
& =\frac{1}{p}+\sum_{i \oplus j=k} \epsilon_{1}^{i} \epsilon_{2}^{j} \tag{7}
\end{align*}
$$

By re-writing the last passage using only the affine biases we obtain:

$$
\begin{equation*}
\epsilon_{1,2}^{k}=\sum_{i \oplus j=k} \epsilon_{1}^{i} \epsilon_{2}^{j} \tag{8}
\end{equation*}
$$

which is a direct generalization of Matsui's formula for the sum of two variables; moreover, the link between the affine bias vectors is given by:

$$
\begin{equation*}
\Xi_{1,2}=\Xi_{1} \star \Xi_{2} \tag{9}
\end{equation*}
$$

where $\star$ stands for a variant of the discrete convolution operation where the sum and differences of vector indexes are computed over $F_{p}$. We note that both (8) and (9) could be easily extended to a number $n>2$ of variables, and that they reduce to the well-known formula for linear cryptanalysis if $p=2$.

In the proposed extension of linear cryptanalysis the variables $X_{i}$ are indeed approximations of the non-linear components of the algorithm under consideration, typically the active S-boxes, i.e. they will have the form of (3). Thus, the affine bias vector $\Xi_{i}$ is indeed nothing but a column of the AAT of $f$, indexed by the specific values of $a, b$. We think that the name affine cryptanalysis could be effectively used to identify the extension of linear cryptanalysis to fields of odd characteristic.

An outline of Matsui's algorithm 2 targeting a cryptographic algorithm which operates on the base field $F_{p}$ is roughly as follows:

1. The attacker chooses an affine characteristic over $N-1$ rounds of the cipher; the affine distinguishers of the active S-boxes are calculated and stored in the AATs.
2. The attacker chooses the affine approximations for all active S-boxes, i.e. the values of the parameters $a, b$ are selected for each active S-box.
3. Equation (9) can then be used to calculate the affine bias vector of the global characteristic, $\Xi_{T}$.
4. Last-round decryptions of the ciphertexts will eventually reveal the bias of the affine approximation under the correct key hypothesis.

We underline a difference with regard to the case of even characteristic. The maximum affine bias inside $\Xi_{T}$ must always be searched for and identified; this happens because the position of the $\epsilon_{T}^{i}$ with maximum (minimum) value depends on the key material which is added along the affine trail. This has the effect of changing the $i$ in a key-dependent way, and roughly increases the complexity of the attack by a factor of $p$ compared to standard linear cryptanalysis.

An anonymous referee has pointed out that in the case of composite fields $F_{p^{m n}}$, the field $F_{p^{m}}$ can be taken as a base field in place of $F_{p}$ and all equations could be re-written properly to obtain affine approximations at a higher level. The constant $c$ would in this case belong to $F_{p^{m}}$, and the inner product in (3) would be modified accordingly. This leads to an interesting formulation of the affine biases that may have practical applications in the case of composite fields with even characteristic.

## 4 A Complete Formulation of Generalized Equivalence

### 4.1 An Extended Proof

Given the previous background, it is now possible to give a coherent proof of Theorem 2 in [7. The need for a formal extension basically derives from the fact the original formulation of generalized linear equivalence does not take into account the differences between linear cryptanalysis and affine cryptanalysis. The part about differential characteristics remains unchanged and will not be repeated here (it will be expanded when generalized affine transformation are considered).

We summarize here the basics of the approach outlined in 7. It is possible to associate a particular geometric representation to any completely specified function $f: F_{p}^{m} \rightarrow F_{p}^{n}$. Let $S$ be a linear space of dimension $k=m+n$, where the vector components are defined over $F_{p}$; consider the set $\mathcal{F}$ of $p^{m}$ vectors, belonging to $S$, formed by the rows of the truth-table of $f$ (each vector belonging to $\mathcal{F}$ is the concatenation of an input vector of $f$ and its corresponding output vector). We refer to $\mathcal{F}$ as the implicit embedding of $f$ in the linear space $S$.

If an invertible linear transformation of coordinates is applied to $S$, the essential information contained in $\mathcal{F}$ is not changed. Every such invertible linear transformation is governed by a non-singular $(m+n) \times(m+n)$ matrix over $F_{p}$. The non-singularity of this matrix, while providing the possibility to invert the transformation, also assures that we do not loose information while transforming the coordinates. The extended Theorem follows.

Theorem 1. Given two functions $f, g: F_{p}{ }^{m} \rightarrow F_{p}{ }^{n}$ and a non-singular $(m+$ $n) \times(m+n)$ matrix $T$ over $F_{p}$, if $g=T(f)$ then the distributions of values in the AATs of $f$ and $g$ are equal.

Proof. A cell of the AAT table of $f$ indexed by $\{a, b, c\}$ contains the number of input vectors $x$ such that $a^{T} \bullet x \oplus b^{T} \bullet f(x)=c$, where, for sake of clearness, the transposed of vector $v$ is indicated with $v^{T}$.
Thus, if we consider the geometric representation for function $f$ we have that the cell contains the number of vectors $w$ belonging to the implicit embedding of $f$ such that $k^{T} \bullet w=c$ where $k=(a) \mid(b)$ (the concatenation of vectors a and b); note that $a \in F_{p}{ }^{m}, b \in F_{p}{ }^{n}$ and $k \in F_{p}{ }^{m+n}$. The merged index $k$ is unique for every column in the AAT of the two functions.
These vectors will be transformed by the change of basis into other vectors $w^{\prime}$ belonging to the implicit embedding of function $g$ such that $w^{\prime}=T w$. We can rewrite the equation as:

$$
k^{T} \bullet T w=c \quad \Leftrightarrow \quad\left(T^{T} k\right)^{T} \bullet w=c \quad \Leftrightarrow \quad\left(k^{\prime}\right)^{T} \bullet w=c
$$

Since matrix $T$ is non-singular, there is a bijection between the values of $k$ and those of $k^{\prime}=T^{T} k$, i.e. the cells of the AAT of $g$ are just a (linear) rearrangement of the cells of the AAT of $f$.

Note that the cells belonging to a given layer cannot be shifted to different layers; indeed the cells of all the layers are reordered in a uniform way, given only by matrix $T$. The question if there are even more general transformations can thus arise, and we positively answer in the following Section.

### 4.2 Generalized Affine Transformations

We introduce the following functional equivalence relation.
Definition 1. Two functions $f, g: F_{p}^{m} \rightarrow F_{p}^{n}$ are called generally affine equivalent if and only if the implicit embedding of $g$ can be obtained from the implicit embedding of $f$ as

$$
\begin{equation*}
\mathcal{G}=T(\mathcal{F}) \oplus e \tag{10}
\end{equation*}
$$

where $T$ is a non-singular $(m+n) \times(m+n)$ matrix over $F_{p}$ and $e$ is a vector belonging to $F_{p}^{m+n}$.
This is the natural and most elegant definition of generalized equivalence. A proof of invariance for the cryptographic characteristics of functions $f, g$ is given in the following theorem.

Theorem 2. Given two functions $f, g: F_{p}^{m} \rightarrow F_{p}^{n}$, a non-singular $(m+n) \times$ $(m+n)$ matrix $T$ and a constant vector $e \in F_{p}^{m+n}$, if $g=T(f) \oplus e$ then the distributions of values in the AATs and DDTs of $f$ and $g$ are equal.

Proof. We first prove the relation regarding the DDTs of $f$ and $g$.
$A$ cell of the DDT of $f$ located in the $i$-th row and in the $j$-th column contains the number of the input vector pairs $(x, y)$ such that $y=x \oplus i$ and $f(y)=f(x) \oplus j$.

Thus, if we consider the geometric representation for function $f$ we have that the cell contains the number of vector pairs $(w, z)$ belonging to the implicit embedding of $f$ such that $w=z \oplus k$ where $k=(i) \mid(j)$; note that $i \in F_{p}^{m}, j \in F_{p}^{n}$ and $k \in F_{p}^{m+n}$. These pairs will be transformed by the change of basis into other pairs $\left(w^{\prime}, z^{\prime}\right)$ belonging to the implicit embedding of function $g$ such that $w^{\prime}=T w \oplus e$, $z^{\prime}=T z \oplus e$. If we define $k^{\prime}$ equal to $w^{\prime}-z^{\prime}$, we obtain that $k^{\prime}=T k$ and the relation $w^{\prime}=z^{\prime} \oplus k^{\prime}$ holds. Since matrix $T$ is non-singular, there is a bijection between the values of $k$ and those of $k^{\prime}$ : this means that the cells of the DDT of $g$ are just a rearrangement of the cells of the DDT of $f$.

Now we prove the relation between the AATs.
$A$ cell of the $A A T$ of $f$ located in the column indexed by $a, b$ and in the $c-t h$ layer contains the number of input vectors $x$ such that $a^{T} \bullet x \oplus b^{T} \bullet f(x)=c$. Thus, if we consider the geometric representation of function $f$ we have that the cell contains the number of vectors $w$ belonging to the implicit embedding of $f$ such that $k^{T} \bullet w=c$ where $k=(i) \mid(j)$; note that $a \in F_{p}^{m}, b \in F_{p}^{n}, k \in F_{p}^{m+n}$ and $c \in F_{p}$. These vectors will be transformed by the change of basis into other vectors $w^{\prime}$ belonging to the implicit embedding of function $g$ such that $w^{\prime}=T w \oplus e$. We can rewrite the equation as:

$$
\begin{equation*}
k^{T} \bullet(T w \oplus e)=c \Longleftrightarrow\left(T^{T} k\right)^{T} \bullet w=c \ominus k^{T} \bullet e \Longleftrightarrow\left(k^{\prime}\right)^{T} \bullet w=c^{\prime} \tag{11}
\end{equation*}
$$

Given the non-singularity of matrix $T$, we have a bijection between the values of $k$ and $k^{\prime}$; moreover, for fixed $k$ the values of $c$ and those of $c^{\prime}$ are bound by a permutation. Thus (11) states that the cells of the AAT of $g$ are an (affine) rearrangement of the cells of the AAT of $f$.

The reordering of the cells in the AAT is now more complex than in the preceding case, because here the cells can also migrate among the different layers due to the presence of $e$; actually the columns of the AAT of $f$ are permuted, and the cells inside each column are also re-ordered in a column-specific way.

The nature of the transformation defined in (10) is quite general; an open question is if this is indeed the most general instance of affine functional equivalence relation.

## 5 Conclusions

In this paper we have given an extension of the generalized equivalence relation between functions defined over finite fields; the generalized affine transformations are the most general instance of equivalence relations proposed so far in the scientific literature.

As a side result, we have derived an extension of the linear cryptanalysis technique that is applicable to finite fields of odd characteristic; this may be practically useful to test the cryptographic robustness of arithmetic operations (and cryptographic algorithms) defined over such fields. The extension has been named affine cryptanalysis.
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#### Abstract

In this paper we introduce a new alignment-free method for comparing sequences which is combinatorial by nature and does not use any compressor nor any information-theoretic notion. Such a method is based on an extension of the Burrows-Wheeler Transform, a transformation widely used in the context of Data Compression. The new extended transformation takes as input a multiset of sequences and produces as output a string obtained by a suitable rearrangement of the characters of all the input sequences. By using such a transformation we define a measure to compare sequences that takes into account how the characters coming from different input sequences are mixed in the output string. Such a method is tested on a real data set for the whole mitochondrial genome phylogeny problem. However, the goal of this paper is to introduce a new and general methodology for automatic categorization of sequences.


## Introduction

The recent developments in sequencing genomes have given a new direction to bioinformatic research. Actually, the possibility of sequencing the whole genome has raised the question of discovering common features between biological sequences corresponding to different species, reflecting on common evolutionary and functional mechanisms. This reason has led researchers to look for a definition of a distance measure on sequences able to capture these common mechanisms. Most of the traditional methods for comparing biological sequences were based on the technique of sequence alignment. Nevertheless, sequence alignment considers only local mutations of the genome, therefore it is not suitable to measure events like segment rearrangements, that involve longer genomic sequences. For this reason some alignment-free distance measures have been recently introduced (see [25] for a survey). Most of them are based on the concept of information theory and data compression (cf. [23|13|4|61]). Such measures are more suitable to deal with the problem of whole genome phylogeny. The intuitive idea is that the more similar two sequences are, the more effective their joint compression is than their independent compression.

We introduce a new alignment-free method for comparing sequences that, differently from other ones, is combinatorial by nature and does not make use of
any compressor nor any information theoretic notion. Our method is based on an extension of the Burrows-Wheeler Transform recently given in [1819. The Burrows-Wheeler Transform (denoted by $B W T$ ) is a well founded mathematical transformation on sequences introduced in 1994 (cf. [2]), widely used in the context of Data Compression ([207]) and recently studied also from a combinatorial point of view ([17]). It has been remarked (cf. [5]) that there exists a close relation between $B W T$ and a technique, used by Gessel and Reutenauer in [8] for stating a correspondence between finite words and a set of permutations with a given cyclic structure and a given descent set (cf. also Chapter 11 of [14]).

Loosely speaking, $B W T$ is a transformation that produces a permutation $B W T(w)$ of an input sequence $w$, such that we can easily retrieve $w$ from $B W T(w)$, i.e. the transformation is reversible, and, at the same time, $B W T(w)$ is much easier to compress than $w$.

The new transformation introduced in 1819 and denoted by $E$, works analogously to $B W T$, but takes as input a multiset $S$ of sequences. Such a transformation has been also inspired by the above mentioned technique of Gessel and Reutenauer.

A fundamental step in the computation of $E(S)$ consists in sorting all the symbols occurring in the sequences in $S$, using as a sort key for each symbol its context, i.e. the segment following it in the sequence. Such a step is realized by sorting the conjugates of all sequences in $S$ according to an order relation different from the lexicographical one.

We use the transformation $E$ in order to define a new method for comparing sequences. Such a method is based on the following idea: when $E$ is applied to $S=\{u, v\}$, if the same segment $s$ occurs both in $u$ and $v$, then the conjugates of $u$ and $v$ starting by $s$ are likely to be close in the sorted list of conjugates. This implies that the greater is the number of segments shared by $u$ and $v$, the greater is the mixing of the conjugates of $u$ and $v$ in the sorted list. The comparison method based on transformation $E$ will measure how similar $u$ and $v$ are, by taking into account how their conjugates are mixed. This intuition has different possible formalizations. In [16] we introduced a distance measure that computes the number of alternations in the above list between the conjugates of $u$ and those of $v$. In this paper we propose a new measure that takes into account also the characters in the output of the transformation.

The computation of our distance is simple and efficient, and it is particularly advantageous in the case of a multiple sequences comparison. We also test our method by applying the distance here introduced to a data set for the whole mitochondrial genome phylogeny problem. The results we have obtained are very close to the ones derived, with other approaches, in most of the papers in which the considered species are the same. Remark that, however, the goal of this paper is not to confirm or refute previous phylogenetic studies but rather to introduce a new methodology for automatic categorization of generic sequences of characters. Actually, such a methodology can also be applied to natural language processing, for instance in order to obtain languages phylogenies, authorship attributions, classifications of texts.

## 1 Preliminaries: the $B W T$ and Its Extension

### 1.1 The Burrows-Wheeler Transform

The Burrows-Wheeler transform ( $B W T$ from now on) was introduced in 1994 by Burrows and Wheeler [2] and represents an extremely useful tool for textual lossless data compression. The idea is to apply a reversible transformation in order to produce a permutation $B W T(w)$ of an input sequence $w$, defined over an ordered alphabet $A$, so that the sequence becomes easier to compress. Actually the transformation leads to group characters together so that the probability of finding a character close to another instance of the same character is substantially increased. BWT transforms a sequence $w=a_{0} a_{1} \cdots a_{n-1}$ by constructing all $n$ cyclic shifts of $w$, sorting them lexicographically and extracting the last character of each cyclic shift. The sequence $B W T(w)$ consists of the sequence of these characters. Moreover the transformation computes the index $I$, that is the row containing the original sequence in the sorted list of cyclic shifts.

For instance, suppose we want to compute $B W T(w)$ where $w=a b r a c a$. Consider the matrix $M$ in Figure which consists of all cyclic shifts of $w$, lexicographically sorted.


Fig. 1. The matrix $M$ of all cyclic rotations of the sequence $w=a b r a c a$

The last column $L$ of the matrix represents $B W T(w)=c a r a a b$ and $I=1$ since the original sequence $w$ appears in row 1 . The first column $F$, instead, contains the sequence of the characters of $w$ lexicographically sorted.

In [2] the following properties concerning $B W T$ have been proved:

1. For all $i=0, \ldots, n-1, i \neq I$, the character $L[i]$ is followed in the original string by $F[i]$;
2. for each character $z$, the $i$-th occurrence of $z$ in $F$ corresponds to the $i$-th occurrence of $z$ in $L$.

From above properties it follows that the Burrows-Wheeler transform is reversible in the sense that, given $B W T(w)$ and the index $I$, it is possible to recover the original string $w$. Actually, according to Property 2 we can define a function $\tau:\{0,1, \ldots, n-1\} \rightarrow\{0,1, \ldots, n-1\}$ giving the correspondence between the positions of characters of the first and the last column of the matrix $M$. The function $\tau$ represent also the order in which we have to rearrange the
elements of $F$ to reconstruct the original sequence $w$. Hence, starting from the position $I$, we can recover the sequence $w$ as follows:

$$
a_{i}=F\left[\tau^{i}(I)\right], \text { where } \tau^{0}(x)=x, \text { and } \tau^{i+1}(x)=\tau\left(\tau^{i}(x)\right) .
$$

We show, for instance, how the reconstruction works for the example in Figure 1 .

$$
\begin{aligned}
& \tau=\left(\begin{array}{llllll}
0 & 1 & 2 & 3 & 4 & 5 \\
1 & 3 & 4 & 5 & 0 & 2
\end{array}\right), \\
& a_{0}=F[1]=a \\
& a_{1}=F[3]=b \\
& a_{2}=F[5]=r \\
& a_{3}=F[2]=a \\
& a_{4}=F[4]=c \\
& a_{5}=F[0]=a \text {. }
\end{aligned}
$$

### 1.2 An Extension of the BWT to $k$ Sequences

In 1819 it was defined a new transformation that works analogously to the $B W T$, but it takes as input a multiset of $k$ sequences, with $k \geq 1$. Such a transformation has also been inspired by a Gessel and Reutenauer result on Combinatorics of Permutations (cf. [8]). We need to introduce a new order relation between sequences that differs from the usual lexicographical order when one sequence is a prefix of the other one.

Let $A$ be a finite ordered alphabet. We denote by $A^{*}$ the set of sequences over $A$.

A sequence $v \in A^{*}$ is primitive if $v=w^{n}$ implies $v=w$ and $n=1$. In this paper we take into account only primitive sequences. Note that this hypothesis is not restrictive, since any string can be transformed into a primitive string just by adding an end-of-string symbol. Recall that two sequences $x, y \in A^{*}$ are conjugate if $x$ is a cyclic shift of $y$ i.e. $x=u v$ and $y=v u$ for some $u, v \in A^{*}$. Note that a sequence $v$ is primitive if and only if all its conjugates are distinct. If $u$ is a sequence in $A^{*}$, we denote by $u^{\omega}$ the infinite sequence obtained by infinitely iterating $u$, i.e. $u^{\omega}=u u u u u \ldots$.. Remark that if $u$ and $v$ are two distinct primitive sequences, then $u^{\omega} \neq v^{\omega}$. On infinite sequences, the lexicographic ordering is naturally defined, that is, given two infinite sequences $x=x_{1} x_{2} \ldots$ and $y=y_{1} y_{2} \ldots$, with $x_{i}, y_{i} \in A$, we say that $x<_{l e x} y$ if either $x=y$, or there exists an index $j \in \mathbb{N}$ such that $x_{i}=y_{i}$ for $i=1,2, \ldots, j-1$ and $x_{j}<y_{j}$.

Let $u, v$ be two primitive sequences. We say that

$$
u \preceq_{\omega} v \Longleftrightarrow u^{\omega}<_{l e x} v^{\omega}
$$

It is easy to verify that $\preceq_{\omega}$ is a total order. We also remark that this order relation is different from the lexicographic one. In fact for instance $a b \ll_{l e x} a b a$ but $a b a \preceq_{\omega} a b$. Although the $\preceq_{\omega}$ order of $u$ and $v$ is defined by using infinite sequences, the following proposition shows that it is possible to decide their mutual $\preceq_{\omega}$-ordering by extending them up to the length $|u|+|v|-\operatorname{gcd}(|u|,|v|)$.

Such a bound is a consequence of a well known result of Periodicity on Words, the Fine and Wilf theorem. We will denote by $\operatorname{pref} f_{k}(u)$ the prefix of length $k$ of a finite or infinite sequence $u$. In [18|19] the following proposition is proved.

Proposition 1. Given $u$ and $v$ two primitive sequences,

$$
u \preceq_{\omega} v \Longleftrightarrow \operatorname{pref}_{k}\left(u^{\omega}\right)<_{\text {lex }} \operatorname{pref}_{k}\left(v^{\omega}\right),
$$

where $k=|u|+|v|-\operatorname{gcd}(|u|,|v|)$.
We can also remark that the bound given in Proposition 1 is tight. This is a consequence of the tightness of such a bound in the Fine and Wilf Theorem (cf. [22]).

Example 1. We can consider the sequences $u=a b a a b$ and $v=a b a a b a b a$. One can see that $v \preceq_{\omega} u$ and $u^{\omega}$ and $v^{\omega}$ differ for the character in position $12=5+8$ - 1 . However remark that $u<_{l e x} v$.


Since we are interested in the $\preceq \omega$-sorting of $k$ sequences, it could be useful to have a common bound for all strings to be sorted. This can be derived from an extension of the Fine and Wilf Theorem to more than two periods (cf. [24]10]).

Let $S=\left\{u_{1}, \ldots u_{k}\right\}$ be a multiset of $k$ primitive sequences of $A^{*}$. We define the Extended Burrows-Wheeler Transform (denoted by $E$ ) as follows:

- Let $w_{1}, w_{2}, \ldots, w_{m}$ be the list of conjugates of elements of $S$, sorted according to the order $\preceq_{\omega}$, that is $w_{i} \preceq_{\omega} w_{j}$ for $1 \leq i<j \leq m$.
- We denote by $\mathcal{I}$ the set of indices representing the positions in the list $\left\{w_{i}\right\}_{i=1}^{m}$ of the original sequences $u_{1}, \ldots, u_{k}$ in $S$.
- We denote by $E(S)$ the word obtained by concatenating the last character of the each sequence $w_{i}$, for $i=1, \ldots, m$.
- The output of the transformation is the couple $(E(S), \mathcal{I})$,

If we arrange the sorted list of the conjugates of elements of $S$ in a table, the sequence $E(S)$ is obtained by concatenating the last elements of each row in the table.

Example 2. Let $S=\{a b a c, c b a b, b c a, c b a\}$. We represent below on the left side the $<_{l e x}$-ordered list of all $w^{\omega}$, where the $w$ 's are the conjugates of elements in $S$, and on the right side the final table with the $\preceq_{\omega}$-ordered rows:

Remark 1. Notice that in case of $k=1$, that is $S=\{u\}$, one has that $E(S)=$ $B W T(u)$. Moreover, remark that if $S=\left\{u_{1}, \ldots, u_{k}\right\}$, then if $E(S)$ is an element of the shuffle of $B W T\left(u_{1}\right), B W T\left(u_{2}\right), \ldots, B W T\left(u_{k}\right)$, since the conjugates of a single word in $S$ are relatively sorted in the sorted list of all conjugates. For the same reason, if $S=X \cup Y, E(S)$ belongs to the shuffle of $E(X)$ and $E(Y)$.

| $a b a c a b$ | $1 a b a \mathbf{c}$ |
| :---: | :---: |
| $a b c a b c$ | $2 a b \mathbf{c}$ |
| $a b c b a b$ | $3 a b c \mathbf{b}$ |
| $a c a b a c$ | $4 a c a \mathbf{b}$ |
| $a c b a c b$ | $5 a c \mathbf{b}$ |
| $b a b c b a$ | $6 \quad b a b \mathbf{c}$ |
| $b a c a b a$ | $7 \mathrm{bac} \mathbf{a}$ |
| $b a c b a c$ | $8 b a \mathbf{c}$ |
| $b$ cabca | $9 b c \mathbf{a}$ |
| $b c b a b c$ | 10 b c b a |
| $c a b a c a$ | 11 c a b a |
| $c a b c a b$ | 12 c a b |
| $c b a b c b$ | 13 c bab |
| $c b a c b a$ | $14 c b \mathbf{a}$ |

Fig. 2. The output is the couple $(E(S), \mathcal{I})$ where $E(S)=c c b b b c a c a a a b b a$ and $\mathcal{I}=$ $\{1,9,13,14\}$.

Let us denote by $M$ the table of the $\preceq_{\omega}$-sorted conjugates of the elements of the multiset $S$. Analogously to the case of $B W T$, in [16] the following properties have been proved:

1. For every $i \notin \mathcal{I}$, the first character of the $i$-th row of $M$, follows the last character of the same row in one of the sequences in $S$.
2. For any character, its occurrences in the first column of $M$ appear in the same order as in $E(S)$.

As a consequence of the above properties, in [16] it has been proved that the transformation $E$ is reversible in the sense that given an output $(E(S), \mathcal{I})$ of $E$, the original multiset $S$ of primitive sequences over $A$ can be recovered.

From an algorithmic point of view, as well as for the Burrows-Wheeler transformation (cf. [202]), the time complexity of the extended transformation depends on the sorting step. The problem of sorting the list of all conjugates can be reduced to the sorting of all suffixes of these sequences. This problem has been widely studied and it can be solved in linear time by building a suitable data structure (cf. 9|21|15|11).

## 2 New Sequence Distance Measures

The transformation $E$ can be used in order to define a class of distance measures between two sequences. Such measures are based on the remark that, when $E$ is applied to a pair of sequences $u, v$, if the same segment $s$ appears both in $u$ and in $v$, then the conjugates of $u$ and $v$ starting by $s$ are likely to be close in the $\preceq_{\omega}$-sorted list of conjugates. This implies that the greater is the number of segments shared by $u$ and $v$, the greater is the mixing in the sorted list of the conjugates of $u$ and $v$. A distance measure based on transformation $E$ will take into such a mixing. This intuition has different possible formalizations. In this section we first recall a distance measure introduced in [16] that computes the number of alternations in the above list between the conjugates of $u$ and those of
$v$. Then, we propose a new measure that takes into account also the characters in the output of the transformation.

Let $S=\{u, v\}$ and let $w_{1}, w_{2}, \ldots, w_{m}$ be the sorted list of the conjugates of $u$ and $v$ obtained in the first step of the computation of $E(u, v)$. Consider the new alphabet $\Sigma=\{U, V\}$ : the coloring of $E(u, v)$ is the map $\gamma:\{1,2, \cdots, m\} \rightarrow$ $\{U, V\}$ defined as:

$$
\gamma(i)=\left\{\begin{array}{l}
U \text { if } w_{i} \text { is a conjugate of } u \\
V \text { if } w_{i} \text { is a conjugate of } v
\end{array}\right.
$$

If we say that $U$ and $V$ are the colors associated to $u$ and $v$ respectively, then $\gamma$ associates to each conjugate of $u$ the color $U$.

The distance measure $\delta$ introduced in [16] uses the map $\gamma$. We report here the definition:

Definition 1. Let $u, v \in A^{*}$ be two sequences and let $\Gamma(u, v)=\gamma(1) \gamma(2) \cdots$ $\gamma(m)=U^{n_{1}} V^{n_{2}} U^{n_{3}} \cdots V^{n_{k}}$, for some $n_{1}, n_{2}, \ldots, n_{k} \in \mathbb{N}$. Then

$$
\delta(u, v)=\sum_{\substack{i=1, n_{i} \neq 0}}^{k}\left(n_{i}-1\right)
$$

In the Example 3 below, the computation of the distance $\delta$ on two words is shown. Notice that distance $\delta(u, v)$ considers the size of the blocks in $\Gamma(u, v)$ having the same color, independently from the corresponding letter in $E(u, v)$. That is, it takes into account the alternation of conjugates of $u$ and $v$ in the output of the extended transformation, but does not consider the characters in the same colored block. In [16] several properties of such a distance measure are proved. In particular, if $u$ and $v$ are conjugates, then $\delta(u, v)=0$, but the converse is not always true, that is $\delta(u, v)=0$ does not imply that $u$ and $v$ are conjugates. We note also that the triangle inequality does not hold for $\delta$.

In this section we are going to define a different distance measure, that captures a different aspect of similarity between strings. Such a new distance takes into account at the same time the output of the transformation $E$ and the coloring $\gamma$ of its elements.

In order to introduce the new measure we need some notations.
Given a sequence $x=x_{1} x_{2} \cdots x_{n} \in A^{*}$, we denote by $x_{i, j}$, with $1 \leq i \leq j \leq n$, the subsequence of $x$ starting at position $i$ and ending at position $j$, that is $x_{i, j}=x_{i} x_{i+1} \cdots x_{j}$. A monotonic block of $x$ is a subsequence $x_{i, j}$ constituted by equal characters and that is maximal with respect to this property, that is $x_{i, j}=a^{j-i+1}$ for some $a \in A$ and $x_{i-1}, x_{j+1} \neq a$. Notice that every word can be decomposed in a unique way as concatenation of monotonic blocks.

Let $E(u, v)$ be the output of $E$ on the words $u$ and $v$ and let $\gamma$ be its coloring. Let $B_{1} B_{2} \cdots B_{k}$ be the monotonic block decomposition of $E(u, v)$. Let us suppose that for some $h \in\{1,2, \ldots, k\}, B_{h}=E(u, v)_{i, j}$. Then we define $c_{h}(u)$ the number of characters colored by $U$ in the block $B_{h}$, that is

$$
c_{h}(u)=\operatorname{card}\{l \mid i \leq l \leq j \text { and } \gamma(l)=U\}
$$

Analogously $c_{h}(v)$ is the number of characters colored by $V$ in the block $B_{h}$, that is

$$
c_{h}(v)=\operatorname{card}\{l \mid i \leq l \leq j \text { and } \gamma(l)=V\} .
$$

The distance we are going to define takes into account how many symbols colored by $U$ and $V$ can be found inside each monotonic block in $E(u, v)$. Formally we define our distance measure as follows:
Definition 2. Let $u$ and $v$ be two words over $A, E(u, v)$ the output of $E, \gamma$ its coloring and $B_{1} B_{2} \cdots B_{k}$ its monotonic block decomposition. We define:

$$
\varrho(u, v)=\sum_{i=1}^{k}\left|c_{i}(u)-c_{i}(v)\right| .
$$

Example 3. Consider the words $u=a a a b b b b$ and $v=a b a a b b b$. Then

$$
\begin{array}{ccccccccccccccc}
l & 1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 & 10 & 11 & 12 & 13 & 14 \\
E(u, v) & \mathbf{b} & \mathbf{b} & a & \mathbf{b} & a & a & \mathbf{b} & a & \mathbf{b} & \mathbf{b} & \mathbf{b} & \mathbf{b} & a & a \\
\gamma & \mathbf{U} & \mathbf{V} & U & \mathbf{V} & V & U & \mathbf{U} & V & \mathbf{V} & \mathbf{U} & \mathbf{V} & \mathbf{U} & V & U \\
\left|c_{i}(u)-c_{i}(v)\right| & & 0 & 1 & 1 & & 0 & 1 & 1 & & & & 0 & & 0
\end{array}
$$

Here we have distinguished the different monotonic blocks by writing in boldface the ones corresponding to the character $b$ and leaving with the normal face the ones corresponding to character $a$. We write the value $\left|c_{i}(u)-c_{i}(v)\right|$ at the end of the corresponding $i$-th monotonic block. Then we can see that $\varrho(u, v)=\sum_{i=1}^{8}\left|c_{i}(u)-c_{i}(v)\right|=4$. Regarding to distance $\delta$, since $\Gamma(u, v)=$ $U V U V^{2} U^{2} V^{2} U V U V U$ then $\delta(u, v)=3$.
Remark 2. Notice that $\varrho$ is a distance measure for conjugacy classes. Actually, if $u^{\prime}$ is a conjugate of $u$ and $v^{\prime}$ is a conjugate of $v$, then $\varrho(u, v)=\varrho\left(u^{\prime}, v^{\prime}\right)$.
Proposition 2. Let $u, v \in A^{*}$. Then $\varrho(u, v)=0$ if and only if $u$ is a conjugate of $v$.

Proof. If $u$ is a conjugate of $v$, then in the sorted list $w_{1}, w_{2}, \cdots w_{m}$, for all odd $i, w_{i}$ and $w_{i+1}$ are equal and they are conjugates of $u$ and $v$ respectively. That is, for each monotonic block $B_{h}$ of $E(u, v)$ we have an even number of elements, alternatively colored $U$ and $V$, that is $c_{h}(u)=c_{h}(v)$. Then $\varrho(u, v)=0$.

Conversely, if $\varrho(u, v)=0$, then for each monotonic block $B_{h}$ of $w, c_{h}(u)=$ $c_{h}(v)$. Since in each monotonic block we have the same number of characters coming from $u$ and $v$ and since $E(u, v)$ is an element of the shuffle of $B W T(u)$ and $B W T(v)$ (cf. Remark 【), we derive that $B W T(u)=B W T(v)$. So, we can deduce that $u$ is a conjugate of $v$.

Nevertheless, we can not state that $\varrho$ is a distance under the mathematical point of view. In fact $\varrho$ does not satisfy the triangle inequality, as shown in the following example:

Example 4. Consider the words $u=a a a b b b b, v=a b a a b b b$ and $z=a b a b a b b$. We have that $\varrho(u, z)=4, \varrho(u, v)=12$ and $\varrho(v, z)=6$.

### 2.1 Multiple Sequence Comparison

A particular feature of our method is that it can also be applied in order to compare $k$ different sequences, with $k>2$. More formally, let $S=\left\{u_{1}, u_{2}, \ldots, u_{k}\right\}$ be a set of sequences and let $w_{1}, w_{2}, \ldots, w_{m}$ be the sorted list of the conjugates of the elements of $S$ obtained in the first step of the computation of $E(S)$. Consider the new alphabet $\Sigma=\left\{U_{1}, U_{2}, \ldots, U_{k}\right\}$. The coloring of $E(S)$ is the map $\gamma:\{1,2, \ldots, m\} \rightarrow \Sigma$ defined, for as:

$$
\gamma(i)=U_{j} \quad \text { if } w_{i} \text { is a conjugate of } u_{j}
$$

Notice that the coloring $\gamma$ allows to recover the transformation of a subset of $S$. In fact, suppose that $X=\left\{x_{1}, x_{2}, \ldots, x_{h}\right\} \subset S$ and let $X_{1}, \ldots, X_{h}$ be the colors associated to $x_{1}, \ldots, x_{h}$, respectively. Then $E(X)$ is obtained from $E(S)$ by deleting the characters having colors not associated to elements of $X$.

Example 5. Let $S=\{u, v, z\}$, where $u=a a a b b b b, v=a b a a b b b$ and $z=a b a b a b b$. Let $U, V, Z$ be the colors associated, by the map $\gamma$, to $u, v, z$, respectively:

$$
\begin{aligned}
& \text { i } \quad 1 \quad 2 \quad 3 \quad 45678101012131415161718192021
\end{aligned}
$$

$$
\begin{aligned}
& \gamma \quad U V U V Z Z Z V U V V Z Z Z U V Z V U
\end{aligned}
$$

It is easy to see how this output allows us to compute the transformation applied to all pairs of words in $S$. In fact $E(u, v)=$ bbabaababbbbaa, $E(u, z)=$ $b a b b b a b b a a b a b a$ and $E(v, z)=b b b b b a a b b a a b a a a$. Moreover we can also easily compute $\varrho(u, z)=4, \varrho(u, v)=12$ and $\varrho(v, z)=6$

The previous example shows how we can compute the distance $\varrho$ of all pairs taken out of a set $S$ of $k$ sequences of length $n$ by simultaneously applying the transformation $E$ to the entire set $S$. Such a technique is very useful from a computational point of view, for instance in order to construct phylogenetic trees (see Section 3). Actually, in order to obtain the $k \times k$ distance matrix, we can compute $E(S)$ and its coloring $\gamma$ by performing a single sorting of $k n$ sequences of length $n$ instead of $O\left(k^{2}\right)$ sortings of $2 n$ sequences of length $n$.

From a theoretical point of view, such a method allows to define, in a natural way, a notion of distance between multisets of sequences. Actually, given two multisets $S$ and $T$, we denote by $w_{1}, w_{2}, \ldots, w_{m}$ the sorted list of the conjugates of the elements of $S$ and $T$ obtained in the first step of the computation of $E(S \cup T)$. We can consider the new alphabet $\Sigma=\{U, V\}$ and the coloring map $\gamma:\{1, \ldots, m\} \rightarrow \Sigma$ defined as follows:

$$
\gamma(i)=\left\{\begin{array}{l}
U \text { if } w_{i} \text { is a conjugate of an element of } S \\
V \text { if } w_{i} \text { is a conjugate of an element of } T
\end{array}\right.
$$

Let $E(S \cup T)$ be the output of $E, \gamma$ its coloring map and $B_{1} B_{2} \cdots B_{p}$ its monotonic block decomposition. We denote by $c_{i}(S)$ the number of characters in the monotonic block $B_{i}$ colored by $U$. Then we can define

$$
\varrho(S, T)=\sum_{i=1}^{p}\left|c_{i}(S)-c_{i}(T)\right| .
$$

Such a measure provides a further tool for the classification of data.

## 3 Experiment on Biological Sequences

The distance introduced in this paper measures the dissimilarity between two conjugacy classes of sequences, i.e. two circular sequences (cf. Remark [2] $\sqrt{1 / 3}$. So, in order to test our method, we applied a normalized version of our distance to the whole mitochondrial genome phylogeny, since a mitochondrial DNA sequence can be considered as a circular sequence. We used several groups of mtDNA genomes and the results we have obtained are very close to the ones derived, with other approaches, in most of the papers in which the same dataset is considered. Actually, in this section we report an experiment in which we construct a phylogeny of the Eutherian orders using complete unaligned mitochondrial genomes. We choose our group of sequences by using the mtDNA genomes of the following 20 mammals from GenBank: human (Homo sapiens, V00662), chimpanzee (Pan troglodytes, D38116), pigmy chimpanzee (Pan paniscus, D38113),


Fig. 3. The evolutionary tree built from complete mammalian mtDNA sequences of the 20 species analyzed in (Cao et al., 1998)

[^40]gorilla (Gorilla gorilla, D38114), orangutan (Pongo pygmaeus, D38115), gibbon (Hylobates lar, X99256), sumatran orangutan (Pongo pygmaeus abelii, X97707), horse (Equus caballus, X79547), white rhino (Ceratotherium simum, Y07726), harbor seal (Phoca vitulina, X63726), gray seal (Halichoerus grypus, X72004), cat (Felis catus, U20753), finback whale (Balenoptera physalus, X61145), blue whale ( musculus, X72204), cow (Bos taurus, V00654), rat (Rattus norvegicus, X14848), house mouse (Mus musculus, V00711), opossum (Didelphis virginiana, Z29573), wallaroo (Macropus robustus, Y10524), and platypus (Ornithorhyncus anatinus, X83427). Note that the rodent species are kept to murids only and that marsupials and monotremes are also added. The dendrogram (see Figure 3) is generated by using a single linkage clustering.

The phylogeny here obtained is very close to the ones obtained in most of the papers in which the species considered are almost the same (cf. [23|3|12|13]). Our resulting phylogeny proposes the following grouping of the placental mammals: (Primates, (Ferungulates, Rodents)).

Nevertheless, the goal of this experiment is not to confirm or refute previous phylogenetic studies but rather to introduce new methods and tools to the comparative genomics research community. Actually, the phylogeny here obtained by using the proposed distance shows that our method can successfully construct evolutionary trees using whole genome sequences.
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#### Abstract

Non-interference is a desirable property of systems in a multilevel security architecture, stating that confidential information is not disclosed in public output. The challenge of studying information flow for assembly languages is that the control flow constructs that guide the analysis in high-level languages are not present. To address this problem, we define a typed assembly language that uses pseudo-instructions to impose a stack discipline on the control flow of programs. We develop a type system for checking that assembly programs enjoy non-interference and its proof of soundness.


## 1 Introduction

The confidentiality of information handled by computing systems is of paramount importance. However, standard perimeter security mechanisms such as access control or digital signatures fail to address the enforcement of information-flow policies. On the other hand, language-based strategies offer a promising approach to information flow security. In this paper, we study confidentiality for an assembly language using a language-based approach to security via type-theory.

In a multilevel security architecture information can range from having low (public) to high (confidential) security level. Information flow analysis studies whether an attacker can obtain information about the confidential data by observing the output of the system. The non-interference property states that any two executions of the same program, where only the high-level inputs differ in both executions, does not exhibit any observable difference in the program's output.

In this paper we define SIF, a typed assembly language for secure information flow analysis with security types. This language contains two pseudo-instructions, cpush $L$ and cjmp $L$, for handling a stack of code labels indicating the program points where different branches of code converge, and the type system enforces a stack policy on those code labels. Our development culminates with a proof that well-typed SIF programs are assembled to untyped machine code that satisfy non-interference.

The type system of SIF detects explicit illegal flows as well as implicit illegal flows arising from the control structure of a program. Other covert channels such as those based on termination, timing, and power consumption, are outside the scope of this paper.

## 2 SIF, a Typed Assembly Language

In information flow analysis, a security level is associated with the program counter (pc) at each program execution point. This security level is used to detect implicit information flow from high-level values to low-level values. Moreover, control flow analysis is crucial in allowing this security level to decrease where there is no risk of illicit flow of information.

| Sec. level of pc |  |
| ---: | :--- |
| low | if $\mathrm{x}=0$ |
| high |  |
|  | then $\mathrm{y}:=1$ |
| high | else $\mathrm{y}:=2$ |
| low | $\mathrm{z}:=3$ |

(a) High-level program

```
L1:bnz r , L2 % if x}=0\mathrm{ goto L2
```

L1:bnz r , L2 % if x}=0\mathrm{ goto L2
move }\mp@subsup{r}{2}{}\leftarrow1%\textrm{y}:=
move }\mp@subsup{r}{2}{}\leftarrow1%\textrm{y}:=
jmp L3
jmp L3
L2 :move }\mp@subsup{r}{2}{}\leftarrow2%\textrm{y}:=
L2 :move }\mp@subsup{r}{2}{}\leftarrow2%\textrm{y}:=
L3:move }\mp@subsup{r}{3}{}\leftarrow3%\textrm{z}:=

```
L3:move }\mp@subsup{r}{3}{}\leftarrow3%\textrm{z}:=
```

(b) Assembly program

Fig. 1. Example of implicit illegal information flow

Consider the example in Figure 1(a), where $x$ has high security level and $z$ has low security level. Notice that $y$ cannot have low security level, since information about $x$ can be retrieved from $y$, violating the non-interference property. Since the execution path depends on the value stored in the high-security variable x , entering the branches of the if-then-else changes the security level of the pc to high, indicating that only high-level variables can be updated. On the other hand, since $z$ is modified after both branches, there is no leaking of information from either $y$ or $x$ to $z$. Therefore, the security level of the pc can be safely lowered.

A standard compilation of this example to assembly language may produce the code shown in Figure 1(b) Note that the block structure of the if-then-else is lost, and it is not clear where it is safe to lower the security level of the pc. We address this problem by including in our assembly language a stack of code labels accessed by two pseudo-instructions, cpush $L$ and cjmp $L$, to simulate the block structure of high-level languages.

The instruction cpush $L$ pushes $L$ onto the stack while cjmp $L$ first pops $L$ from the stack if $L$ is already at the top, and then jumps to the instruction labelled by $L$. The extra label information in c jmp $L$ allows us to statically control that the intended label is removed, thereby preventing ill structured code.

The SIF code for the example in Figure 1(a) is shown below. The code at $L 1$ pushes the label $L 3$ onto the stack. The code at $L 3$ corresponds to the instructions following the if-then-else in the source code. Observe that the code at $L 3$ can only be executed once, because the instruction c jmp $L 3$ at the end of the code pointed to by $L 1$ (then branch), or at the end of L2 (else branch), removes the top of the stack and jumps to the code pointed to by $L 3$. At this point it is safe to lower the security level of the pc, since updating the low-security register $r_{3}$ does not leak any information about $r_{1}$.

Moreover, as in HBAL [1], the type-checking of the program is separated from the verification of the safety of the machine configuration where the program is assembled. Thus, following the schema shown below, a type-checker can verify if a program is safe

```
\(L 1:\left\{r_{0}:\right.\) int \(^{\perp}, r_{1}:\) int \(\left.^{\top}, r_{2}: i n t^{\top}, r_{3}: i n t^{\perp}, \mathrm{pc}: \perp\right\} \| \epsilon\)
    cpush \(L 3\) \% set junction point \(L 3\)
    bnz \(r_{1}, L 2 \quad\) \%if \(x \neq 0\) goto \(L 2\)
    arithi \(r_{2} \leftarrow r_{0}+1 \quad \% \mathrm{y}:=1\), with \(\mathrm{r}_{0}=0\)
    cjmp L3
L2 : \(\left\{r_{0}:\right.\) int \(^{\perp}, r_{2}:\) int \(^{\top}, r_{3}:\) int \(\left.^{\perp}, \mathrm{pc}: \top\right\} \| L 3 \cdot \epsilon\)
    arithi \(r_{2} \leftarrow r_{0}+2 \quad \% \mathrm{y}:=2\)
    cjmp \(L 3\)
L3: \(\left\{r_{0}:\right.\) int \(^{\perp}, r_{3}:\) int \(^{\perp}\), pc \(\left.: \perp\right\} \| \epsilon\)
    arithi \(r_{3} \leftarrow r_{0}+3 \quad \% \mathrm{z}:=3\)
    halt
    eof
```

for execution on any safe memory configuration, and the runtime environment only needs to check that the initial machine configuration is safe before each run.


The assembler removes cpush $L$ and translates cjmp $L$ into jmp $L$, an ordinary unconditional jump, leaving no trace of these pseudo-instructions in the executable code (See the definition of the assembly function $\operatorname{Asm}(-)$ in section 2.4).

### 2.1 The Type System

We assume given a lattice $\mathfrak{L}_{\text {sec }}$ of security labels [8], with an ordering relation $\sqsubseteq$, least $(\perp)$ and greatest $(T)$ elements, and join $(\sqcup)$ and meet $(\sqcap)$ operations. These labels assign security levels to elements of the language through types. The type expressions of SIF are given by the following grammar:

| security labels | $l \in \mathfrak{L}_{\text {sec }}$ |  |
| :--- | :--- | :--- |
| security types | $\sigma::=\omega^{l}$ |  |
| word types | $\omega::=$ int $\quad \mid \quad[\tau]$ |  |
| memory location types | $\tau::=\sigma \times \ldots \times \sigma \quad \mid \quad$ code |  |

Security types ( $\sigma$ ) are word types annotated with a security label. The expression $\operatorname{LABL}(\sigma)$ returns the security label of a security type $\sigma$. A word type $(\omega)$ is either an integer type (int) or a pointer to a memory location type ( $[\tau]$ ). Memory location types $(\tau)$ are tuples of security types, or a special type code. We use $\tau[c]$, with $c$ a positive integer, to refer to the $c^{t h}$ word type of the product type $\tau$. Since the type code indicates the type of an assembly instruction, our system distinguishes code from data.

A context $(\Gamma \| \Lambda)$ contains a register context $\Gamma$ and a junction points stack $\Lambda$. A junction points stack $(\Lambda)$ is a stack of code labels, each representing the convergence point of a fork in the control flow of a program. The empty stack is denoted by $\epsilon$. A
register context $\Gamma$ contains type information about registers, mapping them to security types. We assume a finite set of registers $\left\{r_{0}, \ldots, r_{n}\right\}$, with two dedicated registers: $r_{0}$, that always holds zero, and pc, the program counter.

We write $\operatorname{Dom}(\Gamma)$ for the domain of the register context $\Gamma$. The empty context is denoted by $\}$. The register context obtained by eliminating from $\Gamma$ all pairs with $r$ as first component be denoted by $\Gamma_{/ r}$, while $\Gamma, \Gamma^{\prime}$ denotes the union of register contexts with disjoint domains. We use $\Gamma, r: \sigma$ as a shorthand for $\Gamma,\{r: \sigma\}$, and $\Gamma[r:=\sigma]$ as a shorthand for $\Gamma_{/ r},\{r: \sigma\}$.

Since the program counter is always a pointer to code, we usually write pc:l instead of $\mathrm{pc}:[\mathrm{code}]^{l}$, and $\Gamma(\mathrm{pc})=l$ if $\mathrm{pc}: l \in \Gamma$.

### 2.2 Syntax of SIF Programs

A program $(P)$ is a sequence of instructions and code labels ended by the directive eof. SIF has standard assembly language instructions such as arithmetic operations, conditional branching, load, and store, plus pseudo-instructions cpush and cjmp to handle the stack of code labels.

```
program \(\quad P::=\) eof \(\quad L ; P \mid \quad p ; P\)
instructions \(p::=\) halt \(\mid\) jmp \(L \mid\) bnz \(r, L\)
    load \(r \leftarrow r[c] \quad \mid\) store \(r[c] \leftarrow r\)
    arith \(r \leftarrow r \odot r \quad \mid \quad\) arithi \(r \leftarrow r \odot i\)
    cpush \(L\) cjmp \(L\)
operations \(\odot::=+|-|\quad *| /\)
```

We use $c$ to indicate an offset, and $i$ to indicate integer literals. We assume an infinite enumerable set of code labels. Intuitively, the instruction cpush $L$ pushes the junction point represented by the code label $L$ onto the stack, while the instruction cjmp $L$ behaves as a pop and a jump. If $L$ is at the top of the stack, it pops $L$ and then jumps to the instruction labeled $L$.

### 2.3 Typing Rules

A signature $(\Sigma)$ is a mapping assigning contexts to labels. The context $\Sigma(L)$ contains the typing assumptions for the registers in the program point pointed to by the label $L$. The judgment $\Gamma \| \Lambda \vdash_{\Sigma} P$ is a typing judgment for a SIF program $P$, with signature $\Sigma$, in a context $\Gamma \| \Lambda$. We say that a program $P$ is well-typed if $\operatorname{Ctxt}(P) \vdash_{\Sigma} P$, where $\operatorname{Ctxt}(P)$ is the partial function defined as: $\operatorname{Ctxt}(L ; P)=\Sigma(L), \operatorname{Ctxt}($ eof $)=\{ \} \| \epsilon$.

The typing rules for SIF programs, shown in Figures 2and3 are designed to prevent illegal flows of information. The directive eof is treated as a halt instruction. So, rules T_Eof and T_Halt ensure that the stack is empty.

Rule T_Label requires that the current context be compatible with the context expected at the position of the label, as defined in the signature $(\Sigma)$ of the program. Jumps and conditional jumps are typed by rules T_Jmp and T_CondBrnch. In both rules the current context has to be compatible with the context expected at the destination code. In T_CondBrnch, both the code pointed to by $L$ and the remaining program $P$ are considered destinations of the jump included in this operation. In order to avoid implicit

$$
\begin{aligned}
& \frac{\Gamma^{\prime} \subseteq \Gamma \quad l \sqsubseteq l^{\prime}}{(\Gamma, \mathrm{pc}: l \| \Lambda) \leq\left(\Gamma^{\prime}, \mathrm{pc}: l^{\prime} \| \Lambda\right)} \text { ST_RegBank } \\
& \frac{\operatorname{Ctxt}(P) \vdash_{\Sigma} P}{\Gamma \| \epsilon \vdash_{\Sigma} \text { halt } ; P} \text { T_Halt } \quad \frac{}{\Gamma \| \epsilon \vdash_{\Sigma} \text { eof }} \text { T_Eof } \\
& \frac{(\Gamma \| \Lambda) \leq \Sigma(L) \quad \Sigma(L) \vdash_{\Sigma} P}{\Gamma \| \Lambda \vdash_{\Sigma} L ; P} \text { T_Label } \\
& \frac{(\Gamma \| \Lambda) \leq \Sigma(L) \quad \operatorname{Ctxt}(P) \vdash_{\Sigma} P}{\Gamma \| \Lambda \vdash_{\Sigma} \operatorname{jmp} L ; P} \text { T_Jmp } \\
& \frac{\left(\Gamma, r: \text { int }^{l^{\prime}}, \mathrm{pc}: l \sqcup l^{\prime} \| \Lambda\right) \leq \Sigma(L) \quad \Gamma, r: \text { int }^{l^{\prime}}, \mathrm{pc}: l \sqcup l^{\prime} \| \Lambda \vdash_{\Sigma} P}{\Gamma, r: \text { int } t^{l^{\prime}}, \mathrm{pc}: l \| \Lambda \vdash_{\Sigma} \mathrm{bnz} \quad r, L ; P} \text { T_CondBrnch }
\end{aligned}
$$

Fig. 2. Subtyping for contexts and typing rules for programs ( $1^{\text {st }}$ part)
flows of information, the security level of the pc in the destination code should not be lower than the current security level and the security level of the register ( $r$ ) that controls the branching.

In T_Arith the security level of the source registers and the pc should not exceed the security level of the target register to avoid explicit flows of information. The security level of $r_{d}$ can actually be lowered to reflect its new contents, but, to avoid implicit information flows, it cannot be lowered beyond the level of the pc. Similarly for T_Arithi, T_Load and T_Store. In T_Load, an additional condition establishes that the security level of the pointer to the heap has to be lower than or equal to the security level of the word to be read.

The rule T_Cpush controls whether cpush $L$ can add the code label $L$ to the stack. Since $L$ is going to be consumed by a c jmp $L$ instruction, its security level should not be lower than the current level of the pc. The c jmp $L$ instruction jumps to the junction point pointed to by label $L$. Furthermore, to prevent ill structured programs the rule T_Cjmp forces the code label $L$ to be at the top of the stack, and the current context has to be compatible with the one expected at the destination code. However, since a c jmp instruction allows the security level to be lowered, there are no conditions on its security level.

### 2.4 Type Soundness of SIF

In this section we define a semantics for the untyped assembly instructions operating on a machine model, we give an interpretation for SIF types which captures the way types are implemented in memory, and finally we prove that the execution of a well-typed SIF program modifies a type-safe configuration into another type-safe configuration.

Let Reg $=\left\{0,1, \ldots, \mathrm{R}_{\max }\right\}$ be the register indices, with two dedicated registers: $R(0)=0$, and $R(\mathrm{pc})$ is the program counter. Let Loc $\subseteq \mathbf{Z}$ be the set of memory lo-

$$
\begin{aligned}
& \Gamma\left(r_{d}\right)=\omega^{l_{d}} \quad r_{d}, r_{s}, r_{t} \neq \mathrm{pc} \\
& \Gamma\left(r_{s}\right)=\text { int }^{l_{s}} \quad l \sqcup l_{s} \sqcup l_{t} \sqsubseteq l_{d} \\
& \frac{\Gamma\left(r_{t}\right)=\text { int }^{l_{t}} \quad \Gamma, \mathrm{pc}: l \| \Lambda \vdash_{\Sigma} P}{\Gamma, \mathrm{pc}: l \| \Lambda \vdash_{\Sigma} \text { arith } r_{d} \leftarrow r_{s} \odot r_{t} ; P} \text { T_Arith } \\
& r_{d}, r_{s} \neq \mathrm{pc} \\
& \Gamma\left(r_{d}\right)=\omega^{l_{d}} \quad l \sqcup l_{s} \sqsubseteq l_{d} \\
& \frac{\Gamma\left(r_{s}\right)=\text { int }^{l_{s}} \quad \Gamma, \mathrm{pc}: l \| \Lambda \vdash_{\Sigma} P}{\Gamma, \mathrm{pc}: l \| \Lambda \vdash_{\Sigma} \text { arithi } r_{d} \leftarrow r_{s} \odot i ; P} \text { T_Arithi } \\
& \Gamma\left(r_{s}\right)=[\tau]^{l_{s}} \quad r_{d}, r_{s} \neq \mathrm{pc} \\
& \Gamma\left(r_{d}\right)=\omega^{l_{d}} \quad l \sqcup l_{s} \sqsubseteq l_{c} \sqsubseteq l_{d} \\
& \frac{\tau[c]=\omega_{c}^{l_{c}} \quad \Gamma, \mathrm{pc}: l \| \Lambda \vdash_{\Sigma} P}{\Gamma, \mathrm{pc}: l \| \Lambda \vdash_{\Sigma} \text { load } r_{d} \leftarrow r_{s}[c] ; P} \text { T_Load } \\
& \Gamma\left(r_{d}\right)=[\tau]^{l_{d}} \quad r_{d}, r_{s} \neq \mathrm{pc} \\
& \Gamma\left(r_{s}\right)=\tau[c]=\omega^{l_{s}} \quad l \sqcup l_{d} \sqsubseteq l_{s} \\
& \frac{\tau \text { is code-free } \quad \Gamma, \mathrm{pc}: l \| \Lambda \vdash_{\Sigma} P}{\Gamma, \mathrm{pc}: l \| \Lambda \vdash_{\Sigma} \text { store } r_{d}[c] \leftarrow r_{s} ; P} \text { T_Store } \\
& \frac{l \sqsubseteq \Sigma(L)(\mathrm{pc}) \quad \Gamma, \mathrm{pc}: l \| L \cdot \Lambda \vdash_{\Sigma} P}{\Gamma, \mathrm{pc}: l \| \Lambda \vdash_{\Sigma} \text { cpush } L ; P} \text { T_Cpush } \\
& \frac{\Sigma(L)=\Gamma^{\prime} \| \Lambda \quad \Gamma_{/ \mathrm{pc}}^{\prime} \subseteq \Gamma_{/ \mathrm{pc}} \operatorname{Ctxt}(P) \vdash_{\Sigma} P}{\Gamma \| L \cdot \Lambda \vdash_{\Sigma} \operatorname{cjmp} L ; P} \text { T_Cjmp }
\end{aligned}
$$

Fig. 3. Typing rules for programs ( $2^{\text {nd }}$ part)
cations on our machine, Wrd be the set of machine words that can stand for integers or locations, and Code be the set of machine words which can stand for machine instructions. To simplify the presentation, we assume that Wrd is disjoint from Code; so, our model keeps code separate from data.

A machine configuration $M$ is a pair $(H, R)$ where $H$ : Loc $\rightharpoondown$ Wrd $\uplus$ Code is a partial function defining a heap configuration, and $R:$ Reg $\rightarrow$ Wrd is a register configuration.

Given a program $P$, a machine assembled for $P$ is a machine configuration which contains a representation of the assembly program, with machine instructions stored in some designated contiguous portion of the heap. Supposing $P=p_{1} ; \ldots ; p_{n}$, the assembly process defines a function PAdr : $1, \ldots, n \rightarrow$ Loc which gives the destination location for the code when assembling the typed instruction $p_{u}$, where $1 \leq u \leq n$. For each of the locations $\ell$ where $P$ is stored, $H(\ell) \in$ Code. The assembly process also defines the function $\operatorname{LAdr}(L)$, which assigns to each label in $P$ the heap location where the code pointed to by the label was assembled.

Given a machine configuration $M=(H, R)$, we define a machine transition relation $M \longrightarrow M^{\prime}$, as follows: First, $M^{\prime}$ differs from $M$ by incrementing $R(\mathrm{pc})$ according
to the length of the instruction in $H(R(\mathrm{pc}))$; then, the transformation given in the table below is applied to obtain the new heap $H^{\prime}$, or register bank $R^{\prime}$. The operations on $r_{0}$ have no effect.

$$
\begin{array}{ll}
\text { jmp } L & R^{\prime}=R[\mathrm{pc}:=\operatorname{LAdr}(L)] \\
\text { bnz } r, L & R^{\prime}=\left\{\begin{array}{l}
R, \text { if } R(r)=0 \\
R[\mathrm{pc}:=\operatorname{LAdr}(L)], \text { otherwise }
\end{array}\right. \\
\text { arith } r_{d} \leftarrow r_{s} \odot r_{t} & R^{\prime}=R\left[r_{d}:=R\left(r_{s}\right) \odot R\left(r_{t}\right)\right] \\
\text { arithi } r_{d} \leftarrow r_{s} \odot i & R^{\prime}=R\left[r_{d}:=R\left(r_{s}\right) \odot i\right] \\
\text { load } r_{d} \leftarrow r_{s}[c] & R^{\prime}=R\left[r_{d}:=H\left(R\left(r_{s}\right)+c\right)\right] \\
\text { store } r_{d}[c] \leftarrow r_{s} & H^{\prime}=H\left[R\left(r_{d}\right)+c:=R\left(r_{s}\right)\right]
\end{array}
$$

Asm $\left(p_{u}\right)$ stands for the sequence of untyped machine instructions which is the result of assembling a typed assembly instruction $p_{u}$ :

$$
\begin{array}{ll}
\operatorname{Asm}(L)=\epsilon & \operatorname{Asm}(\text { eof })=\text { halt } \\
\operatorname{Asm}(\operatorname{cpush} L)=\epsilon & \text { Asm }(\operatorname{cjmp} L)=\text { jmp } L \\
\operatorname{Asm}\left(p_{u}\right)=p_{u}, \text { otherwise } &
\end{array}
$$

Notice that the sequence has at most one instruction. We write $M \xrightarrow{\text { Asm }\left(p_{u}\right)} M^{\prime}$, if $M$ executes to $M^{\prime}$ through the instructions in $\operatorname{Asm}\left(p_{u}\right)$, by zero or one transitions in $M$. The reflexive and transitive closure of this relation is defined by the following rules.

$$
\overline{M \Longrightarrow M} \text { Refl } \quad \frac{M_{1} \stackrel{A s m\left(p_{u}\right)}{\longrightarrow} M_{2}}{M_{1} \Longrightarrow M_{2}} \text { Incl } \quad \frac{M_{1} \Longrightarrow M_{2} M_{2} \Longrightarrow M_{3}}{M_{1} \Longrightarrow M_{3}} \text { Trans }
$$

### 2.5 Imposing Types on the Model

A heap context $\psi$ is a function that maps heap locations to security types. A heap context contains type information about the heap locations required to type the registers. $\operatorname{Dom}(\psi)$ denotes the domain of the heap context $\psi$. The empty context is denoted by $\}$. We write $\psi[\ell:=\tau]$ for the heap context resulting from updating $\psi$ with $\ell: \tau$. Two heap contexts $\psi$ and $\psi^{\prime}$ are compatible, denoted compat $\left(\psi, \psi^{\prime}\right)$, if for all $\ell \in$ $\operatorname{Dom}(\psi) \cap \operatorname{Dom}\left(\psi^{\prime}\right), \psi(\ell)=\psi^{\prime}(\ell)$. The following rules assign types to heap locations:

$$
\begin{gathered}
\frac{H(\ell) \in \text { Code }}{H ;\{\ell: \text { code }\} \models \ell: \text { code hloc }} \text { T_HLocCode } \frac{H(\ell) \in \text { Wrd }}{H ;\left\{\ell: \text { int }^{l}\right\} \models \ell: \text { int }{ }^{l} \text { hloc }} \text { T_HLocInt } \\
\frac{H(\ell) \in \text { Wrd } \quad \operatorname{compat}\left(\psi,\left\{\ell:[\tau]^{l}\right\}\right) \quad H ; \psi \models H(\ell): \tau \text { hloc }}{H ; \psi \cup\left\{\ell:[\tau]^{l}\right\} \models \ell:[\tau]^{l} \text { hloc }} \text { T_HLocPtr } \\
\frac{\operatorname{compat}\left(\psi, \psi^{\prime}\right) \quad H ; \psi \models \ell: \tau \text { hloc }}{H ; \psi \cup \psi^{\prime} \models \ell: \tau \text { hloc }} \text { W_HLoc } \\
\frac{m_{i}=\operatorname{size}\left(\sigma_{0}\right)+\ldots+\operatorname{size}\left(\sigma_{i-1}\right)}{H ; \psi \models \ell+m_{i}: \sigma_{i} \text { hloc for all } 0 \leq i \leq n} \\
H ; \psi \models \ell: \sigma_{0} \times \ldots \times \sigma_{n} \text { hloc }
\end{gathered}
$$

In order to define the notion of satisfiability of contexts by machine configurations, we need to define a satisfiability relation for registers.

$$
\begin{gathered}
\frac{r \neq \mathrm{pc}}{M \models_{\{ \}} r: \text { int }^{l} \text { reg }} \text { T_Reglnt } \quad \frac{H ; \psi \models R(r): \tau \text { hloc }}{(H, R) \models_{\psi} r:[\tau]^{l} \text { reg }} \text { T_RegPtr } \\
\frac{(H, R) \models_{\psi} r: \sigma \text { reg }}{(H, R) \models_{\psi \cup \psi^{\prime}} r: \sigma \text { reg }} \text { compat }\left(\psi, \psi^{\prime}\right) \\
\text { W_Reg }
\end{gathered}
$$

A machine configuration $M$ satisfies a typing assignment $\Gamma$ with a heap typing context $\psi$ (written $M=_{\psi} \Gamma$ ) if and only if for each register $r_{i} \in \operatorname{Dom}(\Gamma), M$ satisfies the typing statement $M \models{ }_{\psi_{i}} r_{i}: \Gamma\left(r_{i}\right)$ reg, the heap contexts $\psi_{i}$ are pairwise compatible, and $\psi=\cup_{\forall i} \psi_{i}$.

A machine configuration $M=(H, R)$ is in final state if $H(R(\mathrm{pc}))=$ halt. We define an approximation to the execution of a typed program $P=p_{1} ; \ldots ; p_{n}$ by relating the execution of the code locations in the machine $M$ with the control paths in the program by means of the relation $p_{u} \rightsquigarrow p_{v}$, which holds between pairs of instructions indexed by the set:

$$
\begin{aligned}
& \left\{(i, i+1) \mid p_{i} \neq j \mathrm{mp}, \mathrm{c} j \mathrm{mp}, \text { and } i<n\right\} \\
& \cup \\
& \left\{(i, j+1) \mid p_{i}=\text { jmp } L, \text { bnz } r, L, \text { or cjmp } L, \text { and } p_{j}=L\right\} .
\end{aligned}
$$

We use $p_{u} \stackrel{*}{\rightsquigarrow} p_{v}$ to denote the reflexive and transitive closure of $p_{u} \rightsquigarrow p_{v}$.

### 2.6 Type Soundness

In this section we show that our type system ensures that the reduction rules preserve type safety. The soundness results imply that if the initial memory satisfies the initial typing assumptions of the program, then each memory configuration reachable from the initial memory satisfies the typing assumptions of its current instruction.

The typing assumptions of each instruction of a program can be obtained from the initial context by the typechecking process. The derivation $\operatorname{Ctxt}(P) \vdash_{\Sigma} \quad P$ of a well-typed program $P=p_{1} ; \ldots p_{u} ; \ldots ; p_{n}$ determines a sequence of contexts $\Gamma_{1}\left\|\Lambda_{1}, \ldots, \Gamma_{n}\right\| \Lambda_{n}$ from sub-derivations of the form $\Gamma_{u} \| \Lambda_{u} \vdash_{\Sigma} p_{u} ; p_{u+1} ; \ldots ; p_{n}$.

A machine configuration is considered type-safe if it satisfies the typing assumptions of its current instruction. Given a well-typed program $P=p_{1} ; \ldots p_{u} ; \ldots ; p_{n}$ and a heap context $\psi$, we say $M=(H, R)$ is type safe at u for $P$ with $\psi$ if $M$ is assembled for $P ; R(\mathrm{pc})=\operatorname{PAdr}(u)$; and $M \models_{\psi} \Gamma_{u}$.

We prove two meta-theoretic results Progress and Subject Reduction. Progress (Theorem (1) establishes that a non-final-state type safe machine can always progress to a new machine by executing a well-typed instruction, and Subject Reduction (Theorem2) establishes that if a type safe machine progresses to another machine, the resulting machine is also type safe.
Theorem 1 (Progress). Suppose a well-typed program $P=p_{1} ; \ldots p_{u} ; \ldots ; p_{n}$ and $a$ machine configuration $M$ type safe at $u$. Then there exists $M^{\prime}$ such that $M \xrightarrow{\text { Asm }\left(p_{u}\right)} M^{\prime}$, or $M$ is in final state.

Theorem 2 (Subject Reduction). Suppose $P=p_{1} ; \ldots p_{u} ; \ldots ; p_{n}$ is a well-typed program and $(H, R)$ is a machine configuration type safe at $u$, and $(H, R) \xrightarrow{\operatorname{Asm}\left(p_{u}\right)} M^{\prime}$. Then there exists $p_{v} \in P$ such that $p_{u} \rightsquigarrow p_{v}$ and $M^{\prime}$ is type safe at $v$.

The proof of this theorem proceeds by case analysis on the current instruction $p_{u}$, analyzing each of the possible instructions that follow $p_{u}$, based on the definition of program transitions. See the companion technical report [13] for details.

## 3 Non-interference

Given an arbitrary (but fixed) security level $\zeta$ of an observer, non-interference states that computed low-security values $(\sqsubseteq \zeta)$ should not be affected by high-security input values $(\nsubseteq \zeta)$. In order to prove that a program $P$ satisfies non-interference one must show that any two terminating executions fired from indistinguishable (from the point of view of the observer) machine configurations yield indistinguishable configurations of the same security observation level.

In order to establish what it means for machine configurations to be indistinguishable from an observer's point of view whose security level is $\zeta$, we define a $\zeta$-indistinguishability relation for machine configurations.

The following definitions assume a given security level $\zeta$, two machine configurations $M_{1}=\left(H_{1}, R_{1}\right)$ and $M_{2}=\left(H_{2}, R_{2}\right)$, two heap contexts $\psi_{1}$ and $\psi_{2}$, and two register contexts $\Gamma_{1}$ and $\Gamma_{2}$, such that $M_{1}=_{\psi_{1}} \Gamma_{1}$ and $M_{2} \models_{\psi_{2}} \Gamma_{2}$.

Two register banks are $\zeta$-indistinguishable if the observable registers in one bank are also observable in the other, and the contents of these registers are also $\zeta$-indistinguishable.

Definition 1 ( $\zeta$-indistinguishability of register banks). Two register banks $R_{1}$ and $R_{2}$ are $\zeta$-indistinguishable, written $\triangleright_{H_{1}: \psi_{1}, H_{2}: \psi_{2}} R_{1}: \Gamma_{1} \approx_{\zeta} R_{2}: \Gamma_{2}$ regBank, if for all $r \in \operatorname{Dom}_{\cup}\left(\Gamma_{1}, \Gamma_{2}\right) \sqrt{1}$, with $r \neq \mathrm{pc}$ :
$\operatorname{LABL}\left(\Gamma_{1}(r)\right) \sqsubseteq \zeta$ or $\operatorname{LABL}\left(\Gamma_{2}(r)\right) \sqsubseteq \zeta$ implies $\left\{\begin{array}{l}r \in \operatorname{Dom}_{\cap}\left(R_{1}, R_{2}, \Gamma_{1}, \Gamma_{2}\right), \\ \Gamma_{1}(r)=\Gamma_{2}(r), \text { and } \\ \triangleright_{H_{1}: \psi_{1}, H_{2}: \psi_{2}} R_{1}(r) \approx_{\zeta} R_{2}(r): \Gamma_{1}(r) \text { val }\end{array}\right.$
Two word values $v_{1}$ and $v_{2}$ of type $\omega^{l}$ are considered $\zeta$-indistinguishable, written $\triangleright_{H_{1}: \psi_{1}, H_{2}: \psi_{2}} v_{1} \approx_{\zeta} v_{2}: \omega^{l}$ val, if $l \sqsubseteq \zeta$ implies that both values are equal. In case of pointers to heap locations, the locations have to be also $\zeta$-indistinguishable.

Two heap values $\ell_{1}$ and $\ell_{2}$ of type $\tau$ are considered $\zeta$-indistinguishable, written
 $\ell_{1}=\ell_{2}$, or $\tau=\sigma_{1} \times \ldots \times \sigma_{n}$ and each pair of offset locations $\ell_{1}+m_{i}$ and $\ell_{2}+m_{i}$ (with $m_{i}$ as in rule T_HLocProd) are $\zeta$-indistinguishable, or $\tau$ is a word type with a security label $l$ and $l \sqsubseteq \zeta$ implies that both values are equal.

The proof of our main result, the Non-Interference Theorem3, requires two notions of indistinguishability of stacks (Low and High). If one execution of a program branches on a condition while the other does not, the junction points stacks may differ in each of the paths followed by the executions. If the security level of the pc is low in one

[^41]LowAxiom
$\frac{\Sigma(L)(\mathrm{pc}) \sqsubseteq \zeta \quad \triangleright_{\Sigma} \Lambda_{1} \approx_{\zeta} \Lambda_{2} \text { Low }}{\triangleright_{\Sigma} L \cdot \Lambda_{1} \approx_{\zeta} L \cdot \Lambda_{2} \text { Low }}$ LowLow

$\frac{\triangleright_{\Sigma} \Lambda_{1} \approx_{\zeta} \Lambda_{2} \text { Low }}{\triangleright_{\Sigma} \Lambda_{1} \approx_{\zeta} \Lambda_{2} \text { High }}$ HighAxiom $\quad \frac{\Sigma(L)(\mathrm{pc}) \nsubseteq \zeta \triangleright_{\Sigma} \Lambda_{1} \approx_{\zeta} \Lambda_{2} \text { High }}{\triangleright_{\Sigma} L \cdot \Lambda_{1} \approx_{\zeta} \Lambda_{2} \text { High }}$ HighLeft
$$
\frac{\Sigma(L)(\mathrm{pc}) \nsubseteq \zeta \quad \triangleright_{\Sigma} \Lambda_{1} \approx_{\zeta} \Lambda_{2} \text { High }}{\triangleright_{\Sigma} \Lambda_{1} \approx_{\zeta} L \cdot \Lambda_{2} \mathrm{High}} \text { HighRight }
$$

Fig. 4. $\zeta$-indistinguishability of junction points stacks
execution, then it has to be low in the other execution as well, and the executions must be identical. The first three rules of Figure 4 define the relation of low-indistinguishability for stacks. In low-security executions the associated stacks mus be of the same size, and each code label in the stack of the first execution must be indistinguishable from that of the corresponding element in the second one.

If the security level of the pc of one of the two executions is high, then the other one must be high too. The executions are likely to be running different instructions, and thus the associated stacks may have different sizes. However, we need to ensure that both executions follow branches of the same condition. This is done by requiring that both associated stacks have a common (low-indistinguishable) sub-stack. The second three rules of Figure 4 define the relation of high-indistinguishability for stacks. Also note that, as imposed by the typing rules, the code labels added to the stack associated to high-security branches are of high-security level.

Finally, we define the relation of indistinguishability of two machine con from the point of view of an observer of level $\zeta$.

Definition 2. Two machine configurations $M_{1}=\left(H_{1}, R_{1}\right)$ and $M_{2}=\left(H_{2}, R_{2}\right)$ are $\zeta$-indistinguishable, denoted by the judgment

$$
\triangleright_{P} M_{1}: \Gamma_{1}, \Lambda_{1}, \psi_{1} \approx_{\zeta} M_{2}: \Gamma_{2}, \Lambda_{2}, \psi_{2} \text { mConfig, }
$$

if and only if

1. $M_{1} \models{ }_{\psi_{1}} \Gamma_{1}$ and $M_{2} \models_{\psi_{2}} \Gamma_{2}$,
2. $M_{1}$ and $M_{2}$ are assembled for $P$ at the same addresses,
3. $\triangleright_{H_{1}: \psi_{1}, H_{2}: \psi_{2}} R_{1}: \Gamma_{1} \approx_{\zeta} R_{2}: \Gamma_{2}$ regBank, and
4. either
(a) $\Gamma_{1}(\mathrm{pc})=\Gamma_{2}(\mathrm{pc}) \sqsubseteq \zeta$ and $R_{1}(\mathrm{pc})=R_{2}(\mathrm{pc})$ and $\triangleright_{\Sigma} \Lambda_{1} \approx_{\zeta} \Lambda_{2}$ Low, or
(b) $\Gamma_{1}(\mathrm{pc}) \nsubseteq \zeta$ and $\Gamma_{2}(\mathrm{pc}) \nsubseteq \zeta$ and $\triangleright_{\Sigma} \Lambda_{1} \approx_{\zeta} \Lambda_{2}$ High.

Note that both machine configurations must be consistent with their corresponding typing assignments, and they must be executing the code resulting from assembling $P$.

We may now state the non-interference theorem establishing that starting from two indistinguishable machine configurations assembled for the same program $P$, if each execution terminates, the resulting machine configurations remain indistinguishable.

In the following theorem and lemmas, for any instruction $p_{i}$ in a well-typed program $P=p_{1} ; \ldots ; p_{n}$, the context $\Gamma_{i} \| \Lambda_{i}$ is obtained from the judment $\Gamma_{i} \| \Lambda_{i} \vdash_{\Sigma} p_{i} ; p_{n}$, which is derived by a sub-derivation of $\operatorname{Ctxt}(P) \vdash_{\Sigma} P$.
Theorem 3 (Non-interference). Let $P=p_{1} ; \ldots ; p_{n}$ be a well-typed program, $M_{1}=$ $\left(H_{1}, R_{1}\right)$ and $M_{2}=\left(H_{2}, R_{2}\right)$ be machine configurations such that both are type safe at 1 for $P$ with $\psi$ and

$$
\triangleright_{P} M_{1}: \Gamma_{1}, \epsilon, \psi \approx_{\zeta} M_{2}: \Gamma_{1}, \epsilon, \psi \text { mConfig. }
$$

If $M_{1} \Longrightarrow M_{1}^{\prime}$ and $M_{2} \Longrightarrow M_{2}^{\prime}$, with $M_{1}^{\prime}$ and $M_{2}^{\prime}$ in final state, then

$$
\triangleright_{P} M_{1}^{\prime}: \Gamma_{v}, \epsilon, \psi_{1} \approx_{\zeta} M_{2}^{\prime}: \Gamma_{w}, \epsilon, \psi_{2} \text { mConfig. }
$$

The technical challenge that lies in the proof of this theorem is that the $\zeta$-indistinguishability of configurations holds after each transition step. The proof is developed in two stages. First it is proved that two $\zeta$-indistinguishable configurations that have a low (and identical) level for the pc can reduce in a lock step fashion in a manner invariant to the $\zeta$-indistinguishability property. This is stated by the following lemma.

Lemma 1 (Low-PC Step). Let $P=p_{1} ; \ldots ; p_{n}$ be a well-typed program, such that $p_{v_{1}}$ and $p_{v_{2}}$ are in $P, M_{1}=\left(H_{1}, R_{1}\right)$ and $M_{2}=\left(H_{2}, R_{2}\right)$ be machine configurations. Suppose

1. $M_{1}$ is type safe at $v_{1}$ and $M_{2}$ is type safe at $v_{2}$, for $P$ with $\psi_{1}$ and $\psi_{2}$, respectively,
2. $\triangleright_{P} M_{1}: \Gamma_{v_{1}}, \Lambda_{v_{1}}, \psi_{1} \approx_{\zeta} M_{2}: \Gamma_{v_{2}}, \Lambda_{v_{2}}, \psi_{2}$ mConfig,
3. $\Gamma_{v_{1}}(\mathrm{pc}) \sqsubseteq \zeta$ and $\Gamma_{v_{2}}(\mathrm{pc}) \sqsubseteq \zeta$,
4. $M_{1} \xrightarrow{\operatorname{Asm}\left(p_{v_{1}}\right)} M_{1}^{\prime}$, and
5. there exists $p_{w_{1}}$ in $P$ such that $p_{v_{1}} \rightsquigarrow p_{w_{1}}$, and $M_{1}^{\prime}$ is type safe at $w_{1}$ with $\psi_{3}$.

Then, there exists a configuration $M_{2}^{\prime}$ such that:
(a) $M_{2} \xrightarrow{\operatorname{Asm}\left(p_{v_{2}}\right)} M_{2}^{\prime}$,
(b) there exists $p_{w_{2}}$ in $P$ such that $p_{v_{2}} \rightsquigarrow p_{w_{2}}$, and $M_{2}^{\prime}$ is type safe at $w_{2}$ with $\psi_{4}$, and
(c) $\triangleright_{P} M_{1}^{\prime}: \Gamma_{w_{1}}, \Lambda_{w_{2}}, \psi_{3} \approx_{\zeta} M_{2}^{\prime}: \Gamma_{w_{2}}, \Lambda_{w_{2}}, \psi_{4}$ mConfig.

When the level of the pc is low, the programs execute the same instructions (with possibly different heap and register bank). They may be seen to be synchronized and each reduction step made by one is emulated with a reduction of the same instruction by the other. The resulting machines must be $\zeta$-indistinguishable.

However, a conditional branch (bnz) may cause the execution to fork on a high value. As a consequence, both of their pc become high and we must provide proof that there are some $\zeta$-indistinguishable machines to which they reduce. Then, the second stage of the proof consists of showing that every reduction step of one execution whose pc has a high-security level can be met with a number of reduction steps (possibly none) from the other execution such that they reach indistinguishable configurations. The High-PC Step Lemma states such result.

Lemma 2 (High-PC Step). Let $P=p_{1} ; \ldots ; p_{n}$ be a well-typed program, such that $p_{v_{1}}$ and $p_{v_{2}}$ are in $P$, and $M_{1}=\left(H_{1}, R_{1}\right)$ and $M_{2}=\left(H_{2}, R_{2}\right)$ be machine configurations. Suppose

1. $M_{1}$ is type safe at $v_{1}$ and $M_{2}$ is type safe at $v_{2}$, for $P$ with $\psi_{1}$ and $\psi_{2}$, respectively.
2. $\triangleright_{P} M_{1}: \Gamma_{v_{1}}, \Lambda_{v_{1}}, \psi_{1} \approx_{\zeta} M_{2}: \Gamma_{v_{2}}, \Lambda_{v_{2}}, \psi_{2}$ mConfig,
3. $\Gamma_{v_{1}}(\mathrm{pc}) \nsubseteq \zeta$ and $\Gamma_{v_{2}}(\mathrm{pc}) \nsubseteq \zeta$,
4. $M_{1} \xrightarrow{\text { Asm }\left(p_{v_{1}}\right)} M_{1}^{\prime}$, and
5. there exists $p_{w_{1}}$ in $P$ such that $p_{v_{1}} \rightsquigarrow p_{w_{1}}$ and $M_{1}^{\prime}$ is type safe at $w_{1}$ with $\psi_{3}$.

Then, either the configuration $M_{2}$ diverges or there exists a machine configuration $M_{2}^{\prime}$ such that
(a) $M_{2} \Longrightarrow M_{2}^{\prime}$,
(b) there exists $p_{w_{2}}$ in $P$ such that $p_{v_{2}} \stackrel{*}{\rightsquigarrow} p_{w_{2}}$ and $M_{2}^{\prime}$ is type safe at $w_{2}$ with $\psi_{4}$, and
(c) $\triangleright_{P} M_{1}^{\prime}: \Gamma_{w_{1}}, \Lambda_{w_{1}}, \psi_{3} \approx_{\zeta} M_{2}^{\prime}: \Gamma_{w_{2}}, \Lambda_{w_{2}}, \psi_{4}$ mConfig.

The main technical difficulty here is the proof of the case when one execution does a cjmp instruction that lowers the pc level. In this case, the other execution should, in a number of steps, also reduce its pc level accordingly. This is guaranteed by two facts. First, high-indistinguishable stacks share a sub-stack whose top is the label to the junction point where the pc level is reduced and both executions converge. Second, well-typed programs reach final states only with an empty stack, having visited all the labels indicated by the junction point stack.

## 4 Related Work

Information flow analysis has been an active research area in the past three decades [18]. Pioneering work by Bell and LaPadula [4], Feiertag et al. [9], Denning and Denning [877], Neumann et al. [17], and Biba [5] set the basis of multilevel security by defining a model of information flow where subjects and objects have a security level from a lattice of security levels. Such a lattice is instrumental in representing a security policy where a subject cannot read objects of level higher than its level, and it cannot write objects at levels lower than its own level.

The notion of non-interference was first introduced by Goguen and Meseguer [10], and there has been a significant amount of research on type systems for confidentiality for high-level languages including Volpano and Smith [20], and Banerjee and Naumann [2]. Type systems for low-level languages have been an active subject of study for several years now, including TAL [14], STAL [15], DTAL [21], Alias Types [19], and HBAL [1].

In his PhD thesis [16], Necula already suggests information flow analysis as an open research area at the assembly language level. Zdancewic and Myers [22] present a low-level, secure calculus with ordered linear continuations. An earlier version of our type system was inspired by that work. However, we discovered that in a typed assembly language it is enough to have a junction point stack instead of mimicking
ordered linear continuations. Moreover, their language has an if-then-else constructor that guides the information flow analysis, while SIF has pseudo-instructions (cpush $L$ and cjmp $L$ ) for the same purpose. However, while the if-then-else constructor remains part of their language after typechecking, cpush and cjmp are eliminated.

Barthe et al. [3] define a JVM-like low-level language with a heap and an operand stack. The type system is parameterized by control dependence regions, and it is assumed that there exist functions that obtain such regions. In contrast, SIF allows such regions to be expressed in the language by using code labels and its well-formedness to be verified during type-checking. Crary et al. [6] define a low-level calculus for information flow analysis, however, their calculus has the structuring construct if-then-else, unlike SIF that uses typed pseudo-instructions that are assembled to standard machine instructions.

## 5 Conclusions and Future Work

We defined SIF, a typed assembly language for secure information flow analysis. Besides the standard features, such as heap and register bank, SIF introduces a stack of code labels in order to simulate at the assembly level the block structure of high-level languages. The type system guarantees that well-typed programs assembled on typesafe machine configurations satisfy the non-interference property: for a security level $\zeta$, if two type-safe machine configuration are $\zeta$-indistinguishable, then the resulting machine configurations after execution are also $\zeta$-indistinguishable.

An alternative to our approach is to have a list of the program points where the security level of the pc can be lowered safely. This option delegates the security analysis of where the pc level can be safely lowered to a previous step (that may use, for example, a function to calculate control dependence regions [12]). This delegation introduces a new trusted structure into the type system. Our type system, however, does not need to trust the well-formation of such a list. Moreover, even the signature $(\Sigma)$ attached to SIF programs is untrusted in our setting, since, as we explained in section 2.3, its information about the security level of the pc is checked in the rules for cpush and cjmp in order to prevent illegal information flows.

Currently we are implementing the type system proposed in this paper. We already developed a compiling function from a very simple high-level imperative programming language to SIF and the typechecker for SIF programs. We intend to make the software available upon completion of the system.

We are also developing a version of our language that includes a runtime stack, in order to define a stack-based compilation function from a more complex high-level language to SIF.
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#### Abstract

We develop efficient exact algorithms for several NP-hard problems including Vertex Bipartization, Feedback Vertex Set, 4-Hitting Set, and Max Cut in graphs with maximum degree at most 4. Our main results include:


- an $O^{*}\left(1.9526^{n}\right)$ 1] algorithm for Vertex Bipartization problem in undirected graphs;
- an $O^{*}\left(1.8384^{n}\right)$ algorithm for Vertex Bipartization problem in undirected graphs of maximum degree 3 ;
- an $O^{*}\left(1.945^{n}\right)$ algorithm for Feedback Vertex Set and Vertex Bipartization problem in undirected graphs of maximum degree 4;
- an $O^{*}\left(1.9799^{n}\right)$ algorithm for 4 -Hitting Set problem;
- an $O^{*}\left(1.5541^{m}\right)$ algorithm for Feedback Arc Set problem in tournaments.

To the best of our knowledge, these are the best known exact algorithms for these problems. In fact, these are the first exact algorithms for these problems with the base of the exponent $<2$. En route to these algorithms, we introduce two general techniques for obtaining exact algorithms. One is through parameterized complexity algorithms, and the other is a 'colored' branch-and-bound technique.

## 1 Introduction

In recent years there has been a growing interest in designing exact algorithms for NP-hard problems. Fast exponential-time algorithms lead to practical algorithms for at least moderate instance sizes. Furthermore, there is a wide variation in the time complexities of exact algorithms for NP-complete problems. Classical complexity theory cannot explain these differences. The study of exact algorithms may lead to a finer classification, and hopefully a better understanding, of NP-complete problems. For a recent survey on exact algorithms by Woeginger, see 16.

Parameterized complexity is a recently developed approach devised by Downey and Fellows for dealing with hard computational problems arising from industry and applications. The theory of parameterized complexity is based on

[^42]the observation that many hard problems are associated with a parameter that varies within a small or moderate range. By taking advantage of small parameter values many hard problems can be solved practically. A parameterized problem consists of a tuple $(\pi, k)$ where $\pi$ is the problem instance and $k$ is the parameter. A parameterized problem is said to be fixed parameter tractable if there exists an algorithm for the problem with time complexity $O\left(f(k) \cdot|\pi|^{O(1)}\right)$, where $f$ is a function of $k$ alone and $|\pi|$ represents the size of the input instance. For an introduction to parameterized complexity see the book by Downey and Fellows [3]. For recent developments see the survey by Downey and Fellows 4 .

The Vertex Bipartization problem is to find, given an undirected graph $G$ on $n$ vertices, the minimum number of vertices whose removal makes the graph bipartite. This problem has numerous applications, for instance, in VLSI design [2], computational biology [13, and register allocation [17]. The VErtex Bipartization problem is known to be NP-Complete even for graphs with maximum degree 3 [2]. This problem has been studied extensively from different algorithmic paradigms. An approximation algorithm with factor $\log n$ is known for the problem [5]. The parameterized version of this problem has been recently shown to be fixed parameter tractable by Reed et al [12. Their algorithm runs in time $O\left(3^{k} \cdot k m n\right)$, where $k$ is the parameter, $n$ is the number of vertices and $m$ is the number of edges. The (optimization) problem can be solved exactly by exhaustively looking at all possible subsets of vertices in time $O^{*}\left(2^{n}\right)$. So far there has been no exact algorithm better than this trivial brute-force algorithm.

In this paper we describe a generic technique that allows us to construct efficient exact algorithms for a problem using a parameterized algorithm for it. Let $Q$ be an NP-optimization problem such that for every instance $I$ of $Q$ there is a polynomial time computable universe $U$ of size, say $n$, such that an optimum solution of $I$ is a subset of $U$. All the optimization problems considered in this paper satisfy this condition. The parameterized version of an NP-optimization problem $Q$ consists of pairs of the form $\langle\pi, k\rangle$, where $\pi$ is an instance of $Q$ and $k$ is a positive integer. Here the question is: does $Q$ have a solution of size $k$ ? We show that if the parameterized version of $Q$ has a fixed parameter algorithm with time complexity $O^{*}\left(c^{k}\right)$ then its optimization version has an exact algorithm with time complexity $O^{*}\left(d^{n}\right)$, where $d<c$, and $n=|U|$. Using this technique we obtain an exact algorithm for the Vertex Bipartization problem that runs in time $O^{*}\left(1.9526^{n}\right)$, where $n$ is the number of vertices. We devise another technique which is a modified form of the branch-and-bound method and obtain an exact algorithm with time complexity $O^{*}\left(1.8384^{n}\right)$ for the Vertex Bipartization problem in maximum degree 3 graphs. We extend this technique to obtain exact algorithms for the Feedback Vertex Set and Vertex Bipartization problems in maximum degree 4 graphs. The Feedback Vertex Set problem is to find the minimum number of vertices whose deletion makes the given graph acyclic. The Feedback Vertex Set problem is polynomial time solvable in maximum degree 3 graphs [14], but is NP-complete for maximum degree 4 graphs.

The paper is organized as follows. In Section 2, we present exact algorithms for the Vertex Bipartization problem in graphs with maximum degrees 3 and 4, and the Feedback Vertex Set problem in graphs with maximum degree 4. These algorithms use a 'colored' branch and bound technique. In Section 3, we develop a general technique by which we can convert a parameterized algorithm of time complexity $O^{*}\left((4-\epsilon)^{k}\right), \epsilon>0$ to an exact algorithm of time complexity $O^{*}\left((2-\eta)^{n}\right), \eta>0$ where $n=|U|$. In Section 3.1. we give several applications of this result. In particular, we give the best known exact algorithms for

1. Vertex Bipartization problem in general undirected graphs;
2. 4-Hitting Set problem; and
3. Feedback Arc Set problem in tournaments.

Furthermore, we give simple efficient exact algorithms for the Max Cut problem in graphs with average vertex degree 3 and 4 and for the 3 -Hitting Set problem; these are not the best known exact algorithms for these problems but are stated in this paper to highlight the applicability of our technique. In Section 4. we conclude with some remarks and open problems. All graphs in this paper are undirected with $n$ vertices and $m$ edges unless stated otherwise.

## 2 Exact Algorithms for Vertex Bipartization and Feedback Vertex Set in Graphs with Maximum Degree 4

In this section, we give improved exact algorithms for the Vertex Bipartization problem in graphs of maximum degrees 3 and 4 , and the Feedback Vertex Set problem in graphs of maximum degree 4.

The main idea behind these algorithms is to use the techniques of preprocessing and branching. Typical branch-and-bound algorithms (for Independent Set, Vertex Cover) build a solution by either picking a vertex or excluding it from the solution. When they exclude a vertex from the solution they typically delete it and work on the resulting smaller graph. For the problems we work on, when we exclude a vertex from the solution we cannot delete it, because we need to identify and cover cycles passing through it.

To overcome this, we resort to coloring the vertices. All vertices are colored good initially. When we branch on a good vertex, we either include it in our solution and delete it, or exclude it and color it bad. Coloring a vertex bad decreases the number of good vertices. As we always branch on good vertices we end up reducing the graph size in both cases. Just doing this gives us an $O^{*}\left(2^{n}\right)$ algorithm. Our main contribution is in pushing this idea to get an $O^{*}\left(c^{n}\right)$ algorithm where $c<2$. In all the algorithms to follow Col is a function from the vertex set of the input graph to the set $\{$ good, bad $\}$.

### 2.1 Vertex Bipartization in Graphs with Maximum Degree 3

The Vertex Bipartization problem is to find a minimum set of vertices whose removal makes the graph bipartite. The algorithm first preprocesses the graph
using a preprocessing algorithm $P$ (see Figure 21) and then either does a bruteforce enumeration or finds a path $x y z$ of length two consisting only of good vertices and branches on $z$. The algorithm is depicted in Figure 1 .

Algorithm VBP-D3( $G=(V, E), S$, Col $)$
Input: An undirected multigraph $G=(V, E)$ with maximum degree 3, whose vertices have been colored. Here $n$ is the number of vertices in the input graph. Initially the algorithm is called with $S \leftarrow \emptyset$ and $\operatorname{Col}(v)=$ good for all vertices $v \in G(V)$.
Output: A minimum vertex bipartization set of $G$.
Step 1 Call $P(G, S, C o l)$. If $P$ returns NO then return NO.
Step 2 Apply the first step which is applicable:
Step 2a Let $n^{\prime}$ be the number of good vertices in the current graph. If $n^{\prime} \leq 0.6 n$ or if every path of length 2 has at least one bad vertex then try all possible solutions $S \cup T$, where $T$ is a some subset of the remaining good vertices, and return the one with minimum size.
Step 2b Pick a path $x y z$ in $G$ where all of $x, y$, and $z$ are good. Call the algorithm on the following instances and return the smaller solution.
$-S \leftarrow S \cup\{z\}$ and call VBP-D3( $G-\{z\}, S$, Col).

- Set $\operatorname{Col}(z)=$ bad and call VBP-D3( $G, S, \operatorname{Col})$.


## Fig. 1. Algorithm VBP-D3

Correctness. Step $2 a$ of the algorithm VBP-D3 simply does a brute-force enumeration. In Step 2b, the algorithm branches on a good vertex $z$ and constructs two solutions: one containing $z$ and one not containing $z$ and returns the one with minimum size. Both these steps do not need any further justification. We only need to justify the steps of the preprocessing algorithm $P$.

In Step 1 of the preprocessing algorithm, we recursively remove vertices of degree $\leq 1$. Such vertices cannot be part of any minimum solution and can be safely removed. In Step 2, we check whether the subgraph $G[B]$ induced by the bad vertices contains an odd cycle. If this is the case, then there cannot be a minimum solution containing good vertices only. Thus $P$ returns NO. The correctness of Step 3 is obvious.

We next consider Step 4 in detail. In this step, we look for a vertex $v_{i}$ of degree 2 which does not have a self-loop. Such a vertex must be part of some path $u v_{1} \ldots v_{i} \ldots v_{k} w$, where $u$ and $w$ are of degree 3 and are possibly identical. There are two broad cases to handle:

Case 1: At least one of $u$ or $w$ is colored good. Without loss of generality assume that $\operatorname{Col}(u)=$ good. Every odd cycle that passes through $v_{i}$ also passes through $u$ and $w$. Thus if there is a good vertex $v_{j}$ that is part of some minimum solution $S$, then $\left(S \backslash\left\{v_{j}\right\}\right) \cup\{u\}$ is also a minimum solution. Therefore we can label all the vertices $v_{j}$ bad, $(1 \leq j \leq k)$. We would also like to maintain the parity of all cycles passing through $u$ (and $w$ ). Thus if the path length is even we retain only one of the vertices $v_{j}$ and add the edges $\left(u, v_{j}\right)$ and $\left(v_{j}, w\right)$; if the path length is odd we delete all the vertices $v$ and add an edge between $u$ and $w$.

Preprocessing Algorithm $P(G, S$, Col)
Input: A multigraph $G$ whose vertices have been colored good or bad along with a partially constructed solution $S$.
Output: A (possibly smaller) colored multigraph along with a (possibly larger) solution or NO signifying that there does not exist a solution containing good vertices only.
Let $B$ be the set of bad vertices of $G$. Perform the following steps as long as possible.

1. If $G$ has a vertex of degree $\leq 1$, remove it along with the incident edge.
2. Check whether $G[B]$ is bipartite. If not then return NO.
3. Check whether any connected component of $G$ is a cycle. Remove all connected components that are even cycles; if a connected component $C$ is an odd cycle, include any good vertex of $C$ in $S$ and remove this cycle.
4. If $G$ has a vertex $v_{i}$ of degree 2 (which is not a self-loop) then it must be that $v_{i}$ is part of some path of the form $u v_{1} \ldots v_{i} \ldots v_{k} w$ where each $v_{j} 1 \leq j \leq k$ is a degree 2 vertex and degree of $u$ and $w$ are $\geq 3$. Here $u$ and $w$ could be the same vertex.
(a) Case 1: At least one of the $u$ and $w$ is colored good. If the path length $(k+1$ above) between $u$ and $w$ is odd then delete all the vertices $v_{j}$ and add the edge $(u, w)$ (although $u$ and $w$ might already have an edge between them). If the path length between $u$ and $w$ is even then delete vertices $v_{2}, v_{3}, \ldots, v_{k}$ and add an edge between $v_{1}$ and $w$ and color $v_{1}$ bad.
(b) Case 2: Both $u$ and $w$ are colored bad. Suppose the path length ( $k+1$ above) is even and there is at least one $v_{i}$ colored good, then replace the path $u v_{1} v_{2} \ldots v_{k} w$ by $u v_{i} w$. If no vertex $v_{i}$ is colored good then replace the path $u v_{1} v_{2} \ldots v_{k} w$ by $u v_{1} w$. Next suppose the path length is odd. If there is a good vertex $v_{i}$ then replace the path $u v_{1} v_{2} \ldots v_{k} w$ by $u v_{i} v_{j} w$, where $i \neq j$ and color $v_{j}$ bad if it is not already so. If there are no good vertices then replace the path $u v_{1} v_{2} \ldots v_{k} w$ by the edge $u w$ (See Figure 3)
5. Include all vertices with self loops in $S$ and remove them from the graph. Also remove degree 2 vertices from all cycles of length 2 . Find all triangles $\Delta_{u v w}$ with $\operatorname{Col}(u)=\operatorname{good}, \operatorname{Col}(v)=$ bad, $\operatorname{Col}(w)=$ bad. Set $S \leftarrow S \cup\{u\}$ and remove $u$ from the graph.

Fig. 2. The preprocessing algorithm for the Vertex Bipartization problem

Case 2: Both $u$ and $w$ are colored bad. If the path $\mathscr{P}_{1 k}=v_{1} \ldots v_{k}$ does not have any good vertex then we only need to worry about maintaining the parity of the cycles passing through it and hence this case is similar to Case 1. But if $\mathscr{P}_{1 k}$ has a good vertex, say $v_{i}$, then not only do we need to maintain parity of the cycles passing through it but we also need to retain at least one good vertex from this path. This is because the good vertices on $\mathscr{P}_{1 k}$ could be the only good ones on the odd cycles passing through it. We retain exactly one good vertex since any optimal solution contains at most one good vertex from this path. Hence if $\mathscr{P}_{1 k}$ is an odd length path then we retain $v_{i}$ and another vertex $v_{j}$ and add the edges $\left(u, v_{i}\right),\left(v_{i}, v_{j}\right)$, and $\left(v_{j}, w\right)$, and we color $v_{j}$ bad. Else, we retain only $v_{i}$ and add the edges $\left(u, v_{i}\right),\left(v_{i}, w\right)$.

In Step 5, we add vertices having self-loops in our solution. This is because vertices with self-loops represent an odd cycle in the original graph and there-


Case 1: $u$ is good and $k+1$ is odd.


Case 2: $u$ is good and $k+1$ is even.


Case 3: $u$ and $w$ are good, $v_{i}$ is good and $k+1$ is odd.


Case 4: $u$ and $w$ are bad, $v_{i}$ is good and $k+1$ is even.

Fig. 3. Step 4 of the Preprocessing Algorithm $P$. The black vertices are bad and the shaded ones are good.
fore must be included in any minimum solution. A similar argument holds for triangles containing only one good vertex. A degree 2 vertex which is part of a length 2 cycle can be safely removed from the graph since such a vertex cannot be part of the solution as it is not part of any odd cycle in the current graph.
Time Complexity. Let $G=(V, E)$ be the input graph of maximum degree 3 with $n$ vertices and $m$ edges. Since the graph is of maximum degree $3, m \leq \frac{3 n}{2}$.

First we will show that if we reach Step $2 a$ of the algorithm the number of good vertices $n^{\prime}$ in the current graph is at most $0.6 n$. To do this we partition the set of good vertices into following three types.
Type 1: Degree 2 good vertices.
Type 2: Degree 3 good vertices with one good neighbor.
Type 3: Degree 3 good vertices with all bad neighbors.
Step 4 of the preprocessing routine ensures that any degree 2 good vertex $u$ has both its neighbors bad. Also observe that a good vertex of degree 3 can have at most one good neighbor; for if not then there exists a path of length 2 containing only good vertices. Thus any good vertex will be of one of the three types mentioned above. Let $n_{1}, n_{2}$, and $n_{3}$ be the number of vertices of Type 1 , Type 2, and Type 3 respectively. We obtain an upper bound on the number of good vertices by counting the number of edges between good and bad vertices. Define $n_{g}=n_{1}+n_{2}+n_{3}$. Define a good-bad edge to be one with one end point labelled good and the other labelled bad. Similarly define a good-good edge. The number of good-bad edges in the current graph is $2 n_{1}+2 n_{2}+3 n_{3}$ and the number of good-good edges is $n_{2} / 2$. Moreover the graph has maximum degree 3 . We therefore have the following inequalities.

$$
\begin{aligned}
2 n_{1}+2 n_{2}+3 n_{3} & \leq \frac{3\left(n-n_{1}\right)+2 n_{1}}{2}-\frac{n_{2}}{2} \\
2.5\left(n_{1}+n_{2}+n_{3}\right) & \leq \frac{3 n}{2} \Rightarrow n_{g} \leq 0.6 n
\end{aligned}
$$

In Step $2 b$, we find a path $x y z$ of length 2 consisting of good vertices only. Here we have two situations to deal with. If we include the vertex $z$ in the solution, we remove it from the graph which results in at least one good vertex $y$ with degree at most 2 having a good neighbor $x$. But the preprocessing algorithm will either delete $y$ or label it bad. In either case, the number of good vertices reduces by at least 2 . If we don't pick $z$ in our solution, then we label it bad, and this reduces the number of good vertices by 1 . Thus the time complexity of the algorithm is bounded by the recurrence below:

$$
\begin{aligned}
T\left(n_{g}\right) & \leq T\left(n_{g}-1\right)+T\left(n_{g}-2\right) \\
T\left(0.6 n_{g}\right) & =2^{0.6 n_{g}}
\end{aligned}
$$

Here $T\left(n_{g}\right)$ is bounded by $(1.62)^{0.4 n_{g}} \cdot 2^{0.6 n_{g}}$ which is $O^{*}\left(1.8384^{n_{g}}\right)$. Moreover on any path in the recursion tree, the algorithm takes polynomial space. Initially $n_{g}=n$ and therefore we have the following.

Theorem 1. Let $G=(V, E)$ be an undirected graph with maximum degree 3 with $n$ vertices and $m$ edges. Then Vertex Bipartization problem on $G$ can be solved exactly using polynomial space and in time $O^{*}\left(1.8384^{n}\right)$.

### 2.2 The FVS and VBP Problems in Graphs with Maximum Degree 4

In this subsection, we extend the ideas described in previous section for the VERtex Bipartization problem to graphs with maximum degree 4. We also give an exact algorithm for Feedback Vertex Set problem on graphs with maximum degree 4. Again both algorithms in this subsection rely on preprocessing and branching. We will use the same preprocessing algorithm for the Vertex Bipartization problem. The preprocessing algorithm for Feedback Vertex SET is almost the same and is described in Figure 4

The main strategy of the Feedback Vertex Set algorithm is to find a good vertex with a sufficient number of good neighbors so that on the branch where we include a good vertex $v$ in the solution, we can either delete at least one good neighbor of $v$ or color the neighbor bad without making any further branches. The detailed algorithm is described in Figure 5

Correctness. The argument for correctness closely follows the one given for the Vertex Bipartization problem in the previous section and is omitted.

Time Complexity. We claim that in Step $2 a$, the number of good vertices is bounded by $2 n / 3$. If we reach Step $2 a$ then either $n^{\prime} \leq 2 n / 3$ or every good vertex of degree three has at most one good neighbor and every good vertex of degree four has at most two good neighbors. In the case when $n^{\prime} \leq 2 n / 3$, our claim follows trivially since the number of good vertices is $\leq n^{\prime}$. As for the second case, we can bound the number of good vertices by counting the number of edges between good and bad vertices. We can have following types of good vertices:

Preprocessing Algorithm P1(G, S, Col)
Input: A multigraph $G$ whose vertices have been colored good or bad along with a partially constructed solution $S$.
Output: A (possibly smaller) colored multigraph along with a (possibly larger) solution or NO signifying that there does not exist a solution containing good vertices only.
Let $B$ be the set of bad vertices of $G$. Perform the following steps as long as possible.

1. If $G$ has a vertex of degree $\leq 1$, remove it along with the incident edge.
2. Check whether $G[B]$ is acyclic. If not then return NO.
3. Check whether any connected component of $G$ is a cycle. If a connected component $C$ is a cycle, include any good vertex of $C$ in $S$ and remove this cycle.
4. If $G$ has a vertex $v_{i}$ of degree 2 (which is not a self-loop) then it must be that $v_{i}$ is part of some path of the form $u v_{1} \ldots v_{i} \ldots v_{k} w$ where each $v_{j} 1 \leq j \leq k$ is a degree 2 vertex and $u$ and $w$ are vertices of degree $\geq 3$. Here $u$ and $w$ could be the same vertex.
(a) Case 1: At least one of the vertices $u$ and $w$ is colored good. Then delete all the vertices $v_{j}$ and add the edge $(u, w)$ (although $u$ and $w$ might already have an edge between them).
(b) Case 2: Both $u$ and $v$ are colored bad. Suppose there is at least one $v_{i}$ colored good, then replace the path $u v_{1} v_{2} \ldots v_{k} w$ by $u v_{i} w$. If no vertex $v_{i}$ is colored good then replace the path $u v_{1} v_{2} \ldots v_{k} w$ by the edge $u w$.
5. Include all vertices with self loops in $S$ and remove them from the graph. Find all cycles of length 2 with a good vertex and include it in $S$ and remove it from the graph. Find all triangles $\Delta_{u v w}$ with $\operatorname{Col}(u)=\operatorname{good}, \operatorname{Col}(v)=\operatorname{bad}, \operatorname{Col}(w)=$ bad. Set $S \leftarrow S \cup\{u\}$ and remove $u$ from the graph.

Fig. 4. The preprocessing algorithm for the Feedback Vertex Set problem

Type 1. Degree 2 good vertex (with both its neighbors bad).
Type 2. Degree 3 good vertex with one good neighbor.
Type 3. Degree 3 good vertex with all its neighbors bad.
Type 4. Degree 4 good vertex with two good neighbors.
Type 5. Degree 4 good vertex with one good neighbor.
Type 6. Degree 4 good vertex with all its neighbors bad.
It should be clear that any good vertex at this stage falls in one of the types mentioned above. Let $n_{i}$ represent the number of good vertices of Type $i$ and let $n_{g}$ be the total number of good vertices. Then $n_{g}=\sum_{i=1}^{6} n_{i}$.

We will now count the number of good-bad edges in the graph. The total number of good-bad edges is $2 n_{1}+2 n_{2}+3 n_{3}+2 n_{4}+3 n_{5}+4 n_{6}$. It is easy to see that the quantity $n_{2}+2 n_{4}+n_{5}$ counts every good-good edge twice. Thus number of good-good edges is $\left(n_{2}+2 n_{4}+n_{5}\right) / 2$. Hence,

$$
\begin{aligned}
2 n_{1}+2 n_{2}+3 n_{3}+2 n_{4}+3 n_{5}+4 n_{6} \leq & \frac{4\left(n-n_{1}-n_{2}-n_{3}\right)+3\left(n_{2}+n_{3}\right)+2 n_{1}}{2} \\
& -\frac{n_{2}}{2}-\frac{2 n_{4}}{2}-\frac{n_{5}}{2}
\end{aligned}
$$

A simple calculation shows that $3 n_{g} \leq 2 n$ from which it follows that $n_{g} \leq \frac{2 n}{3}$ This shows that number of good vertices in Step $2 a$ is bounded by $2 n / 3$.

```
Algorithm FVS-D4 \((G=(V, E), S, C o l)\)
Input: A multigraph \(G=(V, E)\) with maximum degree 4, whose vertices have been colored.
\(\overline{\text { Here } n}\) is the number of vertices in the input graph. Initially the algorithm is called with
\(S \leftarrow \emptyset\) and \(\operatorname{Col}(v)=\) good for all vertices \(v \in G(V)\).
Output: A minimum feedback vertex set of \(G\).
```

Step 1 Call $P 1(G, S, C o l)$. If $P 1$ returns no then return NO.
Step 2 Apply the first step which is applicable:
Step 2a Let $n^{\prime}$ be the size of the current graph. If $n^{\prime} \leq 2 n / 3$ or if every good vertex
$v$ of degree 3 has at most one good neighbor and if every good vertex $v$ of degree 4
has at most two good neighbors, then use brute-force and try all possible solutions
$S \cup T$, where $T$ is some subset of the good vertices of the current graph, and return
the one with minimum size.
Step 2b Find a vertex $u$ of degree 3 with at least two good neighbors, say $v$ and $w$.
Call the algorithm on following instances and return the smaller solution.
- Set $S \leftarrow S \cup\{v\}$ and call FVS-D4 $(G-\{v\}, S$, Col).
$-\operatorname{Set} \operatorname{Col}(v)=$ bad and call FVS-D4( $G, S$, Col).
Step 2c Find a vertex $u$ of degree 4 with at least 3 good neighbors, say $v, w$ and
$z$. Here we consider three cases and branch accordingly: 1. $v$ is not part of the
solution, 2 . both $v$ and $w$ are part of the solution, and $3 . v$ is part of the solution
but $w$ isn't and return the smallest solution.
- Set $\operatorname{Col}(v)=$ bad and call FVS-D4( $G, S$, Col).
- Set $S \leftarrow S \cup\{v, w\}$ and call FVS-D4 $(G-\{v, w\}, S$, Col).
- Set $S \leftarrow S \cup\{v\}$ and $\operatorname{Col}(w)=$ bad and call FVS-D4 $(G-\{v\}, S, \operatorname{Col})$.

Fig. 5. Algorithm FVS-D4
In Step $2 b$, we have a good vertex $u$ of degree 3 that has at least two good neighbors $v$ and $w$. When we include $v$ in the solution, the degree of $u$ becomes 2 and since it has a good neighbor $w$ it is either removed or labelled bad by the preprocessing step. Thus we end up eliminating at least two good vertices from the graph. If we do not include $v$ in the solution, we label it bad and end up decreasing the number of good vertices by one. Then we have

$$
T\left(n_{g}\right) \leq T\left(n_{g}-1\right)+T\left(n_{g}-2\right) .
$$

In Step $2 c$, we have a vertex $u$ of degree 4 with at least three good neighbors $v, w$ and $z$. We branch on three cases:

1. $v$ is not in the solution,
2. $v$ and $w$ are in the solution, and
3. $v$ is in the solution but $w$ isn't.

In the first case, $v$ is labelled bad and the number of good vertices reduces by at least 1 . When both $v, w$ are part of the solution then, on removing them, $u$ has degree 2 and since it has a good neighbor $z$ it is either removed or labelled bad by the preprocessing step. Thus we eliminate at least 3 good vertices in this case. In the last case, $v$ is removed from the graph and $w$ is labelled bad, which reduces the number of good vertices by at least 2 . Thus we have the following recurrence on the number of good vertices.

$$
T\left(n_{g}\right) \leq T\left(n_{g}-1\right)+T\left(n_{g}-2\right)+T\left(n_{g}-3\right)
$$

Combining the above, we get the following recurrence for the problem in the worst case, modulo the polynomial time used at every node to find the vertex of required type.

$$
\begin{aligned}
T\left(n_{g}\right) & \leq T\left(n_{g}-1\right)+T\left(n_{g}-2\right)+T\left(n_{g}-3\right) \\
T\left(2 n_{g} / 3\right) & =2^{2 n_{g} / 3}
\end{aligned}
$$

$T\left(n_{g}\right)$ is bounded by $(1.8393)^{n_{g} / 3} \cdot 2^{2 n_{g} / 3}$ which is $O^{*}\left(1.945^{n_{g}}\right)$. As initial value of $n_{g}$ is $n$ we get the following theorem.

Theorem 2. Let $G=(V, E)$ be an undirected graph with maximum degree 4 with $n$ vertices and $m$ edges. Then the Feedback Vertex Set problem on $G$ can be solved exactly using polynomial space and in time $O^{*}\left(1.945^{n}\right)$.

We can modify our algorithm for the Feedback Vertex Set presented above for the Vertex Bipartization problem in graphs of maximum degree 4. The only modification we need to do is to call the preprocessing algorithm for VERTEX Bipartization problem in Step 1. This gives us following theorem.

Theorem 3. Let $G=(V, E)$ be an undirected graph with maximum degree 4 with $n$ vertices and $m$ edges. Then the Vertex Bipartization problem on $G$ can be solved exactly using polynomial space and in time $O^{*}\left(1.945^{n}\right)$.

## 3 Using FPT Algorithms to Design Exact Algorithms

In the last section, we gave efficient algorithms for Vertex Bipartization and Feedback Vertex Set, but they critically used the fact that the maximum degree of the graphs is 3 or 4 . Here we give a general technique of designing exact algorithms using parameterized algorithms as a subroutine and apply it to several problems. Let $Q$ be an NP-optimization problem such that for every instance $I$ of $Q$ there is a polynomial time computable universe $U$ of size, say $n$, such that an optimum solution of $I$ is a subset of $U$ and suppose that its parameterized version $(Q, k)$ (given an instance of $Q$, does it have a solution of size $k$ ? ) is fixed parameter tractable having an algorithm $\mathscr{A}$ with time complexity $O^{*}\left(c^{k}\right)$. This algorithm $\mathscr{A}$ immediately gives us an exact algorithm for $Q$ with time complexity $O^{*}\left(c^{n}\right)$, where $n$ is an upper bound on the optimum solution size. What is interesting is that the FPT algorithm can actually give us an exact algorithm for $Q$ with time complexity $O^{*}\left(d^{n}\right)$, where $d<c$. Moreover, if $c<4$ then we will show that $d<2$.

This fact has an interesting consequence. There are many optimization problems such as Max Independent Set, Min Vertex Cover, Min Feedback Vertex Set which have trivial brute-force enumeration algorithms of time complexity $2^{n}$. If the parameterized versions of any of these problems is solvable in time $O^{*}\left(c^{k}\right)$, where $c<4$ then we immediately obtain exact algorithms for these

```
Algorithm \(\operatorname{Exact}(Q, \mathscr{A}, c)\)
( \(Q\) is a minimization problem and \(\mathscr{A}\) is the FPT algorithm that solves its parameterized
version in time \(O^{*}\left(c^{k}\right)\), where \(c\) is a constant and \(k\) is the parameter. Here \(n\) is the size
of the universe \(U\).)
Compute the largest \(\lambda\) such that \(c^{\lfloor n \lambda\rfloor} \leq\binom{ n}{n-\lfloor\lambda n\rfloor}\).
for \(i=1\) to \(\lfloor\lambda n\rfloor\)
    use the FPT algorithm \(\mathscr{A}\) for \(Q\) to check whether there is solution of size \(i\); if yes
    output \(i\) and halt.
for \(i=\lfloor\lambda n\rfloor+1\) to \(n\)
    try all subsets of size \(i\) of \(U\) to check whether there exists a solution of size \(i\); if yes,
    then output \(i\) and halt.
```

Fig. 6. Algorithm Exact()
problems which are better than the trivial brute-force algorithms. We will show that this technique simplifies exact algorithms for many optimization problems and for some (e.g. Vertex Bipartization) gives the best known exact algorithm.

Our algorithm makes clever use of the FPT algorithm $\mathscr{A}$ and brute-force enumeration. Consider a problem such as Vertex Bipartization. Had we used brute-force throughout, the time complexity would have been $O^{*}\left(\sum_{i=0}^{i=n}\binom{n}{i}\right)$ $=O^{*}\left(2^{n}\right)$. It is well known that the function $\binom{n}{i}$ increases with increasing $i$, attains a maximum at $i=n / 2$, and then decreases. Brute-force pushes the time complexity to $O^{*}\left(2^{n}\right)$ because it is costlier to search exhaustively when $i$ is near $n / 2$, since $\binom{n}{n / 2} \approx 2^{n}$. Therefore, if we adopt the strategy of using brute-force only for those values of $i$ which are far removed from $n / 2$ and using the FPT algorithm $\mathscr{A}$ for the remaining $i$ values (that is, those near $n / 2$ ), then we might end up with an exponential time complexity better than that of $\mathscr{A}$. And indeed we do. Our algorithm is given in Figure 6, For simplicity the algorithm considers minimization problems only. For maximization problems we can modify the algorithm to output the largest $i$ for which there exists a solution.

Suppose the FPT algorithm $\mathscr{A}$ for $Q$ takes $O^{*}\left(c^{k}\right)$ time, where $c$ is some constant. Then from the description of Algorithm Exact, it is easy to observe that its time complexity is upper bounded by following:

$$
O^{*}\left(\max \left\{c^{\lambda n},\binom{n}{n-\lfloor\lambda n\rfloor}\right\}\right) .
$$

The trivial brute-force algorithm for $Q$ (enumeration of subsets of $U$ ) has time complexity $O^{*}\left(2^{n}\right)$. We show that if we want Algorithm Exact to beat this trivial time bound then we must have $c<4$. We need a lemma.

Lemma 1. Let $\frac{1}{2}<\lambda<1$. Then $\binom{n}{n-\lambda n}$ is bounded by $d^{n}$, where $d$ is some constant $<2$.

Proof. We know that

$$
\binom{n}{n-\lambda n}=\binom{n}{\lambda n} \leq \frac{n^{n}}{(\lambda n)^{\lambda n}((1-\lambda) n)^{(1-\lambda) n}}=\left(\left(\frac{1}{\lambda}\right)^{\lambda}\left(\frac{1}{1-\lambda}\right)^{1-\lambda}\right)^{n}
$$

One can easily verify using calculus that the function

$$
h(\lambda)=\left(\frac{1}{\lambda}\right)^{\lambda}\left(\frac{1}{1-\lambda}\right)^{1-\lambda} \quad(0<\lambda<1)
$$

attains a maximum of 2 at $\lambda=1 / 2$. At other points in the interval $\left(\frac{1}{2}, 1\right)$ it has a value less than 2 . This proves the claim.

Equating $c^{\lambda}$ and $h(\lambda)=d$ we get $c=\{h(\lambda)\}^{1 / \lambda}<2^{1 / \lambda}$. Since $1 / 2<\lambda<1$ we see that $c<4$. Also note that $d=c^{\lambda}<c$. We thus have the following theorem.

Theorem 4. Let $Q$ be an NP-optimization problem such that for every instance $I$ of $Q$ there is a polynomial time computable universe $U$ of size, say $n$, such that an optimum solution of $I$ is a subset of $U$. Suppose that the parameterized version of $Q$ is FPT with time complexity $O^{*}\left(c^{k}\right)$ then there is an exact algorithm for $Q$ with time complexity $O^{*}\left(d^{n}\right)$, where $d=c^{\lambda}$ and $\lambda(<1)$ is the largest value such that $c^{\lfloor n \lambda\rfloor} \leq\binom{ n}{n-\lfloor\lambda n\rfloor}$. In particular $c<4$ implies $d=c^{\lambda}<2$.

### 3.1 Applications

In this section, we apply Theorem 4 to obtain exact algorithms with nontrivial worst-case time bounds for several problems.

Vertex Bipartization Problem : The Vertex Bipartization problem in general undirected graphs can be solved exactly in $O^{*}\left(2^{|V|}\right)$ time. Reed, Kaleigh, and Vetta 12 have recently given an FPT algorithm for the parameterized version of this problem with running time $O\left(3^{k} k m n\right)$. If we use their FPT algorithm directly to solve the optimum version of the problem we will take time $O^{*}\left(3^{n}\right)$ which is worse than that taken by the trivial exponential time algorithm. However, if we use the algorithm of Theorem 4 then with $c=3$, we obtain $\lambda=0.6091$ and get a running time of $O^{*}\left(1.9526^{n}\right)$. We therefore have the following theorem.

Theorem 5. Let $G=(V, E)$ be an undirected graph with $n$ vertices then VERtex Bipartization problem can be solved in time $O^{*}\left(1.9526^{n}\right)$.

3- and 4-Hitting Set Problems: The Hitting Set (HS) problem is defined as follows:

Instance A finite family of sets $S_{1}, S_{2}, \ldots, S_{m}$ comprised of elements from a universal set $U$.
Goal $\quad$ Find a minimum sized subset $T \subseteq U$ such that $S_{i} \cap T \neq \emptyset$ for all $i$.
The 3- and 4 -HS problems are special cases of the Hitting Set problem. In the 3 -HS problem $\left|S_{i}\right|(1 \leq i \leq m)$ is bounded by 3 and in the 4 -HS problem by 4 . The parameterized versions of these problems have been shown to be fixed parameter tractable by Neidermeier et al [8]. The main results in [8] can be summarized in the following theorem.

Theorem 6. [8] The parameterized version of the $3-H S$ and the 4 -HS problem can be solved in time $O^{*}\left(2.27^{k}\right)$ and $O^{*}\left(3.3^{k}\right)$ respectively.

Using the parameterized algorithm of Theorem6, we get $\lambda=0.72$ with $c=2.27$ for the 3 -HS problem and $\lambda=0.5721$ with $c=3.3$ for the 4 -HS problem. This gives us the following theorem.

Theorem 7. The 3- and 4-Hitting Set problems can be solved exactly in time $O^{*}(1.80933)^{n}$ and $O^{*}\left(1.9799^{n}\right)$, where $n=|U|$.

Recently Wahlström [15] proposed an exact algorithm for the 3 -HS problem with time complexity $O^{*}\left(1.6316^{n}\right)$. The algorithm for the 3 -HS problem in [15] does not directly generalize to the 4 -HS problem. To the best of our knowledge our algorithm is the first exact algorithm for the $4-H S$ problem with the base of the exponent less than 2.

Feedback Set Problems in Tournaments: The Feedback Arc (Vertex) SEt problem in directed graphs is defined as follows:

Instance A directed graph $G=(V, E)$.
Goal Find a minimum sized subset $F \subseteq E(F \subseteq V)$ such that $G^{\prime}=$ $(V, E-F)\left(G^{\prime}=\left(V-F, E^{\prime}\right)\right)$ is acyclic.

Raman and Saurabh [10] give an $O^{*}\left(2.27^{k}\right)$ algorithm for the Feedback Vertex Set problem. For the Feedback Vertex Set we get $\lambda=0.72$ with $c=2.27$. Then using Theorem 4 we obtain the following theorem.

Theorem 8. Let $G=(V, E)$ be a tournament with $n$ vertices and $m$ arcs. Then the feedback vertex set can be found in time $O^{*}\left(1.80933^{n}\right)$.

For Feedback Arc Set, $c$ is 2.415 by [10]. We get $\lambda=0.696$ with $c=2.415$. Observe that in any directed graph, the size of the minimum feedback arc set is at most $m / 2$. This fact ensures that algorithm in Theorem 4 will never use bruteforce as $\frac{m}{2} \leq 0.696 m$. Hence the time complexity of the algorithm is bounded by $O^{*}\left((2.415)^{m / 2}\right)$ and therefore we get the following theorem.

Theorem 9. Let $G=(V, E)$ be a tournament with $n$ vertices and $m$ arcs. Then the minimum feedback arc set can be found in time $O^{*}\left(1.5541^{m}\right)$.
Max Cut in Graphs of Average Degree 3 or 4: An instance of the Edge Bipartization problem is an undirected graph $G=(V, E)$ and the question is to find a minimum set of edges that needs to be deleted from $G$ to make it bipartite. The relationship between this problem and the Max Cut problem is straightforward. The maximum cut in a graph is:
$E-\{$ the minimum set of edges to make the graph bipartite $\}$.
Thus solving the Edge Bipartization problem is equivalent to solving the Max Cut problem. The parameterized algorithm for Edge Bipartization presented in [7] has time complexity $O^{*}\left(2^{k}\right)$.

Poljak et al in [9] give a lower bound of $\frac{m}{2}+\frac{1}{2}\left\lceil\frac{n-c}{2}\right\rceil$ for maximum cut, where $c$ is number of connected components and $m$ and $n$ are, respectively, the number of edges and vertices in the graph. If $G$ is a connected graph on $n$ vertices and $m$ edges with average degree 3 , then $m=1.5 n$. The minimum number of edges to be removed from $G$ to make it bipartite is then

$$
m-\mid \max \text { cut } \left\lvert\, \leq m-\left(\frac{m}{2}+\frac{n-1}{4}\right)=\frac{3 n}{2}-\left(\frac{3 n}{4}+\frac{n-1}{4}\right)=\frac{n}{2}+\frac{1}{4}\right.
$$

We use the parameterized algorithm in [7] to solve the Edge Bipartization problem. Since $\lambda=0.773$ for $c=2$, algorithm in Theorem 4 will never use brute-force when the input graph has average degree 3, since in this case the solution size is bounded by $n / 2$ as shown above. Because of the upper bound on the number of edges needed to be removed, we achieve a time complexity of $O^{*}\left(2^{n / 2}\right)=O^{*}\left(1.414^{n}\right)$. Had $G$ been of average degree 4, then the upper bound on the number of edges to be deleted would be $3 n / 4+1 / 4$. This upper bound is also less than 0.773 m and hence algorithm in theorem 4 will never use brute-force. So the time complexity of solving the Edge Bipartization problem would be $O^{*}\left(2^{3 n / 4}\right)=O^{*}\left(1.6818^{n}\right)$. We thus have the following theorem.

Theorem 10. The Max Cut problem can be solved exactly in time $O^{*}\left(1.4141^{n}\right)$ in graphs with average degree 3 and in time $O^{*}\left(1.6818^{n}\right)$ in graphs with average degree 4. Both of these algorithms take polynomial space.

Neidermeir et al [6] achieve the same time bound for graphs with maximum degree 3 and a better time bound of $O^{*}\left(1.5871^{n}\right)$ for graphs with maximum degree 4.

## 4 Conclusion

We have obtained improved exact algorithms for several problems including Vertex Bipartization in general undirected graphs, 4-Hitting Set, Feedback Vertex Set in graphs with maximum degree at most 4, and Feedback Arc Set in tournaments. We introduced two general techniques to obtain efficient exact algorithms. One of these is a modified version of the general branch-and-bound technique and the other one is based on parameterized complexity algorithms. Further reduction in the base of the exponent of all these algorithms remains open.

It would be interesting to investigate the practical performance of these algorithms. Another major open problem is to devise an exact algorithm with time complexity less than $O^{*}\left(c^{n}\right), c<2$ for the Feedback Vertex Set problem in general undirected graphs.

After submitting this paper, we learnt about an exact algorithm on Vertex Bipartization by Byskov [1], with time complexity $O^{*}\left(1.8631^{n}\right)$. An improvement to this result along with several other results are presented in the full version of the paper (11].
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#### Abstract

We consider a call-by-value language, with higher-order functions, records, references to values of arbitrary type, and subtyping. We adapt an intrinsic denotational model for a similar language based on a possible-world semantics, recently given by Levy [14, and relate it to an untyped model by a logical relation. Following the methodology of Reynolds [22, this relation is used to establish coherence of the typed semantics, with a coercion interpretation of subtyping. We obtain a typed denotational semantics of (imperative) object-based languages.


## 1 Introduction

Languages such as Standard ML and Scheme allow to store values of arbitrary types, including function types. Essentially the same effect is pervasive in objectbased languages (see [121), where objects are created on-the-fly and arbitrary method code needs to be kept in the store. This feature is often referred to as higher-order store or general references, and complicates the semantics (and logics) of such languages considerably: Besides introducing recursion to the language [13], higher order store in fact requires the semantic domain to be defined by a mixed-variant recursive equation. So far, only few models of (typed) languages with general references appeared in the literature 41514, and most of the work done on semantics of storage does not readily apply to languages with higher-order store.

In a recent paper, Paul Levy proposed a typed semantics for a language with higher-order functions and higher-order store [14]. This is a possible worlds model, explicating the dynamic allocation of new (typed) storage locations in the course of a computation. We recall this model below, and extend it to accommodate subtyping by using coercion maps. In the terminology of Reynolds [22], we obtain an intrinsic semantics: Meaning is given to derivations of typing judgements, rather than to terms, with the consequence that

- ill-typed phrases are meaningless,
- terms satisfying several judgements will be assigned several meanings, and
- coherence between the meaning of several derivations of the same judgement must be established.

Due to the addition of subtyping to Levy's model, derivations are indeed no longer unique and we must prove coherence. A standard approach for such proofs is to transform derivations into a normal form while preserving their semantics. This can be quite involved, even for purely functional languages (see, e.g., [7]).

In contrast to intrinsic semantics, an extrinsic semantics gives meaning to all terms. Types (and typing judgements) are interpreted as, e.g., predicates or partial equivalence relations over an untyped model. Usually, the interpretation of subtyping is straightforward in such models. In [22], Reynolds uses a logical relation between intrinsic and extrinsic cpo models of a lambda calculus with subtyping (but no state) to prove coherence. The proof essentially relies on the fact that (the denotations of) all derivations of a judgement $\Gamma \triangleright e: A$ are related to the denotation $\llbracket e \rrbracket$ of $e$ in the untyped model underlying the extrinsic semantics, via the basic lemma of logical relations. A family of retractions between intrinsic and extrinsic semantics is then used to obtain the meaning of $\llbracket \Gamma \triangleright e: A \rrbracket$ in terms of $\Gamma$, $\llbracket e \rrbracket$ and $A$ alone, i.e., independent of any particular derivation of the judgement.

We apply the same ideas to obtain a coherence proof for the language considered here. Two modifications have to be made: Firstly, because of the indexing by worlds we use a Kripke logical relation [16] to relate intrinsic and extrinsic semantics - this is straightforward. Secondly, due to the mixed-variant recursion forced by the higher-order store we can no longer use induction over the type structure to establish properties of the relations. In fact even the existence of the logical relation requires a non-trivial proof - we use the framework of Pitts [18] to deal with this complication.

While the combination of higher-order storage and subtyping is interesting in its own right, we see the current work as a step toward our longer-term goal of investigating logics for languages involving higher-order store. In particular, we are interested in semantics and reasoning principles for object-oriented programs, and it should be noted that a number of object encodings used a target language similar to the one considered here [211]. Some evidence that the model of this paper can indeed serve as basis for such logics is provided, by giving a semantics to the object calculus [1]. This is done using a typed variant of Kamin and Reddy's "closure model" [11. To the best of our knowledge this is the first (intrinsically typed) domain-theoretic model of the imperative object calculus.

In summary, our technical contributions here are (1) we present a model of a language that includes general references and subtyping, (2) we successfully apply the ideas of Reynolds [22] to prove coherence, and (3) we provide the first (typed) model of the imperative object calculus, based on cpos.

Structure of the Paper. In the next section, language and type system are introduced. Then, typed and untyped models are presented (Sects. 3 and (4). The logical relation is defined next, and retractions between types of the intrinsic semantics and the untyped value space are used to prove coherence in Sect. 6. In Sect. 7 both a derived per semantics and an interpretation of objects in the model are discussed.

Complete proofs, further examples and discussions can be found in the technical report [23].

## 2 Language

We consider a single base type of booleans, bool, records $\left\{\mathrm{m}_{i}: A_{i}\right\}_{i \in I}$ with labels $\mathrm{m} \in \mathbb{L}$, and function types $A \Rightarrow B$. We set $1 \stackrel{\text { def }}{=}\}$ to be the empty record type. Finally, we have a type ref $A$ of mutable references to values of type $A$. Term forms include constructs for creating, dereferencing and updating of storage locations. The syntax of types and terms is given by the grammar:

$$
\begin{aligned}
& A, B \in \text { Type }::=\text { bool }\left|\left\{\mathbf{m}_{i}: A_{i}\right\}_{i \in I}\right| A \Rightarrow B \mid \text { ref } A \\
& v \in \text { Val }::=x \mid \text { true } \mid \text { false }\left|\left\{\mathrm{m}_{i}=x_{i}\right\}_{i \in I}\right| \lambda x . e \\
& e \in E x p::=v \mid \text { let } x=e_{1} \text { in } e_{2} \mid \text { if } x \text { then } e_{1} \text { else } e_{2}|x . \mathrm{m}| x(y) \\
&\left|\operatorname{new}_{A} x\right| \text { deref } x \mid x:=y
\end{aligned}
$$

The subtyping relation $A \preceq B$ is the least reflexive and transitive relation closed under the rules

$$
\frac{A_{i} \preceq A_{i}^{\prime} \forall i \in I^{\prime} \quad I^{\prime} \subseteq I}{\left\{\mathrm{~m}_{i}: A_{i}\right\}_{i \in I} \preceq\left\{\mathrm{~m}_{i}: A_{i}^{\prime}\right\}_{i \in I^{\prime}}} \quad \frac{A^{\prime} \preceq A \quad B \preceq B^{\prime}}{A \Rightarrow B \preceq A^{\prime} \Rightarrow B^{\prime}}
$$

Note that there is no rule for reference types as these need to be invariant, i.e., ref $A \preceq$ ref $B$ only if $A \equiv B$. A type inference system is given in Table 1 where contexts $\Gamma$ are finite sets of variable-type pairs, with each variable occurring at most once. As usual, in writing $\Gamma, x: A$ we assume $x$ does not occur in $\Gamma$. A subsumption rule is used for subtyping of terms.

Table 1. Typing

| $\Gamma \triangleright e: A \quad A \preceq B$ | $x: A \in \Gamma$ |
| :---: | :---: |
| $\Gamma \triangleright e: B$ | $\Gamma \triangleright x: A$ |
| $\Gamma \triangleright e_{1}: B \quad \Gamma, x: B \triangleright e_{2}: A$ |  |
| $\Gamma \triangleright$ let $x=e_{1}$ in $e_{2}: A$ | $\Gamma \triangleright$ true : bool |
| $\Gamma \triangleright x$ : bool $\quad \Gamma \triangleright e_{1}: A \quad \Gamma \triangleright e_{2}: A$ |  |
| $\Gamma \triangleright$ if $x$ then $e_{1}$ else $e_{2}: A$ | $\Gamma \triangleright$ false : bool |
| $\Gamma \triangleright x_{i}: A_{i} \quad \forall i \in I$ | $\Gamma \triangleright x:\left\{\mathrm{m}_{i}: A_{i}\right\}_{i \in I}$ |
| $\Gamma \triangleright\left\{\mathrm{m}_{i}=x_{i}\right\}_{i \in I}:\left\{\mathrm{m}_{i}: A_{i}\right\}_{i \in I}$ | $\Gamma \triangleright x . \mathrm{m}_{j}: A_{j}$ |
| $\Gamma, x: A \triangleright e: B$ | $\Gamma \triangleright x: A \Rightarrow B \quad \Gamma \triangleright y: A$ |
| $\Gamma \triangleright \lambda x . e: A \Rightarrow B$ | $\Gamma \triangleright x(y): B$ |
| $\Gamma \triangleright x: A$ | $\Gamma \triangleright x: \operatorname{ref} A$ |
| $\Gamma \triangleright \operatorname{new}_{A} x: \operatorname{ref} A$ | $\Gamma \triangleright$ deref $x: A$ |
| $\Gamma \triangleright x: \operatorname{ref} A \quad \Gamma \triangleright y: A$ |  |
| $\Gamma \triangleright x:=y: \mathbf{1}$ |  |

## 3 Intrinsic Semantics

In this section we recall the possible worlds model of [14]. Its extension with records is straightforward, and we interpret the subsumption rule using coercion maps.

Worlds. For each $A \in$ Type let $\operatorname{Loc}_{A}$ be mutually disjoint, countably infinite sets of locations. We let $l$ range over Loc $\stackrel{\text { def }}{=} \bigcup_{A \in \text { Type }} \operatorname{Loc}_{A}$, and may use the notation $l_{A}$ to emphasize that $l \in \operatorname{Loc}_{A}$. A world $w$ is a finite set of locations $l_{A} \in \operatorname{Loc}$. A world $w^{\prime}$ extends $w$, written $w^{\prime} \geq w$, if $w^{\prime} \supseteq w$. We write $\mathcal{W}=(\mathcal{W}, \leq)$ for the poset of worlds.

Semantic Domain. Let pCpo be the category of cpos (not necessarily containing a least element) and partial continuous functions. For a partial continuous function $f$ we write $f(a) \downarrow$ if the application is defined, and $f(a) \uparrow$ otherwise. Let Cpo be the subcategory of pCpo where the morphisms are total continuous functions.

Informally, a world describes the shape of the store, i.e., the number of locations of each type allocated in the store. In the semantics we want a cpo $S_{w}$ of $w$-stores for each $w \in \mathcal{W}$, and a cpo $\llbracket A \rrbracket_{w}$ of values of type $A$. In fact, we require that each $\llbracket A \rrbracket$ denotes a co-variant functor from $\mathcal{W}$ to Cpo, formalising the intuition that values can always be used with larger stores. We write the image of $w \leq w^{\prime}$ under $\llbracket A \rrbracket$ as $\llbracket A \rrbracket_{w}^{w^{\prime}}$.

The cpo of $w$-stores is defined as $S_{w}=\prod_{l_{A} \in w} \llbracket A \rrbracket_{w}$. For worlds $w \in \mathcal{W}$, $\llbracket \mathrm{bool} \rrbracket_{w}=$ BVal denotes the set $\{$ true, false $\}$ of truth values considered as discrete cpo, and similarly, $\llbracket$ ref $A \rrbracket_{w}=\left\{l_{A} \mid l_{A} \in w\right\}$ is the discretely ordered cpo of $A$ locations allocated in $w$-stores. Further, $\llbracket\left\{\mathrm{m}_{i}: A_{i}\right\}_{i \in I} \rrbracket_{w}=\left\{\mid \mathrm{m}_{i}: \llbracket A_{i} \rrbracket_{w}\right\}_{i \in I}$ is the cpo of records $\left\{\mid \mathrm{m}_{i}=a_{i}\right\}_{i \in I}$ with component $\mathrm{m}_{i}$ in $\llbracket A_{i} \rrbracket_{w}$, ordered pointwise.

On morphisms $w \leq w^{\prime}, \llbracket \mathrm{bool} \rrbracket_{w}^{w^{\prime}}=\mathrm{id}_{\mathrm{BVal}}$ is the identity map, and $\llbracket \mathrm{ref} A \rrbracket_{w}^{w^{\prime}}$ is the inclusion $\llbracket \operatorname{ref} A \rrbracket_{w} \subseteq \llbracket \operatorname{ref} A \rrbracket_{w^{\prime}}^{w}$. Records act pointwise on the components, $\llbracket\left\{\mathrm{m}_{i}: A_{i}\right\} \rrbracket_{w}^{w^{\prime}}=\lambda r .\left\{\mid \mathrm{m}_{i}=\llbracket A_{i} \rrbracket_{w}^{w^{\prime}}\left(r . \mathrm{m}_{i}\right)\right\}$. The type of functions $A \Rightarrow B$ is the most interesting since it involves the store $S$,

$$
\begin{equation*}
\llbracket A \Rightarrow B \rrbracket_{w} \stackrel{\text { def }}{=} \prod_{w^{\prime} \geq w}\left(S_{w^{\prime}} \times \llbracket A \rrbracket_{w^{\prime}} \rightharpoonup \sum_{w^{\prime \prime} \geq w^{\prime}}\left(S_{w^{\prime \prime}} \times \llbracket B \rrbracket_{w^{\prime \prime}}\right)\right) \tag{1}
\end{equation*}
$$

This says that a function $f \in \llbracket A \Rightarrow B \rrbracket_{w}$ may be applied in any future (larger) store $w^{\prime}$ to a $w^{\prime}$-store $s$ and value $v \in \llbracket A \rrbracket_{w^{\prime}}$. The computation $f_{w^{\prime}}(s, v)$ may allocate new storage, and upon termination it yields a store and value in a yet larger world $w^{\prime \prime} \geq w^{\prime}$. For a morphism $w \leq w^{\prime}, \llbracket A \Rightarrow B \rrbracket_{w}^{w^{\prime}}(f)=\lambda_{w^{\prime \prime} \geq w^{\prime}} f_{w^{\prime \prime}}$ is the restriction to worlds $w^{\prime \prime} \geq w^{\prime}$.

Equation (1) clearly shows the effect of allowing higher-order store: Since functions $A \Rightarrow B$ can also be stored, $S$ and $\llbracket A \Rightarrow B \rrbracket$ are mutually recursive. Due to the use of $S$ in both positive and negative positions in (1) a mixed-variant domain equation for $S$ must be solved. To this end, in [14] a bilimit-compact category $\mathcal{C}$ is considered, i.e.,
$-\mathcal{C}$ is Cpo-enriched and each hom-cpo $\mathcal{C}(A, B)$ has a least element $\perp_{A, B}$ s.t. $\perp \circ f=\perp=g \circ \perp$;
$-\mathcal{C}$ has an initial object; and

- in the category $\mathcal{C}^{E}$ of embedding-projection pairs of $\mathcal{C}$, every $\omega$-chain $\Delta=$ $D_{0} \rightarrow D_{1} \rightarrow \ldots$ has an O-colimit [24], i.e., a cocone $\left\langle e_{i}, p_{i}\right\rangle_{i \in \mathbb{N}}: \Delta \rightarrow D$ in $\mathcal{C}^{E}$ s.t. $\bigsqcup_{i} e_{i} \circ p_{i}=\operatorname{id}_{D}$ in $\mathcal{C}(D, D)$.

It follows that every locally continuous functor $F: \mathcal{C}^{o p} \times \mathcal{C} \rightarrow \mathcal{C}$ has a minimal invariant, i.e., an object $D$ in $\mathcal{C}$ s.t. $F(D, D)=D$ (omitting isomorphisms) and $\operatorname{id}_{D}$ is the least fixed point of the continuous endofunction $\delta: \mathcal{C}(D, D) \rightarrow \mathcal{C}(D, D)$ given by $\delta(e) \stackrel{\text { def }}{=} F(e, e)$ [18].

Following [14] the semantics of types can now be obtained as minimal invariant of the locally continuous functor $F: \mathcal{C}^{o p} \times \mathcal{C} \rightarrow \mathcal{C}$ (derived from the domain equations for types by separating positive and negative occurrences of the store) over the bilimit-compact category

$$
\begin{equation*}
\mathcal{C}=\prod_{w \in \mathcal{W}} \mathbf{p C p o} \times \prod_{A \in \text { Type }}[\mathcal{W}, \mathbf{C p o}] \bullet[\mathcal{W}, \mathbf{p C p o}] \tag{2}
\end{equation*}
$$

Here, $[\mathcal{W}, \mathbf{C p o}] \bullet[\mathcal{W}, \mathbf{p C p o}]$ denotes the category where objects are functors $A, B: \mathcal{W} \rightarrow \mathbf{C p o}$ and morphisms are partial natural transformations $\mu: A \rightarrow B$, i.e., for $A, B: \mathcal{W} \rightarrow \mathbf{C p o}$ the diagram

commutes. The first component of the product in (22) is used to define $S_{w} \stackrel{\text { def }}{=} D_{S w}$ from the minimal invariant $D=\left\langle\left\{D_{S w}\right\}_{w},\left\{D_{A}\right\}_{A}\right\rangle$, and the second component yields $\llbracket A \rrbracket \stackrel{\text { def }}{=} D_{A}$. In fact, $D$ gives isomorphisms $F(D, D)_{A}=D_{A}$ in the category $[\mathcal{W}, \mathbf{C p o}]$ of functors $\mathcal{W} \rightarrow \mathbf{C p o}$ and total natural transformations.

Semantics. Each subtyping derivation $A \preceq B$ determines a coercion, which is in fact a (total) natural transformation from $\llbracket A \rrbracket$ to $\llbracket B \rrbracket$, defined in Table $2 \rrbracket$ We follow the notation of [22] and write $\mathcal{P}(J)$ to distinguish a derivation of judgement $J$ from the judgement itself.

Writing $\llbracket \Gamma \rrbracket_{w}$ for the set of maps from variables to $\bigcup_{A} \llbracket A \rrbracket_{w}$ s.t. $\rho(x) \in \llbracket A \rrbracket_{w}$ for all $x: A \in \Gamma$, we define the semantics of (derivations of) typing judgments

$$
\llbracket \Gamma \triangleright e: A \rrbracket_{w}: \llbracket \Gamma \rrbracket_{w} \rightarrow S_{w} \rightharpoonup \sum_{w^{\prime} \geq w}\left(S_{w^{\prime}} \times \llbracket A \rrbracket_{w^{\prime}}\right)
$$

As observed in Levy's paper, each value $\Gamma \triangleright v: A$ determines a natural transformation from $\llbracket \Gamma \rrbracket$ to $\llbracket A \rrbracket$ in $[\mathcal{W}, \mathbf{C p o}]$. Here this is a consequence of the fact that (i) values do not affect the store and (ii) coercion maps determine (total) natural transformations. We make use of this fact in the statement of the semantics. For example, in the case of records we do not have to fix an order for the evaluation of the components.

Table 2. Coercion maps

$$
\begin{aligned}
& \| \frac{A \preceq A}{} \rrbracket_{w}=\mathrm{id}_{\llbracket A \rrbracket_{w}} \\
& \llbracket \frac{\mathcal{P}\left(A \preceq A^{\prime}\right) \mathcal{P}\left(A^{\prime} \preceq B\right)}{A \preceq B} \|_{w}=\llbracket \mathcal{P}\left(A^{\prime} \preceq B\right) \rrbracket_{w} \circ \llbracket \mathcal{P}\left(A \preceq A^{\prime}\right) \rrbracket_{w} \\
& \llbracket \frac{I^{\prime} \subseteq I \quad \mathcal{P}\left(A_{i} \preceq A_{i}^{\prime}\right) \forall i \in I^{\prime}}{\left\{\mathrm{m}_{i}: A_{i}\right\}_{i \in I} \preceq\left\{\mathrm{~m}_{i}: A_{i}^{\prime}\right\}_{i \in I^{\prime}}} \rrbracket_{w}=\lambda r .\left\{\mathrm{m}_{i}=\llbracket \mathcal{P}\left(A_{i} \preceq A_{i}^{\prime}\right) \rrbracket_{w}\left(r . \mathrm{m}_{i}\right)\right\}_{i \in I^{\prime}} \\
& \llbracket \frac{\mathcal{P}\left(A^{\prime} \preceq A\right) \quad \mathcal{P}\left(B \preceq B^{\prime}\right)}{A \Rightarrow B \preceq A^{\prime} \Rightarrow B^{\prime}} \rrbracket_{w} \quad \\
& \quad=\lambda f \lambda_{w^{\prime} \geq w} \lambda\langle s, x\rangle .\left\{\begin{array}{c}
\left\langle w^{\prime \prime},\left\langle s^{\prime}, \llbracket \mathcal{P}\left(B \preceq B^{\prime}\right) \rrbracket_{w^{\prime \prime}} x^{\prime}\right\rangle\right\rangle \\
\text { if } f_{w^{\prime}}\left\langle s, \llbracket \mathcal{P}\left(A^{\prime} \preceq A\right) \rrbracket_{w^{\prime}}(x)\right\rangle=\left\langle w^{\prime \prime},\left\langle s^{\prime}, x^{\prime}\right\rangle\right\rangle \downarrow \\
\text { undefined otherwise }
\end{array}\right.
\end{aligned}
$$

The semantics of subtyping judgements is used for the subsumption rule,

$$
\llbracket \frac{\mathcal{P}(\Gamma \triangleright e: A) \mathcal{P}(A \preceq B)}{\Gamma \triangleright e: B} \rrbracket_{w} \rho s=\left\{\begin{array}{c}
\left\langle w^{\prime},\left\langle s^{\prime}, \llbracket \mathcal{P}(A \preceq B) \rrbracket_{w^{\prime}} a\right\rangle\right\rangle \\
\text { if } \llbracket \mathcal{P}(\Gamma \triangleright e: A) \rrbracket_{w} \rho s=\left\langle w^{\prime},\left\langle s^{\prime}, a\right\rangle\right\rangle \downarrow \\
\text { undefined otherwise }
\end{array}\right.
$$

As explained above, the semantics of functions is parameterised over extensions of the current world $w$,

$$
\begin{aligned}
& \llbracket \frac{\mathcal{P}(\Gamma, x: A \triangleright e: B)}{\Gamma \triangleright \lambda x \cdot e: A \Rightarrow B} \rrbracket_{w} \rho s \\
& \quad=\left\langle w,\left\langle s, \lambda w^{\prime} \geq w \lambda\left\langle s^{\prime}, a\right\rangle \cdot \llbracket \mathcal{P}(\Gamma, x: A \triangleright e: B) \rrbracket_{w^{\prime}}\left(\llbracket \Gamma \rrbracket_{w}^{w^{\prime}} \rho\right)[x:=a] s^{\prime}\right\rangle\right\rangle
\end{aligned}
$$

Function application is

$$
\llbracket \frac{\mathcal{P}(\Gamma \triangleright x: A \Rightarrow B) \quad \mathcal{P}(\Gamma \triangleright y: A)}{\Gamma \triangleright x(y): B} \rrbracket_{w} \rho s=f_{w}(s, a)
$$

where $\langle w,\langle s, f\rangle\rangle=\llbracket \mathcal{P}(\Gamma \triangleright x: A \Rightarrow B) \rrbracket_{w} \rho s$ and $\langle w,\langle s, a\rangle\rangle=\llbracket \mathcal{P}(\Gamma \triangleright y: A) \rrbracket_{w} \rho s$. The remaining cases are similarly straightforward (see [14|23]).

## 4 An Untyped Semantics

We give an untyped semantics of the language in pCpo. Let Val satisfy

$$
\begin{equation*}
\text { Val }=\mathrm{BVal}+\mathrm{Loc}+\operatorname{Rec}_{\mathbb{L}}(\mathrm{Val})+(\mathrm{St} \times \mathrm{Val}-\mathrm{St} \times \mathrm{Val}) \tag{4}
\end{equation*}
$$

where $\mathrm{St} \stackrel{\text { def }}{=} \operatorname{Rec}_{\mathrm{Loc}}(\mathrm{Val})$ denotes the cpo of records with labels from Loc, ordered by $r_{1} \sqsubseteq r_{2}$ iff $\operatorname{dom}\left(r_{1}\right)=\operatorname{dom}\left(r_{2}\right)$ and $r_{1} . \mathrm{m} \sqsubseteq r_{2}$. m for all $\mathrm{m} \in \operatorname{dom}\left(r_{1}\right)$. The interpretation of terms, $\llbracket e \rrbracket: \mathrm{Env} \rightarrow \mathrm{St} \rightharpoonup \mathrm{St} \times \mathrm{V}$ al, is essentially straightforward, typical cases are those of abstraction and application:

$$
\begin{aligned}
& \llbracket \lambda x . e \rrbracket \eta \sigma=\left\langle\sigma, \lambda\left\langle\sigma^{\prime}, v\right\rangle . \llbracket e \rrbracket \eta[x:=v] \sigma^{\prime}\right\rangle \\
& \llbracket x(y) \rrbracket \eta \sigma= \begin{cases}\eta(x)\langle\sigma, \eta(y)\rangle & \text { if } \eta(x) \in[\mathrm{St} \times \mathrm{Val} \rightharpoonup \mathrm{St} \times \mathrm{Val}] \text { and } \eta(y) \downarrow \\
\text { undefined } & \text { otherwise }\end{cases}
\end{aligned}
$$

Table 3. Kripke logical relation

```
\(\langle x, y\rangle \in R_{w}^{\text {bol }} \quad \stackrel{\text { def }}{\Longleftrightarrow} y \in \mathrm{BVal} \wedge x=y\)
\(\langle r, s\rangle \in R_{w}^{\left\{\mathrm{m}_{i}: A_{i}\right\}} \stackrel{\text { def }}{\Longleftrightarrow} s \in \operatorname{Rec}_{\mathbb{L}}(\mathrm{Val}) \wedge \forall i .\left(s . \mathrm{m}_{i} \downarrow \wedge\left\langle r . \mathrm{m}_{i}, s . \mathrm{m}_{i}\right\rangle \in R_{w}^{A_{i}}\right)\)
\(\langle f, g\rangle \in R_{w}^{A \Rightarrow B} \quad \stackrel{\text { def }}{\Longleftrightarrow} g \in[\mathrm{St} \times \mathrm{Val}-\mathrm{St} \times \mathrm{Val}] \wedge\)
    \(\forall w^{\prime} \geq w \forall\langle s, \sigma\rangle \in R_{w^{\prime}}^{S t} \forall\langle x, y\rangle \in R_{w^{\prime}}^{A}\)
    \(\left(f_{w^{\prime}}(s, x) \uparrow \wedge g(\sigma, y) \uparrow\right)\)
    \(\vee \exists w^{\prime \prime} \geq w^{\prime} \exists s^{\prime} \in S_{w^{\prime}} \exists x^{\prime} \in \llbracket B \rrbracket_{w^{\prime}} \exists \sigma^{\prime} \in \operatorname{St} \exists y^{\prime} \in\) Val.
                                    \(\left(f_{w^{\prime}}(s, x)=\left\langle w^{\prime \prime},\left\langle s^{\prime}, x^{\prime}\right\rangle\right\rangle \wedge g(\sigma, y)=\left\langle\sigma^{\prime}, y^{\prime}\right\rangle\right.\)
                                    \(\left.\wedge\left\langle s^{\prime}, \sigma^{\prime}\right\rangle \in R_{w^{\prime \prime}}^{S t} \wedge\left\langle x^{\prime}, y^{\prime}\right\rangle \in R_{w^{\prime \prime}}^{B}\right)\)
\(\langle x, y\rangle \in R_{w}^{\text {ref } A} \quad \stackrel{\text { def }}{\Longleftrightarrow} y \in w \cap \operatorname{Loc}_{A} \wedge x=y\)
```

with the auxiliary relation $R_{w}^{S t} \subseteq S_{w} \times \mathrm{St}$,
$\langle s, \sigma\rangle \in R_{w}^{S t} \quad \stackrel{\text { def }}{\Longleftrightarrow} \operatorname{dom}(s)=w=\operatorname{dom}(\sigma) \wedge \forall l_{A} \in w \cdot\left\langle s . l_{A}, \sigma \cdot l_{A}\right\rangle \in R_{w}^{A}$

Compared to the intrinsic semantics of the previous section, there are now many more possibilities of undefinedness if things "go wrong", e.g., if $x$ in $x(y)$ does not denote a function value.

The semantics of new $_{A}$ may be slightly surprising as there is still some type information in the choice of locations:

$$
\llbracket \text { new }_{A} x \rrbracket \eta \sigma=\left\langle\sigma+\left\{l_{A}=\eta(x)\right\}, l_{A}\right\rangle \quad \text { where } l_{A} \in \operatorname{Loc}_{A} \backslash \operatorname{dom}(\sigma)
$$

if $\eta(x) \downarrow$, and undefined otherwise. Informally, the worlds of the intrinsic semantics are encoded in the domain of untyped stores. Although $\sigma$ with $\operatorname{dom}(\sigma)=w$ need not necessarily correspond to a (typed) $w$-store in any sense, this will be the case for stores being derived from well-typed terms. This is one of the results of Sect. 5 below. See also the discussion in Sect. 7.1

## 5 A Kripke Logical Relation

While in [22] a logical relation between typed and untyped models was used to establish coherence, here this must be slightly generalised to a Kripke logical relation. Kripke logical relations are not only indexed by types but also by possible worlds, subject to a monotonicity condition (Lemma 2 below).

In Table 3 such a family of Type- and $\mathcal{W}$-indexed relations $R_{w}^{A} \subseteq \llbracket A \rrbracket_{w} \times \mathrm{Val}$ is defined. The existence of this family $R$ has to be established: There are both positive and negative occurrences of $R_{w}^{S t}$ in the case of function types $A \Rightarrow B$. Thus $R$ cannot be defined by induction on the type structure, nor does it give rise to a monotone operation (on the complete lattice of admissible predicates).

### 5.1 Existence of $\boldsymbol{R}_{\boldsymbol{w}}^{\boldsymbol{A}}$

To establish the existence of such a relation one uses Pitts' technique for the bilimit-compact product category $\mathcal{C} \times \mathbf{p C p o}$. Let $G: \mathbf{p C p o}^{o p} \times \mathbf{p C p o} \rightarrow \mathbf{p C p o}$
be the locally continuous functor for which (4) is the minimal invariant, so that $\langle D, V \mathrm{Val}\rangle$ is the minimal invariant of $F \times G$. A relational structure $\mathcal{R}$ on the category $\mathcal{C} \times \mathbf{p C p o}$, in the sense of [18], is given by the following data.

- For each object $\langle X, Y\rangle$ of $\mathcal{C} \times \mathbf{p C p o}$, let $\mathcal{R}(X, Y)$ consist of the type- and world-indexed families $R$ of admissible relations, where $R_{w}^{A} \subseteq X_{A w} \times Y$ and $R_{w}^{S t} \subseteq X_{S w} \times \operatorname{Rec}_{\text {Loc }}(Y)$.
- For morphisms $f=\left\langle f_{1}, f_{2}\right\rangle:\langle X, Y\rangle \rightarrow\left\langle X^{\prime}, Y^{\prime}\right\rangle$, and relations $R \in \mathcal{R}(X, Y)$ and $S \in \mathcal{R}\left(X^{\prime}, Y^{\prime}\right)$, we define $f: R \subset S$ iff, for all $w \in \mathcal{W}, A \in$ Type, for all $x \in X_{A w}, y \in Y, s \in X_{S w}$ and $\sigma \in \operatorname{Rec}_{\text {Loc }}(Y)$,

$$
\begin{aligned}
& \langle x, y\rangle \in R_{w}^{A} \Longrightarrow\left\{\begin{array}{l}
f_{1 A w}(x) \uparrow \wedge f_{2}(y) \uparrow \text { or } \\
f_{1 A w}(x) \downarrow \wedge f_{2}(y) \downarrow \wedge\left\langle f_{1 A w}(x), f_{2}(y)\right\rangle \in S_{w}^{A}
\end{array}\right. \\
& \langle s, \sigma\rangle \in R_{w}^{S t} \Longrightarrow\left\{\begin{array}{l}
f_{1 S w}(x) \uparrow \wedge \operatorname{Rec}_{\text {Loc }}\left(f_{2}\right)(\sigma) \uparrow \text { or } \\
f_{1 S w}(x) \downarrow \wedge \operatorname{Rec}_{\text {Loc }}\left(f_{2}\right)(\sigma) \downarrow \wedge\left\langle f_{1 S w}(x), \operatorname{Rec}_{\text {Loc }}\left(f_{2}\right)(\sigma)\right\rangle \in S_{w}^{S t}
\end{array}\right.
\end{aligned}
$$

We define a functional $\Phi\left(R^{-}, R^{+}\right)$on $\mathcal{R}$ corresponding to the equations for the Kripke logical relation $R$ above (by separating positive and negative occurrences of $R$ in the right-hand sides) such that for $S \in \mathcal{R}(X, Y)$ and $S^{\prime} \in \mathcal{R}\left(X^{\prime}, Y^{\prime}\right)$ we have $\Phi\left(S, S^{\prime}\right) \in \mathcal{R}\left((F \times G)\left(\langle X, Y\rangle\left\langle X^{\prime}, Y^{\prime}\right\rangle\right)\right)$. The map $\Phi$ is an admissible action of the functor $F \times G$ on $\mathcal{R}$, in the following sense:

Lemma 1. For all $e=\left\langle e_{1}, e_{2}\right\rangle, f=\left\langle f_{1}, f_{2}\right\rangle$ and $R, R^{\prime}, S, S^{\prime}$, if $e: R^{\prime} \subset R$ and $f: S \subset S^{\prime}$ then $(F \times G)(e, f): \Phi(R, S) \subset \Phi\left(R^{\prime}, S^{\prime}\right)$.
According to [18], Lemma 1 guarantees that $\Phi$ has a unique fixed point fix $(\Phi)$ in $\mathcal{R}(D, \mathrm{Val})$, and we obtain the Kripke logical relation $R=f i x(\Phi)$ satisfying $R=\Phi(R, R)$ as required.

Theorem 1 (Existence, [18]). The functional $\Phi$ has a unique fixed point.

### 5.2 The Basic Lemma

By induction on $A$ and the derivation of $A \preceq B$, resp., the following monotonicity properties are established:

Lemma 2 (Kripke Monotonicity). Suppose $\langle a, u\rangle \in R_{w}^{A}$ and $w^{\prime} \geq w$. Then $\left\langle\llbracket A \rrbracket_{w}^{w^{\prime}}(a), u\right\rangle \in R_{w^{\prime}}^{A}$.

Lemma 3 (Subtype Monotonicity). Let $w \in \mathcal{W}, A \preceq B$ and $\langle a, u\rangle \in R_{w}^{A}$. Then $\left\langle\llbracket A \preceq B \rrbracket_{w}(a), u\right\rangle \in R_{w}^{B}$.

Lemmas 2 and 3 show a key property of the relation $R$, which is at the heart of the coherence proof: For $\langle a, u\rangle \in R_{w}^{A}$ we can apply coercions to $a$ and enlarge the world $w$ while remaining in relation with $u \in$ Val.

We extend $R$ to contexts $\Gamma$ in the natural way. It is not hard to prove the fundamental property of logical relations which says that the (typed and untyped) denotations of well-typed terms compute related results.

Table 4. Bracketing maps

| $\phi_{w}^{\text {bool }}(b)$ | $=b$ |
| :---: | :---: |
| $\psi_{w}^{\text {bool }}(v)$ | $= \begin{cases}v & \text { if } v \in \mathrm{BVal} \\ \text { undefined otherwise }\end{cases}$ |
| $\phi_{w}^{\left\{m_{i}: A_{i}\right\}}(r)$ | $=\left\{\mathrm{m}_{i}=\phi_{w}^{A_{i}}\left(r . \mathrm{m}_{i}\right)\right\}$ |
| $\psi_{w}^{\left\{m_{i}: A_{i}\right\}}(v)$ | $= \begin{cases}\left\{\mathrm{m}_{i}=\psi_{w}^{A_{i}}\left(v \cdot \mathrm{~m}_{i}\right)\right\} & \text { if } v \in \operatorname{Rec}_{\mathbb{L}}(\mathrm{Val}) \text { and } \psi_{w}^{A_{i}}\left(v \cdot \mathrm{~m}_{i}\right) \downarrow \text { for all } i \\ \text { undefined } & \text { otherwise }\end{cases}$ |
| $\phi_{w}^{A \Rightarrow B}(f)$ | $=\lambda\langle\sigma, v\rangle \cdot \begin{cases}\left\langle\phi_{w^{\prime \prime}}^{S t}(s), \phi_{w^{\prime \prime}}^{B}(b)\right\rangle & \text { if } \operatorname{dom}(\sigma)=w^{\prime} \in \mathcal{W}, \psi_{w^{\prime}}^{S t}(\sigma) \downarrow, \psi_{w^{\prime}}^{A}(v) \downarrow \\ \text { undefined } & \text { and } f_{w^{\prime}}\left(\psi_{w^{\prime}}^{S t}(\sigma), \psi_{w^{\prime}}^{A}(v)\right)=\left\langle w^{\prime \prime},\langle s, b\rangle\right\rangle\end{cases}$ |
| $\psi_{w}^{A \Rightarrow B}(g)$ | $=\lambda_{w^{\prime} \geq w} \lambda\langle s, a\rangle \cdot \begin{cases}\left\langle w^{\prime \prime},\left\langle\psi_{w^{\prime \prime}}^{S t}(\sigma), \psi_{w^{\prime \prime}}^{B}(v)\right\rangle\right\rangle & \text { if } g\left(\phi_{w^{\prime}}^{S t}(s), \phi_{w^{\prime}}^{A}(a)\right)=\langle\sigma, v\rangle \downarrow \\ & \operatorname{dom}(\sigma)=w^{\prime \prime} \in \mathcal{W}, \\ & \psi_{w^{\prime \prime}}^{S t}(\sigma) \downarrow \text { and } \psi_{w^{\prime \prime}}^{B}(v) \downarrow \\ \text { undefined } & \text { otherwise }\end{cases}$ |
| $\phi_{w}^{\text {ref }}(l)$ | $=l$ |
| $\psi_{w}^{\text {ref } A}(v)$ | $= \begin{cases}v & \text { if } v \in \operatorname{Loc}_{A} \\ \text { undefined otherwise }\end{cases}$ |
| $\phi_{w}^{S t}(s)$ | $\left.=\left\{l_{A}=\phi_{w}^{A}\left(s . l_{A}\right)\right\}\right\}_{l_{A} \in w}$ |
| $\psi_{w}^{S t}(\sigma)$ | $= \begin{cases}\left\{l_{A}=\psi_{w}^{A}\left(\sigma . l_{A}\right)\right\} l_{l_{A} \in w} \text { if } \psi_{w}^{A}\left(\sigma . l_{A}\right) \downarrow & \text { for all } l_{A} \in w \\ \text { undefined } & \text { otherwise }\end{cases}$ |

Lemma 4 (Basic Lemma). Suppose $\Gamma \triangleright e: A, w \in \mathcal{W},\langle\rho, \eta\rangle \in R_{w}^{\Gamma}$ and $\langle s, \sigma\rangle \in R_{w}^{S t}$. Then

- either $\llbracket \Gamma \triangleright e: A \rrbracket_{w} \rho s \uparrow$ and $\llbracket e \rrbracket \eta \sigma \uparrow$, or
- there are $w^{\prime} \geq w, s^{\prime}, x^{\prime}, \sigma^{\prime}, y^{\prime}$ s.t. $\llbracket \Gamma \triangleright e: A \rrbracket_{w} \rho s=\left\langle w^{\prime},\left\langle s^{\prime}, a\right\rangle\right\rangle$ and $\llbracket e \rrbracket \eta \sigma=$ $\left\langle\sigma^{\prime}, u\right\rangle$ s.t. $\left\langle s^{\prime}, \sigma^{\prime}\right\rangle \in R_{w^{\prime}}^{S t}$ and $\langle a, u\rangle \in R_{w^{\prime}}^{A}$.

Proof. By induction on the derivation of $\Gamma \triangleright e: A$, using Lemmas 2 and 3,

### 5.3 Bracketing

Next, in Table 4 we define families of "bracketing" maps $\phi_{w}, \psi_{w}$,

$$
\llbracket A \rrbracket_{w} \underset{\psi_{w}^{A}}{\stackrel{\phi_{w}^{A}}{\rightleftarrows}} \text { Val } \quad \text { and } \quad S_{w} \underset{\psi_{w}^{S t}}{\stackrel{\phi_{w}^{S t}}{\leftrightarrows}} \text { St }
$$

such that $\psi_{w}^{A} \circ \phi_{w}^{A}=\mathrm{id}_{\llbracket A \rrbracket_{w}}$, i.e., each $\llbracket A \rrbracket_{w}$ is a retract of the untyped model.
As in [22, the retraction property follows from a more general result which justifies the term "bracketing", $\phi_{w}^{A} \subseteq R_{w}^{A} \subseteq\left(\psi_{w}^{A}\right)^{o p}$, relating the (graphs of the) bracketing maps and the Kripke logical relation of the previous section.

Theorem 2 (Bracketing). For all $w \in \mathcal{W}$ and $A \in$ Type,
$-\forall x \in \llbracket A \rrbracket_{w} .\left\langle x, \phi_{w}^{A}(x)\right\rangle \in R_{w}^{A} ;$
$-\forall s \in S_{w} .\left\langle s, \phi_{w}^{S t}(s)\right\rangle \in R_{w}^{S t}$;
$-\forall\langle x, y\rangle \in R_{w}^{A} . x=\psi_{w}^{A}(y) ;$ and
$-\forall\langle s, \sigma\rangle \in R_{w}^{S t} . s=\psi_{w}^{S t}(\sigma)$.
Proof (Sketch). Compared to Reynolds work, the proof of the theorem is more involved, again due to the (mixed-variant) type recursion caused by higher-order store. By a simultaneous induction on $n$ we first prove the properties

$$
\begin{aligned}
& -\forall x \in \llbracket A \rrbracket_{w} \cdot \pi_{n}^{A w}(x) \downarrow \Longrightarrow \quad\left\langle\pi_{n}^{A w}(x), \phi_{w}^{A}\left(\pi_{n}^{A w}(x)\right)\right\rangle \in R_{w}^{A} \\
& -\forall\langle x, y\rangle \in R_{w}^{A} \cdot \pi_{n}^{A w}(x) \downarrow \Longrightarrow \quad \Longrightarrow \quad \pi_{n}^{A w}(x)=\pi_{n}^{A w}\left(\psi_{w}^{A}(y)\right)
\end{aligned}
$$

for all $n \in \mathbb{N}$, using the projection maps that come with the minimal invariant solution $D$ of the endofunctor $F$ on $\mathcal{C}$ : For $\delta(e)=F(e, e)$ we set $\pi_{n}^{A w} \stackrel{\text { def }}{=} \delta^{n}(\perp)_{A w}$, and similarly $\pi_{n}^{S w} \stackrel{\text { def }}{=} \delta^{n}(\perp)_{S w}$. By definition of the minimal invariant solution, $\bigsqcup_{n} \pi_{n}^{A w}=\left(\bigsqcup_{n} \delta^{n}(\perp)\right)_{A w}=(\operatorname{Ifp}(\delta))_{A w}=\mathrm{id}_{A w}$ follows. Also, $\bigsqcup_{n} \pi_{n}^{S w}=\mathrm{id}_{S w}$.

Now for the first part of the theorem let $x \in \llbracket A \rrbracket_{w}$. Thus, $x=\bigsqcup_{n} \pi_{n}^{A w}(x)$ entails $\pi_{n}^{A w}(x) \downarrow$ for $n$ sufficiently large. By the above, $\left\langle\pi_{n}^{A w}(x), \phi_{w}^{A}\left(\pi_{n}^{A w}(x)\right)\right\rangle \in$ $R_{w}^{A}$ for all sufficiently large $n \in \mathbb{N}$. This is a countable chain in $\llbracket A \rrbracket_{w} \times \mathrm{Val}$, and admissibility of $R_{w}^{A}$ and continuity of $\phi_{w}^{A}$ prove the result. The other parts are similar.

## 6 Coherence of the Intrinsic Semantics

We have now all the parts assembled in order to prove coherence (which proceeds exactly as in [22]): Suppose $\mathcal{P}_{1}(\Gamma \triangleright e: A)$ and $\mathcal{P}_{2}(\Gamma \triangleright e: A)$ are derivations of the judgement $\Gamma \triangleright e: A$. We show that their semantics agree. Let $w \in \mathcal{W}$, $\rho \in \llbracket \Gamma \rrbracket_{w}$ and $s \in S_{w}$. By Theorem 2 parts (1) and (2), $\left\langle\rho, \phi_{w}^{\Gamma}(\rho)\right\rangle \in R_{w}^{\Gamma}$ and $\left\langle s, \phi_{w}^{S t}(s)\right\rangle \in R_{w}^{S t}$. Hence, by two applications of the Basic Lemma, either

$$
\llbracket \mathcal{P}_{1}(\Gamma \triangleright e: A) \rrbracket_{w} \rho s \uparrow \wedge \llbracket e \rrbracket\left(\phi_{w}^{\Gamma}(\rho)\right)\left(\phi_{w}^{S t}(s)\right) \uparrow \wedge \llbracket \mathcal{P}_{2}(\Gamma \triangleright e: A) \rrbracket_{w} \rho s \uparrow
$$

or else there exist $w_{i} \geq w, s_{i} \in S_{w_{i}}, v_{i} \in \llbracket A \rrbracket_{w_{i}}$ and $\sigma \in \mathrm{St}, v \in \mathrm{Val}$ such that

$$
\begin{aligned}
& \llbracket \mathcal{P}_{1}(\Gamma \triangleright e: A) \rrbracket_{w} \rho s=\left\langle w_{1},\left\langle s_{1}, v_{1}\right\rangle\right\rangle \wedge \llbracket e \rrbracket\left(\phi_{w}^{\Gamma}(\rho)\right)\left(\phi_{w}^{S t}(s)\right)=\langle\sigma, v\rangle \\
& \wedge \llbracket \mathcal{P}_{2}(\Gamma \triangleright e: A) \rrbracket_{w} \rho s=\left\langle w_{2},\left\langle s_{2}, v_{2}\right\rangle\right\rangle
\end{aligned}
$$

where $\left\langle s_{i}, \sigma\right\rangle \in R_{w_{i}}^{S t}$ and $\left\langle v_{i}, v\right\rangle \in R_{w_{i}}^{A}$, for $i=1,2$. The definition of the relation $R_{w_{i}}^{S t}$ entails $w_{1}=\operatorname{dom}(\sigma)=w_{2}$, and by Theorem 2 parts (3) and (4), $s_{1}=$ $\psi_{w_{1}}^{S t}(\sigma)=\psi_{w_{2}}^{S t}(\sigma)=s_{2}$ and $v_{1}=\psi_{w_{1}}^{A}(v)=\psi_{w_{2}}^{A}(v)=v_{2}$. Thus we have shown

Theorem 3 (Coherence). All derivations of a judgement $\Gamma \triangleright e: A$ have the same meaning in the intrinsic semantics.

Note that this result does not hold if the type annotation $A$ in new $A_{A}$ was removed. In particular, there would then be two different derivations of the judgement

$$
\begin{equation*}
x:\{\mathrm{m}: \text { bool }\} \triangleright \text { new } x ; \text { true : bool } \tag{5}
\end{equation*}
$$

one without use of subsumption, and one where $x$ is coerced to type $\mathbf{1}$ before allocation. The denotations of these two derivations are different (clearly not even the resulting extended worlds are equal). It could be argued that, at least in this particular case, this is a defect of the underlying model: The use of a global store does not reflect the fact that the cell allocated in (5) above remains local and cannot be accessed by any enclosing program. However, in the general case we do not know if the lack of locality is the only reason preventing coherence for terms without type annotations.

## 7 Discussion

We consider some aspects in more detail. Firstly, the technical development so far can be used to obtain an (extrinsic) semantics over the untyped model, based on partial equivalence relations. Secondly, we show that our simple notion of subtyping is useful in obtaining a pleasingly straightforward semantics of the object calculus [1]. Finally, we demonstrate how to prove (non-trivial) properties of programs using higher-order store in the model: We consider an object-oriented, "circular" implementation of the factorial function.

### 7.1 Extrinsic PER Semantics

Apart from proving coherence, Reynolds used (his analogue of) Theorem 2 to develop an extrinsic semantics of types in the language [22]. Besides Theorem[2] this only depends on the Basic Lemma, and we can do exactly the same here. More precisely, the binary relation $\|A\|_{w}$, defined as $\left(R_{w}^{A}\right)^{o p} \circ R_{w}^{A}$, is a partial equivalence relation (per) on $\mathrm{Val} \times \mathrm{Val}$. We observe that a direct proof of transitivity is non-trivial, but it follows easily with part (3) of Theorem 2,

This definition induces a per $\|w\| \subseteq \operatorname{St} \times$ St for every $w \in \mathcal{W}$ by $\left\langle\sigma, \sigma^{\prime}\right\rangle \in\|w\|$ iff $\operatorname{dom}(\sigma)=w=\operatorname{dom}\left(\sigma^{\prime}\right)$ and $\left\langle\sigma . l_{A}, \sigma^{\prime} . l_{A}\right\rangle \in\|A\|_{w}$ for all $l_{A} \in w$. The Basic Lemma then shows that the semantics is well-defined on $\|-\|$-equivalence classes, in the sense that if $\Gamma \triangleright e: A$ then for all $w \in \mathcal{W}$, for all $\left\langle\eta, \eta^{\prime}\right\rangle \in\|\Gamma\|_{w}$ and all $\left\langle\sigma, \sigma^{\prime}\right\rangle \in\|w\|$,

$$
\llbracket e \rrbracket \eta \sigma \downarrow \vee \llbracket e \rrbracket \eta^{\prime} \sigma^{\prime} \downarrow \Longrightarrow\left\{\begin{array}{l}
\llbracket e \rrbracket \eta \sigma=\left\langle\sigma_{1}, u\right\rangle \wedge \llbracket e \rrbracket \eta^{\prime} \sigma^{\prime}=\left\langle\sigma_{1}^{\prime}, u^{\prime}\right\rangle \wedge  \tag{6}\\
\exists w^{\prime} \geq w .\left\langle\sigma_{1}, \sigma_{1}^{\prime}\right\rangle \in\left\|w^{\prime}\right\| \wedge\left\langle u, u^{\prime}\right\rangle \in\|A\|_{w^{\prime}}
\end{array}\right.
$$

The resulting per model satisfies some of the expected typed equations: For instance, $\left\{\mid \mathrm{m}=\right.$ true, $\mathrm{m}^{\prime}=$ true $\}$ and $\left\{\mathrm{m}=\right.$ true, $\mathrm{m}^{\prime}=$ false $\left.\mid\right\}$ are equal at $\{\mathrm{m}$ : bool\}. Unfortunately, no non-trivial equations involving store are valid in this model; in particular, locality and information hiding are not captured. This is no surprise since we work with a global store, and the failure of various desirable equations has already been observed for the underlying typed model [14].

However, locality is a fundamental assumption underlying many reasoning principles about programs, such as object and class invariants in object-oriented programming. The work of Reddy and Yang [19], and Benton and Leperchey [6], shows how more useful equivalences can be built in into typed models of languages with storable references. It would be interesting to investigate if these ideas carry over to full higher-order store.

We remark that, unusually, the per semantics sketched above does not seem to work over a "completely untyped" partial combinatory algebra: The construction relies on the partition of the location set $\operatorname{Loc}=\bigcup_{A} \operatorname{Loc}_{A}$. In particular, the definition of the pers depends on this rather arbitrary partition. The amount of type information retained by using typed locations allows to express the invariance required for references in the presence of subtyping. We have been unable to find a more "semantic" condition.

Further, it is interesting to observe the role the typed "witness" of $\left\langle x_{1}, x_{2}\right\rangle \in$ $\|A\|_{w}$ play, i.e., the unique element $a \in \llbracket A \rrbracket_{w}$ with $\left\langle a, x_{i}\right\rangle \in R_{w}^{A}$ : Crucially, $a$ determines the world $w^{\prime} \geq w$ over which the result store and value are to be interpreted in the case of application.

Previously we have given a denotational semantics for a logic of objects [3], where an untyped cpo model was used [20]. This logic has a built-in notion of invariance which makes it very similar to a type system, and the semantic structure of function types used in [20] closely resembles (6). In fact, in [20] an ad-hoc construction was necessary to "determinise" the existential quantification over world extensions of (6) in order to preserve admissibility of predicates (corresponding to types and specifications of the logic). Regarding the setting of the present paper, the tracking of the computation on $\mathcal{W}$ is hard-wired into the witnesses coming from the typed model.

### 7.2 A Semantics of Objects

Next, we sketch how to give a semantics to Abadi and Cardelli's imperative object calculus with first-order types [1], where we distinguish between fields and methods (with parameters). Fields are mutable, but methods cannot be updated. The type of objects with fields $\mathrm{f}_{i}$ of type $A_{i}$ and methods $\mathrm{m}_{j}$ of type $C_{j}$ (with self parameter $y_{j}$ ) and parameter $z_{j}$ of type $B_{j}$, is written $\left[\mathrm{f}_{i}: A_{i}, \mathrm{~m}_{j}: B_{j} \Rightarrow C_{j}\right]_{i, j}$. The introduction rule is

$$
\begin{gather*}
A \equiv\left[\mathrm{f}_{i}: A_{i}, \mathrm{~m}_{j}: B_{j} \Rightarrow C_{j}\right]_{i, j} \\
\Gamma \vdash x_{i}: A_{i} \forall i \quad \Gamma, y_{j}: A, z_{j}: B_{j} \vdash b_{j}: C_{j} \forall j  \tag{7}\\
\Gamma \vdash\left[\mathrm{f}_{i}=x_{i}, \mathrm{~m}_{j}=\varsigma\left(y_{j}\right) \lambda z_{j} \cdot b_{j}\right]_{i, j}: A
\end{gather*}
$$

Subtyping on objects is by width, and for methods also by depth:

$$
\begin{equation*}
\frac{B_{j} \Rightarrow C_{j} \preceq B_{j}^{\prime} \Rightarrow C_{j}^{\prime} \forall j \in J^{\prime} \quad I^{\prime} \subseteq I \quad J^{\prime} \subseteq J}{\left[\mathrm{f}_{i}: A_{i}, \mathrm{~m}_{j}: B_{j} \Rightarrow C_{j}\right]_{i \in I, j \in J} \preceq\left[\mathrm{f}_{i}: A_{i}, \mathrm{~m}_{j}: B_{j}^{\prime} \Rightarrow C_{j}^{\prime}\right]_{i \in I^{\prime}, j \in J^{\prime}}} \tag{8}
\end{equation*}
$$

The following is essentially a (syntactic) presentation of the fixed-point (or closure) model of objects [11, albeit in a typed setting: Objects of type $A \equiv$ $\left[\mathrm{f}_{i}: A_{i}, \mathrm{~m}_{j}: B_{j} \Rightarrow C_{j}\right]_{i, j}$ are simply interpreted as records of the corresponding record type $A^{*} \equiv\left\{\mathrm{f}_{i}: \operatorname{ref} A_{i}^{*}, \mathrm{~m}_{j}: B_{j}^{*} \Rightarrow C_{j}^{*}\right\}_{i, j}$. Note that the self parameter does not play any part in this type (in contrast to functional interpretations of objects, cf. [8]), and soundness of (8) follows directly from the rules of Sect. 2

A new object $\left[\mathrm{f}_{i}=x_{i}, \mathrm{~m}_{j}=\varsigma\left(y_{j}\right) \lambda z_{j} . b_{j}\right]_{i, j}$ of type $A$ is created by allocating a state record $s$ and defining the methods by mutual recursion (using obvious syntax sugar),

$$
\text { let } s=\left\{\mathrm{f}_{i}=\operatorname{new}_{A_{i}}\left(x_{i}\right)\right\}_{i \in I} \text { in } \operatorname{Meth}_{A}(s)\left(\left\{\mathbf{m}_{j}=\lambda y_{j} \lambda z_{j} \cdot b_{j}\right\}_{j \in J}\right)
$$

where Meth $_{A}:\left\{\mathrm{f}_{i}: \text { ref } A_{i}\right\}_{i \in I} \Rightarrow\left\{\mathrm{~m}_{j}: A^{*} \Rightarrow B_{j} \Rightarrow C_{j}\right\}_{j \in J} \Rightarrow A^{*}$ is given by

$$
\operatorname{Meth}_{A} \equiv \mu f(s) \cdot \lambda m .\left\{\mathrm{f}_{i}=s . \mathrm{f}_{i}, \mathrm{~m}_{j}=\lambda z_{j} \cdot\left(m \cdot \mathrm{~m}_{j}(f(s)(m))\right)\left(z_{j}\right)\right\}_{i \in I, j \in J}
$$

Here $\mu f(x) . e$ is a recursively defined function $f$; note that this is meaningful: Using the fixed-point of the map $h \mapsto \llbracket \lambda x . e \rrbracket_{w} \rho[f:=h]$ in Cpo recursive functions can be interpreted in the model. The Basic Lemma holds also for the language extended with recursive functions [23]. Soundness of (17) follows immediately from this interpretation of objects and object types.

### 7.3 Reasoning About Higher-Order Store and Objects

In the following program let $A \equiv[\mathrm{fac}: \mathrm{int} \Rightarrow \mathrm{int}]$, and $B \equiv[\mathrm{f}: A$, fac : int $\Rightarrow \mathrm{int}]$ (so $B \preceq A$ ). The program computes the factorial, making the recursive calls through the store.

$$
\begin{aligned}
& \text { let } a: A=[\mathrm{fac}=\varsigma(x) \lambda n . n] \\
& \text { let } b: B=[\mathrm{f}=a, \mathrm{fac}=\varsigma(x) \lambda n \text {. if } n<1 \text { then } 1 \text { else } n \times(x . \mathrm{f} . \mathrm{fac}(n-1))] \\
& \text { in } b . \mathrm{f}:=b ; b . \mathrm{fac}(x)
\end{aligned}
$$

While we certainly do not claim that this is a particularly realistic example, it does show how higher-order store complicates reasoning. We illustrate a pattern for dealing with the self-application arising from higher-order store, following the general ideas of [21]: To prove that the call in the last line indeed computes the factorial of $x$, consider the family of predicates $P=\left(P_{w}\right)_{w}$ where $w$ ranges over worlds $\geq\{l: A\}$ and $P_{w} \subseteq \llbracket$ int $\Rightarrow \mathrm{int} \rrbracket_{w}$,

$$
\begin{gathered}
h \in P_{w} \stackrel{\text { def }}{\Longleftrightarrow} \forall w^{\prime} \geq w \forall s \in S_{w^{\prime}} \forall n \in \llbracket i \operatorname{int} \rrbracket_{w^{\prime}} .\left(s . l . f a c \in P_{w^{\prime}} \wedge n \geq 0 \wedge h_{w^{\prime}}(s, n) \downarrow\right) \\
\Longrightarrow \exists w^{\prime \prime} \geq w^{\prime} \exists s^{\prime} \in S_{w^{\prime \prime}} \cdot h_{w^{\prime}}(s, n)=\left\langle w^{\prime \prime},\left\langle s^{\prime}, n!\right\rangle\right\rangle
\end{gathered}
$$

Note that $P_{w}$ corresponds to a partial correctness assertion, i.e., if the result is defined, then it is indeed $n!$. This example has also been considered in the context of total correctness, in recent work of Honda et al. [9] (where, rather different to here, the proof relies on well-founded induction using a termination order).

Existence of $P$ is established along the lines of Theorem Then, assuming that $l$ is the location allocated for field f , a simple fixed-point induction shows

$$
\llbracket x: \text { int }, a: A \triangleright[\mathrm{f}=a, \mathrm{fac}=\varsigma(x) \lambda n . \ldots]: B \rrbracket_{w} \rho s=\left\langle w^{\prime},\left\langle s^{\prime}, o\right\rangle\right\rangle
$$

such that $w^{\prime}$ is $w \cup\{l: A\}$, and $o . f a c \in P_{w^{\prime}}$. Now let $\hat{s}=s^{\prime}\left[l:=\llbracket B \preceq A \rrbracket_{w^{\prime}}(o)\right]$. Thus, s.s.l.fac $=o . \mathrm{fac} \in P_{w^{\prime}}$; and if $\rho(x) \geq 0$ we conclude

$$
\begin{aligned}
& \llbracket x: \text { int }, a: A, b:[\mathrm{f}: A, \mathrm{fac}: \mathrm{int} \Rightarrow \mathrm{int}] \triangleright b . \mathrm{f}:=b ; b . \mathrm{fac}(x): \text { int } \rrbracket_{w^{\prime}} \rho[b:=o] \hat{s} \\
& =\hat{s} . l . \mathrm{fac}_{w^{\prime}}(\hat{s}, \rho(x)) \\
& =\left\langle w^{\prime \prime},\left\langle s^{\prime \prime}, \rho(x)!\right\rangle\right\rangle
\end{aligned}
$$

for some $w^{\prime \prime} \in \mathcal{W}$ and $s^{\prime \prime} \in S_{w^{\prime \prime}}$.

## 8 Related Work

Possible worlds models of programming languages were first considered in the work of Reynolds and Oles on the semantics of local stack-allocated variables [17. The current work is closer in spirit to the various possible worlds models for languages with dynamic allocation of heap storage 14|19256].

Apart from Levy's work [1415 which we built upon here, we are aware of only few other semantic models of higher-order store in the literature. The models 412 use games semantics and are not location-based, i.e., the store is modelled only indirectly via possible program behaviours. They do not appear to give rise to reasoning principles such as those necessary to establish the existence of the logical relation, or the predicate used in Sect. 7.3. Ahmed, Appel and Virga [5] construct a model with a rather operational flavour: The semantics of types is obtained by approximating absence of type errors in a reduction semantics; soundness of this construction follows from an encoding into type theory. Again we do not see how strong reasoning principles can be obtained. Jeffrey and Rathke [10] provide a model of the object calculus in terms of interaction traces, very much in the spirit of games semantics. Apart from Jeffrey and Rathke's semantics, none of these models deals with subtyping.

The proof principles applied in Sect. 7.3 are direct adaptations of those presented in [21] in the context of an untyped model of the object calculus.

## 9 Conclusions and Future Work

We have extended a model of general references with subtyping, to obtain a semantics of imperative objects. While the individual facts are much more intricate to prove than for the functional language considered in [22], the overall structure of the coherence proof is almost identical to loc.cit. It could be interesting to work out the general conditions needed for the construction.

In a different direction, we can extend the language with a more expressive type system: Recursive types and polymorphism feature prominently in the work on semantics of functional objects (see [8]). In [15] it is suggested that the construction of the intrinsic model also works for a variant of recursive types. We haven't considered the combination with subtyping yet, but do not expect any difficulties. In fact, also the extension with ML-like (prenex) polymorphism is straightforward - essentially because there is no interaction with the store.

Finally, we plan to develop (Hoare-style) logics, with pre- and post-conditions, for languages involving higher-order store. As a starting point, we would like to adapt the program logic of [3] to the language considered here.

Acknowledgement. I wish to thank Bernhard Reus for many helpful discussions. Paul Levy pointed out a flaw in an earlier version. Financial support was provided by EPSRC grant GR/R65190/01, "Programming Logics for Denotations of Recursive Objects"

## References

1. M. Abadi and L. Cardelli. A Theory of Objects. Springer, 1996.
2. M. Abadi, L. Cardelli, and R. Viswanathan. An interpretation of objects and object types. In Proc. POPL'96, pages 396-409. 1996.
3. M. Abadi and K. R. M. Leino. A logic of object-oriented programs. In Verification: Theory and Practice. Essays Dedicated to Zohar Manna on the Occasion of His 64 th Birthday, LNCS, pages 11-41. Springer, 2004.
4. S. Abramsky, K. Honda, and G. McCusker. A fully abstract game semantics for general references. In Proc. LICS'98, pages 334-344. 1998.
5. A. J. Ahmed, A. W. Appel, and R. Virga. A stratified semantics of general references embeddable in higher-order logic. In Proc. LICS'02, pages 75-86. 2002.
6. N. Benton and B. Leperchey. Relational reasoning in a nominal semantics for storage. In Proc. TLCA'05, volume 3461 of LNCS, pages 86-101. 2005.
7. V. Breazu-Tannen, T. Coquand, G. Gunter, and A. Scedrov. Inheritance as implicit coercion. Information and Computation, 93(1):172-221, July 1991.
8. K. B. Bruce, L. Cardelli, and B. C. Pierce. Comparing object encodings. Information and Computation, 155(1/2):108-133, Nov. 1999.
9. K. Honda, M. Berger, and N. Yoshida. An observationally complete program logic for imperative higher-order functions. To appear in Proc. LICS'05, 2005.
10. A. Jeffrey and J. Rathke. A fully abstract may testing semantics for concurrent objects. In Proc. LICS'02, pages 101-112. 2002.
11. S. N. Kamin and U. S. Reddy. Two semantic models of object-oriented languages. In Theoretical Aspects of Object-Oriented Programming: Types, Semantics, and Language Design, pages 464-495. MIT Press, 1994.
12. J. Laird. A categorical semantics of higher-order store. In Proc. CTCS'02, volume 69 of ENTCS, pages 1-18. 2003.
13. P. J. Landin. The mechanical evaluation of expressions. Computer Journal, 6(4):308-320, Jan. 1964.
14. P. B. Levy. Possible world semantics for general storage in call-by-value. In Proc. CSL'02, volume 2471 of LNCS. 2002.
15. P. B. Levy. Call-By-Push-Value. A Functional/Imperative Synthesis, volume 2 of Semantic Structures in Computation. Kluwer, 2004.
16. J. C. Mitchell and E. Moggi. Kripke-style models for typed lambda calculus. Annals of Pure and Applied Logic, 51(1-2):99-124, 1991.
17. F. J. Oles. A Category-theoretic approach to the semantics of programming languages. PhD thesis, Syracuse University, 1982.
18. A. M. Pitts. Relational properties of domains. Information and Computation, 127:66-90, 1996.
19. U. S. Reddy and H. Yang. Correctness of data representations involving heap data structures. Science of Computer Programming, 50(1-3):129-160, March 2004.
20. B. Reus and J. Schwinghammer. Denotational semantics for Abadi and Leino's logic of objects. In Proc. ESOP'05, volume 3444 of LNCS, pages 264-279. 2005.
21. B. Reus and T. Streicher. Semantics and logic of object calculi. Theoretical Computer Science, 316:191-213, 2004.
22. J. C. Reynolds. What do types mean? - From intrinsic to extrinsic semantics. In Essays on Programming Methodology. Springer, 2002.
23. J. Schwinghammer. A typed semantics for languages with higher-order store and subtyping. Technical Report 2005:05, Informatics, University of Sussex, 2005.
24. M. B. Smyth and G. D. Plotkin. The category-theoretic solution of recursive domain equations. SIAM Journal on Computing, 11(4):761-783, Nov. 1982.
25. I. Stark. Names, equations, relations: Practical ways to reason about new. Fundamenta Informaticae, 33(4):369-396, April 1998.

# Two Variables Are Not Enough 
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#### Abstract

Let n be the smallest integer such that every closed lambda term beta converts to one with at most n bound variables. We show that $n=3$.


We shall work in the untyped lambda calculus. For the most part we shall adopt the notation and terminology of [1].

It is well known that every closed lambda term beta converts to one with only three distinct bound variables. This can be seen by converting each closed lambda term into an applicative combination of $S$ 's and $K$ 's. It is equally clear that not every closed term can be beta converted into one with only one bound variable; since, such terms are closed under beta reduction (without the aid of alpha conversion). Here we settle the case of two variables in the negative.

As a consequence we conclude the following.
It is easy to see the mini-max principle holds (modulo insertions of $K$ ); the minimum number of bound variables needed to write a closed term equals the maximum number of free variables in a subterm. Thus any closed term beta convertible to $S$ must contain a subterm with three distinct free variables. The same holds true for $B$, since $B, C^{*}, K$, and $W^{*}$ form a basis ([1] pg 210).

We shall define a combinatory logic suitable for discussing terms with at most two bound variables. To fix ideas we shall fix these variables to be $x, y$. The combinatory logic consists of atoms (constants, combinators)

## A

together with reduction rules

$$
\mapsto .
$$

We call the logic HOT (combinators Hereditarily of Order Two). The atoms and rules are defined by a simultaneous recursion as follows.

If $X$ is an applicative combination of $x$ 's and $y$ 's then the HOT atom $A$ is introduced with the reduction rule

$$
A x y \mapsto X
$$

and the rank of A is 1 .
If $X$ is an applicative combination of $x$ 's, $y$ 's, and HOT atoms of ranks $<n$ then the HOT atom $A$ is introduced with the reduction rule

$$
A x y \mapsto X
$$

and the rank of $A$ is $n$.

For convenience below we shall assume that HOT atoms of rank $n$ also have rank $n+1$ (as if the above recursive definitions were not given simultaneously).

Each HOT combination $X$ of $x$ 's, $y$ 's, and atoms corresponds to a lambda term $X^{*}$ by
$x^{*}=x$
$y^{*}=y$.
If $A$ has reduction rule $A x y \mapsto X$ then $A^{*}=\lambda x y \cdot X^{*}$
$(X Y) *=(X * Y *)$.
It will be convenient to use the notation $\rightarrow$ for beta reduction and $\longleftrightarrow$ for beta conversion of lambda terms.

Suppose that $X$ is a lambda term using only the variables $x, y$ (possibly both free and bound). Then there exists a HOT combination $H$ such that $H^{*} \rightarrow X$. Define the lambda term $X+$ by

```
x+ = x
y+=y
(XY)+=(X+Y+)
(\lambdax.X)+=(\lambdayx.X+)y if y is free in X
        (\lambdayx.X+)K if y is not free in X
(\lambday.X)+=(\lambdaxy.X+)x if }x\mathrm{ is free in }
        (\lambdaxy\cdotX+)K if }x\mathrm{ is not free in }
```

Then $X+\rightarrow X$ and $X+$ alpha converts (by the use of a third variable) to $X$ defined by

```
x = x
y=y
(XY)^=( X^ `^)
(\lambdax.X)}\mp@subsup{)}{}{\wedge}=(\lambdaxy\cdot[x/y,y/x]\mp@subsup{X}{}{\wedge})y\mathrm{ if }x\mathrm{ is free in X
    (\lambdaxy.[x/y,y/x]\mp@subsup{X}{}{\wedge})K}\mathrm{ if }y\mathrm{ is not free in }
(\lambday\cdotX)^=(\lambdaxy.\mp@subsup{X}{}{\wedge})x
    (\lambdaxy. \^)K if x is not free in X.
```

From $X^{\wedge}$ we can define $H$ as $\# X^{\wedge}$ where
$\# x=x$
$\# y=y$
$\#(X Y)=(\# X \# Y)$
$\#(\lambda x y \cdot X))=A$ where $A$ has the reduction rule $A x y \mapsto \# X$.

HOT combinators together with $\rightarrow$ form a regular left normal combinatory reduction system ([2]) and therefore satisfy the Church-Rosser theorem and standardization theorem. $>\mathrm{l} \rightarrow$ stands for leftmost- outermost reduction ([1] pg. 323). $>$ head $\rightarrow$ stands for head reduction ([1] pg 169).

A closed HOT combination $M$ is said to be "head secure" if there is a combination $Y$ containing $y$ such that $M x y \longleftrightarrow x Y$. The combination $X$ is said to "unroll" to $Y$ if there are HOT combinators (atoms) $A_{1}, \ldots, A_{n}$ (here we allow $n=0)$ such that $X>1 \rightarrow A_{1}\left(\ldots\left(A_{n} Y\right) \ldots \ldots\right)$. Such $Y$ are clearly closed under head reduction.

Lemma: If $M$ is a head secure combination of HOT combinators of rank $<n+1$ and $M x y>$ head $\rightarrow X$ then $X$ is a combination of $y$ 's, HOT combinators of rank $<n$ and $Y$ 's such that $M x$ unrolls to $Y$.

Proof: By induction on the length of a head reduction to $X$. For the basis case $M x$ unrolls to $M x$. Now suppose that $M x y>$ head $\rightarrow \mathrm{X} 1>$ head $\rightarrow X 2$ and the conclusion is true of $X 1$. We distinguish two cases.

Case 1: $X 1=Y Y 1 \ldots Y m$ where $M x$ unrolls to $Y$. Since $M x y$ is head secure $Y$ is not an atom by Church-Rosser. If $Y$ begins with a head redex then the conclusion holds for $X 2$. Otherwise $Y=A Z$ and by definition $M x$ unrolls to $Z$. Moreover if $A^{\prime}$ appears on the r.h.s of the reduction rule for $A$ then $A^{\prime}$ has rank $<n$. Thus in this case $X 2$ satisfies the lemma.

Case 2: $X 1=A Y 1 \ldots Y m$ where rank $A<n$. As above $X 2$ satisfies the lemma.
Corollary: If $M$ is head secure then $M x$ has a normal form $A 1(\ldots(A n x) \ldots)$.
Proof: $M x y>$ head $\rightarrow x Y$ where $y$ belongs to $Y$. Since $M x$ does not unroll to $x Y$ it must unroll to $x$. Define $H n$ by
$H 0 x y \mapsto x(y y)$
$H(n+1) x y \mapsto x(y(H n))$.
Proposition: There is no combination $M$ of HOT combinators of rank $<n+1$ such that $M^{*} \longleftrightarrow H n^{*}$.

Proof: By induction on $n$, the basis case when $n=0$ is trivial by definition. Suppose that $n>0$ and that $M^{*} \longleftrightarrow H n^{*}$. Then $M x y \longleftrightarrow x\left(y H(n-1)^{*}\right)$ and by the standardization theorem there exists a reduction

$$
\begin{aligned}
& M^{*} x y>\text { head reduction } \rightarrow x X \\
& X>\text { head reduction } \rightarrow x Y \\
& Y>\text { standard } \rightarrow H(n-1)^{*} .
\end{aligned}
$$

Thus we have

$$
\begin{aligned}
& M x y>\text { head reduction } \rightarrow x \# X \\
& \# X>\text { head reduction } \rightarrow y \# Y .
\end{aligned}
$$

In particular, $M$ is head secure so $M x$ has a normal form

$$
A 1(\ldots(A k x) \ldots)
$$

We have then by Church-Rosser and standardization
(@) $A 1(\ldots(A k x) \ldots) y>$ head $\rightarrow x Z$

$$
Z \succ \text { head } \rightarrow y W
$$

where $W^{*} \rightarrow H(n-1) *$. Now $W$ is a combination of HOT combinators of rank $<n, y$ 's and terms $A i(\ldots(A k x) \ldots)$ for $i=1, \ldots, k+1$. Put $N=[O M E G A / x$, $O M E G A / y] W$. We distinguish two cases.

Case 1: $n=1$. Then $N x y \mapsto x(y y)$.
Case 2: $n>1$. Then $N x y \mapsto x X 1 \longmapsto x(y Y 1))$ where $Y 1^{*} \longmapsto H(n-2)^{*}$. In either case $N$ is head secure so $N x$ has a normal form

$$
A^{\prime} 1\left(\ldots\left(A^{\prime} m x\right) \ldots\right) .
$$

Now in case 1, each HOT combinator in $N$ appears in function position iteratively applied to OMEGA. Thus we have that $m=0$ and the reduction $N x y \longmapsto x(y y)$ is impossible. In the second case, by similar reasoning, rank $\left(A^{\prime} j\right)<n$ for $j=1, \ldots, m$. By Church-Rosser and standardization there exists a reduction

$$
\begin{array}{rl}
A^{\prime} 1\left(\ldots\left(A^{\prime} m x\right) \ldots\right) y & y \text { head } \rightarrow
\end{array} x X 2
$$

where $Y 2 * H(n-2) *$. This reproduces (@) at lower rank.
Corollary: There is no HOT combination M such that $M^{*} \longleftrightarrow S$ (or $B$ ).
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[^1]:    ${ }^{1}$ Their values are XML documents, and they can be defined as regular trees. The typing relation, then, becomes recognition of a regular tree language.

[^2]:    ${ }^{2}$ This is just one of the possible interpretations. See [CF05] for a discussion about the implications of such a choice and [Fri04] for examples of different interpretations.

[^3]:    ${ }^{3}$ For the details of the definition of the interpretation in the presence of recursive types, the reader is invited to consult [Fri04] and [FCB02]. The construction is also outlined in [CF05].

[^4]:    ${ }^{4}$ Equivalently, it states that we can deduce for a $\lambda$-abstraction every non-empty type $t$ obtained by intersecting the type indexing the abstraction with a finite number of negated arrow types that do not already contain the index.
    ${ }^{5}$ Overloading requires the addition of a type-case in the language. Without it intersection of arrows can just be used to give more specific behaviour, as for $\lambda^{\text {Odd } \rightarrow \text { Odd } \wedge \text { Even } \rightarrow \text { Even }} x . x$ which is more precise than $\lambda^{\text {Int } \rightarrow \text { Int }} x . x$.

[^5]:    ${ }^{6}$ Nevertheless, notice that according to their definition, atomic types may be neither singletons nor finite. For instance $\operatorname{ch}(\mathbb{0})$ is atomic, but in the model of values it is the set of all the synchronisation channels; these are just token identifiers on a denumerable alphabet, thus the type is denumerable as well.
    ${ }^{7}$ To check this inequality turn Figure 2 upside down.

[^6]:    ${ }^{8}$ Full type reconstruction for $\mathbb{C}$ Duce is undecidable, since it already is undecidable for the $\lambda$ calculus with intersection types where typability is equivalent to strong normalizability.

[^7]:    ${ }^{9}$ Of course the problem could be solved by annotating values (channels or $\lambda$-abstractions) also with negated types and considering it as the minimum type of the value. But it seems to us an aberration to precisely state all the types a term does not have, especially from a programming point of view, since it would require the programmer to forecast all the possible usages in which a function must not have some type. In any case in the perspective of type reconstruction evocated in the previous section this is a problem that must be tackled.

[^8]:    ${ }^{1}$ Note that a regular $n$-gon is a special case of equiangular configuration.

[^9]:    ${ }^{2}$ The name "Thales circle" refers to Thales of Miletus, who was one of the first to show that all angles in a semi-circle have $90^{\circ}$.

[^10]:    * Supported in part by Grant-in-Aid for Young Scientists 15700021, and Research on Priority Areas 16092223.
    ** Supported in part by Grant-in-Aid for Research on Priority Areas 16092223.

[^11]:    ${ }^{1}$ Note that initially, $\forall u \in V+N: \phi_{\mathcal{S} 0}(u)=u$.

[^12]:    ${ }^{2}$ Note that the case where $M \in V \wedge \phi_{\mathcal{E}}(M)=\{ \}$ will never occur for closed terms.

[^13]:    * Partially supported by the MIKADO project of the IST-FET Global Computing Initiative, no IST-2001-32222.
    ** Partially supported by EU within the FET - Global Computing initiative, project DART ST-2001-33477.

[^14]:    ${ }^{1}$ As in [1], we will use a short-hand for rules, and write for example

    $$
    \left.\frac{E, x_{i}: A \vdash_{\Sigma} b_{i}: B_{i} \quad(\forall i \in I)}{E \vdash_{\Sigma}\left[\ell_{i}=\varsigma\left(x_{i}^{A}\right) b_{i}\right.} \text { (i,I)}\right]: A \quad \text { for } \frac{E, x_{1}: A \vdash_{\Sigma} b_{1}: B_{1} \quad \ldots \quad E, x_{n}: A \vdash_{\Sigma} b_{n}: B_{n}}{E \vdash_{\Sigma}\left[\ell_{i}=\varsigma\left(x_{i}^{A}\right) b_{i}^{(i \in I)}\right]: A}
    $$

[^15]:    * Partially supported by École Normale Supérieure de Lyon, France.

[^16]:    ${ }^{1}$ We encourage the reader to not become confused by the use of names like $x$ for the class of connectors that are called plugs; these names are, in fact, inherited from $\bar{\lambda} \mu \tilde{\mu}$.

[^17]:    * This work has been partially supported by MIUR project EOS.

[^18]:    ${ }^{1}$ Introducing ref, $!,:=$ as operators rather than standard forms such as ref $e,!e,:=e_{1} e_{2}$, simplifies the definition of evaluation contexts and proofs of properties. As noted in [12], this is just a syntactic convenience, as it is the curried version of $:=$.

[^19]:    ${ }^{1} I N$ denotes the set of natural numbers and we assume that $q \leq \infty$ for all $q \in \mathbb{I N}$.

[^20]:    ${ }^{1}$ This is not the best way to write this function in $\mathbb{C}$ Duce but it serves to outline the problem.

[^21]:    * This research was supported by NSF grants CCR-0296041, CCR-0206795, CCR0208749 and IIS-0346973.

[^22]:    * Work supported in part by the European RTN Project under contract HPRN-CT-2002-00278,COMBSTRU.

[^23]:    ${ }^{1}$ Watrous's order-finding algorithm for solvable groups 6] also works by explicitly constructing a certain orbit superposition.

[^24]:    * The authors acknowledge support of grant Kontakt 525 Dimacs-Dimatia-Renyi.
    ** Supported by the Ministry of Education of the Czech Republic as project 1M0021620808.

[^25]:    ${ }^{1}$ Invention covered by a patent from U.S. Department of Commerce, Docket number: BUCH-001PRV.

[^26]:    ${ }^{2}$ In order to implement these PCRs in parallel, the encodings of primers must be such that their melting temperatures is approximately the same.

[^27]:    ${ }^{3}$ More precisely, we choose to take $\gamma=$ CCCCCCCCGGGGGGGG. It has length 16.

[^28]:    ${ }^{4}$ This process is called denaturation. The complementary of a strand $\alpha$ is denoted by $\bar{\alpha}$.

[^29]:    * The work described in this paper was fully supported by two grants from the Research Grants Council of the Hong Kong SAR, China [CityU 1198/03E and HKU 7142/03E].

[^30]:    2 The conference version does not contain this result.
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    *** Institut für Informatik, Heinrich-Heine-Universität Düsseldorf, 40225 Düsseldorf, Germany.
    ${ }^{\dagger}$ Department of Computer Science and Computer Engineering, La Trobe University, Bundoora, VIC 3086, Australia.

[^32]:    ${ }^{1}$ In light of the forthcoming Lemma 3.2 those cases in which one is oblivious to whether some property holds follow immediately from the cases stated in Table 1

[^33]:    ${ }^{2}$ In more detail: Rabi and Sherman RS93RS97, assuming $\mathrm{P} \neq \mathrm{NP}$, constructed a nontotal, commutative, associative (in a slightly weaker model of associativity for partial functions that completely coincides with our model when speaking of total functions) one-way function that appears to fail to possess strong noninvertibility. They also proposed a construction that they claim can be used to transform every nontotal AOWF whose domain is in P to a total AOWF. However, their claim does not provide an (N, Y, Y, Y)-OWF, due to some subtle technical points. First, Rabi and Sherman's construction - even if their claim were valid-is not applicable to the nonstrong, nontotal, commutative AOWF they construct, since this function seems to not have a domain in P. Second, it it is not at all clear that their abovementioned "construction to add totality" has the properties they assert for it. In particular, let UP as usual denote Valiant's Val76] class representing "unambiguous polynomial time." Hemaspaandra and Rothe show in HR99 that any proof that the Rabi-Sherman claim about their transformation's action is in general valid would immediately prove that UP $=$ NP, which is considered unlikely.

[^34]:    * Supported by the FWO.
    ** This work was partially funded by the Information Society Technologies programme of the European Commission, Future and Emerging Technologies under the IST-2001-37004 WASP project.

[^35]:    ${ }^{1}$ A strict partial order on $X$ is an anti-reflexive and transitive relation on $X$.

[^36]:    ${ }^{2}$ In general [5], grounding a program may result in an exponential blow-up, however, $E\left(G^{n} \cup\right.$ $\left.D_{p}^{n}\right)$ is such that every rule contains at most 2 different variables and thus contributes to at most $n^{2}$ ground rules.
    ${ }^{3}$ Not to confuse with a model of $p$, which satisfies only one state.

[^37]:    ${ }^{4}$ We assume, as in [8], nonterminating processes such that there is always an enabled process.

[^38]:    * This work is partly supported by Grant-in-Aid for Scientific Research No. 17700138, and No. 16016275 from the Ministry of Education, Culture, Sports, Science and Technology, Japan.

[^39]:    ${ }^{1}$ We assume here that the reader has some basic familiarity with the ideas beyond differential and linear cryptanalysis.

[^40]:    ${ }^{1}$ Recall that in order to consider not circular sequences, it suffices to add an end-ofstring symbol \# to the sequences.

[^41]:    ${ }^{1}$ We use $\operatorname{Dom}_{\oplus}\left(A_{1}, \ldots, A_{n}\right)$ as an abbreviation for $\operatorname{Dom}\left(A_{1}\right) \oplus \ldots \oplus \operatorname{Dom}\left(A_{n}\right)$.

[^42]:    ${ }^{1}$ The $O^{*}$ notation suppresses polynomial terms. Thus we write $O^{*}(T(x))$ for a time complexity of the form $O(T(x) \cdot \operatorname{poly}(|x|))$ where $T(x)$ grows exponentially with $|x|$, the input size. See the survey by Woeginger [16] for a detailed discussion on this.

