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Preface

This textbook aims to review the current state of biological
psychiatry, a field that has expanded tremendously over the
past few decades. The book is aimed at clinical, postgrad-
uate and research audiences, within psychiatry, neurology,
psychopharmacology, and psychology.

After a few introductory chapters dealing with concep-
tual and measurement issues in biological psychiatry, the
first part of the book deals with basic principles relating
to animal models, transmitter systems (aminergic, amino
acid, peptidergic), neuroendocrinology, neuroimmunology,
psychophysiology, neuropsychology, brain imaging, neuro-
genetics, gene-environment interactions, and gender issues.
These chapters are intended to provide the necessary basic
information that would enable the reader unfamiliar with
each of the fields addressed to understand the later chapters
applying this knowledge to specific psychiatric disorders.

Although it has frequently been argued that the diagnostic
categories of the American Psychiatric Association Diagnos-
tic and Statistical Manual of Mental Disorders — I'Vth edition
(DSM-1V) are not immediately relevant to biological psychi-
atric insights, we have used the DSM-IV classification as an
organizing principle, for didactic reasons.

Thus, the second part deals with most of the major diag-
nostic categories of DSM-IV: cognitive disorders, substance-
related disorders, schizophrenia, mood disorders, anxiety dis-
orders, somatoform disorders, dissociative disorders, sexual
and gender identity disorders, eating disorders, sleep disor-
ders, impulse control disorders, and personality disorders.

With the exception of four comprehensive chapters on
“the psychobiology of” somatoform disorders, dissociative
disorders, sexual and gender identity disorders, and impulse
control disorders, all other sections (cognitive disorders,

substance-related disorders....) aim to recapitulate each
of the topics introduced in part 1 of the book, as well
as including for each disorder, a chapter on the current
therapeutic armamentarium.

Although the editors are European, authors from all over
the world, indeed from almost all continents, have partici-
pated in this endeavour. In editing the book, we have tried
as much as possible to avoid overlap between chapters, but
the autonomy of each chapter had precedence. Nevertheless,
we have found the contributing authors extremely recep-
tive to our editorial suggestions, and take the opportunity
to acknowledge their collaboration.

It has also been a real pleasure working with the staff
from Wiley, who from the beginning has supported this
undertaking. More particularly so, the cooperation with
Charlotte Brabants and her assistant Layla Paggetti has been
fruitful, encouraging, stimulating and exceptionally pleasant.

Everyday, new biological psychiatric insights in psy-
chopathological disorders are to be found in the professional
literature. It is inherent to the requirements of a book such
as this, for some time to elapse between the delivery of a
manuscript and the publication of the book. All those con-
cerned have made a great effort to limit this interval as much
as reasonably possible.

The editors express the hope that the information gathered
in this book will provide a basic reference source upon which
further knowledge can be built.

Hugo A.H. D’haenen
Johan A. den Boer
Paul Willner
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Conceptual Issues

German E. Berrios and Ivana S. Markova

Born as a by-product of the nineteenth-century movement to orga-
nize society on a scientific basis, psychiatry was charged with
the construction and enactment of normative views of madness.
(Literature on social and clinical history of psychiatry is large;
for scholarly papers on both, see the journal History of Psychi-
atry (started 1990).) Under the protection of medicine and the
economic practices following the Industrial Revolution, psychia-
trists developed representations of mental disease together with
the professional and institutional apparatus to enjoin them.! Since
its construction, the modalities of psychiatry have been many. For
example, there is the group called biological psychiatry,? organic
psychiatry, neuropsychiatry and behavioural neurology, which seem
to share the foundational claims (FCcs) that: (1) mental disorder is
a disorder of the brain; (2) reasons are not good enough as causes
of mental disorder; and (3) biological psychiatry and its congeners
have the patrimony of scientific truth. These four congeners are
man-made and there is nothing in nature to suggest real differences
between them; indeed, any differences that might be suggested are
bound to be historical in origin. To avoid confusion, the term ‘bio-
logical psychiatry’ will be used in this chapter as a proxy for the
other three congeners. Since the seventeenth century, versions of
what might be called biological psychiatry have come in and out
of fashion;? the reasons for these cycles are unclear.*

FOUNDATIONAL CLAIMS AND
THE ‘TECHNOLOGY ALIBI’

FCs are unproven and unprovable propositions used to start off the
narrative of science. Chosen by ‘experts’, FCs escape audit and

I A representation is an image, model, view, concept or other definitional
form that helps someone to think of something. Control includes social
practices, such as therapy, prophylaxis, support, management, rehabilitation,
policing, punishment, incarceration and the death penalty. A social practice
is a rule-governed form of social behaviour that runs on habit, is passed
from generation to generation, and contributes to the stability of society;
the stability of the concept has been questioned (Turner, 1994).

2 At this stage, a clarification needs to be made. In this chapter, we
distinguish clearly between (1) biological psychiatry as a methodology and
research doctrine and (2) the clinical practice of those who call themselves
‘biological psychiatrists’. This is because it is highly likely that they will,
like non-biological psychiatrists, talk, understand, support, counsel, and
resort to whatever psychological therapies are needed to help their patients.
This chapter is entirely about the limitations affecting the doctrine and
methodology of biological psychiatry. Indeed, given its narrowness, we
believe that it would be very difficult, even for rigid biological psychiatrists,
to guide their clinical practice by doctrine alone. On the other hand, it
would be wrong to invoke the flexibility and variety of approaches that
biological psychiatrists have to use in their clinical practice as evidence
that the doctrine itself is flexible and comprehensive, for it is not. For
earlier work from our group on the methodology of biological psychiatry,
see Berrios, 1995; Berrios and Dening, 1990.

are unchallengeable. The view that mental disorders are ‘caused’
by changes in the physical conformation of the brain is a typical
foundational claim; that ‘reasons’ cannot constitute efficient causes
for the generation of mental disorder is another.

Since the nineteenth century, and every time it has failed to
deliver, biological psychiatry has used the excuse that ongoing
technologies are not sensitive enough to identify the organic causes
of all mental disorders and reassured the expecting public that future
techniques will do so: we call this the ‘technology alibi’.

Foundational Claim 1: Mental Disorders as Brain Disorders

Meanings for this FC range from the broad assertion that all
psychological activity must have brain representation to the narrow
assertion that specific brain lesion / is a necessary and sufficient
cause for presence of specific mental disorder m (more on this later).
Similar claims were made during the middle of the seventeenth
centur};, e.g. by Thomas Willis in 1685 (see Vinchon and Vie,
1928).

The claims that the body (brain) houses the human soul (or mind)
and that changes (lesions) in the conformation or constitution of
the body (brain) cause mental disorder (i.e. FC 1) are historically
independent, and their relationship is asymmetrical; indeed, the

3 Neither cross-culturally nor trans-historically can biological psychiatry
be considered as a unmitary activity: according to social and economic
need, different types and practices predominate in different contexts. For
example, biological psychiatry during the second half of the nineteenth
century was characterized by very specific definitions of disease, internecine
disputes concerning the professionalization of neurologists and alienists, an
increasing use of the light microscope, and early studies of brain chemistry.
Differences were, on occasions, exaggerated by international rivalries and
jingoism; for example, this is the case during and after both the Franco-
Prussian War, and the Great War, when even writers like Chaslin and
Kraepelin made silly remarks about ‘enemy’ countries. (On the history of
biological psychiatry, see Berrios and Markovd, 2002a.)

4 An interesting issue here concerns the relationship between the historical
versions of biological psychiatry. Are they manifestations of an ongoing
idea existing sub specie aeternitatis? Is their similarity skin deep and not
worth bothering about? When Thomas Willis stated that mental illness is a
‘disorder of the brain’, was he being a precursor of similar current claims?

5 These claims are intelligible to us only because they were made
within the new epistemological frame (dualism) created by Descartes.
Similar-sounding claims made in earlier periods (e.g. by Galen) are much
harder to understand. In pre-Cartesian times, explaining the existence of
a form of behaviour (e.g. madness) in terms of a link to the soma
(whether heart, hypochondrium or brain) made little sense because there
was no differentiation between anatomy and function in the way that we
understand it today. In this sense, it is anachronistic to believe that the
history of biological psychiatry starts with the Greeks. Indeed, current
concepts, meanings and categories in psychiatry were constructed during
the nineteenth century (see Berrios, 1996).
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4 BASIC PRINCIPLES

belief that brain disease causes mind disease is not logically
dependent on the belief that the mind resides in the brain (because
the former could be plausibly held without the second being true).

The claim that the body (brain) must house the human soul
(or mind) follows from the materialist assumption that at the
time the world came into being, there was only matter (Lange,
1957). Thinkers of this persuasion need to explain, however, where
‘mind phenomena’ come from, particularly if a highly configured
model of the latter is entertained. Materialist thinkers make use of
two types of matter: Plain matter is constituted by homogeneous
units of analysis (atoms, fields, strings) and cannot explain mind
configurations; these then are assumed to come from outside
(cultural context). Baroque matter may be constituted by atoms of
different shapes and sizes moving at different rates, or may include
dynamic and hidden qualities (Cappelletti, 1979). For example,
Cabanis (1802) (although overtly a materialist) held a baroque view
of matter and hence was able to account for complex aspects of the
mind without resorting to any external agencies.

Foundational Claim 2: Causes and Reasons

Causes and reasons are forms of accounting for the existence
and/or origin of objects, tokens, episodes, processes and behaviours.
Although etymologically different, they have overlapping semantic
fields (i.e. are used as synonyms) and similar epistemic power
(capacity to explain actions). Causes are used in the natural
sciences; reasons are used in the social sciences (which, in the
past, included psychology). What about psychiatry?’

Causes

What we have said above suggests that to ask for the cause
of a mental disorder is already to opt for a particular model
of explanation (Berrios, 2000a), as equally cogent would be to
ask for a reason, based on the view that people may do things,
including ‘talking and behaving crazy’, for reasons better known to
themselves. Reason in this sense needs not be construed in material
or mechanical terms but may remain expressed in the language of
folk psychology. Even more radically, it could be said that mental
disorders are not effects at all, that they do not follow either causes
or reasons, and that they are just ‘givens’, i.e. they have been
there from the beginning of time. In a world keen on looking
for the causes of all things, this latter view may sound strange,
but it is not unintelligible and it simply reflects the ontology of
preformationism, a view of biology predominant in the eighteenth
century.

It could be argued that reasons are just a subtype of cause. This
claim muddles the issue further. It is true that the Latin causa
meant reason, motive, inducement, but it also meant occasion and
opportunity. It translated the Greek aitia and aition (stems of the
medical term aetiology), which meant origin and ground but also the
occasion of something bad. In practical terms, cause has been used

6 For example, at the beginning of the nineteenth century there was a
debate as to whether the mind or soul was located in the cerebrospinal fluid
or the cortex (Hagner, 1992). Likewise, the view was popular in the same
century that because the soul (mind) was a marker of the divine, it could
become neither divided or diseased. Its putative location on the cortex also
caused difficulties in regard to its functional (or phrenological) parcelling
(e.g. Jackson; see p. 8). The issue of whether organs other than the brain
might contribute to the formatting of the mind and its diseases was discussed
up to the nineteenth century; prime candidates remained the heart (Willis,
1685), hypochondrium (Whytt, 1768) and stomach (Broussais, 1828).

7 Biological psychiatry has not yet taken on board the importance of the
distinction between reasons and causes. This may be due to the fact that
explaining human action or symptoms by means of reasons does not fit into
the rather crude mechanistic and deterministic frame of neurobiology.

mostly as a relational concept, i.e. as one without which another
thing (effect) cannot be. Based on his own model of the Universe,
Aristotle (1991; p. 1600) defined it thus:

We call a cause (1) that from which (as immanent material) a thing
comes into being, e.g. the bronze of the statue and the silver of the
saucer, and the classes which include these. (2) The form or pattern,
i.e. the formula of the essence, and the classes which include this
(e.g. the ratio 2: 1 and numbers in general are causes of the octave)
and the parts of the formula. (3) That from which the change or the
freedom from change first begins, e.g. the man who has deliberated
is a cause, and the father a cause of the child, and in general the
maker a cause of the thing made and the change-producing of the
change. (4) The end, i.e. that for the sake of which a thing is, e.g.
health is the cause of walking. For why does one walk? We say ‘in
order that one may be healthy’, and in speaking thus we think we
have given the cause. The same is true of all the means that intervene
before the end, when something else has put the process in motion
(as e.g. thinning or purging or drugs or instruments intervene before
health is reached); for all these are for the sake of the end, though
they differ from one another in that some are instruments and others
are actions ...

Of the four Aristotelian types of cause (material, formal, efficient
and final), only the efficient one has survived in our day.? In the
first half of the seventeenth century, Galileo interpreted efficient
as resulting from general physical laws. During the second half
of that century, Newton redefined cause in terms of a physical
metaphor (‘collision between two objects, such as billiard balls’)
(Doney, 1968). This made the concept of cause quantifiable,
predicting and reversible but excluded human agency and rendered
it soulless.” In spite of Hume’s opposition to the Newtonian
model of cause, the nineteenth century accepted the Newtonian
view and soon enough this was incorporated into medicine and
alienism.

Since the time of Georget (1820), biological psychiatry has
hung on to the thin hope that the demonstration of a brain
lesion in a patient with mental illness may be sufficient to gen-
erate a cause—effect inference that can be applied to all. Dur-
ing the nineteenth century, the existence of such a link was
liberally assumed; for example, post-mortem lesions were con-
sidered, simpliciter, to be the cause of a disease, irrespective
of the nature and age of the lesion and of the period in
the patient’s life when the disease occurred; that is, the need
for contemporaneity was not acknowledged. In current biolog-
ical psychiatry, this principle of guilty by association is still
present. It is unclear what type of contemporaneity is required
by the ascertainment of reasons (e.g. discursive accounts of
behaviour) and of causes (e.g. statistical correlation) (for the latter,
see p. 18).

Reasons

Although in common parlance it is accepted widely that reasons
provide adequate accounts for a range of human behaviours,
the semantic engine that makes these explanations possible is
unclear. Cicero used ratio to translate the Greek for account,

8 From Greek times, the concept of cause has been used to refer to both
aspects of human agency (as per Aristotle) and the belief that effects result
from the action of universal laws (as per Plato) (Berrios, 2000a).

9 This came back to haunt the studies of man during the nineteenth
and twentieth centuries when the human sciences tried to ape the natural
sciences and abandoned hermeneutics. Without a machinery to deal with
meaning, reasons, subjectivity, and the understanding of the individual,
the human sciences (and psychiatry with them) became vacuous. The
Freudian movement attempted unsuccessfully to provide nineteenth-century
psychiatry with a semantic model.
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calculations, etc., and soon enough, it also translated the Greek for
cognition, thinking, discourse, understanding, etc. This combination
of meanings has plagued the term ever since. In most European
vernacular languages, reason refers to the illative rather than the
creative or imaginative aspects of the intellect. Since ancient times,
reasons have been used to justify actions (post facto) or explain
their origin. To say that I did x because of y remains a good way
of accounting for my behaviour as long as: (1) there is a cultural
or semantic frame within which y mostly leads to x; and (2) there
is no reason to believe that I am cheating.

To some, however, accounts of behaviour by means of reasons
are considered as after the event and hence do not constitute
proper causal accounts. Two factors (inter alia) can explain
this disenfranchisement: (1) causality is currently understood in
terms of general laws (not idiosyncratic explanations); and (2) the
neurobiology of reasons remains obscure, and hence there is no
material or organic handle with which to convert reasons into real
physical causes. There is also the question of whether reasons (as it
is mostly believed in medicine, jurisprudence and moral theory)
entail intentionality'” and conscious awareness; in other words,
whether in order for person P to claim that he had reason x for
behaviour y, he must have been aware pre facto of x and then taken
a decision that y is the best course of action. This view is considered
by others as narrow; for example, according to psychoanalysis, it
would be sensical to claim that John gives so many presents to Mary
because he is in love with her although he is not aware of it (and
also sensical for John to say likewise post facto as an explanation
for his generous behaviour).

The application of the language of reasons to psychopathology
makes things complex. However, a claim by a clinician that a
patient has a reason to report ‘I am hearing voices when there is
no one around’ should not be dismissed fout court: at a superficial
level, it may mean that the patient is believed to be ‘entertaining
an image’ (i.e. experiencing something in terms of the old, passive
recipient model), or it may mean that the clinician believes that
the patient is actually participating (consciously or unconsciously)
in the construction of his experience and that this participation is
far more important to the fact that he is having such an experience
than whatever signal might be flashing in his brain. This claim by
the clinician would be based on a model of symptom formation
in which formatting codes are essential to the constitution of the
experience itself and its report. Let us say that a patient experiences
an inchoate bundle of sensations (elsewhere called ‘primordial
soup’ by us) (Berrios et al., 1995). In order to experience it, handle
it cognitively, remember it, and talk about it, he/she needs to
configure the primordial soup. He/she does this by means of formats
(personal, familiar, cultural) and in negotiation with the clinician
(all these factors are extrinsic to the primordial soup). Once this
process has been completed, the formatted product will be reported
as a voice, a strange belief, sadness, anxiety, a physical sensation,
etc. It follows that the fact that the primordial soup is always the
result of a brain signal (related to a lesion or dysfunction) is not
sufficient (and on occasions not necessary) to explain the utterance.
This is because the utterance is about not the primordial soup as
such (or it is, but in the remotest of ways) but a final product that is
the result of a formatting cascade integrated by many reasons and
decisions. In other words, the conceptual distance between brain
signal, primordial soup and (reported) mental symptom is so wide
that to say that the brain signal is the cause of the mental symptom
(for it might correlate with it) has little explanatory meaning.

10 Intentionality has at least two meanings. According to the psychological

one, as per Brentano (1973), all mental acts, ex definitione, have a
content and are addressed at something. According to the causal (narrower
meaning), intention to initiate (or inhibit) action is a requisite component
of the very definition of behaviour (some may want to include here
unconscious behaviour).

This claim about the depth of the formatting process must not
be confused with the conventional view (which most biological
psychiatrists would be happy to accept) that the form of the
symptom is determined by the brain site from which it originates
(e.g. symptoms related to the occipital cortex are visual, or those
related to Broca’s area are linguistic). The model of symptom
formation explicated above states that not only the content but also
the form of the mental symptom is determined by the formatting
process. (There is no space in this chapter to discuss the confused
and confusing distinction between form and content in relation to
mental symptoms.) This has interesting consequences, for if the
formatting process can override the influence of the site of origin,
then correlations between blood flow (as a proxy for site) and
mental symptoms have little meaning.

To recapitulate: (1) brain site and lesion can provide only a jejune
and nonspecific causality; (2) the fact that a proxy marker of a
brain state (e.g. change in blood flow) correlates with a mental
symptom cannot be considered as meaningful; (3) the formatting
(i.e. construction) of the mental symptom (i.e. the cause of its
form and content) has been governed by reasons; (4) personal
factors seem essential to the formation of mental symptoms; and
(5) what makes tokens of symptoms (say, hallucinations as reported
by different patients) the same symptom is not that all those
hallucinations originate from the same location in the brain but
that the patients in question have formatted a variety of primordial
soups (probably originating in different parts of the brain) by means
of the same formatting routines.'!

The Technology Alibi

As far as we know, the first person to use the technology alibi was
Georget (1820) to explain the failure of biological psychiatry to
find any sustainable and replicable connections between brain and
madness. Then, as now, it was only a ‘matter of months’ before the
pathology and genetics of dementia praecox were sorted out; then,
as now, the expectation was kept alive by the release of premature
data; and then, as now, there was never the scientific honesty of
publishing a denial saying that what had been claimed earlier was
nonsense.

As popular now as it was a century ago, the technology alibi is
not a hypothesis but the tail end of a foundational syllogism: the
mind is represented in the brain — the mind is tantamount to a set
of behaviours — hence, all behaviours are represented in the brain
— abnormal behaviours are still behaviours — hence, all abnormal
behaviours have brain representation — hence, the fact that no brain
representation can yet be found for mental disorders must be due to
faulty techniques. It is important to realize, however, that finding
something in the brain that might be related to the disorder under
investigation would not prove the truth of the foundational claim
placed at the beginning of the syllogism (i.e. of the antecedent).
To believe that it does is to commit the fallacy of affirmation
of the consequent, because reasons other than the foundational
claim can account for the same finding. Indeed, the same fallacy
is committed by biological psychiatrists who believe that rejecting
the null hypothesis actually proves that their own explanation is
correct.

General Conceptual Issues in Biological Psychiatry: First Pass

The relationship between neuronal activity and mental symptoms
can be examined from three perspectives, namely (1) the nature

11 Biological psychiatry has dealt with this by creating a mosaic model of
specialized brain sites according to which the form of mental symptoms is
determined by its putative site of origin. Evidence for this is surprisingly
lacking as current methodology seems tautological.
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of the mental symptoms or syndromes, (2) the nature of the neu-
rological dysfunction/lesion, and (3) the empirical determination
of the relationship between mental and neurological dysfunction.
The division here is simply for ease of analysis and is not meant
to imply any actual conceptual separation between the different
aspects of the psychiatric/neurological relationship. Thus, attempt-
ing to clarify the issues around the empirical determination of the
mental/neurological relationship is crucially dependent on some
understanding of the conceptual problems, assumptions and con-
straints affecting the nature of the variables on either side of the
relationship. Here, we are concentrating primarily on the mental
symptom/syndrome side for it is here that the main conceptual
problems and lack of clarity arise.

Before addressing some of the specific points in relation to the
mental/neurological relationship, and that will be the main focus
of this chapter, it is necessary to raise, at least briefly, a few
general issues. Exploration of the above relationship, i.e. between
psychiatry and neurology, is dependent on defining the conceptual
framework within which such work takes place. In turn, such a
conceptual framework is underpinned by not only different sorts
and levels of concepts but also assumptions relating to the degree to
which such concepts can be understood and held valid. Here, three
levels or perspectives are raised in order to highlight the difficulties
that need to be acknowledged and the assumptions that must be
made in attempting such work.

The Mind—-Body Problem

The first, and perhaps most obvious, issue relates to the mind—body
problem. In other words, the issue here revolves around the con-
ceptualization of mind and body as distinct categories of substances
(various forms of dualism) or conceptualization of them as belong-
ing to a single substance (various forms of monism). Depending
on the sort of view one has, different sorts of conceptions will be
held in relation to ‘psychiatric’ and ‘neurological’ events and the
relationship between them.

Taking a position vis-4-vis the mind—body problem is relevant to
the biological psychiatrist from both the conceptual and historical
perspectives. Historically, it makes him/her aware of the fact that in
regard to FCs 1 and 2, there are fundamental differences in meaning
between pre- and post-Cartesian writers, and that for current
thinkers it is almost impossible to get into the mindset that must
have been natural to pre-Cartesian thinkers. Indeed, half-seriously
it could be said that the solution to the mind—body problem
is to return to a pre-Cartesian time when man was conceived
as a substantial unity. Conceptually, the biological psychiatrist
must try to become aware of the views he/she really holds in
regards to the mind—body problem. Saying ‘I am an empirical
researcher and hence these philosophical issues are irrelevant to
me’ is not an option, for it is the case that the very language
of neurobiology is soaked in foundational claims. Furthermore,
a significant statistical correlation between a mental event (e.g.
hallucination) and a brain event (e.g. change in blood flow as per
neuroimaging) cannot be understood unless it is given at some level
some sort of metaphysical interpretation, i.e. unless some sort of
ontological allocation is given to each—and this means taking a
position in regards to Cartesian dualism. (On the conceptual basis
of correlation, see p. 16.)

Mental Events and Brain Events

Second, we must consider the relationship between ‘normal’ mental
events and brain events. This refers back to the old question
of localization of mental states to brain states. The issue is not
one of whether mental states are realized in brain states — most
would agree that mental states are necessarily determined by brain

neuronal activity. The issue concerns the level of specificity that can
be assumed. In other words, questions have to be asked whether,
firstly, mental states can be localized to specific brain systems (and,
if so, on what basis), and secondly, at what level or specificity can
(a) mental states (moods, thoughts, fears, urges, etc.) and (b) brain
states (molar/molecular, etc.) thus be considered.

For example, if it is argued that mental states such as moods,
fears and intentions can, in theory, be localized to specific brain
states (e.g. particular brain sites or neuronal systems), then by
extension it will make sense to look for dysfunction in such areas or
systems in relation to abnormal mental states, such as pathological
fears, abnormal moods, etc.!? Tt needs to be understood, however,
that the above claim is, itself, dependent on assumptions. Foremost
amongst these is the assumption that our conventional taxonomy of
mental states actually corresponds to the brain/neuronal taxonomy.
In other words, is it the case that the sorts of mental states
or functions as constructed, identified and differentiated by man
actually reflect the sorts of divisions operating through neuronal
systems? Is there evidence that thoughts, perceptions, intentions,
moods, etc. as individuated by language are individuated in a similar
fashion by the brain? Evidence would seem to be stronger in relation
to some mental functions (e.g. perception, memory) than others (e.g.
moods, worries, intentions).

Similarly, considering the level or degree of specificity assumed
in relation to both mental states and brain states demands questions
that remain to be answered. For example, in regards to mental
states, can worries be differentiated from thoughts, memories from
daydreams, etc.? And what level of neuronal activity can be
expected then to ‘account’ for preoccupations as opposed to fleeting
thoughts, or beliefs as opposed to judgements, etc.? Again, this
carries implications for pathological states, for example trying to
localize delusions, hallucinations, etc. Furthermore, the level of
specificity can go further. What about the content of thoughts,
moods, beliefs, etc.? Will fear of dying be localized elsewhere or
represented differently than fear of a spider, for example?

Role of Language

Third, from a slightly different perspective is consideration of the
role of language in the psychiatry/neurology relationship. Language
is used to describe both mental states and brain states, but the issue
here is that the language used in relation to each concept has a
different epistemic value. In other words, the sort of information
captured in relation to mental states (moods, fears, preoccupations,
etc.) is different from the sort of information captured in relation to
brain states (temporal lobe lesion, cerebral atrophy, demyelination
plaque, etc.). Crudely, language of the mind is not equivalent
to language of the brain, and this carries implications for the
hermeneutics of data (see p. 10).

THE HISTORY OF BIOLOGICAL PSYCHIATRY

The conceptual problems of biological psychiatry can only be
understood from a historical perspective; unfortunately, the defini-
tional blurredness of biological psychiatry gets in the way. In other
words, is its history like that of a real object (horse, orchid, chair,
Rosetta stone), a purview (aesthetics, ethics), a disease (dementia,

12 The issue of whether emotions can be related to brain sites depends
on definition. The passions, an older name for the phenomenon, were
conceived of as manifestations of the animal part of man; this view was
temporalized by Darwinian evolutionism. Because of their relationship to
old brain structures and omnipresence in the brain, emotions are likely
to modulate perception, movement plans, memory and cognition. This was
also Descartes’ view; hence, the idea that he left emotions out of the picture
by ‘error’ is both historically and conceptually nonsense.
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anxiety disorder); a social practice (priesthood, cobblery, medicine,
palmistry), an ideology (realism, idealism), or a construct (French
Revolution, guilt, prostitution)? For the purpose of this chapter, bio-
logical psychiatry will be defined as a package of changing ideas
and social practices seeking to explain and manage'? deviant human
behaviours in terms of a neurobiological discourse. This enables the
historian to ask why biological psychiatry has been successful, what
socialI ileeds it meets, its best selling point, and how it reconstitutes
itself.

Before the Nineteenth Century

A version of the foundational claim (central to biological psychia-
try) that mental disorders have a somatic origin can be found in the
work of Thomas Hobbes (1588—-1679) for whom the causes of mad-
ness were ‘motions of the blood and animal spirits as they variously
expand and contract; the causes of these motions are phantasms
concerning good and evil excited in the mind by objects’ (Hobbes,
1991). As efficient cause, Hobbes (1968) considered both external
images of evil and physical causes:

. and to have stronger, and more vehement Passions for any
thing, than is ordinarily seen in others, is that which men call
MADNESSE. Whereof there be almost as many kinds, as of the
Passions themselves. Sometimes the extraordinary and extravagant
Passion, proceedeth from the evill constitution of the organs of the
body, or harme done them ...

As Gert (1996; p. 165) has noticed, this dual aetiological view
helped Hobbes to remain consistent with his materialistic stance:
‘Hobbes can be taken to say that sometimes a defective bodily part
produces unusual motions, and sometimes the unusual motions of
the passion injure the bodily part.’

Historians of medicine consider Thomas Willis (1621-75) to be
the main English sponsor of the iatrochemical theory of disease:
‘All diseases [are] perversions of natural fermentations in which
the sulphurous and spirituous particles in the sanguineous mass
were set in too great a motion, and the blood therefore became
overheated’ (Frank, 1980; p. 167) Brain diseases were explained in
the same way (italics in original; Wills, 1685; p. 462):

... that we may deliver the formal nature and causes of melancholy,
we may opine, that the liquor distilled from the blood into the brain
(which filling and irrigating all the pores and passages of the brain,
and its nervous appendix is both the vehicle and vinculum of the
animal spirits) has degenerated from its mild, benign, and subtle
nature, into an acetuos and corrosive disposition ...

Willis also believed that these changes could be shown if careful
post-mortem studies of the brain were to be carried out (Conry,
1982). By the middle of the eighteenth century, G.B. Morgagni
(1682—1771) found little of interest in such work:

13 Explaining and managing are forms of accounting that can be felicitous,
unsuccessful, etc. but of which cannot be said that they are ‘true’ or ‘false’
because there is no way to ascertain it.

14 The process of self-reconstitution can only be understood if the history of
terms, concepts and behaviours is considered independently. For example,
the fact that the word melancholia has lasted for more than 2000 years
has led some to believe that the current condition called melancholia is,
in fact, the same as that known by the same word 2000 years ago. This
is an anachronism based on the ontological view of disease. The same
error has led some to express surprise about the fact that schizophrenia
was not reported before the eighteenth century. The explanation regarding
melancholia is that all that survived was the word as an empty shell. In the
case of schizophrenia, the condition was not reported simply because it did
not exist: it was only constructed during the late nineteenth century (see
Berrios, 2000b).

If you join these six dissections of mine [of patients with a variety
of mental disorders] with that which I described to you in the
first letter (h) and compared them all with those you have in the
Sepulchretum, or other books, you will immediately perceive, that
among those things which others have observed, some of them have
been never found by me . ..

(our italics; Morgagni, 1769; p. 156). Indeed, Morgagni makes
the point that similar forms of madness may show lesions in
different parts of the brain; this caused some embarrassment to
the ‘specificity’ claim hinted at earlier on by Willis.

Pierre Cabanis (1757-1808) will be known forever as the man
who said that the ‘brain secretes thought as the liver does bile’.
(Taken out of context, this quotation was used by anti-materialist
writers to discredit Cabanis (Chazaud, 1993).) Closer reading,
however, shows the complexity of his thought. Cabanis (1802)
started with a baroque definition of matter, which, as Moravia
(1981; p. xxiii) remarked, ‘comprised a full array of forces and
properties from whose physico-chemical combination even the most
complex living organisms may emerge’. Cabanis’ matter could
thus give rise to a complex mind (and complex mental disorders)
(see p.3). ‘Body’ meant brain, heart, stomach, genitalia, etc.,
and for Cabanis all these organs generated complex patterns of
feelings and meanings; it would be anachronistic, however, to
consider this view as an anticipation of James and Lange. Biological
psychiatrists interested in somatizations and unexplained medical
symptoms could study Cabanis with advantage as his ideas are
at the basis of the concept of ceenzsthesis and ‘coenasthopathy’
(Berrios, 2001b).

The Nineteenth Century and After
Georget and Bayle

Based on Bichat’s vitalism,'® E. Georget (1795—1828) proposed an
organic aetiology of mental disorder (and introduced the technology
alibi). His views seemed confirmed by A.J. Bayle (1799-1858),
who ‘showed’ that dementia, other forms of mental disorder, and
general paralysis might be related. This has been hailed as the fons
et origo of biological psychiatry, but it is historically and concep-
tually wrong (Berrios, 1985). Quétel (1990; p. 161) is correct in
claiming:

General paralysis thus defined might have done no more than
figure in psychiatry nosography (though difficult to situate in the
nosography of Pinel and Esquirol) had it not fitted in so well with the
arguments of those who believed that the aetiology of madness was
necessarily organic ... For the first time, then, something had been
discovered in the brains of the insane! Moreover, these anatomo-
pathological lesions were not only to make general paralysis the
model of organic mental disease, they were also to swing the
psychogenetic conception of madness.

Griesinger

The quotation that ‘all mental diseases are diseases of the brain’
has been attributed to Wilhelm Griesinger (1817—-68). A physician
(the concept of psychiatrist did not exist at the time) interested
in mental disorders, his contribution to ‘psychiatry’ is limited to

15 Sepulchretum Sive Anatomica Practica (Bonetus, 1679) included almost

3000 post-mortem reports; Morgagni set out to check many of its findings.
16 Vitalism is a doctrine according to which the phenomenon of life results
from a principle different from the physical and chemical principles that
sustain matter in general. Bichat reacted against metaphysical vitalism, i.e.
the idea that the vital principle was part of nature. For Bichat, such a
principle can be understood only if it is incorporated into each tissue as
sensitivity and contractibility (see Haigh, 1984; Pickstone, 1976).
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a textbook, a few papers, and the foundation of the Archiv fiir
Psychiatrie und Nervenkrankheiten. His views were grounded on
materialist biologism, the new physiology, vitalism and romanti-
cism (Arens, 1996). When Griesinger wrote the first edition of
his Textbook of Mental Pathology and Therapeutics, he was 28,
had little psychiatric experience, and had to borrow most of his
clinical illustrations from French and German sources (Griesinger,
1861). Like Jaspers’ General Psychopathology , published seven
decades later, the book is important not so much because of
its clinical content but because of its philosophical maturity and
imaginative proposals. Griesinger’s view that official clinical cat-
egories are (and always will be) arbitrary but that their ‘elemen-
tary’ units of analysis (mental symptoms) are ontologically sturdy
and stable has provided the basis for descriptive psychopathology
(Berrios, 1996).

Put back into its context, and corrected by what the words meant
in the 1840s, the claim that ‘all mental disorders are disorders
of the brain’ loses its perspicuity. Griesinger had reacted against
German materialism (Gregory, 1977) and was keen on the new
physiology of Wunderlich, Roser and Miiller; his concept of lesion,
therefore, was not anatomical but physiological. It was in the new
(and ambiguous) space of the new physiology (Schiller, 1968)
where Griesinger located mental disorders. On account of this, and
due to the crude ontology to which twenty-first-century biological
psychiatry has returned, it is not easy to translate Griesinger’s
concepts into current categories; for example, although he called
mental symptoms ‘organic’ or ‘biological’ in nature, he did not
expect them (necessarily) to leave an imprint on the brain (Berrios,
1984). His concept of physiological lesion led in the fullness of
time to that of psychological lesion.

Meynert

Influenced by Darwinian evolution and the new physiology, Meyn-
ert (1833-92) sought to correlate development, function and form.
Associationism, localizationism, top-to-bottom inhibition, regional
cerebrovascular variations, and the nutritional status of neurons
were the pillars upon which he based his speculations on the nature
and localization of mental illness. Influenced by the representational
ideas of Herbart, he believed that in the network of projection and
association fibres, there inhabited a functional ego. The first vol-
ume of his Psychiatrie (Meynert, 1885), the only one published, is
a textbook of neuroanatomy with minor references to psycholog-
ical concepts (Marx, 1970). Physiological and pathological states
(such as obsessions, hallucinations, mania and melancholia) Meyn-
ert explained by changes in cerebral blood supply. Nutritional
changes at cellular level, resulting from h@modynamic changes
or from congenital defect he considered as the ultimate causal
mechanism.

The contribution of Meynert to the aetiology of mental illness is
not easy to assess (Lévy-Friesacher, 1983 and Pappenheim, 1975).
He has been portrayed as a ‘brain mythologizer’, but this accusation
neglects the fact that on occasions he seemed to be speaking
metaphorically (he was also a poet), even in matters medical. He
believed that brain activity depended on brain nutrition; the latter
was controlled by vasomotor activity, thus, circulatory disturbance
could cause mental disorder.

Wernicke

A disciple of Meynert, Karl Wernicke (1848—1905) is considered to
be one of the most important psychiatrists of the late nineteenth cen-
tury (Lanczik, 1988). From the perspective of biological psychiatry,
three are his important contributions: (1) a model to encompass all
brain-related diseases (whether so-called psychiatric or neurologi-
cal); (2) the development of a pathophysiological model to mediate

between the brain and behaviour, a model that had, until then,
been absent from psychiatry; and (3) the introduction of the first
neuropsychological approach to mental symptoms.

Central to Wernicke’s model was Meynert’s idea that the brain
of man was endowed with a system of projection and (transcortical)
association fibres, and that the latter was the organ of consciousness
and high intellectual functions (Wernicke, 1906). Focal lesions to
the projection system caused neurological disease; damage of the
association system generated mental illness. Using modern jargon,
Wernicke was more a connectionist (Stein and Ludik, 1998) than a
localizationist.

Neglected Models of Biological Psychiatry

It is an interesting question as to why men like Hughlings Jackson,
Von Monakow, Goldstein and Guiraud (inter alia) have not had
more impact on biological psychiatry. Their ideas are paid lip
service but somehow have not been taken up.'” On account of
lack of space, only the ideas of Jackson and Von Monakow will be
mentioned here.

Jackson

J.H. Jackson (1834—-1911) (Critchley and Critchley, 1998; Lépez
Pifiero, 1973) spent most of his clinical life giving opinions on the
nature of mental disorder. In 1894, he published the ‘The factors of
insanities’; a paper of relevance to biological psychiatry (Jackson,
1894).1% Jackson proposed a hierarchical model of the nervous
system, with the upper layers inhibiting the bottom ones. Evolution
made brain function more complex but less stable; dissolution
(Smith, 1982a and 1982b) did the opposite.'® He defined insanity as
a departure from ordinary mentation, which included physiological
states such as sleep, chronic brain diseases, and temporary toxic
states.?0

Jackson proposed that insanity originated from the action of
four factors. Factor 1 concerned the depth of dissolution; factor

17 In general, the history of medicine (and psychiatry) remains a chronology
of socially successful views that are presented as truthful. This type of
history does not seek to understand and explain but to congratulate. It
is of the ‘whom to worship’ variety. It assumes that diseases are like
plants waiting for a discoverer. The alternative view is to see all clinical
categories as constructs, and discoverers as those sponsoring views that
became a social or financial success. The advantage of this view is that it
also lends attention to the losers for their work, which in fact, may be far
more important from the point of view of coherence, rationality, humanity
and predictability than that of the victors.

18 Why Jackson has had so little influence on British (and later) Anglo-
Saxon psychiatry (compared with neurology) is an interesting and under-
studied question (Berrios, 1977; Dewhurst, 1982). Even the unsuccessful
classification of the symptoms of schizophrenia into positive and negative
has been based not on Jackson but Reynolds, although its sponsors believed
it to be Jacksonian (Berrios, 1985). This was not a trivial error: the Jackso-
nian model demands an interaction between positive and negative symptoms
that has never been shown in schizophrenia (Berrios, 1992).

19 Jackson’s conceptual model was not meant to be mapped on to the real
central nervous system, and he said so. However, efforts have been made
to find analogical links (e.g. Kennard and Swash, 1989; Dubrovsky, 1993).
20 He seems to have advocated a continuity (rather than a categorical) view
of mental disease, which in practice stretches from physiological states to
all gradations of insanity. In this regard, he introduced the concept of mental
diplopia, by which he meant definitions of the same behaviour that led to
clashes and contradictions, such as using insanity for proper madness and
also for a mild degree of drunkenness. Jackson wondered why post-epileptic
coma (which he called acute temporary dementia) was not considered as an
example of insanity by alienists while post-epileptic mania was. Jackson’s
concept of insanity or dissolution is only meaningful when compared against
a standard, and he used the state of the same person before the disease.
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2 the person who has undergone dissolution;?' factor 3 the rate of
dissolution, i.e. how slow or fast the removal of control was; and
factor 4 personal variables, providing lists of putative elements and
themes around which positive mental symptoms may concrescence.
Factors 2 and 4 feed meaning (i.e. information about individuals)
into Jackson’s model (Berrios, 2001a). Interaction of the four
factors gives rise to positive and negative symptoms (Berrios,
1985). The model cannot explain the generation of different types
of mental symptoms (e.g. hallucinations, delusions, etc.).

Because of his dualism 2 outrance,?? Jackson’s stance vis-a-vis
FC 1 is equivocal. It is true that he believed that all insanities
were related to the brain, but his concept of insanity is so different
that it is difficult to link the two.?® Put together, his views do
not tally well. Given his dualism, his concept of mind should
have been ontologically independent enough to provide a platform
for mental disorders; but it does not. Although not a religious
man (Critchley and Critchley, 1998), at some level Jackson seems
to have harboured the (nineteenth-century) belief that the mind
(or soul) was indivisible and intangible and beyond the reach of
disease.

Von Monakow

Constantin von Monakow (1853-1930) authored three books,
founded three journals, and mentored great biological psychiatrists
(Mourgue, 1931). Together with R. Mourgue, a French psychi-
atrist and historian of science, he also wrote one of the most
important (and neglected) books on biological psychiatry in the
twentieth century (von Monakow and Mourgue, 1928). Central
to this work is the notion of Horme, i.e. the tendency of all
living beings to develop all their genetic potential. In each indi-
vidual, the Horme is governed by Syneidesis, i.e. a principle that
regulates and balances all instincts in the interest of the given
individual. These principles govern both function and structure,
hence von Monakow and Mourgue develop a neuropsychiatric
model of the type that Guiraud (1950; p. 165) called ‘dynamo-
morphological’.

Based on the assumption that biological psychiatry was a subfield
of biology, the authors imported into it the notion of chrono-
genetic localization. This concept required that the variable time
was built as a parameter into all neuropsychiatric phenomena. Func-
tions (e.g. movement) are processes that, like music, unfold in
time and according to a specific kinetic melody. Hence, it would

21 Twenty years earlier, Jackson (1874) had described factor 2 as ‘the kind
of brain in which reduction occurs’. This rephrasing reflects maturity of
thinking and a mellowing attitude towards the mentally ill. Jackson believed
that variables pertaining to the individual and genetics influenced the form
of the insanity but says little else. Personal factors such as age, intelligence
and education showed best in states of minor dissolution; ‘genetic’ factors
concerned not the inheritance of specific mental disorders but a tendency
to ‘give out’ to dissolution.

22 Jackson’s views on mind, matter, their relationship, and FC 1 are difficult
to map in a coherent way. He was so much of a dualist that he borrowed
Clifford’s concept of concomitance (Berrios, 2000c) to explain how mind
and matter might interact. Jackson (see Taylor, 1931) wrote: ‘The doctrine
I hold is: first that states of consciousness (or, synonymously, states of
mind) are utterly different from nervous states; secondly, that the two
things occur together —that for every mental state there is a correlative
nervous state; third, that, although the two things occur in parallelism, there
is no interference of one with the other. This may be called the doctrine of
Concomitance.’

23 For Jackson, insanity was on a continuum with other states, such
as drunkenness or dreaming (hence, he called them states of ‘temporal
insanity’); only its negative symptoms actually reflected pathology (i.e.
lesions or dissolution of the higher, human, inhibiting layers of the brain);
positive symptoms were the expression of evolution, of normal activity
produced by the release of normal tissue.

be a mistake to attempt to localize processes (i.e. brain func-
tions) in terms of specific brain sites (i.e. space alone). Now,
since most mental symptoms are considered to result from dis-
ordered brain function, it follows that it would be equally erro-
neous to try to localize symptoms on specific brain addresses.
Influenced by Jackson, von Monakow and Mourgue believed
that chronogenetic localization was a late acquisition in evolu-
tionary time, and hence regarded it as a complex but unstable
mechanism.

One of the implications of the concept of chronogenetic local-
ization is that both cross-sectional studies and conventional lon-
gitudinal studies (as collections of cross-sectional snapshots) are
inadequate for the capture of neuropsychiatric symptoms. The lat-
ter, von Monakow and Mourgue insisted, have to be observed as
they unfold in time according to their own kinetic melody; for
example, a hallucination is understood fully only when an entire
token or hallucinatory episode, which may last minutes or hours,
has been studied. In addition to its conventional cross-sectional fea-
tures, such an episode includes real longitudinal information, such
as, for example, modulations in intensity and changes in imagery,
and accompanying emotions can make sense only when integrated
along a time dimension. From an aetiological viewpoint, knowledge
of these longitudinal variables may in fact provide more informa-
tion on the brain localization of the symptom than traditional static
snapshots.

THE DEFICITS OF BIOLOGICAL PSYCHIATRY

The empirical credibility of biological psychiatry is threatened by
not only its weak foundational claims and equivocal history but
also the suspicious validity of its data (capture), of its descriptive
and analytical methods (data processing and interpreting), and
of the rhetoric of its data reporting. There is no space in this
chapter to discuss all these problems in depth; to render the points
clear, however, one or two examples will be discussed in each
section.

Data Capture in Biological Psychiatry

In the context of biological psychiatry, and the psychiatric-
neurological relationship in particular, data fall into two groups,
namely psychiatric data (psychopathology — symptoms, signs,
behaviours) and neurological data (neurology symptoms, signs,
neuroimaging lesions, etc.). The focus in this section will be on
psychiatric data, but even on superficial examination, it becomes
apparent that there is a mismatch between the way in which the
‘mind’ or psychiatric data are captured and the way in which the
‘brain’ or neurological data are captured. With respect to the latter,
it is evident that ever-more sophisticated tools are being developed
and finer discrimination being sought in terms of visualizing
brain structure (e.g. computerized tomography (CT) scanning,
magnetic resonance imaging (MRI), etc.) and brain processing (e.g.
single positron emission tomography (SPECT), positron emission
tomography (PET), functional resonance imaging (fMRI), etc.).
Pathology is described at molecular, neurotransmitter, amino acid,
etc. levels. In contrast, the level of capture of ‘psychiatric’ data
remains much the same as it was in the nineteenth century when
such descriptions were developed (Berrios, 1996). In fact, in
many ways descriptions of psychopathology have become narrower
and less rich than they were then, constrained perhaps by the
classification systems of current times. Thus, the problems with
respect to psychiatric data capture in the context of biological
psychiatry can be divided into two main areas: general issues
pertaining to data capture in psychiatry as a whole, and specific
issues relating to data capture in relation to biological psychiatry.



10 BASIC PRINCIPLES

General Problems

Some of the general problems facing data capture in biological
psychiatry need to be mentioned. First of all, what sorts of data are
being captured? Are psychiatric data different from other sorts of
data? What kind of differences are we dealing with? How might this
affect the informational value we can obtain from such data? What
are the implications for use of such data as variables in correlational
studies, etc.?

To answer such questions, we need first of all to define the par-
ticular psychiatric data. Broadly, these can be divided into four
types: (1) subjective complaints of patients (e.g. feeling depressed,
anxious, hearing voices, etc.), (2) signs and behaviours elicited by
clinicians (e.g. thought disorder, psychomotor retardation, disinhi-
bition, etc.), (3) psychiatric diagnoses (Diagnostic and statistical
manual (DSM) IV categories) (APA, 1994), and (4) scores on var-
ious rating scales (e.g. Beck Depression Inventory (BDI), Hospi-
tal Anxiety and Depression Scale (HADS), Hamilton Depression
(HAM-D), etc.).

Subjective Complaints as Data

The Subjective complaints made by patients (given spontaneously
or elicited by questioning) form part of the data captured by
clinicians and used to determine the presence of a particular
psychiatric symptom, syndrome and/or disorder. It is, however,
the nature of such symptoms as ‘data’ that raises the problems:
problems that relate to the sort and quality of information that can be
inferred from such data. In other words, questions have to be asked
concerning the validity and reliability of subjective complaints
as data. Such questions must relate to not only how validity
and reliability might be determined but also the epistemological
justification for the validity and reliability of the data.

By definition, subjective complaints consist of individual
interpretations of some sort of perceived dysfunction or
change — whether this is experienced bodily or mentally. Where,
then, and what are the origins and constituents of such complaints,
and how do they develop into symptoms? These are the crucial
questions, since understanding the validity and epistemic value
behind subjective symptoms as ‘data’ depends on the answers. If it
is assumed that, irrespective of aetiology (brain lesion, neurological
dysfunction, external event, etc.), there is a change in the internal
state of an individual, then how does that particular change become
transformed and translated into subjective complaints? And can it
really be assumed that the ‘same’ (and this particular assumption
carries many problems that cannot be addressed here) internal state
will result in its equivalent interpretation and equivalent description
by different individuals? In other words, can it be assumed that
the data obtained from individual reports of internal states are of
similar type to the data obtained from reports of, for example,
objects in the public domain, such as sightings of trees, or, more
relevantly, fracture on an X-ray, pulse rate, lesion location on
CT scan or hot spot on PET? One problem here is that there is
not the same system of verification in regard to internal states as
there is in relation to external events. How can we know that the
internal state as described by an individual is actually that particular
experienced state that is matched by the description (i.e. does
the description match the experience accurately — assumption of
Validity)?24 Secondly, even if the match is assumed to be accurate,

24 Aspects of this debate (particularly a criticism of the epistemic value of
data obtained by introspection) were first rehearsed during the second half
of the nineteenth century in the nascent field of ‘scientific’ psychology.
It was then argued by experimentalists that the quality and reliability
of information obtained in the laboratory was superior to that obtained
by introspection (Boring, 1953). Those who took this seriously started
to train subjects into being good and attentive reporters. This created a
‘professional’ class of experimental, which no doubt biased findings further.

how do we know that that particular experience is the same as
the one described by someone else (i.e. assumption of reliability)?
Furthermore, there is no good model of symptom formation that
might help us answer such things (for a précis of our model, see
p- 4). Nevertheless, it is difficult to conceive of the process of
interpreting a particular internal state and subsequently articulating
this in a particular way, as a uniform one, unaffected by individual
and sociocultural factors at any stage. Far more plausible would
be the possibility that changes in internal states are going to be
interpreted in different ways by individuals. For example, it is
conceivable that a particular unpleasant internal state change might
be read or interpreted as depressed mood in one individual (or
at a particular time) while the ‘same’ or similar internal state
might be interpreted by another individual (or at another time) as
anxiety or irritability or pain or tiredness, and so on. The factors
that might be important in determining a specific interpretation
(e.g. past individual experience, cultural biases, contextual issues,
language limitations, contribution from the eliciting clinician, etc.)
are not the issue here. The point, however, is that it is more
than likely that making sense of changes in internal states, and
interpreting such changes, is going to be affected by many factors.
This means that it is equally unlikely that there will then be a
direct relationship between whatever the neurobiological ‘signal’
manifesting the internal change is and its outward manifestation
as a subjective complaint. In other words, there will be a marked
degree of formatting going on (noise from various sources), which
will change (distort) the original signal to variable extents.

Further complications arise from the fact that subjective com-
plaints themselves cannot be considered a homogeneous class of
data. Such symptoms vary in form (moods, fears, perceptions, etc.)
and content (anxiety, irritability, elation, hopelessness, grandiosity,
voices, images, etc.), and the heterogeneity is likely to be reflected
also in the ways in which such symptoms develop and their over-
all structures (Markova and Berrios, 1995a). In other words, the
formatting by other factors is likely to be different in relation to
different subjective symptoms. Complaints of depressed mood, for
example, may involve types of interpreting factors other than com-
plaints of hearing voices, which one could envisage as perhaps
more directly representing the original signal. And when it comes
to more complex symptoms or judgements made by patients, e.g.
insight into their mental experiences or illness, then the sort of dis-
tortion produced by the very many different factors contributing to
the construction of such a meta-concept is likely to be much greater
(Markova and Berrios, 1995b).

So, what will all this mean for the validity and reliability of
subjective complaints as data for biological psychiatry? Given
that at present there is little evidence to indicate that a particular
description of an internal state actually reflects in a direct way
a specific signal or dysfunction, then we have little to justify
the validity of such data. Evidence for validity can only start to
be gathered when the factors important in distorting the original
signal can be identified and teased out in some way. Similarly,
reliability will also depend, in part, on the factors determining
validity. In addition, however, the issue of whether a particular
signal/dysfunction is going to be experienced (leaving aside the
issue of interpretation) in the same way in different individuals is
open to question. Or perhaps the question here might more usefully
relate to there being sufficient similarity in internal state experiences
for the state to warrant similar descriptions (again leaving aside
the issue of interpretation). What is evident, however, even on
this superficial analysis, is that epistemological justification for
subjective data in terms of their validity and reliability remains
poor. That is not to say, of course, that such data are not useful
in themselves. Individuals do have to communicate about not only
external objects and events but also internal states, and in general,
degrees of understanding can be achieved between individuals
(though clearly to various extents), which would argue for some
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level of concordance. Thus, subjective symptoms as data used,
for example, in clinical management, in terms of making some
sort of sense of what and why a patient might be experiencing a
particular state is likely to be of practical importance. The essential
issue here, however, is not to confuse the practical validity with
the epistemic validity of such data. This is of crucial importance
in the context of biological psychiatry and any research exploring
the psychiatric-neurological relationship, particularly in terms of
inferences drawn from correlational research (see Section 3.2),
where the data on either side of the correlation may not be
epistemologically comparable.

Objective Signs and Behaviours as Data

Psychiatric data are also collected as signs and behaviours identi-
fied by the clinician during clinical assessment. Thus, based on a
patient’s presentation, behaviour, speech and responses, clinicians
will determine the presence of, for example, disinhibition, psy-
chomotor retardation, thought disorder, blunted affect, etc. These
types of data are thus dependent on the clinician’s interpretation
of speech and behaviours manifested in the patients. The validity
of such data in turn depends on (1) whether the clinician is actu-
ally identifying changes that are, in fact, present in the patient, and
(2) whether such changes are correctly described and named by
the clinician. (In addition, of course, there is the issue of whether
the signs and behaviours that are identified by the clinician are in
fact the relevant ones out of many possibilities.) Reliability, on the
other hand, relates to the extent to which clinicians will agree on
the nature of the data presented.

Once again, the questions here, then, are how can validity
and reliability be determined, and what are their epistemological
justifications? Examining the types of data in this case, it is evident
that the data elicited must be dependent not only on whatever
dysfunction is manifest in the patient but also on the clinician’s
interpretation of the patient’s presentation. In turn, this will again
depend on a number of factors, including clinical experience,
knowledge, individual biases, context of subjective complaints, etc.
For example, whether a clinician identifies a sign such as affective
blunting might depend not only on the explicitness with which it
was present but also on the clinician’s past experience in seeing
this feature, his knowledge and consequent readiness to identify
this, his own concurrent mental state, e.g. level of concentration,
and whether the patient was denying, for example, depression and
anxiety. It can be argued, however, that given the more direct
elicitation of such data, in terms of observation of particular
outward manifestations, there is more objective determination of the
phenomena and hence less likelihood of distortion by the individual
factors related to the clinicians.?> Thus, validity and reliability may,
in this sense, be greater in relation to these types of psychiatric data
than in relation to the subjective complaints as data. This may well
be the case, but the issue remains that interpretation of signs and
behaviours must still occur (although perhaps to a lesser extent)
so that the potential for distortion is still there and there is so
far little known about the factors important in the development
of such ‘noise’. Similarly, the issue of heterogeneity is again a
factor to consider in the capture of these data. It is likely that
some signs and behaviours may be more direct manifestations of

25 Aspects of this issue relate to the old nineteenth-century debate, inspired
by the first positivist philosophy, on whether signs were more informative,
stable or objective than symptoms. By the end of the century, the success of
neurology over alienism seemed to confirm that this was the case (Berrios
and Porter, 1995). As far as these authors know, and even within the
semiological revolution that took place during this period, there has never
been an adequate debate on the epistemic value of signs and symptoms and
on the fact that they name continuous rather than discontinuous phenomena
(Berrios, 2001c).

dysfunction than others and thus less prone to distortion by clinician
factors.

Once more, then, the question must be asked: what does all
this mean in relation to the epistemic justification of signs and
behaviours as data? Such data are clearly once again very dif-
ferent from the sort of data collected in, for example physical
science, electrocardiogram (ECG) readings, measurements of height
and weight, etc. The latter are, of course, subject to interpretation
as well as are any external perceptions. However, the degree of
interpretation involved in the elicitation of signs and behaviours,
fluctuating in character, themselves dependent on often unclear or
abstract theories, must be of a different and greater extent. Iden-
tifying changes in patients and naming them correctly (whatever
that may mean) is dependent on more than actual dysfunction or
lesion. This, together with the fact that little is known about the
specific relevance of the identified in relation to the non-identified
signs and behaviours, indicates again that epistemological validity
is weak.

Psychiatric Diagnoses as Data

Again, in the context of biological psychiatry and the search to
explain or clarify the psychiatric-neurological relationship, psychi-
atric diagnoses are frequently used as data against which brain
abnormalities or dysfunction are assessed. In general, issues sur-
rounding validity and reliability of such data have tended to be
addressed by the use of lists of diagnostic criteria and diagnostic
categories from established classification systems such as ICD-10
(WHO, 1992) or DSM-IV (APA, 1994). The question arising here,
though, is what does this actually mean in relation to the use of
diagnostic categories as data in biological psychiatry? Reliability
here refers to the extent to which clinicians will agree on a spe-
cific diagnostic category as applying to a particular patient. Thus,
reliability will depend on clinicians agreeing that a certain clinical
state fulfils a number of set criteria. And, insofar as levels of agree-
ment are reached, then the classification systems can be said to be
relatively successful. But the issue is that whilst this refers to the
general facility with which clinical descriptions can be applied, it
does not refer to the nature of the data themselves. In other words,
it is again the validity of these data that needs to be questioned. The
validity of psychiatric diagnoses refers to the extent to which the
diagnostic categories actually reflect specific diseases or conditions.
Looking more closely at this brings the epistemological problems to
the surface. Making a diagnosis will depend, in theory at least (and
arguments have been forward against this assumption; see Berrios
and Chen, 1993), on identifying and eliciting the primary psychi-
atric data, namely history, symptoms, signs and behaviours. These
will then need to be checked against the list of diagnostic criteria
to determine the best fit and hence the most probable diagnosis.
It is apparent, therefore, that the informational value of diagnoses
(assuming that these are second-order data made on the basis of
primary data [signs, symptoms, etc.]) will be affected, in the first
place, by the same factors discussed above in relation to subjective
complaints and signs and behaviours. In other words, the epistemic
value of such data cannot be greater than that underlying the orig-
inal constituent data. In addition, there is another problem here
as far as validity is concerned. This concerns the actual grouping
of the primary data into the diagnostic categories and the ques-
tion of how far such groupings represent true disease process. And,
given the so far lack of knowledge concerning aetiology of psychi-
atric disorders, it has to be accepted that the current groupings are
determined by more arbitrary factors, with face validity based on
consensus of opinions, but not by information concerning disease
states themselves. Furthermore, epistemic justification of diagnostic
categories as data will also be affected by heterogeneity in diag-
nostic categories. For example, criteria set out for the diagnosis of
bipolar affective disorder are likely to have an epistemic basis of
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a different sort to the criteria set out for diagnosis of, for example,
neurasthenia or dissociative disorder.

It is important to emphasize again the point applying to all these
types of psychiatric data, i.e. that the issue of epistemic validity
should not be confused with their practical utility. It is the former
that is weak, and the limitations need acknowledging in research.

The use of specified diagnostic categories, by virtue of their
specified criteria, may give rise to assumptions about their valid-
ity as data, which may be unjustified since these categories mask
the actual lack of epistemic validity underpinning primary psychi-
atric data.

Data from Rating Scales as Data

To measure is to map in numbers features of objects or pro-
cesses so that operations on the numbers might obtain patterns
of relationships assumed to exist in the objects themselves.?
As a praxis, measuring is likely to have started very early in
the history of mankind, particularly in the fields of bartering,
commerce, building and engineering, and astronomy. Cubit, foot,
fathom, grain, etc. attest to the fact that ab initio parts of the
human body and/or ordinary objects were used as measures.
Since very early, standardization was required to prevent disagree-
ments and cheating; the former process has not yet been com-
pleted.

The stage at which measuring changed from being a praxis
to becoming an epistemological tool, i.e. a process considered
as important in the acquisition of knowledge about the world,
is difficult to say. Neither Plato nor Aristotle seems to have
felt that measuring added to the rational analysis of reality.
By the high Renaissance, however, a theoretical shift towards
quantification is clearly noticeable (it is applied to painting and
drawing, map making, and even the deployment of soldiers in the
battlefield) culminating with the epistemological redefinition of the
new seventeenth-century sciences as ‘quantitative’ (Crosby, 1997).
This was a reflection of the belief that nature itself had a numerical
structure, and hence that knowledge of such codes would make
man a master of reality. Thus spoke Galileo: ‘Philosophy is written
in this grand book, the universe, which stands continually open
to our gaze, but the book cannot be understood unless one first
learns to comprehend the language and read the letters in which
it is composed. It is written in the language of mathematics ...’
Newton shared this view.

By the late eighteenth century, the rational, discursive analy-
sis of quality and individuality had been abandoned by the natural
sciences and had to be taken over by a small group of inchoate
disciplines; a century later, these became the great group of ‘sci-
ences of the spirit’, which, in the hands of Dilthey and others,
developed their own epistemological structure, set ‘understanding’
(Verstehen) as their objective, ‘Erlebnis’ as their subject matter,
‘hermeneutics’ as their tool, and shunned quantification altogether.
For a while, psychology was considered to be part of the Geis-
teswissenschaften (e.g. by Dilthey), which may explain why efforts
to introduce measurement into psychology met resistance at first.
In the event, Weber, Fechner, Donders and Ebbinghaus encouraged
the unilateral independence of psychology, redefined concepts, and
set the process of its ‘naturalization’ going (Boring, 1942; Boring,
1950; Boring, 1961).7

26 These may range from comparative orderings (larger than, equal to,
etc.) to complex pattern-recognition techniques said to be able to extricate
from data sheets meaningful numerical configurations. In either case, the
assumption is that numbers are mapping configurations that exist in nature.
27 That is, the view that because the mind is a product of natural evolution,
then its study should also fall within the purview of the natural sciences.
The narrower view that meaning and individuality are irrelevant to scientific
psychology is based on additional assumptions adopted happily during

In the shape of rating scales, graphic representations and
statistical analysis, measurement did reach psychopathology and
psychiatry after the Second World War. Rating scales and graphic
representations had been in use in psychology since the turn of the
century, and statistical analysis had become available since before
the Great War but was not used in medicine or psychiatry. Although
momentous, these events have been neglected by historians.?® All
we know is that rating scales arrived furtively, sometime during
the late 1950s, hidden in the Trojan horse of the incipient drug
industry of the day. Early scales (such as the Hamilton Depression
Scale) were designed exclusively for the evaluation of drug trials
(Berrios and Bulbena, 1990). After some resistance, rating scales
become popular for they seem the ideal response to the cri de
coeur for objectivity and reliability so characteristic of biological
psychiatry, and because they yield the scores required by statistical
manipulation.

Given the hybrid nature of psychiatry (a discipline whose sub-
ject matter requires both the natural and human sciences), it
is extraordinary that at the time (and since) it occurred to no
one that the introduction of quantification needed to be justi-
fied epistemologically.?? Of the three topics listed above, only
rating scales will be treated in this section. We will men-
tion statistical analysis later. There is no space to deal with
the numerical, aesthetic, rhetoric and heuristic aspects of graph
representations.

Rating Scales

Under the aegis of the first mental tests— such as the Ebbinghaus
word lists to evaluate memory (Ebbinghaus, 1964), questionnaires
appeared towards the end of the nineteenth century purporting to
capture other phenomena such as hallucinations (Parish, 1897).
(Lest it is concluded that this is the beginning of measurement
in psychiatry, the point must be made that Parish and others were
amateur gentlemen wanting to test beliefs in the parapsychological
and psychical fields.) Encouraged by eugenics, educational policies
and the war effort, ‘proper’ tests were first developed to measure
intelligence and personality. The development of psychometry and
factor analysis was, in turn, spurred on by the need to standardize
and process such instruments.

When rating scales arrived in psychiatry in the 1950s, the
view that mental symptoms were immeasurable was still common,
and not only amongst those of a psychodynamic persuasion.*
However, the need to measure outcome in drug trials encouraged
the construction of rating instruments based on items believed to
be susceptible to rapid change (in days or weeks), their incomplete
item coverage making them unsuitable for diagnosis (e.g. the

the behaviourist era. Current ‘cognitivism’, particularly the one based on
information technology, has not been able to regain any of the old semantic
and symbolic approach to human behaviour.

28 The arrival of quantification in psychiatry needs analysis. The historian
is interested to know about the social conjuncture that allowed its adoption,
particularly the groups that benefited from it.

2 The issue here is not whether measurement should be adopted by
psychiatry. The issues are: (1) what types of information or forms
of meaning included in the psychiatric discourse are susceptible to
measurement? and (2) how much of the semantics of qualia is lost after
it is translated into the items of a rating scale? These questions cannot be
answered by empirical research.

30 Personal communication by the late Professor Max Hamilton. The
immeasurability hypothesis must be taken seriously. It is based on the
view that mental symptoms are semantic events, and that mensuration
of features external to meaning or imposed upon their structure (such as
dimensions, intensity and localization) missed out on the only element
relevant to the understanding and management of mental symptoms. A
claim of immeasurability can also be grounded on technical argument, such
as the unreliability and low epistemic value of proxying (see p. 16).
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Hamilton Depression Scale) (Berrios and Bulbena, 1990; Berrios
and Markova, 2002b).

The numerical and semantic meaning of the resulting global
score has also caused confusion amongst biological psychiatrists.
It does not take long to realize that such a score masquerades
as a continuous number. In fact, it is just a totted summary of
qualitative (ordinal scale) decisions taken at item level. In the
case of the Hamilton Depression Scale, for example, not all items
are captured by scales of the same size. The reasons why some
researchers believe that a continuous number can issue out of the
arithmetic addition of qualitative decisions is one of the mysteries
of psychiatric psychometry. There are, however, hundreds of papers
where the Hamilton global score has been entered into statistical
analyses that are known to demand numerical and parametric
features of the figures involved which the global scores cannot hope
to meet.*! The curious thing here is that biological psychiatrists,
in general demanding of reliability and objectivity, are happy to
accept global scores as numerical proxies of that kind. In fact, the
best approach is to understand global scores as summary narratives,
as forms of mapping a phenomenon by means of the capture of its
features (items).

Something must be said on the noble and mysterious concept of
‘item’, the ‘unit of analysis’ of psychiatric scales. Items are claimed
to stand as semantic and mathematical proxies for attributes,
dimensions or expressions of a phenomenon under measurement
(see The semantic mediator of rating scales below). The content
of items ranges from questions meant to capture the presence of
the phenomenon (the question ‘hallucinations present/absent’ is an
instrument with one item; indeed, it generates the global score
1/0, which is ordinarily entered into statistical calculations), to
scalar anchor points (nominal, ordinal, interval, ratio and, very
rarely, absolute forms of measurement), to visual analogues. All
these contents are made to yield a number. Through its content,
each item is also made to fulfil a proxy function, and the success
of any scale depends on the quality of the proxying. So-called
standardization methods (including those addressed at evaluating
reliability, validity and internal coherence such as Alpha Cronbach)
do not, indeed cannot, evaluate the proxying function of each items
(on the complex problem of proxying, see Section 3.2.1). In a way,
the relationship of a rated psychiatric instrument to its items is
(on the model of DSM-IV) like that of a made diagnosis to the
mental symptoms or criteria it is based on. Much fuss has been
made about the reliability of psychiatric instruments and of DSM-
1V diagnostic categories, but all this work is vacuous without having
a clear idea of the proxying function of individual items and the
way in which mental symptoms themselves (criteria) are actually
recognized.

The Semantic Mediator of Rating Scales

Whether depression, thought disorder, apathy, anxiety, alexithymia
or whatever, rating instruments do not measure directly the target
clinical state, trait or condition. They measure it indirectly, i.e. they
are always mediated by a construct. A construct is a notion (such
as the concept of virtue or disease) or image (painting) purporting
to map or represent something else. Schizophrenia, obsessional
disorder, Cotard syndrome, autism, theory of mind, etc. are not
objects like stones, horses or stars; they are all ‘constructs’.>? They
are semantic grids that format opaque and formless behavioural

31 Except in the case of rating instruments based on absolute measurement,
global scores cannot be considered as absolute, i.e. as numbers starting from
true 0. For example, a 0 score on the Beck Depressive Inventory cannot be
interpreted as absence of depression; nor can someone scoring 40 be said
to be twice as depressed as someone scoring 20.

32 Resistance to the idea that the categories of psychiatry are constructs
may issue out of fear that such a view will undermine their ontology (and
consequently threaten their localizability, neuroimaging and management

phenomena and allow their capture. On occasions, the phenomenon
may be linguistic or semantic and hence devoid of neurobiology
(the co-varying ‘something’ that is captured by neuroimaging is
not necessarily the phenomenon but resources used to express the
phenomenon, e.g. linguistic activity). This should not worry us,
however, for as far as the patient is concerned, the phenomenon is
still a bother, irrespective of whether it has representation in his/her
own brain.

Constructs are thus semantic structures that select, circumscribe,
impose coherence upon, interpret and create a narrative about
mental symptoms. Rating scales hang off these constructs and proxy
for them. Hence they have no direct contact with the phenomenon
underneath, whether neurobiological or not. Constructs are used
to: (1) set the boundaries and interpret the raw phenomenon in
question; (2) break it up into features, attributes, dimensions and
latent traits (in which latter case it will need to include probes
or handles to get at them), thereby creating a ‘featural pool’;
(3) translate the featural pool into a language that can be understood
by the average person; (4) select from the pool attributes according
to criteria (pathognomonic, representative, convenient, fashionable,
interesting, susceptible to change, susceptible to measurement, etc.);
and (5) convert the attributes into items by tethering them to specific
response categories.

At each step, distortions and biases of a hermeneutic or seman-
tic nature are introduced into the representation that cannot be
eliminated by the statistical evaluation of the scale. Calculating
a reliability index (e.g. alpha Cronbach) can only ascertain whether
the attributes selected cohere or relate to each other and con-
verge on to a unitary construct; they cannot help to decide on the
relationship between the construct and the behaviour. The little
there is left of semantic information after a scale has been con-
structed is to be found in the instructions and in the history of
the scale. And yet the latter two are rarely consulted and pon-
dered over, for there is the magical belief that once treated sta-
tistically, rating instruments become autonomous entities that do
not need to have a past. This is wrong, for all scales belong in
cultural and clinical niches and hence wear off, loose reliabil-
ity through time or mismeasure when applied to phenomena or
contexts not specified by their instructions or semantic history.*?
Researchers in biological psychiatry do not seem to bother much
about such semantic information; this explains why, for example,
they continue using the Hamilton scale (which is, in fact, losing
sharpness as the surface symptomatology of depression changes) to
measure ‘depression’ in frontal lobe stroke (and other neurologi-
cal conditions) in spite of the fact that Max Hamilton instructed
specifically that patients suffering from such disorders fell out-
side the semantic purview of the scale (Berrios and Bulbena,
1990).

The Informational Capacity of Rating Scales

Rating scales are believed to be objective. The denotation of this
term is valid and reliable; its connotation is scientific, good, above
board, not subjective, sellable, better than other approaches, etc.
Hence, rating scales are considered to be a form of assessment
superior to the happy chat or the clinical interview. Evidence
for such a notion is surprisingly limited, but it survives as a

by medication). This fear may in turn result from the (wrong) belief that
constructs are not part of nature but artefacts of language or fictions. This,
in fact, is not the case.

33 This is a well-known aspect of psychometry. For example, the original
Wechsler scale was found to have lost calibration because it was standard-
ized in pre-war samples that are now believed to have been less ‘bright’
than post-war samples. This principle has not yet been applied to psychiatric
rating scales in spite of the fact that there is evidence that the expression
of mental disorders has changed on account of both neurobiological and
social reasons.
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counterpart to the (wrong) view that interviews are subjective.
Rating scales have benefited much from comparing them with rulers
and other measuring instruments. In fact, the conceptual distance
between a stick and the ruler is much shorter than that between a
mental symptom and its scale. By conceptual distance, we mean
here the number of semantic interventions required to convert a
phenomenon into an item. The more interventions, the more the
loss and/or distortion of information. As long as scales are taken
to be short-hand, semantic devices, or summary narratives, such
distortions matter little. They cause needless fatalities, however,
when rating instruments are considered to be mirrors of nature and
powerful generators of knowledge, and their global scores to be
true measurements (and entered into correlations).

In general, there is nothing magic about meters or scales or
the other devices created by man to allocate numbers to objects
and qualities. All measurements (including the simplest ones)
are mediated by concepts and are dependent on aids taken from
anatomical (cubit, inch, fathom) or common objects (grain, stones)
that have since become abstracted and standardized. Measure-
ments in earlier days were comparative and relational. Reliability
(that users meant more or less the same by each unit of mea-
surement) was in those early days more important than accu-
racy (the concept of validity is not important in a world of
comparisons).

Specific Problems

So far, we have concentrated on problems associated with psychi-
atric data capture in general. Emphasis has been placed on the issue
that psychiatric data are of a different sort to other types of data
that are used in research and other situations (e.g. height measure-
ments, pulse rate, number of plaques on MRI, etc.). Whilst some
differences in validity and reliability can be identified between sub-
groups of psychiatric data, as a group psychiatric data are marked
by weak epistemological support and hence poor epistemic valid-
ity. This carries implications for correlational research in biological
psychiatry where such data are treated as hard variables (see p. 18).

In addition to conceptual problems applying to psychiatric data
capture in general, there are issues specific to psychiatric data
capture in biological psychiatry that need to be considered. The
specificity of these issues is, to some extent, defined by the pre-
sumed neuropsychiatric relationship. This relationship is generally
taken to encompass several possible perspectives. Limiting things
here to a situation where a patient has a neurological condition and
associated psychiatric problems, then these perspectives can include
views that: (1) the neurological lesion might be causing directly the
psychiatric manifestations (directly in the sense of specific brain
sites or neuronal systems damaged); (2) the neurological lesion
might be causing indirectly the psychiatric problems in that the lat-
ter may reflect the response of the patient to the consequences of the
neurological condition/disability; (3) the neurological lesion might
be both the direct and indirect cause of the psychiatric problems;
and (4) the neurological lesion and psychiatric problems might be
occurring independently and hence coincidentally. These perspec-
tives, whether or not stated explicitly, seem to underpin a number
of the conceptual and empirical problems facing data capture. The
problems are various, and again it is not possible to cover all in
this chapter.

Behavioural Phenocopies

One such problem concerns the nature of psychiatric data in the con-
text of neurological disease and relates to the question of whether
such data can be considered similar or different to those mani-
fested in conventional psychiatric disorders. This problem is raised
in a number of ways. For example, in the case of organic depres-
sion (e.g. depression in the context of stroke), questions remain

as to whether this might be, in fact, the same sort of condition
(i.e. same sort of structure, symptom pattern, behaviour, response
to treatment, etc.) as depressive disorder occurring without a neu-
rological condition. ICD-10 classifies organic affective disorders in
a separate diagnostic category from affective disorders, but uses
‘presumed organic aetiology’ as the only discriminator between the
two. Some evidence suggests that phenomenologically there may
be differences between the two depressions, and that some types of
organic depression may be behavioural phenocopies in that although
appearing similar, they have different symptom profiles.

For example, a cluster of affective complaints can mimic
depression, only to disintegrate after a few days of observation.
It could, of course, be the case that the depression has resolved
rapidly and spontaneously, but often enough what the observer
has noticed is a behavioural phenocopy of depression (Berrios and
Samuel, 1987). Such clusters carry implications in relation to the
neuropsychiatric relationship perspective in that they may also be
mediated by the neurological dysfunction either specifically or as a
general response. Another example raising the issue of similarities
and differences between mental states in the context of biological
psychiatry is that of dementia and so-called ‘pseudodementia’ (or
whatever other name one wants to use to name the behavioural
phenocopies of dementia). Thus, dementia-like syndromes can be
manifested, in terms of both symptoms and the disease, by other
functional and neurological disorders (Berrios and Markovd, 2001).

The question, then, is how does this problem of similarities and
differences affect the psychiatric data or rather the epistemic validity
of such data in this context? Again, in order to tease out some
of the possible factors involved, various possibilities need to be
considered. First, the psychiatric data in the context of neurological
disease may, in fact, be of the same nature and structure as those
manifested in conventional psychiatric disorders. In other words, the
same sort of psychiatric symptoms, signs, behaviours and diagnoses
would occur, and the specific neurological lesion would not be
adding anything different or new to the possible psychiatric picture.
In this case, the epistemic validity of the data is limited by the same
factors discussed earlier in relation to psychiatric data in general.

Second, some of the psychiatric data in the context of neu-
rological disease may appear and actually be different in nature
and in structure, from those found in conventional psychiatric dis-
order. Patients might express different sorts of complaints, talk
about strange experiences, and exhibit odd signs and behaviours,
all of which might not necessarily fit current lists of conventional
symptoms and diagnoses. In the context of the neuropsychiatric
relationship, such differences may arise directly as a result of the
neurological lesion (relating to the site and/or neuronal system
affected) or be mediated by any ensuing brain damage (e.g. dys-
phasia interfering with abilities to articulate experiences, personality
changes colouring behavioural manifestations, etc.). The problems
in this situation, as far as data capture are concerned, would relate
to the identification, the capture and the naming or classification
of such data. For example, where ‘new’ and odd experiences are
complained about, i.e. those not fitting into conventional categories,
then it might be more difficult to identify these as data; often, such
complaints are then ignored (or forced into the nearest category
available). Similarly, were such experiences to be completely new
to the patient, it might be particularly difficult to articulate, for they
may not have the language to do the experience justice. Again, this
may result in ignoring the experience or fitting it into a known cat-
egory of description, thus causing difficulties in capturing the data.
Both such difficulties carry implications for the ‘correct’ naming
of data.

Third, some of the psychiatric data in the context of neurological
disease may only appear to be similar to those found in conventional
psychiatric disorder. This is the issue raised in relation to mimics
and behavioural phenocopies. The question then follows: what does
‘similar’ mean? The analysis of similarity is complex, but here
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we shall use a simple definition: ‘two symptoms are similar when
they have many but not all properties in common.” A property, in
turn, is an ‘attribute or quality belonging to a thing or person: in
earlier use sometimes, an essential, special, or distinctive quality, a
peculiarity; in later use often, a quality or characteristic in general
(without reference to its essentialness or distinctiveness)’ (Oxford
University Press, 1992). Properties can be essential and accidental.
For example, ‘being related to vision’ is an essential property of
the current definition of a visual hallucination, and ‘forgetting’ is an
essential feature of a memory deficit. On the other hand, properties
that can change without affecting the class of symptoms involved
(e.g. content) are called ‘accidental’. Both types of properties can
generate similarity. Following previous definitions (Berrios and
Markovd, 2001), the term ‘mimic’ is used here to refer to a clinical
state that shows partial similarity to another. In the case of dementia,
it may consist of one predominant symptom (e.g. disorientation).
The term ‘behavioural phenocopy’, on the other hand, is used to
refer to a mental state that resembles more completely the full
clinical picture of a particular condition. For example, organic
depression could be considered to be a behavioural phenocopy of
depressive episode, and depressive pseudodementia might be said
to be a behavioural phenocopy of dementia (Berrios and Hodges,
2000). In addition, behavioural phenocopies are met with in clinical
practice that remain unnamed and hence unrecognized because
they are fleeting, clinically uninteresting, or cause little subjective
distress; all three, however, are still temporary coincidences of
symptoms (each originating from a different mechanism) that create
the impression of being something else.

The question of whether all similarities engender mimics remains
to be answered. Nor is it clear whether essential or accidental
properties are more likely to give the impression of similarity. For
example, in a patient with psychomotor retardation and memory
deficits, the presence of delusions with a content of poverty (an
accidental property) will be more likely to create a copy of
depression than a delusion with another content. On the other hand,
in a patient with confusion and memory deficits, the presence of
visual hallucinations (an essential property), regardless of content,
may create a copy of Lewy body disease (Perry et al., 1996).

Similarity can be predicated of both symptoms and diseases. In
regards to the latter, patients are said to have a similar disease x,
regardless of whether they share all the same symptoms pertaining
to x. For example, if x is constituted by symptoms x; to xjo, in
an extreme case one patient could suffer x; to x5 and another
suffer x¢ to x;o and they would still be considered as having
the same disease in spite of their phenomenology being different.
In practice, however, not all symptoms x; have the same weight
(e.g. some may be considered as pathognomonic, sine qua non)
and hence decisions taken concerning similarity depend on more
complex judgements relating to patterns and selection of symptoms
presented. Alternatively, both patients might have x; to x5 and
would thus show very similar presentations of the disease.

The issue of similarity, or mimics and behavioural phenocopies,
is clearly important, but what are the implications for psychiatric
data capture? One way to answer this and to examine the epistemic
problems around the psychiatric data capture in this context is to
separate out where such similarity might occur. In other words, the
question first is at what level might the similarity be generated?
Following the previous line of analysis, broadly three levels can be
distinguished here: (1) the level at which the actual dysfunction
is being experienced (ontological level); (2) the level at which
the internal changes are being interpreted and/or manifested; and
(3) the level at which the psychiatric symptoms and signs (data) are
being captured by the clinician and hence identified and named.
The level at which similarity might be generated carries different
implications for the epistemic value of the resultant psychiatric data,
and it is useful to briefly examine each of these in turn.

Experiential Origin

Similarity may be generated at the level at which a particular
dysfunction is experienced. This would mean that different sorts of
lesions or dysfunctions would result in similar internal experiences.
For example, similar feelings of low mood, fatigue, amotivation,
etc. may be produced in response to a brain tumour, stroke, multiple
sclerosis, dementia or major depression. Whether it is individual
symptoms or whole clinical syndromes that are experienced as
similar matters little at this point. The issue is, however, that
similar experiences may be produced as a result of quite different
brain insults. To make better sense of this, the notion of similarity
here demands deeper analysis. The latter, however, is complex and
well beyond the remit of this chapter, since we are dealing here
with an ontological issue, itself dependent on the exploration of
underlying problematical concepts such as identity and localization.
Here, the only point to highlight is that at the level of symptom
origin, internal changes might be experienced as similar and hence
give rise to similar clinical pictures. This issue relating to the
specificity or non-specificity of mental symptoms in relation to
different brain insults is not new. During the late nineteenth
century, there was a debate as to whether the phenomenology
of the organic mental disorders (also called exogenous psychoses)
always carried information or a mark that betrayed its underlying
aetiology. For example, did the symptomatology of exogenous
psychoses produced by hypothyroidism, brain tumours, toxins,
meningitis and brain injury differ from each other in any way?
Again, there is little space here to expand on this, which was but
a remnant of the old medieval theory of ‘signatures’. Kraepelin
(1899) believed that, in principle, such subtle marks were embedded
in the phenomenology of most exogenous psychoses but that not
enough research had yet been done to identify them in all cases.
By the early twentieth century, however, and mainly under the
influence of evolutionary theory, views began to change. In the
event, Bonhoeffer’s proposal was accepted that the brain had
only a limited number of stereotyped responses to insult and
injury (confusion, delirium, stupor, cognitive disorganization, etc.),
which were triggered by whatever aetiology. Subsequent questions
asked by Bonhoeffer (1910), Redlich (1912) and others referred to
whether some aetiologies preferentially chose particular stereotyped
responses.

What, though, are the implications for the epistemic validity of
the psychiatric data, in the context of biological psychiatry (the neu-
ropsychiatric relationship), if similarity were to be generated at this
level? If very similar internal states are being generated, irrespec-
tive of the specific cause, then any determinable clinical differences
will depend not on the original signalling but on the nonspecific (in
relation to the brain or other trigger) individual interpretation (for-
matting) of the internal change. Such interpretation would, however,
represent the ‘noise’ in the system rather than reflect specifically the
original signal. Thus, mimics or behavioural phenocopies arising at
this level may have similar core structures but different subjective
colouring and different aetiologies.

Epistemic justification of such psychiatric data in this situa-
tion will therefore be weakened on two main grounds. Firstly,
the factors important in the interpretation of internal states, as
discussed in the general section, remain to be established. Sec-
ondly, and specifically concerning the similarities issue, as far as
the relationship to the neurological lesion/dysfunction is concerned,
then the informational value of the psychiatric data will be lim-
ited primarily by the level at which original signals can cause
different internal changes. In turn, this depends on understanding
at a deeper (and as yet unknown) level the mechanisms under-
lying brain changes and their mental manifestations. In practical
terms, clearly similarity occurring at this level would mean that
attempts to develop finer clinical or phenomenological discrimi-
nators would not help to differentiate between ‘true’ psychiatric
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states (e.g. depression, psychosis, etc.) and different mimics or
behavioural phenocopies.

Interpretative Origin

Similarity, postulated to arise at the level of interpretation of an
internal change, carries different implications for the nature of
psychiatric data. Here, the idea is that different brain events or
lesions produce different internal experiences, but similarity is
generated through a commonality of interpretation. In turn, this
implies that there may be limits to the way in which internal states
are interpreted and named by individuals. Such limits are different
from those mentioned above, since they are imposed not by the
signals themselves but by the capacity of an individual to describe
and discriminate between different internal states. For example,
it could be envisaged that different states of sadness, emptiness,
gloominess, tension, irritability, etc. could all be interpreted as
feelings of depression associated perhaps with loss of interest
and enjoyment. In turn, these could lead clinicians to infer the
presence of depressive disorders. Nevertheless, it may be that
these differences and other qualitative differences in internal
states may, in fact, be real differences, in the sense that they
represent different (and significant) internal changes. Similarities
are thus invoked on account of the way in which such changes
are interpreted and articulated. In terms of epistemic justification
for the validity of psychiatric data in this situation, there are,
therefore, the same general problems as mentioned before in
that the factors important in determining such interpretation and
articulation will need to be understood. Firstly, it may be that
differences may exist between individuals in terms of sensitivity
to changes in internal states. Some individuals may be able to
discriminate between more subtle differences than others. Secondly,
even if all could discriminate to the same level, then limits
to interpretation may be imposed by language itself and the
linguistic categories available to the individual. Again, it is only
by determining and clarifying such factors that the validity of the
psychiatric data and the neuropsychiatric relationship itself can be
improved.

Observational Origin

Similarity can also be generated at the level at which psychiatric
data are being elicited and captured by the clinician. In other
words, there may be differences in clinical symptoms, signs and
behaviours that are simply not being determined by the clinician.
For example, patients may be manifesting and/or expressing symp-
toms and behaviours that are suggestive of a depressive disorder
and hence interpreted as such by the clinician, whereas in fact
the clinical states are similar only superficially. Epistemic valid-
ity of psychiatric data here is dependent not only on the previously
discussed problems of validity and reliability in general but on
the specific factors determining similarity. The latter were raised
earlier in the discussion concerning the notion of properties both
essential and accidental and will not be explored further. The main
point, however, is that, as elsewhere, such factors remain largely
unresolved and hence again contribute to the weakness of the valid-
ity of the psychiatric data. Practical implications follow from this
since, in theory, developing finer phenomenological discriminators
would help to distinguish between mimics and behavioural pheno-
copies arising at this level. Thus, in the example above, applying
finer discriminators to the patient with a behavioural phenocopy of
depression might help distinguish those clinical states likely to ben-
efit from antidepressant medication from those needing other forms
of management.

In summary, psychiatric symptoms, signs and behaviours are
data of a different sort to those captured in the physical/biological
sciences and, as such, present specific problems in terms of
their epistemic validity that carry important implications for both

the clinical and research aspects of neuropsychiatry. Given the
increasing technical sophistication of techniques designed to capture
infinitesimal neurological lesions or brain dysfunction, the aim in
this section has been to focus on the other aspect of neuropsychiatric
data collection, namely psychiatric data. It is evident that the latter,
in comparison, remain relatively neglected as objects of research,
and only some issues relating to their epistemic justification as data
have been raised here. Nevertheless, in the context of biological
psychiatry, and the neuropsychiatric relationship in particular,
further work on such issues relating to psychiatric data will be
crucial.

Data Processing in Biological Psychiatry

The section on data capture dealt with threats to the validity of the
information on which biological psychiatry bases its conclusions.
This section deals with problems affecting data processing. The
availability of canned statistical packages has changed the way in
which biological psychiatrists conceive (or rather do not conceive)
of the meaning and conceptual basis of statistical analysis. The
old art of preparatory thinking (calculations in the pre-computer
age were labour intensive’*) has been replaced by a high-speed,
magical processing that in milliseconds flashes on the screen more
data than the operator can ever handle. Far from releasing time for
the understanding of the concepts and limitations of statistical data
processing, computers have just created a mirage of objectivity.
The conceptual complexities of biological psychiatry require this
bewitchment to be broken. The best research starts at the level of
concepts.

The slowness of progress in biological psychiatry research
can be attributed to difficult subject matter, bad or inappropriate
technology, lack of ideas, and excessive reliance on the epistemic
power of statistical analysis. This section will focus on the
latter.

The best way to understand issues concerning epistemic power
(here, ‘epistemic’ means capacity to gain, construct, generate
knowledge) is through an example: is there any epistemic difference
between the claim by a biological psychiatrist that hallucinatory
voice x correlates with a hot spot z in Broca’s area and the
claim by a physical anthropologist that in humans, there is a
correlation between size and weight? Unpacking this question
should illuminate the (epistemic) problems confronted by biological
psychiatry. Before doing so, three issues need to be discussed:
representativeness and proxying (as in proxy variables); correlations
(as in statistical correlation); and generalizability (as in whether
statistical techniques can be used in fields other than those in which
they were originally created).

Representativeness and Proxying

It is a common assumption that the world is a complete and
stable system populated by fixed objects, facts and events all
regulated by the same laws of nature, and that only experimental
science can identify and harness these facts for the good of
humanity. The furniture of the world is organized in sets sharing
similar essential and accidental features (natural kinds) that can
be represented (without residuum) and measured by man-chosen
variables. Members of a natural kind are so similar (except for
some accidental features) that to know them all it is enough to
measure some. It is, however, important that the sample selected

34 For example, when done by hand calculator, each factor analysis might
take up to one hour. This encouraged reflection on its appropriateness to
the project in hand, on the variables to be included, on the type of rotation,
etc. It is unclear whether similar thinking goes on in the computer age.
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is representative of the group, i.e. within respective value ranges,
sample and universe should share essential features.

In real life, things are not as cosy as this. There is little
evidence that the world is a stable system, or that its furniture
is fixed, or that the laws of nature apply in all instances. The same
probabilistic notions that encouraged the development of statistics
also influenced twentieth-century physics, and natural laws (and
later biology) are now understood as statements of probability
(Gigerenzer et al., 1989). To biological psychiatrists working in
the no man’s land between the organic and the psychological,
these new views are of importance; hence, their main worry is
not sample representativeness (as there are conventional techniques
to resolve such) but what we call here ‘object representativeness’.*’
This refers to the nature of the relationship between the object and
its qualities, and can be divided into ontological and conceptual
representativeness and proxying. It should be remembered that
representativeness (of whatever type) becomes an issue only when
phenomena are studied scientifically with the intention of drawing
generalizable conclusions.

Ontological Representativeness

This refers to the nature of the relationship between the object
of inquiry and its features (essential and accidental). Whether
a diamond, a dog, a virtue or a mental disorder, features must
contribute to the ontology (existence) of the objects they char-
acterize. The issue of whether an object is just the collection of
its features or a substance from which all features hang is not
relevant to ontological representativeness. For when it comes to
diamonds or dogs (and exemplars of other natural kinds), essen-
tial features must still contribute to the objects’ ontology, ideally
without leaving a residuum (unless there are unreported features);
the point being that the object’s total ontology would be dimin-
ished if one feature were to be taken away. It remains unknown
whether features are aliquots, i.e. contribute the same amount of
ontology.

Things become interesting when the same question is asked of
objects such as a virtue (justice, prudence, temperance, etc.) or a
mental disorder (say, schizophrenia) that are not natural kinds but
constructs, i.e. their ontology is dependent fully on a bet (prediction)
made by a person in times past (say, Kraepelin or Bleuler) that
features x; to x,, (which was all that was available to them and is
available now) define an object s as a firm candidate for being a
natural kind. In this regard, pathognomonic would name features
that contribute the most to the ontology of their object. Given
the way mental symptoms and disorders have been constructed
historically, it is unlikely that even the pathognomonic features
themselves are ontologically or informationally homogeneous (i.e.
aliquots).*®

351t is important to distinguish between sample, design (ecological) and
object representativeness. Sample representativeness refers to the assump-
tion that the objects selected for study (the sample) show the same dis-
tribution of qualities as the parent universe. Generalizability is warranted
by the degree of sameness. Design or ecological representativeness con-
cerns the view that sampling theory must also be applied to the objects or,
more generally, the stimulus or input or environmental conditions of exper-
iments. Because subjects live in a probabilistic world, their responses to
tests and stimuli will be tentative in the sense that they never have enough
information or training to respond in the deterministic way that the theory
dominant in a particular area will predict. In consequence, responses will
also be probabilistic and often biased by cultural learning. Design represen-
tativeness relates to ecological validity. Object representativeness concerns
the issue discussed in this section, namely how well the variable represents
the object under study.

36 We have studied symptom heterogeneity elsewhere, but for the needs of
this chapter suffice it to say that mental symptoms are constructs exhibiting
different inner structure, semantic load, and relationship to the brain signal

But then who decides for how long can the bet be allowed to
go on? Should that be a scientific, social or economic decision?
At what stage should it be said that the people who placed it
have lost in that all they produced was an empty construct, a
mirage? This does not mean to say that the complaints of the many
people who have been told they suffer from schizophrenia are the
less real or devastating. It means that those who put together the
earlier cluster of features wrongly selected, ontologically privileged,
interpreted and explained some of the complaints (features) uttered
by those patients. In doing, so they created a malformed concept,’’
a concept that nature, after a century of persistent interrogation,
knows nothing about.??

It could be argued that it is nonsense to claim that schizophrenia
is like a diamond or a dog or a virtue in that the very definition
of disease entails that it is always expressed through someone’s
body and/or mind. The problem of ontological representativeness
becomes more complicated in this case, for now we have object
x and its x, features (i.e. schizophrenia as an abstract disease)
and object y and y, features and object z and z, features (y
and z are, in fact, two people suffering from schizophrenia).
The question here is whether the way in which the disease
expresses itself through the brain resources of Messrs Y and Z will
distort the distribution or pattern of ontological representativeness
suggested by the abstract definition. The answer is that it should,
for in each individual, personalized formatting activity will take
place that would cause major distortions in the expected patterns,
particularly in relation to symptoms that are (1) idiosyncratic re-
elaboration and reformatting of primary experiences (which makes
them escape the control of whatever lesion underlies the disease),
and (2) symptoms that are atavic behaviours written into the brain
by evolution and hence nonspecific, and (if we are to believe
Hughlings Jackson) are regularly ‘released’ by the lesion to the
point that some believe that they are caused by it It can
be concluded that disease features relate to bearers in different
ways (have different ontological representativeness), and hence
the choice of a feature or features to establish correlations with
other variables poses interesting problems. These cannot be handled
statistically, for the values for ontological representativeness are
unknown.

that putatively originates them. These dissimilarities result from the fact
that they are constructed by different mechanisms that provide them with
their specific form and content. Structurally, there is very little similarity
between a hallucination, delusion, sadness, fear, etc. The real difference is
determined not by content or brain site but by the formatting imposed upon
the symptom at the moment of its formation (Markova and Berrios, 1995a).
37 Conceptual malformation results from semantic underspecification, poor
biological anchoring, negative definition, conceptual parasitism, over-
contextualization, porous boundaries, anomalous linguistic practice, etc.
Malformed concepts can be identified, understood and corrected only by
historical analysis (not empirical research). There is nothing terrible about
psychiatry creating malformed concepts. It is in the nature of the descriptive
and explanatory enterprise that this happens. What is bad is that biological
psychiatry is not aware of malformed concepts and hence has no mechanism
to deal with them.

3 The problem is that since no real neurobiological marker has ever
been discovered, samples of schizophrenic cases are selected in terms of
conventional feature arrays, which seriously distorts the interrogation of
nature exercise, e.g. if pancreatic weight were to be an important marker,
how could that be discovered if that information is not collected in the first
place? For a full discussion of these issues in relation to schizophrenia, see
Berrios, 1995; Berrios, 2000b.

31f frequent (say, like auditory hallucinations), dormant features may be
taken to be pathognomonic in spite of the fact that they are related to the
disease neither structurally nor aetiologically. The fact that they often they
show a high correlation with diagnosis is a good example of the unreliability
of correlations.
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Conceptual Representativeness

Given that we do not know about the ontological import of symp-
toms (features) in relation to specific bearers, choosing those
with adequate representativeness (say, for the creation of a rat-
ing instrument or a diagnostic tick list) becomes difficult. Con-
ceptual representativeness refers to the relationship between the
chosen features and the expression of the disease (i.e. how a sub-
set of features co-varies with a vectorial representation of the
disease).*

Now, a statistical solution (such as ‘random’ selection) will not
do, for disease features are structurally and empirically different
from one another.*! This is certainly the case intra-individually
and some may want to argue that the same holds across indi-
viduals. For example, let us say that disease d as specified
by DSM-IV consists of criteria ¢; to c¢s. Although criteria are
often made to include more than one feature of the disease, we
shall assume that there is a 1:1 correspondence between crite-
rion and feature. As a rule, ¢; to ¢s are considered as differ-
ent from each other in all respects (phenomenology and struc-
ture), but the manual does not specify their representational or
epistemic validity. Previously, this notion was also conveyed by
categories such as primary/secondary, pathognomonic/accidental,
etc., but for some reason symptom hierarchies have gone out of
fashion.

However, it is dangerous to assume that all criteria (features)
have the same representational validity (vis-a-vis the disease) since
little is known about the structure of the concept of mental disorder
in general and of schizophrenia (or any other disorder) in particular.
Indeed, it is even unclear whether it makes sense to claim that all
mental disorders share a similar structure or, as in the case of mental
symptoms, each group (psychoses, neuroses, personality disorders,
etc.) will have its own internal structure, which would have different
implications for the way in which features relate to each disease. At
the moment, features are chosen in terms of criteria, such as ease
to measure, availability, saliency, etc., but not in terms of their
conceptual representativeness.

Proxying

Proxying is a form of conceptual representativeness. A proxy
variable is defined as ‘a variable*? used as an indirect measure of
another variable when that second variable is difficult to measure
or to directly observe. For example, the frequency of abuse of
street drugs is difficult to measure but it can be studied through
the proxy variable of hospitalizations for drug overdose’ (Reber,
1995). Proxying is often used in biological psychiatry, and hence
it is important to know how it works.

The practice of proxying is based on the assumptions that:
(1) variables can represent other variables (where ‘represent’ seems
to mean co-vary) and (2) sensible or plausible proxy variable
selection is possible. The first claim can be understood as meaning
that variable p (proxy) co-varies with variable x (proxied), or that p
and x co-vary with variable z (although not necessarily with each

40 Since biological psychiatrists believe that all mental disorders have a
seat in the brain, then the presumption must be that such a feature will also
correlate with a vectorial representation of a putative lesion.

41 All diseases are constructs locked in a particular space and time. The
small sample on the basis of which the original description was made tends
to be fixed as prototypical. Ideology, opportunity and luck determine the
success of the construct: constructors are always guided by expectations and
anticipatory concepts, are opportunistic, and must have a modicum of luck.
42 A variable is a mathematical symbol for a quantity that can take any
value from a set of values called the range. A variable that can take any
value between two given values is called continuous; otherwise it is discrete.
A quantity that can take only one value is called a constant. This definition
does not deal with the issue of how that quantity in question relates to its
source, how it is measured, and how it is represented.

other). In order for proxying to be made to work, the biological
psychiatrist needs a model that embraces p, x and z (otherwise
the exercise become nonsensical). The assumption that sensible or
plausible proxy variable selection is possible leads to the same
conclusion, namely that selection can be justified only on the basis
of a model. Only on the basis of the latter could finding a significant
co-variance be reasonably taken to be a form of ascertainment.

Ex definitione, a proxy variable is further removed from the
object of inquiry than the proxied one. This means that it is less
under its ontological and epistemological control and that is more
exposed to extraneous factors than the proxied variable. Because
in most cases the distance between object and proxy variable is
unknown, the latter is chosen on the basis not of science but
of expediency. For example, the choice of the proxy variable
‘hospitalizations for drug overdoses’ to measure levels of street
drug use or of using ‘changes in blood flow’ for changes in
brain activity (and thereby subjectivity) may not sound extremely
plausible, but it is all the biological psychiatrist has. However,
in terms of verification (empirical ascertainableness), there is a
difference between the two examples. Impractical as it may be,
it should be possible to carry out a large epidemiological study to
measure street drug usage and its co-variance with hospitalizations.
However, no amount of empirical research will be able to ascertain
the real nature of the co-variance between blood flow and subjective
mental activity.*> Unfortunately, there is no space in this chapter
to develop our own model of proxying.

Correlation

One of the assumptions built into earlier metaphysical accounts
of reality was that everything in the world was connected with
everything else; hence the qualitative or philosophical concept of
association (a mode of correlation) can be considered as ancient.
The Newtonian and probabilistic revolutions introduced a new
metaphor, to wit, that the book of nature is written in the code
of mathematics, and that knowledge about objects and their laws
and relationships has to be ascertained piecemeal.

The modern concept of correlation appeared in the biological
thinking of the eighteenth century as a general explanation for
observed (size) co-variations between organs in living beings. Such
co-variance could be physiological, i.e. organs worked towards a
common purpose (e.g. stomach, guts, liver, etc. in relation to diges-
tion); developmental, i.e. organs grew in a synchronized fashion
(e.g. secondary sexual organs) when serving a specific function; and

featural, i.e. somatic characters developed in connection with each

other. These three aspects of organ co-variance were conceptual-
ized in terms of the old laws of association.** During the nineteenth
century, featural co-variance became incorporated into evolutionary
theory, for it was characters or traits (anatomical and physiological)
that were believed to be the substratum for spontaneous variation
and the target for selection.

Up to the 1870s (including the work of Darwin), the description
of variation was qualitative, but Francis Galton (Darwin’s cousin),
Weldon, Edgeworth, Karl Pearson (Stigler, 1986) and others devel-
oped quantitative descriptions, which, in the event, became the

43The term qualia (singular = quale) has become standard amongst
philosophers of mind to refer to properties of mental states and events
that determine what it is like to have them, i.e. to subjective, experiential
aspects. It is a synonym of phenomenal properties or qualitative features.
4 According to associationism, certain principles of thought encourage
human beings to assume a relationship between objects, e.g. when they are
close together (contiguity), look the same (similarity) or are the opposite
(contrast). This form of cognition and prediction is likely to have had its
origin in the simple observation that members of the same genus have a
family resemblance and march together. First formalized by Aristotle, the
principles of association were to become psychological laws in Western
thinking (Warren, 1921; Rapaport, 1974).
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current concept of correlation. Pursuant to his overwhelming inter-
est in eugenics, Galton wanted to show that ‘good’ features ran in
‘good’ (English) families and used for this purpose ‘error theory’
(originally developed to correct measurement errors in astronomy).
He reintroduced the term ‘correlation’ to name a new idea, a numer-
ical association (coefficient r) that was supposed to measure the
strength of co-variances between objects or their properties.*’

What data are needed to calculate r, say, between objects or
features a and b? One measure of each will not do, for r needs
profiles of variance, i.e. it needs to be based on a data series, i.e.
a number of magnitudes, degrees of some attribute, or the like,
viewed as capable of being enumerated in some sort of order. Series
of pairs of data points can be obtained from either a group of people
(cross-sectionally) or one individual (longitudinally). The former
are single measures (from many individuals) of properties a and b
at a given moment in time; the latter are repeated measures (from
one individual) taken on a time series. The statistical treatment
of both series may be very similar, but the conceptual treatment
should be different as they are ontologically dissimilar. As far as the
authors know, no mechanisms seem to exist to carry the ontological
differences to the interpretation of r.

To make possible their inferences and generalizations, biological
psychiatrists must make (often implicitly) a number of assumptions:
(1) that if features @ and b co-vary, they do so in the same way
regardless of the source of the data; (2) that a and b change with
time; (3) that the changes will be the same whether spontaneous or
provoked by the researcher; (4) that when a and b change, they do
so in a synchronized way such that the pattern of their relationship
is preserved; (5) that r (as a quantity) holds a relationship of sorts
with whatever is happening in the ontological substratum or natural
phenomenon (this relationship has been called reflection, picture,
mapping, etc.); and (6) that a very low r means that there is a weak
or no relationship, and a very high r means that is a very strong
relationship. All these are ontological assumptions for they pertain
to the reality that the correlation is numerically meant to portray. At
the moment, they remain implicit and often contradict each other.
We hold that they must be connected with the scientific hypothesis
that the researcher is trying to test.

In order to achieve this connection, an ontological model needs
to be specified. Is the co-variance pattern the same when a and
b: (1) hold a cause—effect relationship (the type of relationship
that biological psychiatrists long for but that is, in fact, rarely
available as the ontological basis for a correlation); (2) depend
on a third factor (this type of ontological account is ambiguous
as it can be interpreted as coincidental (trivial) or meaningful);
(3) hold a pre-established harmony (this type of co-variance may
give rise to a significant r but is empty of meaning); and (4) are
truly coincidental?*® Is the co-variance pattern the same if the
changes in a and b are spontaneous or if they are provoked by
the researcher?

45 Two objects or features are said to co-vary when changes in one ‘map’
changes in the other, so that the overall pattern of their relationship remains
unchanged. Co-variation may be linear or sigmoid. In the former case,
both variables change more or less at the same rate along the range of
measurement; in the latter, they may change at a different rate. Correlations
may be positive (both magnitudes increment at the unison) or negative
(increases in one correspond to decreases in the either). Co-variation is a
dynamic and relative concept that must be interpreted. This is done in terms
of an ontology model; without the latter, correlations are empty.

46 Claims that a coincidence has taken place (i.e. a concurrence of events
or circumstances having no apparent causal connection) are meaningful
only if made within a specific domain. For example, the claim ‘Within
this particular theory of schizophrenia, a significant correlation between
intensity of formal thought disorder and length of left toe must be considered
as coincidental’ is intelligible; the same claim made in general about
schizophrenia becomes nonsensical.

Correlations are one of the most common forms of statisti-
cal analysis used by biological psychiatrists as they search for
cause—effect relationships. Since all the number crunching is now
undertaken by canned computer programs, many are no longer
aware of the operations performed on the data series (or of the data
themselves). This can be excused as division of labour between man
and computer; less excusable, however, is ignorance of the issues
discussed in this section, namely that correlations are patterns of
thought based on forms of reality (ontological models) assumed
to behave according to specific assumptions. These patterns must
dovetail with the general model controlling the area of research in
hand (whether depression, brain receptors, PET scan of verbal hal-
lucinations, neuropathology of schizophrenia, etc.). In other words,
this knowledge is essential to the biological psychiatrist both in
the context of discovery (hypothesis making) and in the context of
justification (relating ‘evidence’ to the logic of the model). Without
this knowledge, the scientist is creating empty narratives, just like
writing a bad novel guided by a recipe.

Generalizability

Does the fact that statistical techniques were developed to resolve
problems generated by particular object arrays affect their appli-
cability to the field of biological psychiatry constituted by differ-
ent object arrays? For example, does the fact that R.A. Fisher*’
developed analysis of variance specifically to measure the effect
of variable additivity on seed growth (static objects) mean that it
should not be applied to dynamic arrays such as are obtained from
the longitudinal measurement of human behaviour? Lest there is
confusion, this problem is not about the normality of distribution
of variables (and the remedial application of so-called parametric
and nonparametric statistical techniques); it is about the relation-
ship between the mapping capacities of mathematical models and
the ontological features of an object array on the basis of which
they were first developed. In the case of analysis of variance this
means object array (seeds) — representations and concepts (choice
of variables, definitions, measurements specific to seeds) — algo-
rithms for analysis (analysis of variance). Has the original reality
(seeds, static object) formatted the algorithm to the point that the
latter cannot be used in object arrays other than the original or
very similar one? The stock answer is that the whole point about
algorithms is that they are formal and abstract and transferable and
hence can be applied to any realm of reality.

To recapitulate, analysis of variance was developed to deal
with static arrays of objects (seeds in bags) where simultaneity
between variables data points (size, weight, etc.) was guaranteed.
The question is whether analysis of variance can work equally
well (here, ‘work’ means able to generate valid results rather than
formally applied) when applied to data whose simultaneity cannot
be guaranteed. Simultaneity cannot be guaranteed in much of the
data collected in biological psychiatry. For example, patients may
be tired, thus neuropsychological assessment needs to be undertaken
on more than one occasion. (However, when data are entered
in a two-dimensional matrix, the assumption is made that data
are at least contemporaneous.) Surprisingly, there has been little
work on the (temporal) definition of contemporaneity. Without
good accounts (backed up by empirical data) of why correlations
of variables measured a year apart are epistemically weaker than
correlations of variables measured contemporaneously, it is difficult
to carry out research in biological psychiatry.

Biological psychiatrists seem to take a common-sense view
of this problem. In some situations, say PET scanning of

4T'When Fisher arrived at the agricultural station of Rothamsted, he found
years of raw data waiting for analysis, mostly seed collections that had been
cultivated in different environmental conditions (Box, 1978).
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hallucinatory experiences, researchers are likely to want to define
contemporaneity as simultaneity (i.e. require a time overlap between
image capture and subjective experience). However, in many other
studies, say analysis of association between plaque density and
cognitive deficits in multiple sclerosis, researchers worry less
about contemporaneity, i.e. about the event (memory impairment)
occurring within a reasonable time of the development of certain
other events (plaques) (Berrios and Quemada, 1990). Little is
known about what ‘reasonable’ means in this context or about the
way in which simultaneity and contemporaneity affect statistical
significance, and the interpretation of results (on interpretation,
see p. 20).

All this suggests that when applying statistical techniques to data
in biological psychiatry, the researcher must take into account what
could be called ‘hermeneutics of analysis’, namely the relationship
between ecological time, semantics (pertaining to the data), and the
way in which ‘statistical significance’ is interpreted. A biological
psychiatrist genuinely keen to understand their subject matter
should spend more time solving this crucial problem than worrying
about formally meeting journal conventions.

Epistemic Value

Now to the question asked earlier as to whether there is any epis-
temic difference between the claim by a biological psychiatrist that
hallucinatory voice x correlates with a hot spot z in Broca’s area
and the claim by a physical anthropologist that in humans there is
a correlation between size and weight. The anthropologist’s claim
is redolent of the old eighteenth-century debate on correlations
between physical features in biological entities; as we have seen
above, the question first was given an ontological answer and later
a probabilistic one. This happened because in the intervening cen-
tury, probability and evolution theory had developed sufficiently
to change the definitions of species and variability. The former
concept reconstructed the idea of biological natural kind; the lat-
ter offered the substratum upon which evolution would operate
its selection process. The epistemic value of the physical anthro-
pologist’s claim depends on three conditions: (1) compliance with
representativeness and other sampling requirements; (2) theoretical
warrant for their ontological claims; and (3) a factor x, namely a
combination of acceptability by peer group, fashionableness and
luck.*® The anthropologist’s claim seems to have met all three
conditions.

Although it seems to have the same form as the anthropologist’s,
the claim by the biological psychiatrist differs in terms of episte-
mology and ontology. This means far more than the trite claim that
all variables differ from all other variables. Therefore, its epistemic
value depends on the resolution of these differences. The claim is
very different for it reports a correlation between two sui generis
concepts, hallucination and change in blood flow (deeply different
from size and weight). Auditory hallucination is a construct based
on the utterance by a subject that they are hearing voices when
there is no one around. The issue is not whether the experience
and phenomenon are real but that all the researcher has to go by
is (1) an utterance and (2) two assumptions: that utterances always
report images and that the quality of the reporting is not impaired
by the presence of an acute psychotic state.

Although the two claims above are formally similar, only the
hallucination/Broca’s area claim is trapped in an unresolvable
ambiguity for there is no way of telling whether the subject reports
an auditory image or the belief that he is having one. From a

8 In fashionable areas of research, e.g. neuroimaging, statistical rules may
be violated on the excuse that it is early days, and that the mathematics will
be sorted out eventually. Manuscripts violating statistical rules (e.g. with
no correction for >150000 ¢ tests) may therefore be published and their
results accepted by the throng; this constitutes factor X.

therapeutic perspective, this may not matter, as the same treatment
is offered. It is, however, crucially important to neuroimaging
studies purporting to correlate the utterance with a marker of brain
activity. The discourse of science may or may not be about truth,
but it certainly is about coherence and reduction of ambiguity,
and the one reported above cannot be overlooked for it affects all
neuroimaging studies of mental symptoms. In practice, this means
that it drastically reduces their epistemic value.

Data Interpreting and Reporting in Biological Psychiatry

How does biological psychiatry fare in relation to data interpreta-
tion? It is often believed that in modern research, methodological
and statistical algorithms can even indicate what conclusions to
draw. This may be so superficially; in practice, however, efforts
are made by biological psychiatrists to select and interpret. How
do they fare? Due to the nature of its research questions and vari-
ables, problems that are standard in other fields of inquiry become
magnified in biological psychiatry.

Interpretation and Evidence

To interpret means to expound the meaning of (something abstruse
or mysterious); to render (words, writings, an author, etc.) clear or
explicit; to elucidate and to explain. The sort of data obtained in
biological research are of the type that require careful interpretation
in all the senses listed above. An interesting feature of interpreta-
tions is that they cannot be said to be true, exact or apodictic; they
can only be fair, imaginative, beautiful, audacious, speculative or
silly.

Evidence

In biological psychiatry, much is made of the claim that clinical
narratives and decision making are now based on evidence.
Members of the public may rightly wonder as to how medical and
psychiatric decisions were made before the concept of evidence
was invented in the Oxford of the 1980s. In fact, the concept
of evidence (Latin, evidens: clear, distinct, plain, visible*) is
ancient, complex, kaleidoscopic and changeable, and there is no
reason to believe that the current (blurred) meaning will last
for long.

One problem with the historical analysis of evidence is that its
origins go back to conceptual contexts and worlds that are no more.
Another problem is that because it is an epistemological notion
(one that talks about how we know the world), its study causes
tautologies and self-reflexive contortions. The notion of evidence
was first conceived in a world in which, in addition to sense
perception, humans were believed to acquire knowledge through a
variety of other mechanisms. Thus, between the fourth and second
centuries Bc, enargeia was used to mean ‘clear, visible, datum
of experience, manifest, in the mind’s eye, evident, prominent,
palpable, in bodily shape, brilliant, distinct, etc.” (Liddell and Scott,
1994). All these terms revolve around the claim that, whether
through perception or directly coming into the mind, objects in the

49 The impact of the term ‘evidence’, i.e. what moves people in the street
when told there is evidence for x, relates to its metaphorical force — “clear,
distinct, plain, visible”; to the fact that it relates to something that appears
to the eye; to the suggestion that it points at something objective, tangible,
visible, above board, public, pure, innocent and uncontaminated. Even when
evidence is not made public, the point is to reassure people that it could.
The personal vision of at least one witness (seeing is believing) is crucial
here: ‘Now Thomas (called Didymus), one of the Twelve, was not with the
disciples when Jesus came. So the other disciples told him, “We have seen
the Lord!” But he said to them, “Unless I see the nail marks in his hands
and put my finger where the nails were, and put my hand into his side, I
will not believe it”” (John 20:25).
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world can be known with certainty, and that epistemological feature
is called evidence. This also explains the ambiguous purview of
the term, namely that it refers to the feeling of certainty itself
(subjective evidence); to the objects that cause the feeling (objective
evidence); and to its inferential force (epistemological and social
authority) (more on this below). When at the end of the seventeenth
century John Locke (1959) did away with all methods of knowledge
other than experience via perception (fundamentally) and reflection
(secondarily), the force of the mechanism of evidence became
seriously undermined, particularly in regards to its direct access to
the mind (bypassing perception). This attribute of non-perceptual
directness survived for a time in the old notion of intuition and also
in the later concept of apperception (Lange, 1900) but it died out
with them. The legal usage remains fully extant, but it is no more
than a generic name for objects or testimonies that can be used as
a source of inferences.

Thus set asunder, the concept of evidence has had no safe
port of call. Since the Cartesian challenge, perception has been
considered as too fallible to provide the epistemological purchase
needed by evidence; considering it as a derivative of certainty
causes a tautological loop; basing it on the old concept of dictum by
authority is not politically correct. The twentieth century cleverly
linked evidence to science, and the tautological consequences of
this link have been hidden from view: any narrative generated by
science is now considered as sufficient epistemological purchase
for evidence, and that is the way it has been defined. When
someone asks what legitimates the scientific narratives themselves,
the answer is that it is evident or that they are what evidence is
about. Evidence can work only if it gets its force from somewhere.
Originally it came from magic, and the notion then worked at
its best; theologians took it over and the divine was a good
replacement for magic. Nowadays, it is science. In all cases,
it would seem that the concept of evidence fulfils more than
a philosophical need, and that is why societies cling to it at
all costs.

Evidence as a Social Practice

The claim that certain things are true can be understood in various
ways, e.g. true now and ever (static), inching towards the truth
(dynamic progressive). Whichever, it needs to be related to, or
anchored in, the mind and behaviour of people. People have to be
convinced that a is the case before they fully accept a. Evidence is
the mechanism whereby this is achieved. In each historical period,
those in control (whether religious, political or scientific leaders)
have put together cognitive and emotional packages for the rest of
us with the form, ‘The world is like w and the reasons to believe
it is so are contained in evidence e.”

Thus, from the perspective of social order, evidence acts as
the long arm of the abstract notion of certainty. In this sense,
it can be defined as a social practice or mechanism designed to
induce in the majority of the collective social an unconditional
acceptance (both cognitive and emotional®) of certain world views
(Weltanschauungen). The latter contain ‘truths’, whether religious,
moral or scientific, that are convenient to social order. Evidence
is offered as a proxy for truth since there is little choice for the
social collective but to accept and internalize as certain a world
view that has been chosen for them.’! Who decides on what counts

30 The role of emotions in the acceptance of evidence has not been well
studied. This may be because, both in science and the law, evidence is
made to appear as the summum bonum of objectivity and hence as denuded
of emotions. In this regard, it is good to remember Wittgenstein’s claim:
‘Every explanation is indeed a hypothesis. But someone who is disquieted
. will not find much help in a hypothetical explanation. The latter will
not reassure’ (Wittgenstein, 1989).
SI'The force of videre issues out of the original metaphor, ‘Seeing with
your own eyes is believing’. The form of the negotiating gambit is therefore,

as evidence, and which world view is more convenient remains
a problem. Earlier solutions revolved around authority and the
creation of an elite of seers of evidence. However, the type of
society that issued out of John Locke’s ‘democratic individualism’
renders the above solutions incorrect, and new solutions had to
be found that ideally were based on impersonal authority of
statistics and database systems. These are sold as autonomous
epistemological devices, untainted by human hand, and hence
impartial and objective. By calling them °‘the’ evidence, these
systems benefit from whatever is left of the force of a once
magical term.

The Scaffolding of Evidence

Whether in theology, jurisprudence or epistemology, historical
analysis shows that the concept of evidence has been shaped by
specific metaphors and dichotomies. One distinction concerns the
use of the term to refer to (1) facts or objects (e.g. knife, document,
etc.) from which some other fact can be inferred, and (2) the
testimony of persons as to the existence of facts. In the former
case, there is a real object available to the collective; in the latter,
there is a claim by a person who has seen or heard something. In
the cultures of the West, the concept of evidence was first (fully)
used by organized religion. For example, up to the medieval period,
there was a debate in the Christian church as to whether the best
grounds for believing in god was rationality (what nowadays would
be called a cognitive understanding) or faith. Evidence played a role
in the buttressing of rationality and was related to the contents of the
Bible. Not always perspicuous, part of the latter often were given
more than one interpretation. Who was to decide on the correct one
became a problem, and one of the solutions was to create a cast of
interpreters.?

By challenging the legitimacy of these interpreters, Luther
created not only the need to redefine interpretation (hermeneutics)
and evidence but also to rethink the relationship between god and
men (Lohse, 1987). Another challenge to the old person-based
concept of evidence came from John Locke at the end of the
seventeenth century, particularly in his conception of the individual
as a tabula rasa and the democratizing aspects of epistemology
(object will reflect identically in the camera obscure of all minds).
As against this, the Platonic influence on both Galileo and Newton
generated the great hermetic metaphor of the seventeenth century,
namely that evidence is encoded in nature, that nature needs to
be interrogated or read, and that the code is mathematics. The
probabilistic revolution that started at the end of the eighteenth
century led in due course to the mathematization and relativization
of the concept of scientific truth.

The history of evidence as a relative concept is a consequence
of these changes. Evidence-based medicine is part of this social
process, whereby the old authoritarian structures have been hidden
behind the statistical techniques (such as meta-analysis), which
are presented as impersonal cognitive devices able to extract
meaningful information (sufficient for decision making) from large
masses of data. They have now become the highest tribunal, and
the evidence they issue is presented as the truth. Things, however,
are not what they seem, for figures need interpreting, and this is
still done in the way it always was: in smoke-filled rooms by men

“You must believe in this because it is based on evidence’ (i.e. on something
that you see or you could see). Buttressed by evidence, certainty generates
authority. The concept of evidence is therefore central to social order and
links stable views of the world with social control.

2 The highest appeal station for the intermediaries was (and is) Rome.
The doctrine of Papal Infallibility was confirmed by the First Vatican
Council (1869-70). It was the role of the intermediaries that Luther was to
challenge, and by doing so he not only redefined the concept of evidence
within the confines of religion but created a new way in which man related
to evidence and interpretation.
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(and now some women) who decide in the end what is and what is
not passed on to the throng.>

Interpretation

Central to the cognitive and emotional organization of the world
is the concept of interpretation (Grondin, 1994). First a noun
naming contradictions and options in everyday life, the Greek
term was to become a verb to refer to the action of choosing
between options. It then entered Aristotle’s epistemology as the
name for the link between the sign and the mental image or concept
(what the Greek philosopher called ‘affections of the mind’).
Lastly, since choices and decisions were negotiated in words,
interpretation became a term that was used mainly in the realm
of language. Hermeneia and derivatives were rendered into Latin
as ‘interpretatione’; soon enough, this voice became incorporated
into most European vernaculars.

To start with, the practical acts of interpretation (exegesis)
concerned sacred and legal books; hermeneutics followed as its
theoretical discipline. Within Christian philosophy, the problems
posed by biblical interpretation were seen as resulting from the
distance that existed between man and God; hence a decision had to
be made about whether the Bible needed to be interpreted literally,
doctrinally, philologically or historically. Luther challenged the
Roman Catholic view that interpretations had to be left to the
experts. In encouraging a personal reading of the scriptures, and
a direct dialogue with the divinity, he opened up the need for a
new subjective relationship between man and God and the concept
of inner self, as a private space for such encounter emerged from
these momentous changes. During the late eighteenth century, J.G.
Herder (Penisson, 1992) introduced the view that problems with
understanding could also be due to different cultural purviews.
During this period, interpretation is applied to literary works on
the assumption that good hermeneutics (which included a study of
the worlds, the history of the ideas) should lead to the one final
meaning. Although the reader still defers to the author, the view is
also introduced that the former may end up knowing more about
the work than the latter. Schleiermacher broadens this definition
further by making the interpretative task one coextensive with
comprehensive psychology, and Dilthey (at the other end of the
nineteenth century) sees hermeneutics as the central task of the
human sciences (Grondin, 1994). During the twentieth century, the
attention of hermeneutics shifts towards the role of the author and
in due course conflates it with that of the reader. The idea that
texts have only one meaning is surrendered, and the view that
hermeneutics is about texts alone is replaced by the view that it
is about the study of human communication.

All these changes are of momentous importance to psychiatry
and the derivative biological psychiatry. For a time, the natural
sciences presented themselves as immune to hermeneutics on the
argument that objectivity was about eliminating subjectivity and
rendering knowledge impersonal. These claims are groundless and
part of the selling rhetoric of science. Like all other discourses, the
scientific discourse is also open to interpretation and hermeneutics,
and deferring to statistical significance and the results of labora-
tory experiments is a cop-out. Whilst that stance can be defended
in physics or chemistry, it cannot in relation to psychiatry and
biological psychiatry. These are best defined as interstitial disci-
plines, as doings that inhabit the borderlands between the natural
and social sciences. Rhetorical reductionisms and naturalizations of
the mind do away with the essence of psychiatry, which remains

31t is not true to say, for example, that quangos like NICE (National
Institute of Clinical Excellence, Great Britain) simply transmit to the throng
the results of meta-analysis and literature searches. Whether overtly or
covertly, they interpret evidence in terms of social, political and financial
criteria. (NICE is a special health authority in charge of systematically
appraising health interventions.)

the specific understanding of human beings with a disorganized
psychology. If modelling these processes may be tough, that is not
an excuse for giving up and skirting around them (Dupré, 1993,
2001).

Interpretation is essential and pervasive in biological psychiatry,
and its practitioners interpret away regardless of whether they
have been trained to do so. This makes interpretation haphazard
and uninformed. Interpretation occurs at the level of the contact
with the patient, the level of the organization of the information,
and the level of science making (both context of discovery and
justification). The old positivistic view of science jars particularly
in the context of biological psychiatry. There is little doubt that
even neurobiological research would benefit from a hermeneutic
approach to biological psychiatry.

Data Reporting: the Leniency of Fashion

According to the needs of the market place, interpretations of the
same biological psychiatry data may suffer a different fate. When
in fashion (a sure indicator of large investment by the industry),
certain topics or techniques are supported by the major academic
funding bodies in the land, and the unsaid message is that they
are nearer the truth than older or tired approaches. In addition to
an understandable rush by the young, there is an unseemly run
by even older researchers who pursue money rather than lifelong
research programmes. These fits and instabilities seriously affect
long-term team approaches in biological psychiatry, and cherished
hypotheses are indecently abandoned as soon as the industry
withdraws investment. The current surrender of university research
to such oscillations is to be regretted. The publishing industry joins
in by showing surprising leniency towards fashionable topics, which
are given a much easier passage than ‘unfashionable’ ones. This
practice causes distortions in the public definition of biological
psychiatry, and it should be asked seriously whether the privileging
of certain topics because they are considered as good investment
should not be considered as a form of scientific fraud. Biological
psychiatrists should be aware of the way in which the vagaries
of the market can destroy any chance of pursuing a balanced and
coherent line of research.

CONCLUSIONS

Biological psychiatry is one of the incarnations of psychiatry. It
is based on the foundational claims that all mental disorders are
disorders of the brain, and that they should be explained by causes
and not reasons. In various guises, these claims have individually
been made since the seventeenth century, and by the nineteenth
century they were defended by organized groups. A particularly
keen version of biological psychiatry is predominant at the moment,
and its success is due less to anything intrinsic or scientific but to the
fact that its definition of mental illness fits in well with the ongoing
philosophy of globalism. It is clear that if it was to be decided some
time in the future that psychological approaches to mental illness
are after all cheaper and a good investment, and that biological
therapies are causing too much litigation, etc., universities, the
government and the industry without any compunction would pull
the epistemological rug from under the feet of biological psychiatry.
Let us hope that it does not happen and that (a much improved form
of) biological psychiatry goes on for a long time.

Predominance and fashion, however, should not make biological
psychiatry immune to criticism. Its sui generis and interstitial
nature, in fact, creates specific problems that sooner or later
biological psychiatry will have to resolve by returning to the
drawing board. It seems abundantly clear that the naturalization
lark is not working. There are serious problems at the level of data
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capture, processing and interpreting, and all threaten its epistemic
validity. The extraordinary complexity of mental disorder demands
a humbler attitude on the part of everyone and the incorporation
of a hermeneutic dimension to its study. The latter should not just
be paid lip service, but should be integrated in whatever organic
models are going to be pursued in the future. What biological
psychiatry requires is a new model of symptom formation and a new
language of description (Berrios, 1999). Thus equipped, biological
psychiatry will be harder to research and practise, but it will also be
far more likely to generate the kind of narrative that may capture the
extraordinary phenomenon of mental disorder, and be more helpful
to sufferers.
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Measurement Issues

P. Bech

FROM PSYCHOMETRICS TO CLINIMETRICS

It is generally accepted that psychology became a scientific
discipline in Wundt’s laboratory in Leipzig at the end of the
nineteenth century, where measures such as reaction time were used
to evaluate the effect of alcohol or opiates on mental states. These
psychometric measurements were made under careful and skilled
observations, analogous to biological measurements. However,
Kraepelin, the founder of biological psychiatry, realized when
working in Wundt’s laboratory that these tests were too limited for
the measurement of higher mental functions (Hippius et al., 1987).
In his monograph on clinimetrics, Feinstein (1987) has argued
that clinical data are distinctly human characteristics that differen-
tiate people from animals, tissues or molecules. He continues:

If we say that cardiac size became smaller, that cardiac rhythm
became normal, and that certain enzyme values were lowered, the
description could pertain to a rat, a dog, or a person. But if we
say that chest pain disappeared, that the patient was able to return
to work, and that the family was pleased, we have given a human
account of human feelings and observations . ..

Kraepelin used clinimetrics when he discriminated between bipolar
disorder and schizophrenia in the clinical course of symptoms, or
when he found that delusional depression was the extreme severity
of depressive states.

The first psychometrist in this clinimetric sense was, however,
Binet. He used the basic psychometric principles when he devel-
oped the Metrical Scale for Intelligence from 1902 to 1908. This
scale has dominated the assessment of intelligence in the twentieth
century. It is not a laboratory test but a bedside scale. The psy-
chometric principle, consisting of internal validity, reliability and
external validity, will be outlined in this chapter in correspondence
with the work by Binet and his colleagues.

The statistical tests related to the psychometric triangle will
then be reviewed. The unique scale of global improvement in
clinimetrics will be treated separately. Thereafter, the concor-
dance between the procedural algorithms in DSM-III (American
Psychiatric Association, 1980) or DSM-IV (American Psychiatric
Association, 1994) and the clinical symptom rating scales will be
presented.

DSM-III is the first evidence-based diagnostic system for mental
disorders. It has been argued that DSM-III is a revised version of
Kraepelin’s textbooks in clinical psychiatry in order to improve
the interobserver reliability of the psychiatric diagnosis. However,
the multiaxial approach in DSM-III and DSM-1V is the clinimetric
approach, as outlined by Feinstein (1987), through its inclusion of
measures of life events or stressors, personality traits and social
functioning.

Among the modern philosophical approaches to psychometrics
or clinimetrics on the one hand, and biometrics on the other hand,

Davidson (1980, 1991) and Chomsky (see Lyons, 1991) should
be mentioned. Thus, Davidson (1980) has emphasized the holistic
character of the mental field by including the patient’s beliefs
and motives. This implies (Davidson, 1991) that psychometrics
or clinimetrics have to adhere more closely than biometrics
to the psychometric principle of internal validity (coherence),
reliability (communication) and external validity (correspondence).
Davidson (1980) concludes that because of this anomaly between
psychometrics and biometrics, only small correlations between
psychological and biological phenomena can emerge.

According to Chomsky, however, in the development of modern
science, biometrics has been able, step by step, to expand the
biological field to cover anything we understand, so that when
ultimately beginning to understand the properties of the mind, we
simply extend the concept of biometrics to cover these properties
as well (Lyons, 1991). In this chapter, the concept of stress has
been used as an example of Chomsky’s approach. If cortisol is the
most valid measure of chronic stress, then this hormone should be
called the chronic distress hormone.

In this Chomsky approach to the problems of body and mind,
it is held implicitly, however, that proper knowledge can be
obtained only in the biological field. This chapter will show
that the psychometric measurement of stressors, distress, dis-
ability and quality of life collects important clinimetric knowl-
edge. The use of appropriate statistical tests associated with the
psychometric principle is expected to increase the correlation
between the clinical phenomena and the biological phenomena
in biological psychiatry, as has already been the case in clinical
neuropsychopharmacology.

THE PSYCHOMETRIC TRIANGLE

When a field of knowledge becomes understood more clearly, the
need for quantification or measurement increases (Kuhn, 1961).
When Binet (1902) developed his first intelligence tests, he used the
psychometric triangle (Bech, 1996; Davidson, 1991) (Figure IL.1),
which includes (1) the principle of coherence (internal valid-
ity), (2) the principle of interpersonal communication (interob-
server reliability), and (3) the principle of correspondence (external
validity).

At the end of the nineteenth century, experimental psychology
had developed using psychophysical methods, reaction time tests or
questionnaires to measure intelligence (Galton, 1883; Wundt, 1888;
Ribot, 1896). Binet had been working with these methods but was
mostly familiar with Ribot’s principle of coherence, pointing at the
cumulative approach when measuring higher mental states. Thus,
Ribot (1896) found that ‘... in comparing melancholy (clinical
depression) with ordinary sadness, we may follow the cumulative
method ...” Updating this statement, major depression contains in
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Internal validity Reliability
(principle of (principle of
coherence) interpersonal

communication)

External validity
(principle of
correspondence)

Figure II.1 The psychometric triangle (Bech, 1996)

it minor depression, not unlike the way in which a higher number
contains only lower number.

Binet had no exact definition of intelligence, but he considered
intelligence to include functions such as reasoning, judgement,
comprehension, attention and memory. This was the content validity
of intelligence. He then collected tests that reflected these functions.
The principle of coherence was applied during his interviews with
several children in the pilot studies (Binet and Simon, 1905). If
a test did not distinguish between the brighter and the duller
children, it was abandoned. In the final version of the Metrical Scale
for Intelligence (Binet and Simon, 1905), the tests or subscales
were arranged in order of increasing difficulty. The principle of
cumulative validity (construct validity) implies that the bright
person can solve the easy as well as the difficult tests, while the
dull person can solve only the easy tests. Thus, each person passed
as many tests or subscales as they were able to until they became
too difficult for them to solve. How far the child Binet tested got
down the list of subscales could then be compared with how far
other children of the same age were able to go.

Each subscale or item in the Metrical Scale for Intelligence
was scored dichotomously as a right or wrong response. Thus,
the internal validity of Binet’s intelligence scale includes both
content validity (the components of intelligence) and the cumulative
principle of coherence in which the total score is a sufficient statistic
(construct validity) (see Figure I1.2).

During Binet’s pilot studies (Binet, 1902), it became important
to take into consideration the bias of the teachers when these
classified the children as dull, less dull, rather bright and bright. The
same problem was operative for the interviewer when applying the
intelligence scale. In psychometric terms, this problem is described
as the interobserver reliability of a scale.

The external criteria for validity of the Metrical Scale for
Intelligence were the association of the scores with age and school
grade as well as with the teacher’s assessment on a global scale
from dull to bright. Binet assumed that within a single school
grade, the eldest children would generally be less bright than the
others because they had presumably been held back. Binet and
Simon (1908) introduced the concept of mental age, which was
determined as being the age at which the tested child would match
the performance of the average child. Terman (1916) introduced the
intelligence quotient in the Stanford—Binet version of the Metrical
Scale for Intelligence.

In 1923, Boring concluded that intelligence is what is measured
by intelligence tests such as the Metrical Scale for Intelligence
(Boring, 1923). Later, Jensen (1969) concluded that the most
important thing we know about intelligence is that it can be
measured.

Interobserver
reliability

Interviewer bias
(Binet, 1902)

Internal validity

1 Content validity

2 Construct validity
(item difficulty
with total score of
right response as the
sufficient outcome score)
(Binet and Simon, 1905)

External validity

1 Total score is associated positively
with age and school grade

2 Concurrent validity: total score is
associated positively with the teacher’s
scale from dull to bright
(Binet and Simon, 1905; Terman, 1916)

Figure II.2 The psychometric triangle: internal validity, reliability and
external validity as used by Binet when constructing the Metrical Scale
for Intelligence

STATISTICAL MODELS RELATED TO
THE PSYCHOMETRIC TRIANGLE

Internal Validity

In the first major textbook of psychometric methods, Guilford
(1936) concluded: ‘... No single event in the history of mental
testing has proved to be of such momentous importance as
Spearman’s proposal of his famous two-factor theory (Spearman,
1904) ...” Most of the statistical tests in Guilford’s first textbook
edition of psychometric methods are concerned with correlation
coefficients. In his measurement of intelligence, Spearman (1904)
used factor analysis. However, it was Binet’s psychometric triangle
rather than Spearman’s correlation analysis that finally emerged
as the most valid measurement of intelligence. Thus, a theory of
intelligence (content and construct validity) is the first principle of
coherence, not a correlation analysis without a theory (explanatory
factor analysis). With factor analysis, Spearman (1904, 1927) made
valuable contributions to the structure of intelligence but not to its
measurement. He identified a general factor that seems common to
all types of intellectual activity, and he identified specific factors
that seem unique to particular intellectual problems.

In the second edition of his textbook of psychometric methods,
Guilford (1954) still considered Spearman’s factor analysis (or other
types of factor analyses) to be the most important psychometric
model for measurements of mental states or activities. However,
Mokken (1971) concluded in a comprehensive review of statistical
tests in the measuring of mental states that explanatory factor
analysis is a method of classification, not of measurement. The
use of factor analysis for the classification of target syndromes
in clinical psychiatry is described later. In the next section, the
confirmatory factor analysis is also mentioned, here as a method of
measurement.

Figure I1.3 shows the statistical tests found most appropriate by
Mokken (1971) for the measurement of the internal validity of a
scale. The Guttman scale (Guttman, 1944) can be seen as the Binet
approach to measuring the internal validity of intelligence by the
cumulative principle. Essentially, as pointed out by Mokken, the
Guttman approach is not a statistical approach because Guttman
leaves no room for the estimation of errors in his analysis. The
Guttman principle is a deterministic approach in which the items
should be rank ordered, as in the Binet scale, in accordance with the
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Internal validity Reliability

Interobserver:
intraclass coefficient

ltem difficulty versus
severity of illness

Guttman (1944)
Loevinger (1947)
Rasch (1960)
Mokken (1971)

External validity

Figure I1.3 Statistical models for testing a scale within the psychometric
triangle based on the review by Mokken (1971) concerning internal validity

item difficulty (Guttman, 1968). The brightest person will have the
right response to both the easiest items and the more difficult items,
while the dull person will have a right response to only the least
difficult items. Guttman’s impact was to apply this scaling principle
to other fields of mental states, which was Ribot’s original idea.

An example of the Guttman deterministic principle is the scale
for post-traumatic anxiety in soldiers who had been under fire
(Suchman, 1950). It was found that soldiers with the highest
level of post-traumatic anxiety answered yes to ‘heart pounding’,
‘feeling sick at stomach’, ‘shaking all over’, ‘losing control of the
bowels’, and ‘feeling of stiffness all over’. Those with mild post-
traumatic anxiety experienced only ‘heart pounding’ and ‘feeling
sick at stomach’. Thus, the total score of these somatic anxiety
items was an appropriate statistic. Suchman concluded that this
strong cumulative coherence between the stress symptoms reflects
an underlying physiological (hormonal) continuum.

Another example based on the Guttman model is the facet
theory, which has been used by Steinmeyer and Moller (1992) for
evaluation of the internal validity of the Hamilton Depression Scale.
They identified six items as the depressive core items, which were
similar to the six items identified by Bech ef al. (1981) using the
Rasch analysis.

Loevinger (1947, 1957) developed an index for errors in the rank
order of item difficulty. Mokken (1971) has developed a coefficient
of homogeneity for each of the items of a scale. Moreover, the

Loevinger coefficient of homogeneity is part of the general Mokken
analysis as the Loevinger index can be calculated as the weighted
average of the individual Mokken item coefficients.

Figure 1.4 shows the basic, cumulative principle in Mokken’s
coefficient of homogeneity. Mokken uses the term ‘monotonous
homogeneity’ as an expression of the principle of cumulative coher-
ence between items. In Figure 1.4, the abscissa indicates the item
difficulty (sigma). Four items are shown in Figure I1.4: depressed
mood, tiredness, guilt feelings and psychomotor retardation. These
items are among the core items of major depression. Depressed
mood has delta 1, tiredness delta 2, guilt feelings delta 3, and psy-
chomotor retardation delta 4.

The ordinate in Figure I1.4 is the probability of a positive score
(phi). Hence, phi has a range from 0 (no probability) to 1 (maximal
probability). Figure I11.4 shows four curves that have the form of
item characteristic curves, which is an essential feature of the
Rasch analysis (Rasch, 1960) but not necessarily of the Mokken
analysis (Mokken and Lewis, 1982). In Figure I1.4, it is indicated
how the item difficulty (sigma) is measured for phi values of
0.5. The four item curves in Figure I1.4 are, thus, rather similar
to dose—response curves in pharmacology, in which a phi value
of 0.5 equals 50% response. A person who scores positively on
psychomotor retardation will also score positively on the other
three items. If not, the person has no depression but might have
a neurological disorder.

Mokken used the term ‘double monotony’ to cover the situation
in which the curves in Figure I1.4 show the probability of a positive
item score (phi) as a function that decreases with increasing values
of the item difficulty (delta).

The Mokken analysis of a scale is based on the following:

. The theoretical maximum of phi is 1.

. The theoretical minimum of phi is O.

. It is possible to evaluate a scale as a whole (all items together
as the Loevinger coefficient) as well as the scaleability of the
individual items (Mokken’s coefficient of homogeneity for each
item).

4. Confidence intervals of the homogeneity coefficient can be

shown.

LN =

Mokken has published the following interpretations of the
Loevinger coefficients: 0.30 to 0.39 = a weak scale; 0.40 to 0.49 =

(phi)
1.0
Depressed / Tiredness Guilt Retardatiol
mood
05 F-———====——f———mmmm b
0.0
Delta 1 Delta 2 Delta 3 Delta 4 Patient severity

(sigma)

Figure I1.4 Probability of positive symptom score on the individual item (phi) of a scale with only four items. The curves are rank ordered in such a
way that a patient with scores on retardation also has positive scores on the other items. Sigma signifies the severity of the patient’s depression
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an acceptable scale; and 0.50 or higher = a strong scale. The most
updated programme for the Mokken analysis has been published
by Molemaar et al. (1994).

The Mokken analysis has been developed with reference to the
Rasch analysis. As mentioned already, the Rasch analysis focuses
on the item characteristic curves as an essential part of the analysis,
in contrast to the Mokken analysis. These curves follow strictly
specified S-shaped patterns, as shown in Figure I1.4. They are
monotonic. According to the Rasch model, the curves for all the
items should all have the same shape. The curves are parallel, as
are the four curves in Figure I1.4, but they are placed as the various
points along the abscissa. If the curves shown in Figure 11.4 emerge
when males are compared with females, younger people with
elderly people, etc., then the scale is a measure of the underlying
dimension (e.g. major depression). Within the Rasch model, the
total score is a sufficient statistic. If a total score is not sufficient,
this signifies that two identical scores from two different patients
have different clinical meanings in that a very high rating on a few
items can yield the same score as a moderate rating on many items.

Thus, compared with the Mokken analysis, the Rasch analysis
has the advantage in that the model can be tested empirically by
external criteria such as gender and age. The essential importance
of the Rasch model compared with the Mokken analysis is that
the Rasch analysis is population free, i.e. it is part of the model to
evaluate randomly the distribution governing the selection of the
population under examination as well as the items of the scale.
Mokken also concluded that the superiority of Rasch over his
own analysis is that it incorporates an evaluation in respect to the
selection of both subjects and items.

Confirmatory factor analysis (Joreskog, 1990; Joreskog, 1993)
has the advantage over exploratory factor analysis in that it is a
direct part of the analysis to test for dimensionality, not just to
identify factors. The confirmatory factor analysis, the facet analysis,
the Mokken analysis and the Rasch analysis seem to have as a
consequence that the higher the homogeneity, the lower the number
of items (Bech et al., 1981; European Rating Aggression Group,
1992; Steinmeyer and Moller, 1992; Aish and Wasserman, 2001).
Thereby, these analyses converge at the magical number of 7 & 2,
which, as Miller (1956) showed, is the limit of human ratings of
psychological dimensions.

In a recent psychometric re-examination of the citalopram
dose—effect study by Feighner and Overg (1999), the six-item
HAM-D subscale, which in contrast to the full Hamilton Depression
Scale (HAM-D; Bech et al., 1981) was shown to fulfil the Rasch
analysis, has been found to have a much higher Loevinger
coefficient (0.48) than the full HAM-D (Bech er al., 2002). The
same pattern was found for the Montgomery Asberg Depression
Scale (MADRS; Montgomery and Asberg, 1979), in which the six-
item subscale had a higher Loevinger coefficient than the full scale.
The six MADRS items were ‘apparent sadness’, ‘reported sadness’,
‘inner tension’, ‘lassitude’, ‘inability to feel’ and ‘pessimistic
thoughts’.

Reliability

Another strong criterion in psychometrics is the correlation of a
measurement with itself. If we measure body temperature in a
healthy person over a few days, the correlation between the results
will be close to 1.0. This kind of test—retest reliability is often
referred to as the coefficient of stability. For a questionnaire, it
is customary to show the coefficient of stability when the scale
has been administered over a period of a week. However, in most
textbooks on psychometrics, it is the rule to refer to another type
of reliability, the split-half reliability coefficient, i.e. the correlation
of half of the items with the other half of the items at the
same administration (no time lag between two observations). The

most frequently used reliability coefficient in this sense is the
Cronbach coefficient alpha (Cronbach, 1951), which expresses the
mean coefficient of all possible split-half coefficients (Nunnally and
Bernstein, 1994). The split-half coefficient correlates the score of
half of the items with the score of the other half of the items of
a scale, typically odd items versus even items. This procedure is
performed on the basis of a single administration of the scale to a
sample of subjects.

The Cronbach coefficient alpha is often considered to be a test of
internal validity because it seems to refer to the internal consistency
of the scale. However, if the coefficient alpha is high, then all the
items show the same item difficulty (sigma). In other words, all the
items will have one single curve in common, for instance delta 2
in Figure I1.4. Moreover, because the number of items is included
in the formula resulting in the coefficient alpha, a high coefficient
can also be an indicator of the length of a scale. This has been the
reason why many scales measuring life events have included many
items (Turner and Wheaton, 1995). A high Cronbach coefficient
indicates not only that the scale includes many items but also that
they can substitute for each other. Thus, the Beck Hopelessness
Scale has been found by Beck et al. (1974) to have a Cronbach
coefficient alpha of 0.93, which has been confirmed by Nimeus
et al. (1997). However, Aish and Wasserman (2001) have shown
by use of confirmatory factor analysis that the 20 items of the
Beck Hopelessness Scale can be substituted by one single item:
‘My future seems dark to me.” There is no reason to calculate
Cronbach’s coefficient alpha in order to express the reliability of a
questionnaire or to express the internal consistency of a scale. The
Rasch analysis and the confirmatory factor analysis are much better
statistical analyses of internal validity.

For interview scales (e.g. the HAM-D), the intraclass coeffi-
cient is the most correct indicator for interobserver reliability. The
intraclass coefficients correspond to degrees of interobserver agree-
ment as: 0.0 to 0.20 = no agreement; 0.21 to 0.40 = very weak
agreement; 0.41 to 0.60 = moderate but not acceptable agreement;
0.61 to 0.79 = acceptable agreement; and 0.80 to 1.00 = strong,
nearly perfect agreement.

External Validity

There are two major psychometric aspects of external validity:
responsiveness and sensitivity. The responsiveness of a scale
refers to its ability to measure changes in the individual patient’s
symptomatology during a treatment period. Clinically, the index
of validity in this situation is often the global severity assessment
performed by an experienced psychiatrist. When Binet developed
his intelligence scale, he used the global intelligence scale assessed
by an experienced teacher as the index of validity.

In clinical psychopharmacology, the dose—response effect is
often used as an index of responsiveness.

The most frequently used measure for global severity of clinical
states is the Clinical Global Impression Scale (CGI) (Guy, 1976).
The CGI is scored on a Likert scale from 1 (no clinical symptoms)
to 7 (among the most extremely ill patients with the clinical
syndrome under examination). In a study on the antimanic effect of
a typical antipsychotic in severely manic patients, the Mania Scale
(MAS) (Bech et al., 1979) had a higher responsiveness than the
CGI (Bech et al., 2001a).

In dose—response studies with tricyclic antidepressants (clomo-
pramine; DUAG, 1999) or serotonin selective reuptake inhibitors
(e.g. sertraline; Fabre ef al., 1995), it was found that the depression
factor of the HAM-D (Bech et al., 1981) had a greater responsive-
ness than the total HAM-D scale. The HAM-D factor includes six
items, which have been found to fulfil the Rasch analysis in contrast
to the total HAM-D scale (Bech er al., 1981).

The definition of the term ‘sensitivity of a scale’ is restricted
to the ability of a scale to discriminate between active therapy
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and placebo. The different statistical analyses of sensitivity for the
meta-analysis of fluoxetine versus placebo have been compared by
Bech et al. (2000). Among those statistics, the effect size seemed
appropriate. This is defined as the difference between the mean of
the baseline scores and the mean of the endpoint scores for patients
in the active drug group and patients in the placebo group, divided
by the pooled standard deviation. It was shown that the effect size
for the depression factor of the HAM-D (Bech et al., 1981) was
higher than for the total HAM-D (Bech et al., 2000).

In another fluoxetine analysis in which the HAM-D was com-
pared with the MADRS, it was also shown that the HAM-D sub-
scale was superior to the full HAM-D (Faries et al., 2000). When
fluoxetine was compared with placebo, the respective effect sizes
were 0.32 (subscale) and 0.28 (full scale). A further analysis of
Faries’ study with the six-item MADRS subscale showed effect
sizes of 0.22 (subscale) and 0.20 (full scale).

THE CLINIMETRIC INDEX OF GLOBAL
IMPROVEMENT

The clinical global improvement scale is a measure of the overall
therapeutic effects of an intervention during the treatment period.
In principle, it is a measure of change during treatment in which
the therapist makes an assessment of the reversibility of the
mental state of the patient when retrospectively recalling the state
before treatment and comparing it with the state after treatment.
The change in before versus after treatment can be either an
improvement or a worsening. However, often only the clinical
improvement is measured by a scale in which 0 = unimproved
or worse; 1 = improved slightly; 2 = improved much; and 3 =
improved very much.

Feinstein (1987) has investigated this global clinical improve-
ment scale in more detail and concludes that this kind of mea-
surement is unique for psychometrics or clinimetrics, as it has no
analogue in biometric measurements of change in the laboratory.
It is a human rating of human changes of feelings or observations
over time.

Cronholm et al. (1974) considered the global clinical improve-
ment scale to be an idiographic measurement. Thus, the clinician
can weight the individual clinical symptoms differently from patient
to patient: ‘...1in a way a new scale is constructed for each
patient ...” (Cronholm et al., 1974).

The interobserver reliability of the global clinical improvement
scale has been investigated only rarely. It is, however, part of
the Cronholm—Ottosson Depression Scale (Ottosson, 1960; Bech,
1991a). In a study by Isaksson er al. (1968), the interobserver
reliability of the global improvement scale was only 0.56, while
the Cronholm—Ottosson Depression Scale obtained a coefficient
of 0.72.

However, in the original study by Ottosson, the global improve-
ment scale was administered by experienced psychiatrists. When
assessing the ability to discriminate between various dosages of
antidepressive therapy, the global improvement scale was found
to be superior to the Cronholm—Ottosson Depression Scale (in
which the mean scores before and after treatment were used)
(Ottosson, 1960). However, a re-examination of Ottosson’s data
showed that the Cronholm—Ottosson Depression Scale was supe-
rior to the global improvement scale when the 50% reduction of
before-treatment scores was used (Bech, 1991a).

The use of clinical improvement scales has confirmed that the
most commonly accepted analogue to ‘much’ or ‘very much’
improvement is a 50% reduction of baseline scores on symptom
rating scales such as the HAM-D after around six weeks of
antidepressive treatment (Bech, 1989).

When investigating the sensitivity of a modified version of the
Cronholm-Ottosson Depression Scale, the MADRS, the global

clinical improvement scale was used as the index of validity. The
results showed that the MADRS was superior to the HAM-D.
However, as pointed out by Faries et al. (2000), the treatments used
in the Montgomery—Asberg study were tricyclic antidepressants. In
their meta-analysis of tricyclic antidepressants versus placebo trials,
Faries et al. showed that the effect size was 0.23 for MADRS but
only 0.15 for the HAM-D. However, a further analysis of the Faries
study showed that the respective effect sizes were 0.25 for the
MADRS subscale and 0.23 for the HAM-D subscale.

The most frequently used global improvement scale is the CGI.
However, this scale also includes a severity scale, from 1 = not
at all ill to 7 = among the most extremely ill patients within the
diagnosis under consideration, e.g. depression or mania.

In a recent study of manic patients (Bech et al., 2001b), the
MAS (Bech et al., 1979) was compared with Guy’s (1976) version
of severity in the CGI. In this study on severely manic patients
treated with different antipsychotics, it was shown that the MAS
was superior to the global severity scale in terms of responsiveness.
Thus, after one week of therapy, 53% of the patients had a 50%
reduction of baseline scores on the MAS, while only 30% had a
50% reduction of the baseline scores on the CGI. This difference
was statistically significant.

PROCEDURAL ALGORITHMS VERSUS RATING SCALES

The first evidence-based diagnostic system for mental disorders was
the Diagnostic and Statistical Manual for Mental Disorders, Third
Edition (DSM-III) (American Psychiatric Association, 1980). The
basic principle of the DSM-III, compared with the previous two
editions (DSM-I; American Psychiatric Association, 1952; DSM-
II; American Psychiatric Association, 1968) was the degree of
interobserver reliability. It was demonstrated that in relation to
the clinical target syndromes in psychiatry (schizophrenia, mania,
depression, anxiety), DSM-III in contrast to DSM-II obtained an
acceptable intraclass coefficient (Spitzer and Fleiss, 1974).

The innovations in DSM-III are the use of procedural algorithms
when defining the various target syndromes as well as a multiaxial
system in which concepts such as stress, stressors, distress and
disability can be stipulated compartmentally.

This use of procedural algorithms in the definition of the
symptomatic (distress) syndromes of the clinical target syndromes
in psychiatry has been responsible for the rather high interobserver
reliability. The internal validity of the clinical target syndromes in
DSM-III is, however, not based on the cumulative principle. Thus,
for the diagnosis of major depression in accordance to DSM-III,
any five out of a total of nine symptoms must have been present. In
DSM-IV (American Psychiatric Association, 1994), the algorithm
has been modified so that at least one of depressed mood and lack
of interest should be present. These two symptoms are the ones
with the lowest delta number in the HAM-D (Bech et al., 1981).
This lack of the cumulative principle implies that the algorithm
is resistant to qualification or measurement (Bech, 1991b; Quine,
1963). The algorithm is for the purpose of diagnosis. However, in
the ICD-10 (World Health Organization, 1993), different contents of
algorithms can categorize depression as mild, moderate or severe.

The items in the DSM-III system were selected according to
two principles. On the one hand, they were to reflect the core
symptoms based on shared phenomenology over time; on the other
hand, they were to have discriminating power for the diagnosis
they reflect. In this context, Frances er al. (1990), when editing
DSM-IV, emphasized that ‘... unfortunately, items at the core of
the definition are sometimes poor at discriminating the disorder,
and items that are more discriminating may not be close to the
core ...” However, factor analyses of comprehensive rating scales
have identified most of the clinical target syndromes. Thus, on the
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basis of factor analysis, using rating scales such as the Wittenborn anxiety (including phobia or obsessive—compulsive states) were
Scale (Wittenborn, 1955), the Lorr Multidimensional Scale (Lorr, valid at the symptom level. The same pattern was found by
1953), the Lorr Syndromes Scale (Lorr et al., 1963), the Symptom Pietzcker ef al. (1983) when using the Arbeitsgemeinschaft fiir
Checklist (SCL; Parloff et al., 1954), Frank (1975) concluded Methodik und Dokumentation in der Psychiatric (AMDP) Scale
that the target syndromes of schizophrenia, mania, depression and for factor analysis.

How much of the time ...

All the Most of Slightly Slightly Some of At no
time the time more than less than the time time
half the half the
time time

1 Have you felt low in spirits or
sad?

2 Have you lost interest in your
daily activities?

3 Have you felt lacking in energy
and strength?

4 Have you felt less self-confident?

5 Have you had a bad conscience
or feelings of guilt?

6 Have you felt that life wasn’t
worth living?

7 Have you had difficulty in
concentrating, e.g. when
reading the newspaper or
watching television?

8a Have you felt very restless?

8b Have you felt subdued?

9 Have you had trouble sleeping
at night?

10a Have you suffered from reduced
appetite?

10b Have you suffered from
increased appetite?

Figure IL.5S Major (ICD-10) Depression Inventory
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These studies by Frank and Pietzcker et al. have demonstrated
that factor analysis is a method of classification, as shown by
Mokken (1971). The number of items needed to define the various
target syndromes has not been established by factor analysis from a
measurement point of view. The comprehensive rating scales used
by Frank and Pietzcker et al. are checklists of symptoms rather
than ratings. The number of items in the various target syndromes
in DSM-IV is rather limited, following the concept of the magical
number of 7 &+ 2, as first introduced by Miller (1956).

Rating scales developed to measure the individual target syn-
dromes and found valid according to a Mokken (1971) or Rasch
(1960) analysis also have as their number of items 7 & 2. The basic
principle in this analysis of internal validity of measurement is that
no single item of the scale in itself is sufficient, but that a limited
number of items are sufficient if these items can be rank ordered
according to the cumulative principle. It is not unimportant which
of the items are used for a rating scale when the total score is a
sufficient statistic in contrast to algorithms (Bech, 1991b).

Figure II.5 shows the Major Depression Inventory (Bech et al.,
2001c). This questionnaire is based on the DSM-IV symptoms for
major depression. In order to include the ICD-10 system, the DSM-
IV symptom of guilt feelings has been subdivided into two items
covering low self-confidence (an individual item in ICD-10) as well
as guilt feelings. Each item is scored in terms of frequency using
the DSM-IV and ICD-10 timeframe of the last two weeks.

The Major Depression Inventory can be scored both as a rating
scale in which the total score is a sufficient statistic and as a
diagnostic scale using, for instance, the procedural algorithm for
major depression according to DSM-IV. In both situations, items 8
and 10 are scored so that the highest values of 8a or 8b and 10a or
10b are used.

As a screening tool for DSM-IV major depression, the sensitivity
and specificity of the Major Depression Inventory, when using
the Schedule for Clinical Assessment in Neuropsychiatry (SCAN;
World Health Organization, 1998) as the index of diagnostic
validity, were 0.90 and 0.82, respectively (Bech et al., 2001b). As a
rating scale to measure the severity of depressive states, the Major
Depression Inventory has been shown to fulfil the Rasch analysis,
i.e. the total score is a sufficient statistic (Olsen et al., 2002).

The ten items in the Major Depression Inventory seem to have
a discriminating power for the diagnosis of major depression and
to be close to the core symptoms of depression. Although Kessler
and Mroczek (1995) have argued that measuring severity requires
a scale that represents more aspects of the domain being measured
than a diagnostic scale, empirical studies with such scales as the
Major Depression Inventory seem to converge the number of items
in severity scales and diagnostic scales (Bech, 1993).

THE MEASUREMENT OF CHRONIC STRESS

The main outcome of DSM-IV has been the procedural algo-
rithms in axis 1, which classify the clinical target syndromes
in psychiatry based on symptoms. The psychometric importance
of these algorithms is their acceptable interobserver reliability
rather than their validity. In DSM-IV, it is assumed that when
assessing these target syndromes based on current symptoms, no
bias from the other axes should be operating. In this sense,
the assessment of the target syndromes of schizophrenia, mania,
depression or anxiety should be atheoretical. One of the few syn-
dromes in which a theory of aetiology is operating is the diag-
nosis of post-traumatic stress. A measurement of the severity of
stressors is essential for this syndrome, because the concept of
stress is response-based, as emphasized by Selye (1973) when
defining chronic stress, which he was the first to do in medical
literature.

Post-traumatic stress disorder is an acute stress reaction to a
discrete, sudden trauma. Only a small percentage of people with
post-traumatic stress disorder will develop a chronic stress reac-
tion as defined by Selye (1973). In chronic stress, the more
continuous stressors (e.g. daily hassles) are the ones that should
be measured. Axis 4 in DSM-IV provides a measure of stres-
sors in which both acute stressors and chronic stressors are
considered.

The relationship between chronic stressors and personality traits
has been shown most penetratingly by Eysenck and Eysenck
(1976) in their questionnaire measuring neuroticism (or emotional
instability) and extraversion (in stress reaction often referred to as
Type A behaviour). Thus, the monotony of daily work is perceived
as a stressful understimulation by people with high extraversion,
while people with high neuroticism have a tendency to catastrophize
demands, to get worked up over nothing, and to worry unnecessarily
over things that might happen.

From a psychometric point of view, too many life event scales
have been constructed with too many items based on the Cronbach
coefficient alpha when showing the ‘reliability’ of the scale (Turner
and Wheaton, 1995).

Selye’s original model of stress placed stress as the biological
response to stressors (Selye, 1936; Selye, 1973). Among the biolog-
ical reactions, it was the hypothalamic-pituitary-adrenocortical axis
(HPA) that Selye found most important, especially the measure-
ment of cortisol. The subjective experience of the high production
of cortisol was referred to by Selye as distress. The ‘peripherical’
experience of distress therefore included sweating, dry mouth, mus-
cle weakness, heart pounding and tension. The ‘central’ experience
was worrying, anxiety and depression.

The first distress scale was constructed by Parloff er al. (1954).
This scale included 41 distress symptoms (Bech, 1993). The SCL
has since been expanded to include 90 symptoms (SCL-90; Lipman,
1986). The SCL-90 questionnaire includes most of the DSM-IV
symptoms of psychopathology.

The International Classification of Impairments, Disabilities and
Handicaps (World Health Organization, 1980) is an important
attempt to expand the Selye concept of chronic stress (Bech, 1998).
‘Impairments’ refer to the biological disease process in which
cortisol should be considered as an important nonspecific response
of the body to the demands of a chronic illness. ‘Disabilities’ refer
to the clinical symptoms when measured not as psychopathological
(axis 1) syndromes but as their impact on social performance in
terms of behavioural restriction. The consequences of the social
or behavioural reactions are then measured subjectively in health-
related quality of life (Bech, 1998). Figure I1.6 summarizes the
five axes of DSM-IV when applied to the concept of chronic stress.
Axis 3 (somatic or biological conditions) is shown to classify the
biological state of stress according to Selye (1973). Axis 1 covers
the clinical distress syndromes. Axis 4 covers both the acute and
the chronic stressors. Axis 2 covers the most important personality
traits, among these the Eysenck dimensions of neuroticism and
extraversion. Finally, axis 5 covers the measurement problems of
disability and the subjective health-related dimensions, which will
be discussed in the next sections.

Personality traits (axis 2)

Disability
(axis 5)

Distress
(axis 1)

Stress
(axis 3)

Stressors
(axis 4)

Figure I1.6 The measurement of stress with reference to the five axes
in DSM-1V
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ILLNESS MEASURED IN UNITS OF DISABILITY

The most frequently used questionnaire for the measurement of
disability is the Medical Outcomes Study SF-36 (short form, 36
items) questionnaire (Ware, 1996). This is a mixture of disability
and subjective quality-of-life items.

Figure I1.7 shows the content validity of SF-36. Apart from
one item (measuring health transition), the items can be listed
to cover eight subscales. The first measures the performance in
physical functioning. The second subscale measures the limits in
the kind of work or other activities that have been operating
as a result of decreased physical health (role—physical). The
third subscale measures bodily pain. The fourth measures self-
reported health on a five-point scale from excellent to poor.
The fifth subscale measures the limits in the kind of work or
other activities that have been operating as a result of distress
(role— emotional).

From a measurement point of view, the SF-36 has been an
experiment of psychometric research when measuring health-related
disability or functioning. The specifications of SF-36 in relationship
to the psychometric triangle are shown in Figure II.8. Another
advantage of SF-36 is the use of a 0-to-100 scale for all eight
subscales, as shown in Figure I1.9. The Danish norm values of SF-
36 for people aged 25 years and 75 years are compared with a
group of patients with major depression. As can be seen, only the
subscale of emotional health has no age effect. The impact of major
depression is pervasive in that this illness has an impact on all eight
subscales in SF-36 (Wells ef al., 1992).

Finally, the SF-36 has had a major impact on the transla-
tion procedures involved when a scale is used outside the lan-
guage in which it has been developed. Gandek and Ware (1998)
have presented the scientific translation procedures for SF-36
when translated from American English into the various European
languages.

Components
1 Physical functioning (10 items)
2 Role — physical (4 items)
3 Bodily pain (2 items)
4 General health (5 items)
5 Vitality (4 items)
6 Social functioning (2 items)
7 Emotional health (5 items)
8 Role —emotional (3 items)

(Self-evaluated health (1 item)
transition)
Total 36 items

Figure I1.7 Content validity of the Medical Outcomes Study SF-36

Internal validity Test-retest reliability

0.76 to 0.80 (Brazier
etal., 1992)

Loevinger coefficient
0.50 or higher
(Bjarner et al., 1998)

External validity

Superior to Nottingham Health Profile
and Sickness Impact Profile (Beaton et al., 1994)

Figure II.8 The psychometric triangle for SF-36

Finally, the last item in SF-36, self-evaluated health transition,
measures five levels on which the patients compare their current
health with their health a year ago (from ‘much better’ to ‘much
worse’). This item is thus a clinimetric index of change. The validity
of this item when compared with the General Health Rating Index
is very high (Davies and Ware, 1981).

THE SUBJECTIVE QUALITY OF LIFE DIMENSIONS

Figure I1.10 shows the eight components of SF-36 in relation to the
Psychological General Well-Being (PGWB) questionnaire, which
was developed by Dupuy (1984), although the most comprehensive
study was made by Ware et al. (1979). The purely disability-
oriented components of SF-36 are not included in the PGWB. Three
of the more quality-of-life-related components (mental health,
vitality, general health) are included in the PGWB. The two new
components, positive well-being and self-control, are pure quality-
of-life components.

In contrast to SF-36, the PGWB is commonly used as a rating
scale in which the total score of the 22 items included in the
questionnaire is a sufficient statistic. Higher scores mean a better
quality of life.

Figure I1.11 shows the properties of the PGWB within the psy-
chometric triangle when used as a total score of the 22 items.

Many scales analogous to the PGWB have been constructed,
e.g. the Hospital Anxiety Depression Scale (HADS) (Zigmond
and Snaith, 1983) or the World Health Organization (WHO) 28
Well-Being Scale (Meadows and Bradley, 1990). Both the HADS
and the WHO Well-Being Scale have subscales for anxiety and
depression covering the mental health subscale of SF-36. However,
these subscales are too crude to afford a valid measure of clinical
depression.

Positive well-being is the most important subjective quality-
of-life aspect. In the PGWB, a subscale of five items measuring
positive well-being analogously to the WHO (five) Well-Being
Scale has been extracted from the WHO 28 Well-Being Scale (Bech,
1999; Heun et al., 1999). Like the SF-36 subscales, this scale is
scored from O (worst thinkable well-being) to 100 (best thinkable
well-being). Three of the items are found in the SF-36 mental health
subscale. The remaining two items have recently been added to SF-
36 in order to incorporate a pure positive well-being subscale. This
SF-38 has been used in a Danish health status project in the normal
population.

The first evaluation of the WHO (five) Well-Being Scale in
patients with mental disorders has shown that the scale discrim-
inates significantly between the five levels of the self-evaluated
health item in SF-36 (Folker and Jensen, 2001). The level of
‘much better’ discriminated an average of 15 points, which is
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SF-36
100

90

80 —

70

60

50 —

40

30 —

20 —

10

Age 25 years

Age 75 years

Major depression

o

Physical
functioning
Bodily pain +

vitality +

Role—physical +
General health +

Social functioning +
Emotional health +
Role-emotional -

Figure I1.9 Standardization of SF-36 in a Danish normal population including only people aged 25 years and 75 years. The profile of a patient with major
depression is also included to show the importance of age when using the SF-36 as the goal of treatment

PGWB-22
Quality of life

» Positive well-being

* Vitality
« Self-control

¢ General health

¢ Mental health

MOS SF-36
Disability

* Physic functioning
* Role—physical

¢ Bodily pain

* Social functioning
* Role—emotional

Figure I1.10 Comparative content of disability and health-related quality of life scales

comparable to the findings reported by Ware (1996). In terms of
WHO (five) Well-Being Scale scores, ‘much better’ corresponded
to 78 and ‘much worse’ to 30. The level of ‘no change’ corre-
sponded to a WHO (five) Well-Being Scale score of 45, which
equals the average score of patients with major depression before
treatment.

CONCLUSION

This chapter has dealt with the basic psychometric triangle
of internal validity, reliability and external validity. The clini-
metric field has included scales or questionnaires measuring

clinical symptoms, life events, distress, disability and quality
of life.

The statistical models or tests associated with the psychometric
triangle have been described. The test for internal validity of a scale
controls for the cumulative coherence among the individual items
in the scale. These tests (e.g. Rasch analysis, Mokken analysis,
confirmatory factor analysis) have shown that a relatively small
number of items (7 & 2) is often sufficient. Historically, however,
the Cronbach coefficient alpha has been misused to imply that many
more items are needed.

For questionnaires, the test for reliability is an analysis of
test—retest stability as measured with a coefficient of stability.
For interviewer-based scales, the intraclass coefficient is the most
relevant.
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Internal validity Test-retest reliability

0.71 10 0.86 (Ware
etal., 1979)

Loevinger coefficient
0.53 (Guelfi et al.,
1997)

External validity

Discriminant validity: Superior to ten
other quality-of-life scales (Croog
etal., 1986)

Predicting relapse in bipolar patients
(Thunedborg et al., 1995)

Predicting drop-outs in clinical trials
with antidepressants (Hunt and
McKenna, 1993)

Figure I1.11 The psychometric triangle for PGWB

The external validity of a scale is evaluated by responsiveness
and sensitivity. While responsiveness refers to the ability of a scale
to measure changes in the individual patient’s symptomatology
over time (analogous to the global clinical improvement scale),
sensitivity is restricted to the ability of a scale to discriminate
between active therapy and placebo.

The correlation between clinimetrics and biometrics has been
discussed with reference to the measurement of stress. The psycho-
metric triangle has also been found to apply when mental disorder
or illness is measured in units of disability as well as in subjective
quality-of-life units.

REFERENCES

Aish, A.-M. and Wasserman, D., 2001. Does Beck’s Hopelessness Scale
really measure several components? Psychological Medicine, 31,
367-372.

American Psychiatric Association, 1952. Diagnostic and Statistical Manual
of Mental Disorders, 1st edn (DSM-I). American Psychiatric Association,
Washington, DC.

American Psychiatric Association, 1968. Diagnostic and Statistical Manual
of Mental Disorders, 2nd edn (DSM-II). American Psychiatric Associa-
tion, Washington, DC.

American Psychiatric Association, 1980. Diagnostic and Statistical Manual
of Mental Disorders, 3rd edn (DSM-III). American Psychiatric Associa-
tion, Washington, DC.

American Psychiatric Association, 1994. Diagnostic and Statistical Manual
of Mental Disorders, 4th edn (DSM-IV). American Psychiatric Associa-
tion, Washington, DC.

Beaton, D.E., Bombardier, C. and Hogg-Johnson, S., 1994. Choose your
tool: a comparison of the psychometric properties of five generic health
status instruments in workers with soft tissue injuries. Quality of Life
Research, 3, 50-56.

Bech, P., 1989. Clinical effects of selective serotonin reuptake inhibitors. In:
Dahl, S.G. and Gram, L.F. (eds), Clinical Pharmacology in Psychiatry,
pp. 81-93. Springer, Berlin.

Bech, P., 1991a. Cronholm—Ottosson Depression Scale. The first specific
depression scale for the rating of changes during treatment. Acta
Psychiatrica Scandinavica, 84, 439-445.

Bech, P., 1991b. Clinical target syndromes in psychiatry: latent structure
analysis versus factor analysis. European Psychiatry, 6, 301-306.

Bech, P., 1993. Rating Scales for Psychiatry, Health Status and Quality of

Life. Springer, Berlin.

Bech, P., 1996. The Bech, Hamilton and Zung Scales for Mood Disorders:
Screening and Listening. A Twenty Years Update with Reference to DSM-
IV and ICD-10, 2nd edn. Springer, Berlin.

Bech, P., 1998. Quality of Life in the Psychiatric Patient. Mosby-Wolfe,
London.

Bech, P., 1999. Male depression: stress and aggression as pathways to major
depression. In: Dawson, A. and Tyler, A. (eds), Depression: Social and
Economic Timebomb, pp. 63—66. British Medical Journal Books, London.

Bech, P., Bolwig, T.G., Kramp, P. and Rafaelsen, O.J., 1979. The
Bech—Rafaelsen Mania Scale and the Hamilton Depression Scale:
evaluation of homogeneity and inter-observer reliability. Acta
Psychiatrica Scandinavica, 59, 420—430.

Bech, P., Allerup, P., Gram, L.F., Reisby, N., Rosenberg, R., Jacobsen, O.
and Nagy, A., 1981. The Hamilton Depression Scale: evaluation of
objectivity using logistic models. Acta Psychiatrica Scandinavica, 63,
290-299.

Bech, P., Cialdella, P., Haugh, M., Birkett, M.A., Hours, A., Boissel, J.P.
and Tollefson, G.D., 2000. A meta-analysis of randomised controlled
trials of fluoxetine versus placebo and tricyclic antidepressants in the
short-term treatment of major depression. British Journal of Psychiatry,
176, 421-428.

Bech, P., Baastrup, P.C., de Bleeker, E. and Ropert, R., 2001a. Dimension-
ality, responsiveness and standardisation of the Bech—Rafaelsen Mania
Scale in the ultra-short therapy with antipsychotics in patients with severe
manic episodes. Acta Psychiatrica Scandinavica, 104, 25-30.

Bech, P., Rasmussen, N.A., Olsen, L.R., Ngrholm, V. and Abildgaard, W.,
2001b. The sensitivity and specificity of the Major Depression Inventory,
using the Present State Examination as the index of diagnostic validity.
Journal of Affective Disorders, 66, 159—164.

Bech, P., Tanghgj, P., Andersen, H.F. and Overg, K., 2002. Citalopram
dose—response revisited using an alternative psychometric approach
to evaluate clinical effects of four fixed citalopram doses compared
to placebo on patients with major depression. Psychopharmacology,
(in press).

Beck, A.T., Weisman, A., Lester, D. and Trexler, L., 1974. The measure-
ment of pessimism: the Hopelessness Scale. Journal of Consulting and
Clinical Psychology, 41, 861—865.

Binet, A., 1902. L’Etude Experimentale de I’Intelligence [Experimental
Study of Intelligence]. Ancienne Librairie Schleicher, Paris.

Binet, A. and Simon, T., 1905. Methodes nouvelles pour le diagnostic du
niveau intellectual des anormaux [new methods for diagnosis of the
intellectual level of abnormals]. L’Année Psychologique, 11, 191-244.

Binet, A. and Simon, T., 1908. Le développement de I’intelligence chez
les enfants [development of intelligence in children]. L’Année Psy-
chologique, 14, 1-94.

Bjgrner, J.B., Thunedborg, K., Kristensen, Ts., Modvig, J. and Bech, P.,
1998. The Danish SF-36 health survey: translation and preliminary
validity studies. Journal of Clinical Epidemiology, 51, 991-1001.

Boring, E.G., 1923. Intelligence as the test tests it. New Republic, 6, 35-37.

Brazier, J.E., Harper, R. and Jones, N.M.B., 1992. Validating the SF-36
health survey questionnaire: new outcome measure for primary care.
British Medical Journal, 305, 160—164.

Cronbach, L.J., 1951. Coefficient alpha and the internal structure of tests.
Psychometric, 16, 297-334.

Cronholm, B., Schalling, D. and Asberg, M., 1974. Development of a
rating scale for depressive illness. In: Pichot, P. (ed.), Psychological
Measurements in Psychopharmacology, pp. 139—150. Karger, Basel.

Croog, S.H., Levine, S. and Testa, M., 1986. The effect of antihypertensive
therapy on the quality of life. New England Journal of Medicine, 341,
1657-1664.

Davidson, D., 1980. Actions and Events. Clarendon Press, Oxford.

Davidson, D., 1991. Three varieties of knowledge. In: Griffiths, A.P. (ed.),
AJ Ayer: Memorial Essays, pp. 153—166. Cambridge University Press,
Cambridge.

Davies, A.R. and Ware, J.E., 1981. Measuring Health Perceptions in the
Health Insurance Experiment. Publication no. R-2711-HHS, RAND,
Santa Monica, California.

DUAG (Danish University Antidepressant Group), 1999. Clomopramine
dose—effect study in patients with depression: clinical endpoints and
pharmacokinetics. Clinical Pharmacological Therapeutics, 66, 152—165.

Dupuy, H.J., 1984. The Psychological General Well-Being (PGWB) Index.
In: Wenger, N.K., Mattson, M.E., Furberg, C.D. and Elison, J. (eds),
Assessment of Quality of Life in Clinical Trials of Cardiovascular
Therapies, pp. 184—188. Le Jacq Publishing, New York.

ERAG (European Rating Aggression Group), 1992. Social Dysfunction and
Aggression Scale (SDAS) in generalized aggression and in aggressive
attacks. A validity and reliability study. International Journal of Methods
in Psychiatric Research, 2, 15-29.

Eysenck, H.J. and Eysenck, S.B.G., 1976. Psychoticism as a Dimension of
Personality. Hodder and Stoughton, London.



MEASUREMENT ISSUES 35

Fabre, L.F., Abuzzahab, F.S., Amin, M., Cleghorn, J.L., Mendels, J.,
Petrie, W.M., Dube, S. and Smale, J.G., 1995. Sertraline safety and
efficacy in major depression: a double-blind fixed-dose comparison with
placebo. Biological Psychiatry, 38, 592—602.

Faries, D., Herrera, J., Rayamajhi, J., De Brota, D., Demitrack, M. and
Potter, W.Z., 2000. The responsiveness of the Hamilton Depression
Rating Scale. Journal of Psychiatric Research, 34, 3—10.

Feighner, J.P. and Overg, K., 1999. Multicenter, placebo-controlled, fixed-
dose study of citalopram in moderate-to-severe depression. Journal of
Clinical Psychology, 60, 824—830.

Feinstein, A.R., 1987. Clinimetrics. Yale University Press, New Haven.

Folker, H. and Jensen, B.M., 2001. Study of selected methods of self-
evaluation of health, quality of life and satisfaction with treatment: use
in patients four weeks after discharge from a psychiatric ward. Ugeskrift
for Laeger, 163, 716—721.

Frances, A., Pincus, H.A., Widiger, T.A., Davis, W.W. and First, M.C.,
1990. DSM-1V: work in progress. American Journal of Psychiatry, 147,
1439-1448.

Frank, G., 1975. Psychiatric Diagnosis: A Review of Research. Pergamon
Press, Oxford.

Galton, F., 1883. Inquiries into Human Faculty and its Development.
Macmillan, London.

Gandek, B. and Ware, J.E. (eds), 1998. Translating functional health and
well-being: international quality of life assessment (IQOLA) project
studies of the SF-36¢ health survey. Journal of Clinical Epidemiology,
51, issue 11.

Guelfi, J.D., Lancrenon, S., Bech, P., Gaebel, W., Paes de Sousa, M. and
Tyrer, P., 1997. A quality of life study in psychiatric patients. Paper
presented at the 4th Annual Conference of the International Society for
Quality of Life Research, 5-9 November 1997, Vienna.

Guilford, J.P., 1936. Psychometric Methods, 1st edn. McGraw-Hill, New
York.

Guilford, J.P., 1954. Psychometric Methods, 2nd edn. McGraw-Hill, New
York.

Guttman, L., 1944. A basis for scaling qualitative data. American Sociolog-
ical Review, 9, 139-150.

Guttman, L., 1968. A general nonmetric technique for finding the smallest
coordinate space for a confirmation of points. Psychometrika, 33,
469-500.

Guy, W., 1976. Early Clinical Drug Evaluation (ECDEU) Assessment Man-
ual for Psychopharmacology . Publication no. 76-338, NIMH, Rockville.

Heun, R., Burckart, M., Maier, W. and Bech, P., 1999. Internal and external
validity of the WHO Well-Being Scale in the elderly general population.
Acta Psychiatrica Scandinavica, 99, 171-178.

Hippius, H., Peters, G. and Ploog, D. (eds), 1987. Emil Kraepelin Memoirs.
Springer, Berlin.

Hunt, S. and McKenna, S., 1993. Measuring quality of life in psychiatry.
In: Walker, S.R. and Rosser, R.B. (eds), Quality of Life Assessment in the
1990s, pp. 343-354. Kluwer, Dordrecht.

Isaksson, A., Larkander, A., Morsing, C., Ottosson, J.-O. and Rapp, W.,
1968. A comparison between imipramine and protriptyline in depressed
outpatients. Acta Psychiatrica Scandinavica, 42(Suppl 194), 118-152.

Jensen, A.L., 1969. Intelligence tests. Harvard Educational Review, 39,28

Joreskog, K.G., 1990. New developments in LISREL: analysis of ordinal
variables using polychoric correlations and weighted least squares.
Quality and Quantity, 24, 387-404.

Joreskog, K.G., 1993. Testing structural equation models. In: Bollen, K.A.
and Scott Long, J. (eds), Testing Structural Equation Models,
pp. 294-316. Sage, Newbury Park, Georgia.

Kessler, R.C. and Mroczek, D.K., 1995. Measuring the effect of medical
interventions. Medical Care, 33(Suppl), 109—119.

Kuhn, T.S., 1961. The function of measurement in modern physical
science. In: Woolf, H. (ed.), Quantification: A History of the Meaning
of Measurement in the Natural and Social Sciences, pp. 31-63. Bobbs-
Merrild, Indianapolis.

Lipman, R.S., 1986. Depression scales derived from the Hopkins Symptom
Checklist. In: Sartorius, N. and Ban, T.A. (eds), Assessment of Depres-
sion, pp. 232-248. Springer, Berlin.

Loevinger, J., 1947. A systematic approach to the construction and evalu-
ation of tests of ability. Psychological Monographs, 61.

Loevinger, J., 1957. Objective tests as instruments of psychological theory.
Psychological Reports, 3, 635—-694.

Lorr, M., 1953. Multidimensional scale for rating psychotic patients.
Veterans Administration Technical Bulletin, 10, 507-517.

Lorr, M., Klet, C.Q. and McNair, D.M., 1963. Syndromes of Psychosis.
Macmillan, New York.

Lyons, J., 1991. Chomsky. Fontana Press, London.

Meadows, K. and Bradley, C., 1990. Report to World Health Organization,
European Office, Copenhagen.

Miller, G.A., 1956. The magical number of seven, plus and minus two.
Psychological Review, 63, 81-97.

Mokken, R.J., 1971. A Theory and Procedure of Scale Analysis. Monton,
Paris.

Mokken, R.J. and Lewis, C., 1982. A nonparametric approach to the analy-
sis of dichotomous item responses. Applied Psychological Measurement,
6, 417-430.

Molemaar, I.N., Debets, P., Sijtsma, K. and Hember, B.T., 1994. User’s
Manual MSP: a program for Mokken Scale Analysis for polytomous items
(version 3.0). ProGamma, Groningen.

Montgomery, S.A. and Asberg, M., 1979. A new depression scale designed
to be sensitive to change. British Journal of Psychiatry, 134, 382—389.
Nimeus, A., Triskman-Bendz, L. and Alsen, M., 1997. Hopelessness and

suicidal behaviour. Journal of Affective Disorders, 42, 137—144.

Nunnally, J.C. and Bernstein, I.H., 1994. Psychometric Theory, p. 254.
McGraw-Hill, New York.

Olsen, L.R., Ngrholm, V. and Bech, P., 2002. The internal and external
validity of the Major Depression Inventory in measuring severity of
depressive states (submitted).

Ottosson, J.-O., 1960. Experimental studies of the mode of action of
electroconvulsive treatment. Acta Psychiatrica Scandinavica, 35(Suppl
145), 69-97.

Parloff, M.B., Kelman, H.C. and Frank, J.D., 1954. Comfort, effectiveness
and self-awareness as criteria of improvement in psychotherapy. Ameri-
can Journal of Psychiatry, 111, 343-351.

Pietzcker, A., Gebhardt, R., Strauss, A., Stockel, M., Langer, C. and
Freudenthal, K., 1983. The syndrome scales in the AMDP system. In:
Bobos, D., Baumann, U., Angst, J., Helmchen, H. and Hippius, H. (eds),
AMDP System in Pharmacopsychiatry, pp. 88—99. Karger, Basel.

Quine, W.V., 1963. Set Theory and its Logic. Harvard University Press,
Cambridge.

Rasch, G., 1960. Probabilistic Models for some Intelligence and Attainment
Tests. Danish Institute for Educational Research (reprinted by University
Chicago Press, Chicago, 1980).

Ribot, T., 1896. The Psychology of the Emotions. Charles Scribner’s Sons,
New York.

Selye, H., 1936. A syndrome produced by diverse nocuous agents. Nature,
138, 32-36.

Selye, H., 1973. The evolution of the stress concept. American Scientist,
61, 692-699.

Spearman, C., 1904. General intelligence, objectively determined and
measured. American Journal of Psychology, 15, 201-292.

Spearman, C., 1927. The Abilities of Man. Macmillan, New York.

Spitzer, R.L. and Fleiss, J.L., 1974. A re-analysis of the reliability of
psychometric diagnosis. British Journal of Psychiatry, 125, 341-347.
Steinmeyer, E.M. and Moller, H.J., 1992. Facet theoretic analysis of the

Hamilton-D Scale. Journal of Affective Disorders, 25, 53—62.

Suchman, E.A., 1950. The utility of scalogram analysis. In: Stouffer, S.A.
et al. (eds), Measurement and Prediction, pp. 122—171. Princeton Uni-
versity Press, Princeton.

Terman, L.M., 1916. The Measurement of Intelligence. Houghton-Mifflin,
Boston.

Thunedborg, K., Black, C. and Bech, P., 1995. Beyond the Hamilton
Depression Scale scores in manic-melancholic patients in long term
relapse-prevention: a quality of life approach. Psychotherapy and Psy-
chosomatics, 64, 131-140.

Turner, J.R. and Weaton, B., 1995. Checklist measurement of stressful life
events. In: Cohen, S., Kessler, R.C. and Gordon, L.U. (eds), Measuring
Stress, pp. 29-53. Oxford University Press, New York.

Ware, J.E., 1996. The SF-36 health survey. In: Spiller, B. (ed.), Quality of
Life and Pharmacoeconomics in Clinical Trials, pp. 337-345. Lippicott-
Raven, Philadelphia.

Ware, J.E., Johnston, S.A. and Davies-Avery, A., 1979. Conceptuation
and Measurement of Health for Adults in the Health Insurance Study.
Publication no. R-1987/3, Rand Corporation, Santa Monica, California.

Wells, K.B., Burman, M.A. and Rogers, W., 1992. The course of depression
in adult outpatients: results from the medical outcomes study. Archives
of General Psychology, 49, 788—794.

Wittenborn, J.R., 1955. Manual: Wittenborgn Psychiatric Rating Scales.
Psychological Corporation, New York.



36 BASIC PRINCIPLES

World Health Organization, 1980. International Classification of Impair- World Health Organization, 1998. Schedules for Clinical Assessment in Neu-
ments, Disabilities, and Handicaps (ICIDH/WHO). World Health Orga- ropsychiatry (SCAN), version 2.1. World Health Organization, Geneva.
nization, Geneva. Wundt, W., 1888. Selbstbeobachtung und innere Wahrnehmung, Philos

World Health Organization, 1993. International Classification of Disease, Stud, 4, 292-3009.

10th revision, Diagnostic criteria for research. World Health Organization, Zigmond, A.S. and Snaith, R.P., 1983. The Hospital Anxiety and Depres-
Geneva. sion Scale. Acta Psychiatrica Scandinavica, 67, 361-370.



Animal Models in Biological Psychiatry

Martin Sarter and John P. Bruno

INTRODUCTION

Historically, animal research has served as a main empirical
approach to the development and testing of neuropsychopathologi-
cal theories (e.g. Suomi et al., 1975). Furthermore, animal models
have played a major role in efforts to determine the behavioural and
neuronal mechanisms underlying drug effects (e.g. Dews, 1958).
Generating the perfect animal model does not represent a separate
goal of research in biological psychiatry; rather, the model and its
constant evolution represents an integral part of biological psychia-
try (McKinney, 2001). Animal models of neuropsychiatric disorders
range from attempts to produce complex models that incorporate
both the neurobiological and behavioural/cognitive abnormalities
underlying a disorder, to animal assay models that typically utilize
the effects of relatively simple pharmacological or neuronal manip-
ulations for the detection or screening of potentially effective drugs
(see Figure 1 in Chapter XVI-1).

The discussion about the proper evaluation of animal models
has been continuing (e.g. Willner, 1991; Geyer and Markou, 1995;
Geyer and Markou, 2000; McKinney, 2001). This discussion cen-
tres around the relative significance of the different aspects of
validity (face, predictive, construct validity). The literature gen-
erally, but not universally, agrees concerning the extremely limited
significance of phenomenological similarities between the model
and the human conditioned model (face validity). Furthermore, the
importance of the demonstration of predictive validity, which typ-
ically involves the demonstration of effects of drugs on measures
generated by the model that mirror and predict their efficacy in
patients, is obvious and indisputable (Geyer and Markou, 2000).
Approaches to demonstrate construct validity, and the actual mean-
ing of this type of validity, have remained less clear, and often
have been confused with other aspects of validity. In most gen-
eral terms, construct validity refers to a theory-driven, experimental
substantiation of the behavioural and/or neuronal components of
the model. Similar to the constant development and revision of
all theoretical aspects of neuropsychiatric disorders, the demonstra-
tion of construct validity represents a continuous task (Geyer and
Markou, 2000). This chapter will stress that the demonstration of
construct validity, despite its inherent complexities, represents the
most important and a necessary component of the development and
validation of an animal model in biological psychiatry (see also
Willner et al., 1991).

ANIMAL MODELS CONSTITUTE THEORIES
ABOUT DISORDERS

The effects of chronic mild stress (CMS) on consummatory
behaviour of rodents are postulated to model anhedonia, a core
symptom of depression (e.g. Willner, 1997). The behavioural and
cognitive effects of systemic muscarinic and nicotinic receptor

blockade in humans and animals are claimed to model aspects
of senile dementia (e.g. Parrott, 1992; Little er al., 1998). The
behavioural and neurochemical effects of repeated psychostimulant
exposure are thought to model the positive symptoms of schizophre-
nia (e.g. Robinson and Becker, 1986). These few examples indicate
what animal models really are —they are theories, and in fact
complex ones, about the aetiology and neuronal mediation of psy-
chiatric disorders (Willner, 1991). For example, the CMS model
reflects a multitude of theories, including the relationship between
stress and consummatory behaviour, the role of stress in depres-
sion, the reduction in saccharin intake as a symptom of anhedonia,
and anhedonia as a core symptom of depression (Willner, 1997).
Each aspect of this model involves complex and contested biopsy-
chological questions (see also Hatcher et al., 1997; Hagan and
Hatcher, 1997). Likewise, the repeated psychostimulant exposure
model theorizes that the neurochemical consequences of repeated
psychostimulant exposure, particularly the sensitization of mesolim-
bic dopaminergic systems, and the associated behavioural effects,
such as stereotypy, are related causally. Furthermore, this model
is based on the theory that increases in mesolimbic dopaminer-
gic transmission mediate the positive symptoms of schizophrenia,
and so forth. Thus, data produced by animal models expand not
only the theory of the disorder but also the theory underlying
the model.

The recognition of animal models as theories is much more
than just a philosophical exercise, as it has substantial implications
for the use of animal models in biological psychiatry research
and for the interpretation of data generated by animal models. In
reality, an animal model often gains acceptance by virtue of its
technical ease and its resulting popularity. Such models rapidly
acquire the character of laboratory assays. Examples for such
assays are the effects of muscarinic receptor antagonists on the
performance of rodents in simple one-trial memory tasks as a
model of amnesia or even senile dementia (e.g. Iversen, 1997),
and the use of a spontaneously hypertensive rat strain as a model
of attention deficit hyperactivity disorder (ADHD; e.g. Papa et al.,
1998). Obviously, the degree to which data generated by these
assays can be interpreted in terms of amnesia or ADHD often
involves sobering complexities (e.g. Sarter et al., 1992a; Sarter
et al., 1992b; Sagvolden and Sergeant, 1998). Therefore, the typical
question ‘How good is this animal model?’ can be answered only
by addressing the soundness of the theory about the disorder and
the related theories underlying the model in addition to other, more
obvious questions. Likewise, data generated by a model need to
be interpreted within the theoretical framework that justifies the
model. As will be stressed below, these are the main reasons
why construct validity represents the most important criterion
among the several criteria available to determine the validity of
an animal model.
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DETERMINING THE VALIDITY OF ANIMAL MODELS

The rationale underlying the demonstration of construct, predictive
and face validity of animal models in psychiatry has been discussed
extensively in the literature and does not need to be repeated here
(see Willner, 1991 for a particularly noteworthy chapter; see also
Weiss and Kilts, 1998 and Robbins, 1998). Instead, the present
discussion will focus on paradigmatic issues and the clarification of
the complexities in applying these validation criteria, and on typical
pitfalls. Below, the limited significance of face validity, as opposed
to construct validity, will be discussed. This will be followed by
a paradigmatic analysis of animal models of schizophrenia that
attempts to exemplify our main hypothesis that, in developing
animal models, the demonstration of construct validity represents
the most vital step.

Face Validity Rarely Matters

Face validity represents the most straightforward validation cri-
terion, as it refers to the degree of phenomenological similarity
between the model and the disorder to be modelled. It is also the
most seductive aspect of validity, as an animal that, for example,
does not move much or consumes little palatable food may be read-
ily characterized as being depressed. Likewise, an animal traversing
a pool using relatively irregular swimming patterns appears to lack
memory for the position of the invisible platform. However, there
are two main reasons why face validity represents the weakest of
all validation criteria. First, and most obviously, the species-specific
behavioural repertoire of laboratory animals, especially rodents,
confounds such interpretations. For example, a stressed animal may
consume less saccharin because it exhibits a general reduction in
fluid intake while in fact maintaining its preference for saccharin
(Hatcher et al., 1997). Increased latencies of rats to find the plat-
form in a water maze may reflect not so much loss of memory about
its location but the confounding effects of ‘amnesic’ treatments on
sensorimotor skills and exploratory habits (e.g. Whishaw, 1989).

Second, and more importantly, many cardinal symptoms of a
psychiatric disorder, such as hallucinations or impairments in verbal
recall, cannot be modelled directly in animals. However, core
components of the (cognitive) theory describing the mechanisms
mediating the development of such symptoms may be modelled.
The prime example for this issue is the positive symptoms
associated with schizophrenia. While there have been attempts
to interpret stimulant-induced behaviour, such as stereotypy and
locomotor hyperactivity, in terms of positive symptoms (Segal
etal., 1981), it is difficult to substantiate such speculations.
Alternatively, contemporary theories concerning the attentional
dysfunctions that give rise to positive symptoms provide the basis
for animal models that focus on such attentional dysfunctions
(e.g. Braff, 1993; Swerdlow and Geyer, 1998; Sarter and Bruno,
1999). The modelling of such attentional dysfunctions in animals
may be unrelated phenomenologically to positive symptoms or the
attentional impairments in schizophrenic patients. However, such
models may represent core cognitive dysfunctions and, depending
on the methods used to induce such dysfunctions in animals, may
also represent the core neurobiological aspects of the disease that
may indeed be sensitive to antipsychotic treatments (Sarter et al.,
2001; Sarter and Bruno, 1999). Thus, the importance of face validity
in the animal modelling of neuropsychiatric disorders has been
overestimated considerably.

The widespread overestimation of the importance of face valid-
ity is due in part to the dominating role of nosology in bio-
logical psychiatry. As clinicians focus on the classification and
categorization of disorders in accordance with symptom clusters,
such schemes emerge as important criteria for animal models. For
example, current efforts to establish animal models that represent
both the positive and negative symptoms of schizophrenia (e.g.

Lahti et al., 1999), with attentional impairments often being clas-
sified as a negative symptom, are nosology driven but may be less
important in light of data and conceptualizations that postulate rela-
tionships between different symptom clusters, particularly between
the cognitive impairments and psychosis (e.g. Strauss, 1993). The
determination of the usefulness of animal models that follow clin-
ical nosology almost by definition is restricted to considerations of
face validity.

Lastly, the intermittently expressed demand to focus strictly on
species-specific behaviours in animal models is based on the gen-
eral idea that only naturalistic studies can inform properly about the
behavioural or cognitive processes affected by neuronal manipula-
tions (e.g. Gerlai and Clayton, 1999). Obviously, data from stud-
ies employing presumably more ‘naturalistic’ settings that exploit
species-specific capabilities (e.g. the use of olfactory stimuli in
rodents) do not generalize readily to other species, thus the demon-
stration of face validity would be very difficult. Although ‘nat-
ural tasks’ may be useful in identifying phenomena of interest,
they often preclude the rigorous control and systematic manipu-
lation of variables that are essential for meaningful investigations
of behaviour. Consequently, naturalistic studies have only limited
potential in identifying specific changes in cognitive or behavioural
functions. In fact, animal models that use highly artificial, yet the-
oretically valid, tasks for the probing of, for example, cognitive
functions in laboratory animals may be most effective in generat-
ing valid conclusions about the mechanisms mediating performance
abnormalities (Sarter and Bernston, 1999). The demonstration of
such mechanisms may be more important in terms of the valid-
ity of the model than the degree to which the actual behavioural
measure shows face validity. Thus, animal models focusing on nat-
uralistic settings and species-specific behaviour per se may be the
least valid, or at least they are most difficult to validate.

Construct Validity is Necessary

Construct validity refers to a complex, multifaceted approach
that in essence aims to map a theory about the biopsychological
mechanisms of a human disorder on to a biopsychological theory of
a particular animal behaviour. For example, the positive symptoms
of schizophrenia are widely accepted to result from a hyperactive
mesolimbic dopaminergic input system (see below). If an animal
can be created that shows persistent dopaminergic hyperactivity,
and if this hyperactivity is demonstrated to produce a particular
behaviour, the underlying (cognitive) mechanisms of which can be
related to the (cognitive) mechanisms mediating the development
of positive symptoms in patients, then construct validity would be
established (see below for additional necessary components of such
a model).

Another important means to establish construct validity focuses
on the effects of variations of theoretically or clinically important
factors. If the model is valid, then the main dependent measure(s)
of the model would be expected to vary as predicted. For example,
the theory of sustained attention predicts that increases in the event
rate will result in a steeper decrement in performance over time;
if a task designed for the measurement of sustained attention in
rodents is valid, then increases in the event rate would be expected
to increase the slope of the decline in performance over blocks of
trials (e.g. McGaughy and Sarter, 1995). In general, in order to
establish construct validity of an animal model of neuropsychiatric
disorders, the main neuroscientific, behavioural and cognitive points
that constitute a theory of the condition modelled need to be
connected with the equivalent points constituting the model.

An animal model may exhibit good face validity and solid
predictive validity (e.g. by predicting efficacy of therapeutic agents),
and researchers may be inclined to suggest that, in such cases, the
demonstration of construct validity may be unnecessary (Geyer and
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Markou, 2000). Moreover, it may be assumed that such models
do not require an extensive experimental and theoretical analysis
of, for example, the role of associational mechanisms mediating
shock-induced suppression of spontaneous behavioural responses
in animal models of anxiety. Efforts to model complex theoretical
relationships between neurobiological and behavioural variables
that are a core focus of construct validation have been suggested
to not necessarily benefit the scientific usefulness of such a model.
After all, one may argue that such a model predicts clinical drug
efficacy and thus it does not matter whether it agrees with the
relevant neurobiological and behavioural theories of the disorder or
the behaviour modelled.

There are several animal models that match the scenario outlined
above, and they seem to be favoured in pharmaceutical research
settings. Among these models, those used to assess the anxiolytic
effects of antianxiety drugs, mostly benzodiazepine receptor (BZR)
agonists, represent prominent cases. As discussed by Sanger (1991),
the models based on punishment-induced suppression of responses
generally have good face validity, and their predictive validity
is impressive, specifically concerning BZR agonists. While the
degree to which such models assess aspects of pathological anxiety
remains unsettled, this absence of construct validity apparently
has not been of much concern, as the models ‘worked’. With
the discovery of non-BZR, clinically effective anxiolytic drugs
(particularly buspirone) that have little effect in these traditional
animal models, the limitations of using models without construct
validity has been impressively revealed (Sanger, 1991; Rodgers,
1997). Thus, this example illustrates that models with face and
predictive validity may ‘work’ but for the ‘wrong’ or at least
largely unknown reasons. Moreover, such models are prone to
produce false negatives, as their predictive validity may be limited
to the class of compounds that originally supported the usefulness
of the model. In any event, such a model perse does not
provide the basis for the safe prediction that new groups of
therapeutic compounds acting via different neuropharmacological
and behavioural/cognitive mechanisms will be detected as such.
Thus, the demonstration of construct validity does not represent
a luxurious experimental activity but, differing with Geyer and
Markou’s (p. 16, 2000) conclusion that ‘... predictive validity
is the only necessary and scientifically meaningful criterion ...",
the focus on construct validity is, in fact, a necessary step for
successfully validating an animal model. To this end, more recent
efforts to develop new models for research in the field of anxiety
have focused on construct validity by attempting to address the
cognitive mechanisms mediating the biased processing of fear- and
anxiety-related stimuli and contexts (e.g. Bernston er al., 1998;
Stowell et al., 2000).

The perspectives discussed above differ quite radically from the
conclusions drawn by Weiss and Kilts (1998). They argue that
the modelling of symptoms, as opposed to theory-driven analysis,
must remain the primary goal of animal modelling. Moreover, they
suggest that theoretical validity represents a secondary, and possibly
even unnecessary, component. The example discussed above, as
well as the various animal assay models used traditionally in the
field of schizophrenia (such as the catalepsy test or the conditioned
avoidance response; see Weiss and Kilts, 1998), illustrate not only
the practical limitations of such a perspective but also that the focus
on face and predictive validity in certain fields may, in fact, have
contributed to the paucity of theoretical development in those fields.
This can be illustrated particularly well in the area of depression.
While animal assay models, such as the behavioural despair test or
the tail suspension test, have dominated animal research in this area,
models that could potentially assist in developing contemporary
hypotheses about the neuronal mechanisms mediating depression-
associated cognitive processes have remained sparse (Healy, 1998).

A PARADIGMATIC ANALYSIS OF ANIMAL MODELS
OF SCHIZOPHRENIA

The present knowledge concerning the aetiology, neurobiology and
cognitive dysfunction of schizophrenia suggests that an optimally
valid animal model of schizophrenia may incorporate the following
perspectives and criteria (discussed below), all but the last of which
relate to construct validity. This discussion is designed not to
review comprehensively the evidence in support for the various
components of the model, but to describe paradigmatically the
construction of an animal model of schizophrenia and to exemplify
further the relative unimportance of face validity compared with
construct validity.

Developmental Dysmorphogenesis

Neuroanatomical and neuropsychological evidence has strongly
supported the general hypothesis that abnormal brain development
mediates the development of schizophrenia. Although the exact
nature of such developmental dysmorphogenesis remains unclear,
evidence suggests defective migration of neurons and result-
ing cytoarchitectural irregularities (e.g. Jones, 1997; Rajkowska
et al., 1998), abnormal interneuronal circuitry (Woo et al., 1998),
and cortical proapoptotic processes (Jarskog et al., 2000). These
abnormalities are generally thought to mediate the childhood neu-
ropsychological precursor symptoms of schizophrenia (e.g. Cannon
and Mednick, 1993; Dworkin et al., 1993), and later to yield the
mesolimbic dopaminergic hyperactivity hypothesized to be related
directly to positive symptomatology (Laruelle, 2000; Lieberman
et al., 1997; Grace, 2000).

Although the importance of modelling the developmental compo-
nent of schizophrenia has been widely appreciated (Weinberger and
Lipska, 1995; Lipska and Weinberger, 2000), the range of manipula-
tions and the relatively undeveloped underlying rationales reflect the
absence of clear and prevailing hypotheses about the nature of the
developmental dysmorphogenesis. As discussed extensively in Lip-
ska and Weinberger (2000), such models investigated the effects of
gestational malnutrition, prenatal exposure to influenza virus, Borna
disease virus or lymphocytic choriomeningitis virus, prenatal expo-
sure to X-ray irradiation or several toxins, including the antimitotic
agent methylazoxymethanol (MAM), post-natal exposure to stress,
and the effects of neonatal lesions. Although these manipulations
generally disrupt the integrity of neuronal systems to a more global
and profound extent than indicated by current neuropathological
evidence from the brains of schizophrenic patients, and thus do not
show good face validity in this respect, several of these manip-
ulations are capable of producing secondary effects that are key
to the disorder, including increased behavioural and neurochem-
ical responsivity to the effects of psychostimulants (see below).
Furthermore, some of the behavioural and neurochemical effects
of these manipulations are attenuated by antipsychotic treatment.
Thus, although the immediate neuronal effects of X-ray exposure or
neonatal lesions may not show good face validity in terms of reflect-
ing the dysmorphogenesis observed in the brains of schizophrenia,
these manipulations may result in behavioural and neurochemical
consequences that model important aspects of the disorder that are
sensitive to antipsychotic treatment. Thus, the construct validity of
such manipulations may be of sufficient quality to warrant further
research using such models, despite their limited face validity.

The Role of Stress

The acute manifestation of the behavioural and cognitive corre-
lates of the developmental dysmorphogenesis in schizophrenia often
interacts with, or is even triggered by, stress (e.g. Norman and
Malla, 1993). Based on the activation of dopaminergic systems
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by stressors (e.g. King et al., 1997; George et al., 2000), stress
has been speculated to tax developing prefrontal circuits, thereby
revealing deficient prefrontal organization in patients, and thus trig-
gering first episodes of schizophrenic symptoms and, subsequently,
relapse (e.g. Weinberger, 1987).

Changes in the reactivity of the behavioural and neurochemical
effects of stressors were demonstrated in various models, including
neonatal hippocampal and prefrontal lesions. However, it is less
clear whether the demonstration of stress-induced increases in
nucleus accumbens (NAC) dopamine release in adult animals with
neonatal hippocampal lesions depends on the time of the lesion,
because the effects of stress in neonatally lesioned animals were
rarely compared with those in animals with lesions produced
in adulthood (Lillrank et al., 1999; Brake et al., 2000; but see
Wood et al., 1997). Furthermore, neonatal hippocampal lesions
attenuate the reactivity of NAC dopamine to stress (Brake et al.,
1999; Lillrank et al., 1999), while prefrontal lesions increase the
effects of stress on NAC dopamine (Brake et al., 2000). Based
on the substantiated hypothesis about hyperdopaminergic functions
in schizophrenia (see below), the effects of neonatal hippocampal
lesions therefore may violate a main component of the construct
validity of this model. Alternatively, a more precise determination
of the developmental window during which such lesions need
to be produced in order to result in increased behavioural and
dopaminergic reactivity in adulthood (Wood et al., 1997) may
resolve this problem. Such a model, together with evidence from
studies on the effects of prefrontal lesions, would support the
suggestion that early loss of telencephalic input to the mesolimbic
dopaminergic system in general yields increased behavioural and
dopaminergic responses to stress and psychostimulants (Saunders
et al., 1998; Coutureau et al., 2000).

The Role of Puberty

It is not clear whether puberty merely serves as a marker of the
degree of general brain development required to permit the devel-
opment of schizophrenic symptoms in interaction with the effects
of stressors, or whether neuroendocrinological events associated
with puberty interact directly and necessarily with the neuronal
maturation of defective circuits in schizophrenia (e.g. Clark and
Goldman-Rakic, 1989; Frazier et al., 1997). In animals with neona-
tal hippocampal lesions or prefrontal lesions, sensorimotor gat-
ing and other behavioural deficits, and increased behavioural and
dopaminergic reactivity to the effects of amphetamine, were demon-
strated specifically at postpubescent time points (e.g. Lipska et al.,
1995; Wood et al., 1997; LePen et al., 2000; Flores et al., 1996; but
see Chambers et al., 1996). At the very least, these findings relate to
the typical time of onset of symptoms in patients and thus add face
validity to these models. Puberty-associated cognitive maturation
enables the perception and experience of stress, and thus puberty
may minimally mark a developmental stage necessary for trigger-
ing first episodes. Alternatively, the puberty-defining increases in
gonadal hormones and the associated increases in tropic hormones
and their regulating hypothalamic factors may interact necessar-
ily with the maturation of defective circuits to form the basis for
the emergence of schizophrenic symptoms. Substantiation of these
hypotheses would add important construct validity to animal models
of schizophrenia and, at the same time, would significantly extend
current theories of schizophrenia.

Increases in Mesolimbic Dopaminergic Activity

After decades of conflicting scenarios concerning the status of stri-
atal dopaminergic transmission in schizophrenia, the demonstration
of enhanced amphetamine-induced decreases in striatal dopamine
D2 receptor binding in schizophrenic patients (Laruelle et al., 1999;

Breier et al., 1997) has strongly supported the hypothesis that a
hyperdopaminergic dysregulation represents a neuronal marker of
schizophrenia (see also Grace, 1991; Moore et al., 1999b). Admin-
istration of amphetamine to schizophrenics presumably resulted
in a greater release of striatal dopamine than in normal subjects,
therefore displacing the labelled dopamine receptor ligand from
striatal binding sites to a greater degree in schizophrenics than
in control subjects. Moreover, the psychostimulant-induced dis-
placement in labelled D2 receptor binding was correlated specif-
ically with the presence of positive symptoms and, importantly, its
demonstration did not depend on prior treatment with antipsychotic
drugs. These data also support the hypothesis that the dopaminergic
system in schizophrenic patients is sensitized (Laruelle and Abi-
Dargham, 1999; Lieberman et al., 1997; Laruelle, 2000; Strakowski
et al., 1997).

Although the neuropharmacological interpretation of the
increased releasability of dopamine in schizophrenic patients is
complex (e.g. Seeman and Kapur, 2000), this finding represents
a neuronal hallmark of the disease that, if present in an animal
model, contributes significantly to its construct validity. (Given
the strong evidence in support of hyperdopaminergic activity in
patients, increased releasability of dopamine in animal models may
increasingly also be considered as supporting face validity.) In
fact in the absence of precise hypotheses about the developmental
dysmorphogenesis in schizophrenia (see above), any developmental
manipulation yielding increased releasability of dopamine may
therefore be of interest to explore further the mechanisms mediating
the abnormal regulation of mesolimbic dopaminergic transmission.

The evidence in support of an increased releasability of dopamine
in schizophrenia has enhanced further the construct validity of
animal models based on psychostimulant-induced sensitization
of mesolimbic dopaminergic transmission (Robinson and Becker,
1986; Segal and Kuczenski, 1997; Castner et al., 1999). Like-
wise, the effects of the N-methyl-p-aspartate (NMDA) receptor
antagonists phencyclidine (PCP) and ketamine have been attributed
in part to dysregulation of the mesolimbic dopaminergic system
(Jentsch and Roth, 1999; Kegeles et al., 2000). Recent studies have
focused on the consequences of repeated psychostimulant adminis-
tration in forebrain circuits efferent to the mesolimbic regions. For
example, repeated amphetamine administration was demonstrated
to sensitize robustly cortical acetylcholine release (Nelson et al.,
2000). Abnormally high increases in cortical acetylcholine release
have been hypothesized to represent an integral component of the
abnormal regulation of limbic-telencephalic circuits, and to medi-
ate the impairments in information processing that contribute to, or
even determine, the development of positive symptoms (Sarter and
Bruno, 1999; see below).

Impairments in Information Processing

Since the original descriptions by Kraepelin and Bleuler, impair-
ments in cognitive functions, specifically in the ability to discrim-
inate between relevant stimuli and associations and those that are
irrelevant for the task or cognitive process at hand, have been
hypothesized to contribute to, or at least be associated with, the core
symptoms of schizophrenia. In the 1960s, the mostly descriptive
analyses (Venables, 1964; McGhie and Chapman, 1961; Shakow,
1962) stressed the patient’s inability to filter irrelevant sensory stim-
uli and associations from processing, and the resulting exhaustion
of attentional resources for the processing of relevant inputs (e.g.
patient 15 in McGhie and Chapman: ‘... if something else is going
on somewhere, even just a noise, it interrupts my thoughts and they
get lost ...”; p. 51). More contemporary, cognitive psychology-
inspired theories focus on the patient’s inability to employ top-
down processes to select significant cognitive cues and stimuli as
well as rejecting distracting inputs (Braff, 1993; Andreasen et al.,
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1998; Javitt et al., 2000). Gray’s (1998) theory hypothesizes expli-
citly that the long-term, escalating consequences of such attentional
impairments impede the subject’s ability to use and update past
experiences to interpret and respond properly to current informa-
tion processing and thus contribute to the development of positive
symptoms, particularly delusions.

The precise cognitive features of the attentional impairments
in schizophrenia, and their relationships to the main symptom
clusters, are complex and poorly understood. However, the results
from numerous studies support the notion that attentional capacities
are reduced in schizophrenics and exhausted by the processing
of task-irrelevant information (e.g. Grillon er al., 1990; Bentall
and Slade, 1985; Salo et al., 1996; see also Light and Braff,
2000 and Mar et al., 1996). Moreover, several studies suggested
that such attentional impairments are related intrinsically to the
neurobiological bases and the positive symptoms of this disorder
(e.g. Sperber et al., 1994).

Clinical research that focused on the descriptive classification
of symptoms using standard scales (e.g. scales for the assessment
of negative/positive symptoms) and the assessment of the patient’s
attentional impairments using regular psychometric tests (e.g. con-
tinuous performance task, CPT) typically has not been designed
to test hypotheses about the role of attentional impairments in the
development of positive symptoms (Elliott and Sahakian, 1995;
Green et al., 2000). In fact, the clinical literature occasionally
classified such impairments as negative symptoms, or suggested
inconsistent relationships between attentional impairments and pos-
itive symptoms (but see Addington et al., 1991 and Brockington,
1992).

The modelling of the cognitive components of schizophrenia
clearly has not progressed well (e.g. Moore, 1999) for several
reasons. First, the focus on nosology and face validity (see
above) has impeded efforts to identify those elementary cognitive
dysfunctions that mediate the development of the disorder’s cardinal
symptoms. The perspective that cognitive impairments are unrelated
to positive symptoms, and the associated attempts to model
and treat such impairments separately from positive symptoms,
represents a logical extension of the nosological perspective and
the associated classification of cognitive impairments as negative
symptoms (e.g. Tandon and Greden, 1989; see also Ellenbroek and
Cools, 2000a).

Clearly, among all attempts to model the core cognitive impair-
ments of schizophrenia, the disruption of pre-pulse inhibition has
been developed and validated most extensively (for a compre-
hensive review, see Swerdlow and Geyer, 1998 and Geyer et al.,
2001). Other attempts to model such impairments have focused on
the hyperattentional performance of amphetamine-sensitized rats
in tasks designed to assess specific attentional functions (Crider
et al., 1982; Deller and Sarter, 1998). Furthermore, these impair-
ments were hypothesized to be due to increases in the reactivity of
cortical cholinergic inputs (Nelson et al., 2000; Sarter and Bruno,
2000) and associated increases in mesolimbic dopaminergic activity
(Moore et al., 1999a). As mentioned previously, despite the obvi-
ous limitations in achieving face validity when modelling positive
symptoms in animals, models are capable of reproducing the fun-
damental impairments in information processing that mediate, at
least in part, the development of schizophrenic symptoms. Relevant
attentional functions can be measured in laboratory animals, includ-
ing rodents (e.g. Muir, 1996; Bushnell, 1998; McGaughy and Sarter,
1995; Turchi and Sarter, 1997), and thus the attentional effects
of psychotogenic manipulations can be assessed. Although histor-
ically animal models of schizophrenia did not address cognitive
variables, the construct validity of any model remains incomplete
without reflecting the cognitive variables of schizophrenia (see also
Ellenbroek and Cools, 1990b and Ellenbroek et al., 1996).

Effects of Antipsychotic Drugs

Generally, atypical antipsychotic drugs have been assumed to atten-
uate more effectively the cognitive symptoms in schizophrenia than
conventional antipsychotic D2 receptor antagonists (e.g. Breier,
1999; Kinon and Lieberman, 1996; Remington and Kapur, 2000;
Arnt and Skarsfeldt, 1998). Although the clinical evidence in sup-
port of this assumption has remained limited (e.g. Goldberg and
Weinberger, 1994; but see Green et al., 1997 and Kern et al., 1999),
data supporting the differential efficacy of typical and atypical
antipsychotic drugs in different animal models (e.g. Morrow et al.,
1999) have substantiated the contrasting effects of the two classes
of therapeutic drugs. For example, typical antipsychotic drugs were
reported to attenuate the effects of psychostimulant sensitization,
while atypical antipsychotic treatments in fact augment some of
the effects of repeated psychostimulant administration. Conversely,
atypical antipsychotic drugs appear to be particularly potent in
reversing phencyclidine-induced behavioural and cognitive impair-
ments, while haloperidol exacerbates such impairments (Jentsch and
Roth, 1999).

Animal models may also reveal therapeutic mechanisms that
go beyond the traditional focus on typical and atypical antipsy-
chotic drugs. For example, treatment with dopamine D2 receptor
antagonists per se has been hypothesized to result in cognitive
impairments via downregulation of D1 receptors. Thus, D1 recep-
tor stimulation has been considered a complementary therapeutic
approach for the cognitive symptoms in schizophrenia (Castner
et al., 2000; Goldman-Rakic, 1999). Predictive validity represents
an obvious component of any animal model of schizophrenia,
specifically in light of the necessarily overwhelming focus on mod-
els with construct validity (Geyer and Markou, 2000). For such
models, the demonstration of beneficial effects of clinically effec-
tive drugs represents the main empirical test of their underlying
theory.

CONCLUSION

This brief discussion of the main components of an animal model
of schizophrenia illustrates the spectrum of developmental, neuro-
scientific, behavioural, cognitive and pharmacological components
that, in combination, need to be addressed to create a model of
schizophrenia. As discussed by Tallman (2000), schizophrenia does
not represent a more complex disorder than other psychiatric dis-
orders, and thus the requirements for developing an animal model
for schizophrenia are not fundamentally different from those for
models of, for example, depression or senile dementia (see also
Sarter et al., 1992b). The alternative to engaging in the construc-
tion of animal models that combine all levels of analysis, and to
demonstrating construct validity, is to revert back to animal assay
models. Animal assay models may not only generate data with very
limited validity but also deprive the researcher from achieving the
main goal of research using animal models, i.e. to test and extend
a theory about the disorder of interest.
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NORADRENALINE

Introduction

Noradrenaline (NA) together with dopamine (DA) and adrenaline
(A) are the most important mammal catecholamines. This group of
compounds is characterized by a benzene ring with two attached
hydroxyl groups (a catechol nucleus) and an opposing side chain
of ethylamine or its derivatives. Stimulation of sympathetic nerves
leads to release of a substance originally called ‘sympathin’
(Cannon and Uridil, 1921), subsequently identified as NA by von
Euler (von Euler, 1946a, b). A few years later, NA was also
identified in the brain (Holtz, 1950) and as its distribution was
not following vasculature, it was proposed that NA in fact is a
neurotransmitter in the central nervous system (CNS) (Vogt, 1954).
Its wide distribution and potential significance in normal CNS
function and pathophysiology were established in the early 1950s
(Carlsson, 1959; Montagu, 1956; Vogt, 1954). In similarity to DA
and A, and also 5-hydroxytryptamine (5-HT), there are considerable
species differences in NA distribution as well as receptor types and
their localization (Smeets and Gonziéles, 2000).

Biochemistry

L-Tyrosine, an aromatic amino acid derived from food proteins,
is the precursor for the catecholamines. Interestingly, catabolism
of phenylalanine in the liver by phenylalanine hydroxylase also
leads to synthesis of L-tyrosine. A genetic deficiency of that
enzyme results in accumulation of phenylalanine and the disorder
phenylketonuria with subsequent retardation as the major symptom.
Hydroxylation of r-tyrosine by tyrosine hydroxylase (TH) results
in L-3,4-dihydroxyphenylalanine (L.-DOPA). L-DOPA is decarboxy-
lated by aromatic r-amino acid decarboxylase to DA, the final
product in DAergic neurons. In cells that contain DA-S-hydroxylase
(DBH), DA is hydroxylated to NA. Lastly, cells that possess
phenylethanolamine N-methyltransferase (PNMT) methylate NA to
A. Only a limited neuronal cell population in hind brain contains
PNMT and consequently, in contrast to DA and NA, only very
small amounts of A are synthesized in the CNS.

The rate-limiting step in the synthesis of catecholamines is TH
since its maximal velocity is less than those of other enzymes
in the synthetic pathway. TH activity is acutely regulated in an
inhibitory fashion by a pool of catecholamines readily accessible to
the enzyme, i.e. end-product inhibition (Masserano et al., 1989),
and enhanced following electrical stimulation of neurons, as
shown in the early 1970s by Roth and collaborators (Roth et al.,
1975), or by phosphorylation mediated by cAMP-dependent protein
kinase A, Ca’* calmodulin-dependent protein kinase and protein
kinase C (Edelman et al., 1978; Masserano et al., 1989). TH is
long-term regulated by increased TH gene expression, which is

induced by a variety of stressors increasing the neuronal activity.
This trans-synaptic induction results in enhanced synthesis of TH
enzyme protein.

Catabolism and turnover of catecholamines were extensively
studied and mapped in the 1970s and 1980s and only a few,
hopefully representative, papers are cited here (Berry et al., 1994;
Butcher er al., 1990; Carlsson, 1975a, b; Costa et al., 1972;
Elchisak et al., 1977; Elsworth et al., 1983; Kopin, 1985; Mardh
et al., 1981, 1983; Sharman, 1981; Widerlov and Lewander, 1978).

Catecholamines are metabolized by two enzymes: monoamine
oxidase (MAO) and catechol- O-methyltransferase (COMT). MAO,
both the A and B types, is found throughout the body, and
in CNS MAO has been demonstrated in both neurons and the
glial cells. In the CNS, particularly in locus coeruleus (LC),
the MAO-A form predominates. Deamination by MAO leads to
3,4-dihydroxyphenylglycolaldehyde (DHPGA) and subsequently to
3,4-dihydroxyphenylglycol (DHPG) and 3-metoxy-4-hydroxyglycol
(MHPG). Another pathway is conversion of DHPGA to 3,4-
dihydromandelic acid (DHMA) and, finally, to vanilylmandelic
acid (VMA). COMT catabolizes NA to normetanephrine (NMN),
which is converted to 3-metoxy-4-hydroxyphenylglycoaldehyde
(MHPGA). MHPGA in turn is catabolized to either VMA or
3-metoxy-4-hydroxyphenylglycol (MHPG). Significant quantitative
differences exist between different species; in humans MHPG is the
principal metabolite found in the CSF, whereas in plasma and urine
VMA predominates. While MHPG concentrations in CSF represent
a reasonable measure of central NAergic activity, measurement
of only urinary VMA does not adequately reflect the peripheral
NAergic state since MHPG is also synthesized peripherally and,
moreover, MHPG can be converted to VMA.

NA Nuclei, Pathways and Receptors

The anatomy of NA (nuclei and pathways) in the CNS was
originally mapped by Dahlstrom and Fuxe (1964) and subsequently
modified by Lindvall and Bjorklund (1983). Three main cell groups
located in the pons and medulla are recognized: (1) the LC,
(2) the lateral tegmental cell system, and (3) the dorsal medullary
group. The LC is the most important NA structure, projecting both
rostrally and caudally, and innervating essentially all parts of the
telencephalon and diencephalon, e.g. all layers of the neocortex,
hippocampus, amygdala, thalamus and hypothalamus. Although the
number of cells in the LC is small (clearly less than 10000),
due to the extremely high number of axon terminal ramifications
(virtually >10000 axon; Moore and Bloom, 1979). LC exerts a
major influence on brain and behavioural responses. In contrast, the
lateral tegmental system and the dorsal medullary group provide
integration between the central and peripheral NAergic systems,
as well as control/modification of the cardiovascular, visceral and
autonomic functions. NA is colocalized with neuropeptide Y in
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some brain regions (Evenitt er al., 1984; Hokfelt et al., 1983; for
review see Aoki and Pickel, 1990).

Neurons in the LC with their wide projections to the brain are
central to NA release and actions in the CNS. Interestingly, in
parallel to the feedback controls between the frontal cortex—nucleus
accumbens—A9/A10 areas, LC is subjected to a reciprocal regula-
tion from the prefrontal cortex by glutamatergic input (Jodo et al.,
1998). However, there are also two brainstem nuclei that provide
major synaptic inputs to the LC: the nucleus paragigantocellular
(PGi) and the nucleus prepositus hypoglossi (PrH; Aston-Jones
et al., 1986). The PGi mediates, via glutamatergic and corti-
cotrophin releasing factor (CRF) inputs, the excitatory effects of
environmental stimuli and is thus crucial for vigilance, attention
and behavioural responses to external stimuli. The PrH nucleus
exerts a primary inhibitory action via GABAergic and encephalin-
ergic inputs. Other structures, such as ventral tegmental area (VTA),
raphe nuclei, hypothalamus and paraventricular nucleus (PVN), also
provide LC input and thereby modulation of behaviour via effects
on NA release in terminal areas. In addition to external stimuli, the
LC also responds to noxious stimuli (Elam et al., 1986a) and, more-
over, monitors the internal autonomic and vegetative state. Thus,
LC responds even to entirely peripheral events, such as a small
alteration in blood volume (Svensson and Thorén, 1979), as well
as to changes in blood pressure, a regulatory influence that seems
largely mediated via vagal afferents from the cardiopulmonary
region (Elam et al., 1984, 1985). In addition, the LC responds
to hypercapnia and hypoxia (Elam et al., 1981) analogously to
the peripheral sympathetic nerves, as well as to entirely visceral
stimuli, such as distension of the urinary bladder, the distal colon
or even the stomach (Elam et al., 1986b; for extensive review
see Svensson, 1987). Generally, the activity of the LC neurons
is strongly positively correlated to the waking—sleep cycle, being
essentially quiescent during REM sleep. LC cell firing is stimulated
by sensory stimuli and is decreased during maintenance/automatic
behaviours (Aston-Jones and Bloom, 1981; Foote and Aston-Jones,
1995; Valentino and Aston-Jones, 1995). LC lesion experiments,
recordings of neuronal firing, and stimulation and inhibition, respec-
tively, of @y and «; receptors have demonstrated the significant role
LC plays in the function of, for example, cortex, thalamus, hypotha-
lamus, PVN, hippocampus and amygdala, and the corresponding
behavioural manifestations such as attention, vigilance, arousal, fear
stimulus discrimination, eating behaviour and learning (Aston-Jones
et al., 1994; Ressler and Nemeroff, 2000; Wellman, 2000).

The NA and A receptors (adrenergic receptors) all belong to the
G-protein-coupled receptor superfamily. The original classification
of Ahlquist (Ahlquist, 1948) — based on the response of sympathet-
ically innervated peripheral organs to sympathomimetics and their
antagonists—into « and B receptors is still valid. Subsequently,
pharmacological studies and the development of molecular biology
have enabled receptor cloning and subdivision into o, ;g and
a1p; C2a, QoB, Oac and app; and By, B and B3 (Bylund et al., 1994;
Hieble et al., 1995). In this context it is important to keep in mind
that adrenergic receptors are found not only pre- and postsynap-
tically on neurons but also on glial cells, which respond to NA
and other agonists and are coupled to the same second messenger
systems (Salm and McCarthy, 1992; Stone and Ariano, 1989).

a; adrenoceptors are characterized by a high sensitivity to the
agonists phenylephrine and metoxamine and to the antagonists
phenoxybenzamine, prazosin, and 5-methylurapidil and WB-4101.
Both a5 and «p are postsynaptic and are found throughout the
rat CNS although their relative density is different in different
brain regions (Morrow and Creese, 1986; Ruffolo er al, 1991,
1993, 1994). «; receptors are excitatory. By inhibiting the non-
voltage-dependent K* current they cause a slow depolarization and
thereby increase cell excitability (McCormick, 1991; Nicoll et al.,
1990). As regards intracellular effects of «; receptor stimulation,
G-protein-mediated stimulation of phospholipase C (PLC) leads to

phosphoinositolphosphate (PIP,) breakdown to inositol triphosphate
(IP3) and diacylgycerol (DAG). IP; stimulates release of Ca>* from
endoplasmic reticulum, while DAG both increases phosphokinase C
(PKC) activity and when phosphorylated to phosphatidic acid (PA)
acts as Ca?* ionophore. In this context, it should be pointed out that
the relationship between the described electrophysiological effects
and the effects on Ca>* and PKC have not been fully elucidated.

o, adrenoceptors are characterized by activation by «-methyl-
NA and clonidine and blockage by yohimbine, idazoxan and
rauwolfscine (Bylund er al., 1994; Ruffolo eral., 1993, 1994).
According to the original suggestion of Langer, this receptor is
presynaptic (Langer, 1974). The o, and ayc receptors are widely
but unevenly, with regard to brain regions and to each other,
distributed in the brain. High a4 and o,c receptor densities are
found in the LC, amygdala and hippocampus, and all LC neurons
contain o, receptor subtype. On the other hand, ap is localized
mostly in the thalamus (Nicholas et al., 1993b, 1996; Scheinin
et al., 1994; Talley et al., 1996; Wamsley et al., 1992).

In contrast to the electrophysiological properties of «; receptors,
o, receptors hyperpolarize the cell membrane as a consequence
of activating an inward-rectifying Kt current and thereby have
inhibitory effects. Thus «, receptors on NAergic nerve terminals
act as autoreceptors inhibiting NA release and the somatodendritic
o, receptors in LC inhibit the firing of LC neurons (Aghajanian
and VanderMaelen, 1982a; Andén et al., 1970; Cedarbaum and
Aghajanian, 1977; Langer and Arbilla, 1990; Langer et al., 1971;
Starke er al., 1989; Svensson ef al., 1975). Interestingly, this K*
response is the same as the one associated with DA-D, and 5-HT
receptors (McCormick, 1991). With regard to the second mes-
senger system, o, receptors are negatively coupled to adenylyl
cyclase, through action on Gi, with a subsequent decrease in cAMP
synthesis.

The B adrenoceptor subdivision into B, and B, was originally
proposed by Lands et al. (1967) based on physiological responses
of several tissues to sympathomimetic compounds. Both 8; and 8,
have been extensively investigated as prototypes for the G-protein-
coupled superfamily of receptors and cloned early on (Frielle et al.,
1987, 1988; Kobilka et al., 1987; Ostrowski et al., 1992; Shorr
et al., 1981, 1982). B3 receptor, found in the periphery, has been
cloned some years later (Emorine et al., 1989). Isoproterenol and
salbutamol are classical 8 receptor agonists, while propranolol and
pindolol are non-selective antagonists. Selective antagonists for g,
and B, are atenolol and ICI-118, 551, respectively (Hieble and Ruf-
folo, 1991).

Radioligand binding studies as well as mRNA studies demon-
strate that both B receptors are widely distributed in the brain.
Although in many areas the distribution is about even, B, pre-
dominates in the cerebral cortex, the dentate gyrus, and CAl and
medial dorsal hypothalamic nuclei, while g, is more abundant in
the cerebellum and reticular, paraventricular and central thalamic
nuclei (Nicholas et al., 1993a, 1996; Palacios and Kuhar, 1983;
Rainbow et al., 1984). Electrophysiologically, f receptors stimu-
late Ca®* currents, augment the hyperpolarization—activated cation
current and enhance the rate of cell firing under conditions of high
excitation (McCormick, 1991; Nicoll et al., 1990). The extensively
studied effect of B receptors on the second messenger system is
stimulation of adenylyl cyclase via Gs followed by an increase in
cAMP (Kobilka, 1992).

Interestingly, the relationship between the electrophysiological
and second messenger effects is better understood than that
for oy and o, receptors, since stimulating adenylyl cyclase
(for example with forskolin) or using «-bromo-cAMP (a cAMP
analogue, not susceptible to breakdown as cAMP) elicits the same
electrophysiological responses.

B receptors have been used as a paradigm to study two
phenomena: receptor desensitization and receptor downregula-
tion/upregulation. Following exposure to B agonists, S receptors
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show a decrease in responsivity within minutes or even seconds.
This is caused by the uncoupling of the receptor from Gs and
adenylyl cyclase (Kobilka, 1992). The uncoupling is a conse-
quence of phosphorylation of the receptor by PKA and § adrenergic
receptor kinase (BARK). Longer (hours) agonist exposure results
in loss of receptor binding sites; that is, receptor downregula-
tion. This phenomenon is due to diminished receptor mRNA and
increased degradation of receptor protein (Collins, 1993; Collins
et al., 1991). Receptor upregulation is opposite to downregulation.
In parallel to many other systems, receptor upregulation is a seque-
lae of decreased agonist availability. Thus 6-OHDA lesion of the
catecholaminergic nerve terminals results in increased 8; and B,
receptor binding.

Transmitter Release and Physiology of NA Neurons

In the CNS, NA is concentrated and stored in synaptic vesicles
by a vesicular transporter. The same transporter protein is found
in DAergic, NAergic and 5-HTergic neurons, indicating that these
three monoamines are concentrated by the same mechanism. Of
historical interest was the finding in the early 1950s that reserpine
(derived from the plant Rauwolfia serpentina, and used for centuries
in India, and in the 1950s in the USA as an antipsychotic) inhibits
catecholamine and 5-HT neuronal vesicle transporters. This leads to
inhibition of monoamine accumulation with subsequent depletion
and profound behavioural depression. A classical early study in
the field was conducted by Carlsson and co-workers (Carlsson
et al., 1957).

In similarity to other neurotransmitters synaptically released, NA
is released by depolarization of the nerve terminals. Depolariza-
tion of nerve terminal membrane opens the Ca’* channels with
Ca* entry and fusion and discharge of the vesicle, a process called
vesicular exocytosis. This phenomenon has been extensively stud-
ied for several decades (Thureson-Klein, 1983; Trifaro et al., 1992).
Release of NA is regulated by presynaptic o, autoreceptors mostly
of the a,s subtype. This was first demonstrated in the periphery
by showing that nerve stimulation-induced NA release is enhanced
by «, receptor antagonists and inhibited by «, receptor agonists
(Langer and Arbilla, 1990; Langer et al., 1971; Starke, 1971; Starke
et al., 1989). The inhibition is probably achieved by a decrease in
depolarization-evoked entry of Ca’* into the nerve terminal and
also hyperpolarization of nerve terminal by increasing K+ conduc-
tance (Aghajanian et al., 1977; Starke et al., 1989). Release can
also be modulated by somatodendritic o, autoreceptors found in
the LC neurons (Svensson et al., 1975). By increasing K* con-
ductance, the neuronal cells are hyperpolarized and the firing rate
decreased (Aghajanian et al., 1977; Cedarbaum and Aghajanian,
1977). Although the validity of findings of release autoregulation by
presynaptic o, receptors is generally accepted, a different hypothe-
sis, namely that agonist inhibitory effects and antagonist enhancing
effects occur at two different sites, has also been proposed (Kalsner,
2001). Most of the NA release in the CNS is secondary to neuronal
activation of LC.

NA Reuptake

In similarity to 5-HT, NA released into the synaptic cleft is
either metabolized or transported back into the neurons by a high-
affinity transporter. The transporter is a presynaptically located
glycoprotein, and this intraneuronal high-affinity uptake is called
uptake 1. NA can also be taken up extraneuronally, by a different
mechanism which has lower affinity for and is less selective for
NA. This uptake has been termed uptake 2 (Amara and Kuhar,
1993; Brownstein and Hofmann, 1994). Both uptake 1 and uptake
2 accumulate NA against a substantial concentration gradient and

require a source of metabolic energy. This energy is provided
by the transmembrane Na' electrochemical gradient achieved by
the Nat—K* ATPase. Many therapeutic drugs and substances of
abuse inhibit the uptake of NA. Tricyclic antidepressants have been
developed expressly for therapeutic use and inhibit both the NA and
5-HT transporters but in the therapeutic concentrations used have
no effect on DA. On the other hand, drugs of abuse such as cocaine,
amphetamine and methylphenidate are effective inhibitors of both
NA and DA uptake (and to a certain extent also of 5-HT, e.g.
cocaine). Reuptake of NA and 5-HT, as one of the mechanisms
of action of antidepressants, is dealt with in other chapters of
this book.

Functional Role and Clinical Significance
of Brain NA Neurons

Although an extensive review of this topic is far beyond the scope
of this chapter, the function of the largest central NA system, which
originates in the LC and has been extensively studied for several
decades, will be briefly discussed. Early studies in awake animals,
in particular the monkey, revealed LC activity to be correlated with
vigilance, showing phasic activation responses to environmental
sensory stimuli, particularly if associated with novelty or fear,
but showing low activity in association with behaviours such as
grooming, sweet water consumption or sleep (Foote et al., 1983).
Thus a role in attentional functioning was confirmed and, in
principle, the system may serve as a significance enhancer with
respect to salient environmental stimuli. As mentioned above, this
function also appears to apply to the internal milieu, and a general
role in the so-called defence reaction appears very likely (Svensson,
1987). Subsequent studies over the past two decades have largely
confirmed and extended such a biological role of the largest brain
NA system (Aston-Jones et al., 1999) and accordingly it is not
surprising that brain NA neurons have been found to be involved
in the mode of action of both many antidepressant drugs as well as
a number of antipsychotics, and drugs affecting wakefulness and
attention, such as nicotine (Mitchell, 1993; Svensson and Engberg,
1980). Blockage of central a, receptors may be involved in both
antidepressant (Linnér et al., 1999; Svensson, 2000a; Svensson and
Usdin 1978) and antipsychotic drug effects (Hertel et al., 1999),
although the specific roles of the different receptor subtypes in
this regard remain to be clarified. It could be added that blockage
of brain «; adrenoreceptors seems to contribute to the therapeutic
effect of a number of antipsychotics (Andersson et al., 1994; Mathé
et al., 1996; Svensson et al., 1999; Wadenberg et al., 2000). Thus
brain NA neurons represent a highly important target for major
groups of psychoactive drugs.

DOPAMINE

Introduction

DA was discovered as an independent neurotransmitter in the
brain during the late 1950s (Carlsson, 1959; Carlsson et al., 1957,
1958). Since that time DA has emerged as one of the most
important neurotransmitters in brain from a behavioural as well
as psychopharmacological perspective, with an established role not
only in the pathophysiology and treatment of Parkinson’s disease,
but also in schizophrenia and the mode of action of antipsychotic
drugs, as well as in drug dependence. Indeed, during the past
five years alone, more than 16000 papers on DA have been
published. The present review will therefore only briefly outline
its biochemistry, anatomy and physiology, with some emphasis on
the more recent developments in the field.
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Biochemistry

The major processes of synthesis, storage and metabolism of this
neurotransmitter have been known for decades. DA is synthesized
from the amino acid tyrosine in a two-step enzymatic process. First,
tyrosine is converted to L-dihydroxyphenylalanine (L-DOPA) by the
enzyme tyrosine hydroxylase, which is the rate-limiting enzyme
in DA synthesis. Subsequently, L.-DOPA is rapidly converted to
DA by aromatic L-amino acid decarboxylase. In noradrenergic
neurons, DA is further converted by DA B-hydroxylase to NA.
DA is stored in vesicles and physiologically released by a calcium-
dependent process initiated by nerve impulse activity. Released
DA is approximately 80% effectively and rapidly transported back
into the nerve terminal by a DA-specific transporter. Extravesicular
DA is intracellularly metabolized by the enzyme monoamine
oxidase (MAO) to dihydroxyphenylacetic acid (DOPAC). Released,
extracellular DA is sequentially degraded by the actions of catechol-
O-methyltransferase (COMT) and MAO to 3-methoxytyramine
(3-MT) and homovanillic acid (HVA). In the rat brain DOPAC is
the major DA metabolite. Nevertheless, both DOPAC and HVA,
in both sulphate-conjugated and free forms, are found in high
concentrations along with small amounts of 3-MT in rat brain. In
the human brain, free HVA appears instead as the main metabolite,
with only small amounts of DOPAC (Cooper et al., 1996).

DA Nuclei, Pathways and Receptors

The large mesotelencephalic DA systems originate in the midbrain
tegmentum, and the distribution of DA cell bodies in this region
is restricted largely to two nuclei in the rat, the substantia nigra
zona compacta (SN-ZC or A9) and the ventral tegmental area
of Tsai (VTA or A1l0), as revealed by Dahlstrom and Fuxe
(1964). The neurons in the SN-ZC project primarily to the caudate
nucleus and putamen, i.e. striatum, and the system was thus
called the nigrostriatal DA system (Andén et al., 1964). The
VTA exhibits somewhat more diverse projections than the SN-
ZC. Thus, the DA neurons in the VTA project to, for example,
ventral striatum (VSTR), including the nucleus accumbens (NAC),
amygdala, hippocampus and olfactory tubercle as well as several
limbic cortical sites, such as medial prefrontal, cingulate and
entorhinal cortices (Andén et al., 1966; Bjorklund and Lindvall,
1984; Ungerstedt, 1971).

In humans, the cortical DA projection is much more widespread
than in the rat, corresponding to the relatively larger size of
the frontal cortex in humans. These DA pathways are often
collectively referred to as the mesolimbocortical DA system.
However, cortically projecting DA neurons appear not to innervate
subcortical sites, and vice versa (Fallon, 1981; Swanson, 1982).
These cortical and subcortical DA projections seem, at least
partially, to arise from different anatomical subdivisions of the
VTA. The ventrally located paranigral nucleus of the VTA primarily
contributes the subcortical, mesolimbic DA projection, e.g. to the
NAC and other striatal sites. In contrast, the parabrachial pigmented
nucleus of the VTA also contains the somata of DA neurons from
which the cortical DA innervation originates (Deniau et al., 1980;
Fallon, 1981; Oades and Halliday, 1987; Phillipson, 1989; Simon
et al., 1979; Swanson, 1982). In addition, these mesocortical DA
neurons exhibit several functional differences from the mesolimbic
DA cells; mesocortical DA neurons display a more variable firing
pattern, differential coexistence with neuropeptides, as well as
altered autoreceptor and heteroreceptor regulation in comparison
with the subcortically projecting DA neurons (Grenhoff et al.,
1988a; Roth and Ellsworth, 1995). Coexistence and interaction
of DA with some neuropeptides, e.g. cholecystokinin (Hokfelt
et al., 1980; Schalling et al., 1990) and neurotensin (NT), has been
extensively investigated (Bean et al., 1990; Hertel er al., 1996;
Lambert et al., 1995; Quirion et al., 1985).

Dopamine Receptors

There are currently five known DA receptor subtypes categorized
according to structural, functional and pharmacological character-
istics, and divided into two main families (D;-like and D,-like)
based upon their sequence homology. The D;-like receptors (D,
and Ds) activate adenylyl cyclase, whereas the D,-like receptors
(Dy, D3 and Dy4) inhibit adenylyl cyclase. The D, receptor was
cloned from rat brain based on its homology with the previ-
ously cloned S adrenoceptor (Bunzow et al., 1988). The other
D,-like receptors, the D; and D, receptors, were cloned by
low-stringency hybridization using probes derived from the D,
receptor (Sokoloff ez al., 1990; van Tol et al., 1991). These recep-
tors also have been extensively studied in vivo and in vitro using
a variety of methodologies, including behavioural, physiologi-
cal, neurochemical, pharmacological and, more recently, molecular
approaches.

Both the D, and D, families are found postsynaptically, whereas
the presynaptic receptors are regarded to belong to the D, family.
There appears to be some differential distribution of DA receptor
types in various DA terminal regions in the rat. Dense D,
binding has been found in the dorsolateral striatum and moderate
binding has been detected in the neocortex (Boyson et al., 1986).
Dense Ds binding is mainly restricted to thalamic, hypothalamic
and hippocampal neurons. High D, binding is observed in, for
example, dorsolateral striatum, NAC, VTA and SN-ZC (Gehlert
and Wamsley, 1985).

Specifically, the D, receptor has been found mainly in the
striatum, in the olfactory tubercle, and in the core of the NAC
(Bouthenet er al., 1991; Jackson et al., 1994). The D, receptor is
expressed in the core of the NAC by GABAergic neurons coex-
pressing enkephalins (Le Moine and Bloch, 1995; Le Moine et al.,
1990), as well as in the septal pole of the shell of the NAC, where
it is expressed by NT-containing neurons (Diaz et al., 1994). D,
receptor mRNA is also present in the prefrontal, cingulate, tempo-
ral and entorhinal cortices, in the septal region, in the amygdala,
and in the granule cells of the hippocampal formation (Bouthenet
et al., 1991; Jackson et al., 1994). It is furthermore found in the
hypothalamus, the substantia nigra pars compacta and the VTA,
where it is expressed by dopaminergic neurons (Bouthenet et al.,
1991; Meador-Woodruff et al., 1989; Weiner et al., 1991). Immuno-
histochemical analysis with specific antibodies revealed that D,
receptors are present in medium spiny neurons of the striatum,
where they are more concentrated in spiny dendrites and spine
heads than in the somata. D, immunoreactive terminals are fre-
quently detectable, forming symmetrical, rather than asymmetrical,
synapses (Hersch et al., 1991; Levey et al., 1993). The D, recep-
tors are also present in perikarya and dendrites within the substantia
nigra pars compacta and are much more concentrated in the exter-
nal segment of the globus pallidus than in other striatal projections
(Levey et al., 1993). D, receptor immunoreactivity has also been
detected in the glomerular and internal plexiform layers of the
olfactory nerve and in the central nucleus of the amygdala (Levey
et al., 1993).

The Dj; receptor is largely expressed in forebrain and limbic areas
(Sokoloff et al., 1990). In rat brain, the D3 receptors are mainly
expressed in the islands of Calleja, where D3 receptor mRNA is
expressed in granule cells (Bouthenet et al., 1991; Levesque et al.,
1992), and in the medium-sized spiny neurons of the rostral and
ventromedial shell of the NAC. In contrast to the D, receptor,
low levels of the D3 receptor are found in the dorsal striatum.
Moreover, D; mRNA is also found in the substantia nigra pars
compacta, and in the ventral tegmental area, where, compared to
the D, receptors, it is expressed only in a minority of dopaminergic
neurons. D3 receptors are also found in Purkinje cells and, at
low expression levels, in hippocampus, in the septal area, and
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in various cortical layers of the medial—temporal lobe (Bouthenet
et al., 1991).

The Dy receptor is predominantly expressed in the frontal cortex
(O’Malley et al., 1992), a region that receives dense input from
midbrain DA neurons and is associated with cognitive and emo-
tional processes. Low levels of D4 receptor mRNA have been found
also in the basal ganglia. This receptor also appears to be highly
expressed in the amygdala, hippocampus, hypothalamus, mesen-
cephalon and retina. Experiments using immunohistochemistry and
electron microscopy have revealed that, in both the cerebral cor-
tex and hippocampus, D, receptors are present in both pyramidal
and non-pyramidal neurons that have been identified as GABAergic
(Mrzljak et al., 1996).

In short, the patterns of D; and D, receptor expression are
predominantly restricted to the mesocortical and the mesolimbic
systems. Overall, it appears that D, receptors are more prominently
expressed in areas associated with motor control, while D3 and
D, receptors are more exclusively located in areas where the
DA system is thought to serve a role in modulating emotion and
cognition. Interestingly, the D; and D4 receptors are linked to the
heteromodal association neocortex via their expression in the NAC
and prefrontal cortex (Ross and Pearlson, 1996; Schwartz et al.,
2000). The heteromodal neocortex network includes the dorsolateral
prefrontal cortex, Broca’s area, planum temporale and the inferior
parietal lobule (Ross and Pearlson, 1996). These interconnected
association areas are involved in higher integrative functions, such
as executive tasks (for example, working memory, motivation
and planning), speech and focused attention. Dysfunctions of
these brain regions have been implicated in schizophrenia. Indeed,
neuropathological abnormalities have also been described in these
brain areas of schizophrenic patients (Roberts, 1991).

Before the discovery of the various subtypes of DA receptors, it
was generally accepted that the therapeutic effects of antipsychotic
drugs could be mainly attributed to blockade of D, receptors. The
notion of a DA receptor blocking component per se in the mode
of action of antipsychotics was originally hypothesized by Carlsson
and Lindquist (1963), and among the many subsequent studies an
apparent tight correlation between the clinical potency of various
antipsychotics and their affinity for DA-D, receptors was observed
(Creese et al., 1976; Seeman et al., 1976). Although this correlation
subsequently has been seriously questioned, the fact remains that
no drug has yet been identified as an effective antipsychotic agent
without any significant affinity for DA-D, receptors. For classic
antipsychotic drugs (e.g. haloperidol) it has been demonstrated that
antipsychotic treatment leads to striatal D, occupancies between
60% and 80%, and that occupancies above 80% in most cases
are associated with extrapyramidal side effects. On the contrary,
the atypical antipsychotic drug clozapine has showed considerably
lower D, occupancy, i.e. in the range of 20-60% (Farde et al.,
1992; Goyer et al., 1996). However, clozapine displays a unique
clinical profile and possesses relatively high affinity for many
different neurotransmitter receptors, including other DA receptors,
several subtypes of 5-HT receptors, o adrenergic receptors, etc.,
and it has accordingly been proposed that also blockade of non-D,
receptors must contribute to its therapeutic effect in schizophrenia
(Svensson, 2000b). Since it had been suggested that D3 and Dy
receptors may be of particular significance in schizophrenia and
in the mode of actions of antipsychotic drugs (Reynolds, 1996;
Seeman et al., 1997), several selective D; and D4 antagonists
have subsequently been developed. Compared to typical and
atypical antipsychotics, selective D3 or D4 receptor antagonists
have, however, generally been found rather inactive in animal
behavioural tests predictive of antipsychotic or extrapyramidal
activity, although at present it is too early to draw any firm
conclusions in this regard.

Physiology of DA Neurons and Transmitter Release

DA neurons in the SN-ZC and VTA show spontaneous spike
firing which is driven by an endogenous pacemaker conductance
(Grace and Bunney, 1983, 1984; Grace and Onn, 1989) and is
modulated by afferent inputs. Generally, the discharge of the cells
is an important determinant of the DA release process (Keefe et al.,
1992; Mathé et al., 1999). The firing pattern of the DA neurons
is characterized by two differential modes of firing; single-spike
firing and burst firing (Grace and Bunney, 1983, 1984; Wang,
1981). Single-spike firing is a relatively regular, low-frequency
firing pattern, i.e. 1-10Hz. In contrast, burst firing is typically
recognized as the transient high-frequency discharge of multiple
action potentials. The burst firing mode has been shown to elicit
much more efficient release of DA in terminal areas than a regular
firing pattern of the same average rate, and burst firing also
causes significant activation of postsynaptic neurons as indicated
by induction of c-fos and NG1-A (Bean and Roth, 1991; Chergui
et al., 1996, 1967; Gonon, 1988; Suaud-Chagny et al., 1992).
Moreover, this postsynaptic response shows both a spatial and a
temporal specificity with respect to brain region, genes activated
and cell phenotype (Chergui et al., 1997). Physiologically, the
pulse of DA produced by a burst of action potentials is rapidly
attenuated by efficient uptake of transmitter from the synaptic cleft
(Grace and Bunney, 1984). In addition, bursts seem to specifically
facilitate release of colocalized neurotransmitters, such as NT and
cholecystokinin (Bean and Roth, 1991). Such transient changes in
impulse activity normally occur in relation to basic attentional and
motivational processes in response to reward-predicting stimuli, and
apparently serve to initiate goal-oriented behaviours (Nishino et al.,
1987; Schultz, 1986, 1998; Schultz et al., 1993). In both awake
and anaesthetized mammals in vivo, DA cells typically display a
firing pattern which includes both single-spike and burst firing, with
frequent switches between these two modes of firing. In contrast, in
DA cells in a midbrain slice preparation, i.e. in cells that have been
largely deprived of active neuronal inputs, burst firing is absent and
little variability in the firing pattern is observed (Grace and Onn,
1989). Generally, the structure of the firing patterns of midbrain DA
neurons in vivo has been proposed to reflect the neuronal response
to coordinated synaptic inputs emerging from several neuronal
circuit interactions (Hoffman et al., 1995).

Regulation by Afferent Inputs

Generally, the midbrain DA neurons receive glutamatergic,
GABAergic, cholinergic, serotonergic and noradrenergic inputs.

Glutamate

Spontaneous burst activity of DA neurons in vivo appears to be
directly dependent upon activation of somatodendritic N-methyl-
p-aspartate (NMDA) receptors via afferent excitatory amino acid
(EAA) inputs, which mainly stem from the prefrontal cortex (PFC),
the subthalamic, laterodorsal (LDTg) and pedunculopontine (PPTg)
tegmental nuclei. The PFC seems to regulate a subpopulation of
DA neurons in the VTA that in turn innervate the PFC, whereas
other VTA neurons projecting to the NAC, which are innervated
from the PFC, are GABAergic (Carr and Sesack, 2000; Carr et al.,
1999; Christie et al., 1985; Sesack et al., 1989). At any rate, the
different glutamatergic afferents to the VTA seem to be importantly
involved in the overall control of DA release in terminal fields
(Charléty et al., 1991, Chergui et al., 1993, Gariano and Groves,
1988; Grenhoff et al., 1988b; Murase et al., 1993; Svensson and
Tung, 1989). In addition, the NMDA receptors are involved in the
control of the regularity of firing, another functionally important
determinant of DA neuronal discharge, which seems critical for the
capacity of a neuronal system to adapt to environmental demands
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(Grenhoff et al., 1988b; Servan-Schreiber et al., 1990). NMDA-
receptor activation mediates a slow excitatory postsynaptic potential
(EPSP) in these cells (Mercuri ef al., 1996), whereas metabotropic
glutamate agonists have been found to depress both excitatory and
inhibitory input to the DA neurons (Bonci et al., 1997). In fact, the
latter effect seems to be shared by muscarinic receptors, which also
depress both excitatory and inhibitory afferents via a presynaptic
action (Grillner et al., 1999, 2000). Some biochemical support
for differential regulation of VTA DA neuronal subpopulations
by EAAs was reported in the late 1980s. Thus, although DA
release in the PFC was found to be preferentially modulated
by NMDA receptors in the VTA, the DA release in the NAC
seemed largely controlled by AMPA and kainate receptors in
the VTA (Kalivas ef al., 1989; Mathé et al., 1998). Needless
to say, by electrical stimulation of afferents in a brain slice
preparation, synaptic potentials can be elicited in DA neurons
through activation of both AMPA/kainate and NMDA receptors
(Johnson and North, 1992b; Mereu et al., 1991). Metabotropic
glutamate receptors (mGluRs) have also been shown to mediate
both a slow excitatory as well as an inhibitory synaptic potential
(Fiorillo and Williams, 1998; Shen and Johnson, 1997). More
recently, even the presence of glutamate in the DA neurons
themselves has been reported, forming functional glutamatergic
synapses, so-called autapses (Sulzer et al., 1998).

The glutamatergic input to the VTA has considerable interest
in relation to the putative pathophysiology of schizophrenia, which
has been considered as a hypoglutamatergic state (Kim et al., 1980)
and, in particular, a reduced activation of the NMDA receptor
(Bunney et al., 1995). Several early studies showed that negative
symptoms are correlated with decreased capacity to activate the dor-
solateral prefrontal cortex, so-called hypofrontality (Ingvar, 1987;
Ingvar and Franzén, 1974; Weinberger et al., 1986), a brain region
that contributes an excitatory amino acid input to the VTA. Interest-
ingly, experimentally induced ‘hypofrontality’ — suppressed func-
tional activity of the corresponding brain region in the rat, i.e. the
medial prefrontal cortex —as produced by local cooling or direct
intracerebral application of lidocaine, was found to cause a selec-
tive abolition of the burst firing mode in VTA DA neurons, as well
as regularization of their firing pattern (see above), although basal
firing rate did not change (Murase et al., 1993; Svensson and Tung,
1989). In other words, a pacemaker-like firing was seen, similar
to the firing pattern seen in the deafferented slice preparation or
following intracerebral application of kynurenate, a non-selective
excitatory amino acid receptor antagonist (Grenhoff et al., 1988b).
If also present in humans, such a dysfunction of the VTA neu-
rons, especially those that in turn project to the PFC (see above),
might well contribute to explain the decreased capacity to pro-
cess positive or negative reinforcement signals generally associated
with impaired frontal lobe function as well as with schizophre-
nia (Svensson and Tung, 1989). Significantly, pretreatment with
5-HT,5 or 5-HTa,c receptor antagonists, which clinically have
been found to ameliorate dysthymia and negative symptoms in
schizophrenia, as well as to improve motivation and drive, was
subsequently shown to antagonize the selective reduction in burst
firing of VTA neurons in ‘hypofrontal’ animals (Svensson et al.,
1989, 1995).

GABA

The firing of VTA DA cells is also influenced by y-amino butyric
acid (GABA). The GABAergic input originates in the striatum and
in the pallidum (Bolam and Smith, 1990; Fonnum et al., 1978;
Smith and Bolam, 1990) as well as from intrinsic GABAergic
interneurons in the midbrain (Di Chiara et al., 1979; Grofova
et al., 1982; Stanford and Lacey, 1996), and mediates inhibition
of DA neuronal activity by both GABA-A and GABA-B receptors
(Johnson and North, 1992b). GABA may induce a hyperpolarization

through both GABA-A and GABA-B receptor activation and thus
reduce the average firing rate and attenuate burst firing (Erhardt
et al., 2002; Grace and Bunney, 1980; Johnson and North, 1992b).

Cholinergic, Serotonergic and Noradrenergic Inputs

The midbrain DA neurons receive a cholinergic input from the
PPTg and the adjacent LDTg (Beninato and Spencer, 1987;
Bolam er al., 1991; Clarke et al., 1987). Both muscarinic and
nicotinic receptors are present on the dopaminergic cells (Cortes
and Palacios, 1986; Schwartz, 1986; Wada et al, 1989) and
pharmacological activation of these receptors leads to excitation
of the neurons (Calabresi et al., 1989; Lacey et al., 1990). Also
the serotonergic raphe nuclei provide a serotonergic afferent input
to the DA neurons (Dray et al., 1976; Fibiger and Miller, 1977;
Hervé et al., 1987; Phillipson, 1979; Ugedo et al., 1989; van
Bockstaele et al., 1994) and a noradrenergic input has been
demonstrated as well (Grenhoff and Svensson, 1989; Grenhoff
et al., 1993; Phillipson, 1979). Thus, burst activity of VTA DA
neurons seems to be modulated by a noradrenergic input from
the LC to the VTA and, for example, administration of the «;
adrenoceptor antagonist prazosin selectively depresses burst firing
(Grenhoff and Svensson, 1993). In addition, electrical stimulation
of the LC elicits monoamine-mediated short-latency bursts in VTA
DA cells, an effect that in turn was specifically antagonized by
prazosin administration (Grenhoff et al., 1993). Stimulation of «;
adrenoceptors seems to increase the excitability of DA cells via
inhibition of KT efflux (Grenhoff et al., 1995).

Dopamine-Receptor-Mediated Regulation

The general physiological and biochemical activity of DA neurons
originating in the midbrain is profoundly regulated by DA receptors.
The original experiments by Carlsson and Lindqvist (1963), which
studied antipsychotic drug action utilizing biochemical methodol-
ogy, proposed a feedback regulation of DA neuronal activity by
postsynaptic DA receptors. This notion was subsequently confirmed
by several electrophysiological studies (Aghajanian and Bunney,
1973, 1977; Bunney and Aghajanian, 1978; Bunney et al., 1973;
Einhorn et al., 1988). Moreover, DA activity is also powerfully
controlled by so-called autoreceptors, i.e. various DA receptors
located along the DA neuron responding to its own neurotrans-
mitter by an inhibition of transmitter synthesis and release, as well
as of the firing rate. Conversely, a stimulation of DA activity is
observed following administration of DA-D, receptor antagonists
(Andén et al., 1973; Bunney et al., 1973; Kehr et al., 1972; Roth,
1973; for review see Carlson, 1977; Roth and Elsworth, 1995)
and, consequently, the autoreceptors are thought to maintain a cer-
tain degree of tonic suppression of DA neuronal activity. At the
cellular level, activation of somatodendritic autoreceptors by DA
or DA agonists, such as apomorphine, hyperpolarize DA neurons
through opening of K" channels via pertussis-toxin-sensitive G-
protein (Aghajanian and Bunney, 1973; Innis and Aghajanian, 1987,
Lacey et al., 1987). Under physiological conditions such an endoge-
nous autoreceptor activation is thought to be maintained by DA
released from dendrites of neighbouring DA neurons, rather than
by autoinhibition from the releasing neuron itself. Release of DA
is also modulated by presynaptic DA autoreceptors located on the
nerve terminals, since local or systemic administration of DA ago-
nists has been reported to decrease DA release in the striatum (Kehr
et al., 1972; Westerink and de Vries, 1989; Zetterstrom and Unger-
stedt, 1984). Generally such homeostatic regulatory mechanisms
may serve a compensatory purpose, serving to antagonize dramatic
changes in the functioning of the DA system and thus maintaining
its activity within a stable range. However, mesocortical DA neu-
rons appear largely to lack nerve impulse and synthesis-modulating
autoreceptors (Chiodo et al., 1984; Roth and Elsworth, 1995) and,
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moreover, DA terminals in the deep cortical layers do not seem
to be equipped with DA transporters (Sesack et al., 1998). Thus
the released transmitter may, especially following burst activity in
the neurons, diffuse extrasynaptically, and previous studies indi-
cate that a substantial portion of such DA may be taken up and
metabolized in noradrenergic nerve terminals in the region (Gresch
et al., 1995). Importantly, the extrasynaptic DA may allow for acti-
vation of numerous extrasynaptic D1 receptors in the prefrontal
cortex, specifically located on the pyramidal neurons (Smiley et al.,
1994), which in turn are thought to regulate the communication
between such neuronal ensembles. As a corollary, brain NA uptake
inhibitors would be expected to increase the availability of DA in
the PFC, by preventing its uptake into noradrenergic terminals, a
notion that recently has been confirmed by experimental results
(Linnér et al., 2001).

Postsynaptic Effects of DA

The postsynaptic effects of DA in its target areas have been
the subject of numerous studies for decades. These actions are
manifested both at the level of the individual postsynaptic neuron,
with a cascade of intracellular transduction mechanisms being
affected (for recent review see Greengard, 2001), and also include
presynaptic effects and modulatory effects at the network level,
which in addition may vary between different brain regions. This
review will focus on some of these postsynaptic actions that may
be of particular interest in relation to psychiatric disorders and their
pharmacological treatment.

Striatum

Within this much-studied brain region DA has mostly been found
to decrease the excitability of neurons in both the dorsal striatum
and the NAC by means of D; receptor stimulation (Calabresi
et al., 1987; O’Donnell and Grace, 1996; White and Wang, 1986),
although this notion has been challenged (Gonon, 1997). Here the
D,-mediated inhibition may act synergistically with D,-receptor-
mediated inhibition if agonists are applied at the same time. How-
ever, the D;-induced reduction in excitability can be reversed to
facilitation if a D, agonist is applied subsequently (Onn et al.,
2000). Such a temporal dissociation may have physiological sig-
nificance. Thus, during burst activation of the DA neurons, e.g.
in association with a rewarding stimulus, the ensuing large DA
release (see above) would not only activate intrasynaptic D; and
D, receptors, but also probably spill over, out of the synap-
tic cleft, to stimulate additional extrasynaptic D; receptors (Her-
sch et al., 1995; Jansson et al., 1999). However, with maintained
high activity of the DA neurons the continued D; receptor acti-
vation may serve to attenuate a subsequent D, receptor activa-
tion, which preferentially is an intrasynaptic event (Onn et al.,
2000). Such a mechanism may help to explain the rather rapid
attenuation of the response to rewarding stimuli, which is a
well-known psychological phenomenon. The cellular mechanisms
are different for the D;- and the D,-receptor-mediated responses.
Thus, whereas D; stimulation modulates sodium conductances
as well as high-voltage-activated calcium conductances involv-
ing PKA-mediated processes (Surmeier et al., 1995), D, receptor
stimulation modulates voltage-dependent potassium conductances.
The D; response subsequently involves the phosphorylation of
a DA- and cAMP-regulated phosphoprotein, DARPP-32, and this
protein is, in turn, a critical component in the whole intracellular
cascade of events that mediates D;-receptor-regulated functions,
which include, for example, modulation of glutamatergic transmis-
sion (Fienberg et al., 1998; Greengard, 2001). Needless to say,
DARPP-32 is by no means exclusively located in D; expressing
neurons, but is also found in other striatal projection areas and, for

example, in enkephalin containing striatal neurons (Langley et al.,
1997). D, receptor activation may here cause dephosphorylation of
DARPP-32 (Nishi et al., 1997). In short, DARPP-32 may generally
serve to modulate DA-mediated functions at the striatal outflow
level.

Apart from its effects at the cellular level, DA may also influence
neuronal functioning in its target areas at the network level, e.g.
by modulation of gap junction conductance and the associated
interactions between neighbouring neurons, as elegantly demon-
strated by Grace and colleagues. Here it appears that whereas
D, receptor stimulation may cause an increased intercellular cou-
pling, D, stimulation seems ineffective. Moreover, the level of
coupling per se seems to be tonically suppressed by DARPP-32
(Onn et al., 2000).

Finally, DA may modulate the postsynaptic response of stri-
atal neurons to other neurotransmitters as well as the presynaptic
regulation of transmitter release. Thus, for example, D, receptor
activation has been shown to augment NMDA-receptor-mediated
currents (Cepeda et al., 1998), i.e. to facilitate glutamatergic trans-
mission, and the D;-mediated responses have been shown to be
preferentially mediated by burst firing of the DA neurons (Cher-
gui et al., 1996, 1997; Gonon, 1997). Other studies show that
D, receptor stimulation may, at the presynaptic level, decrease
release of GABA from intrinsic neurons as well as glutamate
release from corticostriatal nerve terminals. Generally, there exists
a complex interaction and balance between dopaminergic and glu-
tamatergic neurotransmission in the striatum, where DA may sup-
press the release of glutamate, whereas glutamate seems to enhance
DA release. Overall this arrangement may contribute to main-
tain a restricted range of activity in striatal neuronal circuits,
especially over time, albeit allowing for rapid changes in DA
signalling in association with environmental cues. Recent work
shows that DA also contributes to synaptic plasticity within the
striatum. Thus, following high-frequency stimulation of corticos-
triatal, glutamatergic afferents, long-term potentiation (LTP) may
be obtained, whereas low-frequency stimulation of the same stri-
atal afferents may elicit long-term depression (LTD), and such
processes require the presence of the DA afferent input (Centonze
et al., 1999). Such phenomena are mostly thought to be related
to learning and memory and may thus, in this brain structure,
have a bearing on, for example, the learning of various motor
behaviours.

Prefrontal Cortex

The role of DA in the PFC has attracted successively increased
attention over the years and still remains somewhat controversial,
although studies in vivo clearly demonstrate an inhibitory effect
of DA on PFC neuronal firing. Results in vitro have, however,
revealed that DA and D, agonists may affect the excitability of
PFC neurons via several mechanisms, involving both sodium and
potassium conductances as well as L-type calcium conductances in
the proximal dendrites of the pyramidal neurons (Yang et al., 1999).
Generally, the DA input is thought to regulate the glutamatergic
input to these cells. The inhibitory effect of DA on pyramidal
neurons is, instead, probably related to DA-induced excitation of
GABAergic interneurons (Zhou and Hablitz, 1999). To add to
the complexity and physiological sophistication of this machinery,
studies have shown that the effects of DA on PFC neurons depend
on their membrane potential, which normally may vary. Thus D,
agonists may increase excitability only under certain conditions, i.e.
in the depolarized state (Lavin and Grace, 2001).

Mediodorsal Thalamus

Here the dopaminergic input, which originates in the midbrain, may
generally contribute to the control of thalamocortical information
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processing. Specifically, experiments in vitro indicate that DA,
acting through D, receptors, may facilitate oscillatory activity
within the mediodorsal nucleus (Lavin and Grace, 1998).

Basolateral Amygdala

This brain region also receives an innervation from the midbrain
DA neurons and here the effects of DA seem to vary between
different cell types in a complex way. In addition, DA may serve
to control afferent input to these cells from various sources in a
differential fashion.

Ventral Pallidum

This DA projection area also receives a dopaminergic innervation
from the midbrain DA neurons and, generally, this brain region
represents an interface between the limbic and extrapyramidal
systems. Therefore, DA in this region may contribute to influence
motivated behaviour.

Summary

The effects of DA in its target areas are thus very complex and
executed all along the cortico-striato-pallido-thalamocortical loop,
which is of prime interest in relation to schizophrenia and its
pharmacological treatment. In fact, several loops are interconnected
and neurons of the shell region of the NAC not only receive a
dopaminergic input from the VTA but also receive inputs from the
cerebral cortex (infralimbic, agranular, piriform and insular areas),
hippocampus and amygdala. In turn, these neurons project back to
the VTA, but also to entorhinal cortex and the PFC, after relaying
in the ventral pallidum and mediodorsal thalamus. Thus, the shell
of the NAC is involved in a series of feedback and feedforward
loops, involving the PFC as well as the VTA. Interestingly, the
PFC is included in the heteromodal association neocortex, which
in turn comprises other interconnected association areas, such as
Broca’s area and the inferior parietal cortex. These brain regions
are generally involved in highly integrative mental functions,
such as speech, learning and memory, and focused attention. The
dopaminergic input may in a physiological sense serve to control
efficiency in these heteromodal, cortico-ventrostriatal circuits, in
analogy with its purported role in motor, cortico-dorsostriatal
circuits. DA has been suggested to help maintain stability in
such circuits at baseline conditions, but may at the same time
serve to enhance or suppress signals, for example related to
learning in association with rewarding or non-rewarding stimuli.
DA activity may also contribute to direct attention to salient
environmental stimuli and cues, and facilitate effective mental and
motor strategies. In short, the complex effects of DA in its target
areas suggest that this transmitter allows a gating mechanism for
selection, acquisition and maintenance of appropriate behavioural
programmes.

Behavioural and Clinical Significance of DA Neurons

The DA neurons of the midbrain were in the 1950s found to be
implicated in motor tasks related to normal movements, but also,
as subsequent studies showed, in motivational and reward-related
behaviour as well as cognitive functions (for review see Koob et al.,
1998; Le Moal and Simon, 1991; Schultz, 1997, 1998).

The nigrostriatal DA neurons have long been known to be criti-
cally involved in the pathophysiology of Parkinson’s disease (Carls-
son, 1959; Ehringer and Hornykiewicz, 1960), and degeneration of
the DA cells in the ventrolateral part of the substantia nigra zona
compacta and to a lesser degree also in the VTA is responsible for
the typical symptoms of Parkinson’s disease, namely bradykinesia,

rigidity and tremor. The degeneration of the DA neurons leads to a
reduced DA output to neostratium (e.g. caudate-putamen), increas-
ing the activity in the indirect loop to globus pallidus interna and
substantia nigra pars reticulata of the basal ganglia, leading to an
increased inhibition of motor output from the thalamus (for review
see DeLong, 1990). As proposed by Carlsson (1959), the DA pre-
cursor L-DOPA was found to provide the first effective treatment
for the disease by Birkmayer and Hornykiewicz in 1961, and is still
the most effective treatment of Parkinson’s disease despite severe
side effects affecting up to 75% of the patients after five years of
treatment.

The mesolimbocortical DA neurons are profoundly implicated
in reward-related behaviour (Robbins and Everitt, 1999), and
many drugs of abuse, including cocaine, amphetamine, opiates,
ethanol and nicotine, are known to directly or indirectly cause
an increased release of DA in terminal areas (Di Chiara, 1995).
Moreover, specific lesions of NAC-projecting DA neurons reduce
self-administration of nicotine (Corrigall et al., 1992), cocaine and
amphetamine (Roberts ef al., 1980; Wise and Bozarth, 1987).
Rats can also learn to electrically self-stimulate the dopaminergic
neurons of the VTA (Corbett and Wise, 1980; Garris et al., 1999;
Wise and Rompre, 1989; Wolske er al., 1993). The cholinergic
input to the DA neurons has been shown to be implicated in
mediating rewarding brain stimulation of the lateral hypothalamus
(Yeomans and Baptista, 1997; Yeomans et al., 1985, 1993). In
several in vivo and in vitro studies nicotine has been shown
to excite DA neurons (Calabresi et al., 1989; Grenhoff et al.,
1986; Picciotto et al., 1998; Pidiplichko et al., 1997), whereas
opiates have been shown to inhibit the GABAergic input to these
cells, leading to a disinhibition of the DA neurons (Johnson and
North, 1992a).

Studies in the monkey (Schultz er al., 1993, 1998) have further
analysed the role of the midbrain DA neurons in reward-related
tasks and demonstrated that these neurons are, indeed, activated
by a primary reward and especially if it is unexpected. If the
reward is coupled to a conditioning signal (visual or auditory), the
increased firing of the DA neurons will switch from the moment
of appearance of the reward to the instant when the conditioning
stimulus appears, and not when the actual reward is delivered.
Moreover, if the conditioning stimulus is not followed by the
expected reward the DA cells decrease their firing. DA neurons can
thus detect deviations from the expected reward, so that a positive
signal is delivered to the brain if the reward is better than expected,
no change if the reward is just as expected, and negative if less than
expected. Thus, DA neurons seem to serve two functions: (1) to
provide a tonic, generally enabling input on postsynaptic neurons
in terminal fields, and (2) to send a phasic, global reinforcement
or teaching signal to the brain, which helps to adapt behaviour and
motor acts according to the motivational value of environmental
stimuli (for review see Redgrave et al., 1999; Schultz, 1997, 1998;
Schultz et al., 1997, 1998).

The prefrontal projection of the mesocortical DA neurons in
the VTA is considered to modulate the activity of neurons in
the PFC related to cognitive functions such as working memory,
planning and execution of behaviour, inhibitory response control
and maintenance of focused attention (Le Moal and Simon,
1991). Also reward-related stimuli increase dopaminergic activity
in this region (Taber and Fibiger, 1997). In particular, D; receptor
activation has been demonstrated to be required for the adequate
performance of working memory tasks (Sawaguchi and Goldman-
Rakic, 1994). Indeed, experimental results in both rats and monkeys
indicate that not only too little, but also too much D; receptor
activation may impair cognitive functioning, e.g. working memory
(Murphy et al., 1996).

In addition to their implication in reward-related behaviour
and cognitive functioning, a putative overactivity of the mesolim-
bocortical DA system has been considered to be involved in
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the symptomatology of schizophrenia (Carlsson, 1988). The ‘DA
hypothesis of schizophrenia’ was based on the fact that: (1) all
effective antipsychotic drugs used for treatment of schizophrenia
share antidopaminergic activity, in particular through blockade of
D, receptors, and (2) drugs which directly or indirectly facili-
tate dopaminergic neurotransmission in brain, e.g. amphetamine
or L-DOPA, can precipitate or aggravate psychosis. However, this
classical hypothesis was successively challenged by the relative
difficulties of finding unequivocal evidence for dopaminergic hyper-
activity in the brains of schizophrenic patients, by the relative lack
of effect of the typical neuroleptics on negative symptoms, and by
the fact that the atypical antipsychotic drug clozapine, despite its
lower occupancy of D, receptors, has a significantly higher efficacy
in refractory patients, as well as an advantageous effect on nega-
tive and some cognitive symptoms (Farde et al., 1988, 1992; Kane
et al., 1988, Nordstrom et al., 1995). Clozapine is not only a D,
receptor antagonist but also has affinity for Dy, D4 and o, adrener-
gic, 5-HT,a, 5-HT,c, 5-HTs, 5-HT7, muscarinic and histaminergic
receptors (for review see Roth et al., 1998), and in contrast to
classical neuroleptic drugs it increases DA efflux in the prefrontal
cortex (Moghaddam and Bunney, 1990; Nomikos et al., 1994). This
is of particular interest in view of the role of prefrontal DA in
cognitive functioning and may have a bearing on its effectiveness
against cognitive and negative symptoms (Hertel et al., 1999). Con-
sequently, the original DA hypothesis of schizophrenia, proposing
a global hyperactivity of brain dopaminergic systems, needed to be
revised. A differential dysfunctioning of the dopaminergic systems
with hyperactivity, or hyperactivity in some areas and hypofunc-
tion in others, seemed more likely (Weinberger et al., 1986). Such a
dysfunction of brain DA systems might, in turn, rather than involv-
ing any particular pathology of the DA neurons themselves, be
related to alterations in the input to these neurons (Nauta, 1976,
Svensson and Tung, 1989). Indeed, subsequent preclinical results
obtained with the so-called phencyclidine model of schizophrenia
proposed the notion of a hyperactive subcortical, striatal DA pro-
jection concomitant with an impaired prefrontal DA projection in
schizophrenia (Jentsch et al., 1997; Svensson et al., 1993, 1995).
Significantly, this experimentally derived notion has subsequently
been directly borne out by clinical studies in schizophrenic patients
(Breier et al., 1997; Egan et al., 2001; Laruelle et al., 1996). Thus,
a novel strategy in the development of improved antipsychotic drug
treatment emerged, in the sense that rather than simply to attempt
to antagonize a presumed generally overactive DA transmission in
brain, one should aim for normalization or stabilization of the above
hypo- and concomitantly hyperfunctioning different DA projections
at the same time (Svensson et al., 1995). Indeed, clozapine and
some other atypicals appear to do so (see above), and it appears
very likely that their activity at several receptors other than D,
receptors may contribute to such an effect (for review see Svensson
et al., 1999).

5-HYDROXYTRYPTAMINE

Introduction

A serum vasoconstrictor discovered over a century ago (Brodie,
1900), was isolated, characterized, and named serotonin by Rapport
and collaborators in 1948 (Rapport et al., 1948). Soon there-
after, Rapport identified serotonin as 5-hydroxytryptamine (5-HT).
Enteramine, a smooth muscle contracting substance that had been
isolated from the enterochromaffin cells in the gastrointestinal tract
(and also contained in a variety of tissues) by Ersparmer and Vialli
in the 1930s, was found to be identical with 5-HT by Ersparmer
in the early 1950s (Ersparmer, 1966; Ersparmer and Asero, 1952).
A few years later, Twarog and Page demonstrated the existence

of 5-HT in mammalian brain (rats, rabbits and dogs) (Twarog and
Page, 1953).

The widespread and uneven distribution of 5-HT in the brain led
to the proposal that it is a neurotransmitter in the CNS (Bogdansky
et al., 1956; Brodie and Shore, 1957). Subsequently, Dahlstrém and
Fuxe, using the then newly developed Falck-Hillarp’s histochemical
fluorescence methods, mapped the serotonergic cell bodies and
showed their extensive projections to all brain regions (Dahlstrom
and Fuxe, 1964; Fuxe, 1965).

Phylogenetically, 5-HT belongs to the oldest known neurotrans-
mitters and is ubiquitously found not only in vertebrates and
invertebrates, including the most primitive organisms endowed with
a nervous system, but also in plants, e.g. vegetables and fruits (Tyce,
1985; Umbriaco et al., 1990).

Biochemistry

5-HT is synthesized from the essential amino acid tryptophan
(TRP). TRP is a major building block for protein synthesis and
only a small amount of ingested TRP is used to synthesize 5-HT
in a variety of cells, but not in platelets. Tryptophan hydroxy-
lase hydroxylates TRP to 5-hydroxytryptophan (5-HTP), which is
decarboxylated to 5-HT by aromatic-L-amino acid decarboxylase
(AADC) and pyridoxal-5-phosphate (vitamin B6) as coenzyme. The
rate-limiting step in 5-HT synthesis is considered to be the availabil-
ity of 5-HTP, since AADC activity is at least an order of potency
higher than that of tryptophan hydroxylase (Kema et al., 2000). Of
the total body 5-HT, only 1-2% is found in the brain (Cooper et al.,
1995). 5-HT does not cross the blood—brain barrier (BBB) and thus
the brain is dependent on its own synthesis of the transmitter. This
process, in turn, is determined by concentrations of free plasma
TRP and transport across the BBB. TRP competes with other amino
acids —isoleucine, leucine, phenylalanine, tyrosine and valine —to
be moved across the BBB by the same large neutral amino acid
(LNAA) transporter. The fact that TRP transport is dependent on
both its concentration and those of five other amino acids con-
stitutes the physiological basis for the rapid tryptophan-depletion
(RTD) test. The test has in the past decade been used to assess the
serotonergic function in brain, in particular in depression, and the
mechanisms of action of antidepressant and prophylactic treatments
(Bell et al., 2001; Delgado et al., 1999; Moore et al., 2000; Reilly
et al., 1997). The goal of the RTD test is to decrease brain 5-HT
synthesis and release by temporarily reducing/eliminating availabil-
ity of TRP. This is achieved by administering a load of LNAA not
containing TRP to the experimental subjects. The procedure stim-
ulates liver protein synthesis, thereby using TRP and secondarily
decreasing TRP transport into the brain.

Using positron emission tomography (PET), Nishizawa and co-
workers (1997) have shown that in healthy subjects, men had
approximately 50% higher rates of 5-HT synthesis than women and
that following tryptophan depletion these differences were increased
severalfold. These results are of interest in view of the greater
prevalence of and vulnerability to depression in women. Other
human studies have shown significantly reduced CSF 5-HIAA
levels following the RTD test (Carpenter et al., 1998; Williams
et al., 1999), while animal experiments have revealed decreased
brain 5-HT and 5-HIAA as well as reduced release of 5-HT from
serotonergic raphe nucleus following dietary interventions similar
to those in humans (Bel and Artigas, 1996; Gartside et al., 1992a, b;
Moja et al., 1989). In this context, for the interpretation of the RTD
depletion test it might be relevant that TRP is also a constituent of
other CNS regulatory proteins, e.g. a variety of enzymes, receptors,
ion channels, neuropeptides, etc., and that possible alterations in
their synthesis and function have thus far not been elucidated.

The RTD test has contributed to our knowledge of the role of
5-HT in the mechanisms of action of antidepressant treatments and,
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to a limited extent, the pathophysiology of depressive disorders.
Perhaps the most interesting, albeit also speculative, conclusions
are that while a 5-HT dysfunction may play a role in eliciting
depression in patients vulnerable to alterations in 5-HT function
and that synaptic 5-HT availability is of therapeutic importance
in maintaining euthymic mood in patients treated with selective
serotonin reuptake inhibitors (SSRI) (but not with predominantly
NAergic drugs), the primary determinants of depression are likely
to involve compounds and circuits other than 5-HT, but modu-
lated by it.

The major 5-HT metabolic pathway is deamination by mono-
amine oxidase (MAO), in particular MAO-A. The intermedi-
ary MAO product, 5-hydroxyindoleacetaldehyde, is a substrate
for two enzymes: aldehydedehydrogenase, resulting in 5-hydroxy-
indoleacetic acid (5-HIAA), and alcohol dehydrogenase, lead-
ing to formation of 5-hydroxytryptophol (5-HTOL). 5-HIAA is
by far the major metabolic product of 5-HT and its measure-
ments in human CSF and brain tissue and in awake freely
moving animals also in microdialysates from specific brain regions,
have been a standard and fruitful tool to assess 5-HT release
and metabolism. Determination of 5-HTOL is a useful index
to study effects of ethanol on 5-HT. Minor metabolic routes
for 5-HT are N-acetylation by serotonin-N-acetyltransferase and
5-O-methylation by hydroxyindole-O-methyltransferase leading
to synthesis of melatonin (5-O-methyl-N-acetylserotonin). Lastly,
in parallel to other biologically active compounds, elimination
also takes place via conjugation with sulphuric and glucuronic
acids.

5-HT Nuclei, Pathways and Receptors

5-HT cells are localized in brainstem nuclei called the raphe nuclei.
The original classification of Dahlstrom and Fuxe (1964) into
nine cell clusters, Bo—B;, based on rostral to caudal topography,
has generally been superseded by categorizing the cells into the
caudal linear nucleus, the dorsal raphe nucleus (DRN), the median
raphe nucleus (MRN) and the caudal nuclei. For a more detailed
description see, for example, Jacobs and Azmitia (1992). The DRN
is the largest nucleus, containing 50% or more of the 5-HT neurons.

Afferent input into the raphe nuclei comes from several brain
regions, most notably hypothalamic areas, substantia nigra, LC,
ventral tegmental area (VTA), prefrontal cortex, amygdala, NAC,
etc., and is mediated by, for example, GABA, excitatory amino
acids, NA, substance P, NT and vasointestinal polypeptide (VIP).
Notably, the serotonergic neurons in the dorsal raphe neurons
receive an excitatory noradrenergic input mediated by postsynaptic
«; adrenoceptors, and thus inhibition of this input causes inhibition
of serotonergic cell firing (Svensson, 2000a; Svensson et al., 1975).

Efferents from the rostral nuclei, mostly the DRN and MRN,
project ascendingly to telencephalon and diencephalon. The cau-
dally located nuclei, on the other hand, project downward to the
spinal cord and the cerebellum. In contrast to the more circum-
scribed DA pathways, virtually all brain regions receive 5-HT input
(for review see Pifieyro and Blier, 1999) and these ‘all encom-
passing’ projections constitute the anatomical/functional basis for
the wide array of 5-HT roles in CNS (Heinz et al., 2001; Jacobs
and Fornal, 1995; Lanctdt et al., 2001; Shiah and Yatham, 2000;
Rajkowska, 2000).

Actions of 5-HT are mediated by a multitude of 5-HT receptors.
Although each receptor is activated by 5-HT itself, an array
of agonists and antagonists has been synthesized to act more
selectively on each subtype. A detailed description of 5-HT
receptors is beyond the scope of this chapter and only the most
salient points are taken up here. In parallel to classification of
other receptors, the amino acid sequence of the receptor protein, the
intracellular transduction mechanisms (that is, G-protein-linked or

ligand-gated ion channel) and drug-related characteristics (selective
agonists and antagonists) have been employed to identify/classify
the 5-HT receptor subtypes. The pioneering work of Peroutka
and Snyder (1979) using labelled 5-HT, LSD and spiroperidol
established the existence of multiple 5-HT receptors. Several
reviews on this subject are available (Barnes and Sharp, 1992;
Hoyer and Martin, 1996, 1997; Hoyer et al., 1994). The currently
recognized receptor families are: 5-HT;, 5-HT,, 5-HT3, 5-HTy,
5-HTs, 5-HTe and 5-HT;. 5-HT; receptors are further subdivided
into A, B, D, E and F; 5-HT, into A, B and C; and 5-HTs into
A and B. Anatomical distribution is wide and most brain regions
possess multiple receptor subtypes. Thus, in the limbic structures
such as hippocampus, septum and amygdala there are 5-HT)4,
5-HTg, 5-HT\p, 5-HT g, 5-HT g, 5-HT2a, 5-HT2p, 5-HT3, 5-HTy,
5-HTsa, 5-HTsg and 5-HTg receptors; in striatum 5-HT;g5, 5-HT)p,
5-HT,s, 5-HTp, 5-HT4 and 5-HTg receptors; in raphe nuclei
5-HTa, 5-HTg, 5-HT,c, 5-HT3, 5-HTsg, and 5-HT; receptors;
in cortex S-HTIB, S-HTlE, S-HTH:, 5‘HT2A, S-HTZB and 5-HT3
receptors; in hypothalamus 5-HT,g, 5-HT,c, and 5-HTsa receptor;
in choroid plexus 5-HT,c receptor. The abundant and widespread
localization of 5-HT receptors in the limbic system, raphe nuclei,
mesolimbic pathways and choroid plexus gives an indication of
the role 5-HT plays in regulation of affect, its own release,
modulation of DA function and cerebrospinal fluid characteristics,
respectively (Blier, 2001; Kilpatrick et al., 1996; Pifieyro and
Blier, 1999).

Transduction mechanisms involve the G-protein-coupled super-
family. Thus, all five 5-HT, receptors induce membrane hyperpolar-
ization and are negatively linked to adenylyl cyclase; 5-HTy, 5-HTs,
5-HTg and 5-HT; are positively coupled to adenylyl cyclase with
generation of cAMP; activation of the three 5-HT, subtypes induces
depolarization and these receptors transduce via activation of phos-
pholipase C and effects on phosphoinositides with generation of
two second messengers, inositol triphosphate and diacylglycerol. In
contrast, the 5-HT; receptor belongs to the ligand-gated ion chan-
nel family (analogous to, for example, glycine receptors, GABA,).
This is unique not only for the 5-HT receptors but also among
other monoamine and diamine neurotransmitter receptors (Hoyer
and Martin, 1996; Hoyer et al., 1994). Last but not least, effects of
a given transmitter are determined not only by its receptor subtypes
and their regional distribution, but also by pre- and/or postsynaptic
localization and whether they exert inhibitory or facilitatory actions.
The 5-HT,4, 5-HT 5 and 5-HTp, and also 5-HT; are both pre- and
postsynaptic, while 5-HT g and 5-HTf are postsynaptic. The three
types of 5-HT, receptor are postsynaptic (although 5-HT,¢ may also
be presynaptic). The 5-HT4, 5-HTs, 5-HT¢ and 5-HT; are postsy-
naptic. The role of 5-HT pre- and postsynaptic receptors in 5-HT
synthesis and release is reviewed in a subsequent section.

Transmitter Release and Activity of 5-HT Neurons

In neurons, 5-HT is stored in vesicles and released by exocytosis,
a process by which synaptic vesicle fuses with the cell membrane.
Exocytosis, the main mechanism for release of transmitters, is
triggered by depolarization (classically induced by K*) and involves
membrane proteins, for example synapsin I. A second release
mechanism is carrier-mediated (Levi and Raiteri, 1993); 5-HT from
the cytoplasmic pool is released by that kind of mechanism. The
carrier-mediated release is not modulated by presynaptic receptors
and is blocked by serotonin transporter (SERT) inhibitors (Levi and
Raiteri, 1993). SERT mediates the 5-HT release evoked by drugs
of abuse such as PCP, MDA and ‘ecstasy’ (MDMA) (Berger et al.,
1992; Bonanno et al., 1994).

5-HT release from the neuronal cell body is regulated by
somatodendritic 5-HT;, autoreceptors which exert feedback con-
trol on neuronal firing. In addition, release is controlled by ter-
minal 5-HTg;;p autoreceptors, in e.g. cortex and hippocampus.
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In contrast to release via 5-HT;s receptors, this release can be
modulated without changing the firing activity of 5-HT neuron
(Crespi et al., 1990). Experiments in rodents indicate that 5-HT;p
and 5-HTp receptors negatively regulate 5-HT release from MRN
(Pifieyro and Blier, 1999; Pifieyro et al., 1995, 1996). The release
in cortex and hippocampus is negatively regulated by activation of
5-HT,p terminal autoreceptors (Middlemiss and Hutson, 1990).

Heteroregulation of release in DRN and MRN occurs via GABA
and GABA agonists that exhibit inhibitory effects (Becquet et al.,
1990) while substance P and direct and indirect DA agonists
have facilitatory effects (Ferré et al., 1994; Reisine et al., 1982).
As regards heteroregulation in the terminal projection areas, o,
adrenoceptors appear to play an important regulatory role. Available
evidence indicates that hetero- and auto-a, adrenoceptors regulating
release of 5-HT and NA, respectively, have different properties
(Blier et al., 1993; Martire et al., 1989; Mongeau et al., 1993;
Raiteri et al., 1990). Acetylcholine increases 5-HT release in
forebrain by nicotinic receptor activation, while histamine inhibits
it, most likely acting via the Hj heteroreceptor (Fink et al., 1990;
Summers and Giacobini, 1995).

SSRIs are highly efficient in increasing extracellular concen-
trations of 5-HT. Thus, acute administration of a high dose (e.g.
10mgkg™") of any of the typical SSRIs, such as citalopram, ser-
traline or fluoxetine, will cause increased 5-HT levels in micro-
dialysates from serotonergic terminal areas, such as striatum, cortex
and diencephalon (Dailey et al, 1992; Fuller, 1994; Invernizzi
et al., 1994; Rutter and Auerbach, 1993). Administration of lower
doses of SSRIs (e.g. 1mgkg™") does not elevate 5-HT in micro-
dialysates from the projection areas but has a significant effect on
5-HT in the raphe nuclei. In turn, this increase in somatodendritic
extracellular 5-HT leads to activation of inhibitory 5-HT;, autore-
ceptor located on the soma and dendrites of 5-HT neurons (Bel and
Artigas, 1992, 1993; Invernizzi et al., 1994).

The immediate consequence is decreased serotonergic cell firing
and, consequently, inhibition of 5-HT release in the terminal pro-
jection areas. The long-term sequelae are 5-HT;, autoreceptor
desensitization (Arborelius et al., 1995; Svensson 1978) and a
rebound of release (Arborelius et al., 1996). Elucidation of these
mechanisms has led to animal studies and clinical augmentation
trials with 5-HT,;, antagonists (Bordet et al., 1998; Maes et al.,
1996; Zanardi et al., 1998). This topic, including the usage of
pindolol, an agonist/weak antagonist of 5-HT;4 somatodendritic
receptors (Arborelius et al., 2000; Cremers et al., 2001), is further
reviewed in subsequent sections. Interestingly, in animal exper-
iments, prolonged administration of SSRIs, such as paroxetine
(10mgkg™") or fluoxetine (5mgkg™"), was found also to dimin-
ish the effects of 5-HTg;ip receptor inhibition of electrically
induced 5-HT release (El Mansari and Blier, 1996; Pifieyro and
Blier, 1999).

In similarity to SSRIs, acute administration of MAO inhibitors
(MAOI) decreases 5-HT neuronal firing. Long-term treatment with
MAOI also produces a recovery of 5-HT cell firing and increases
the release of 5-HT. However, the mechanisms involved appear
to be different from those following SSRIs since the terminal
5-HT,p autoreceptor sensitivity appears not to be altered. A likely
explanation is desensitization of «, adrenergic heteroceptors as
proposed by Blier and co-workers (Blier and Bouchard, 1994;
Blier et al., 1986a, b). Interestingly, mianserin and mirtazapine (two
antidepressants that antagonize o, adrenoceptors) also desensitize
a, adrenergic heteroceptors on 5-HT neurons (Haddjeri et al.,
1997). Lastly, clinically used 5-HT;4 agonists, e.g. buspirone, also
require a few weeks for their antidepressive/anxiolytic effects to
develop. This delay in onset is apparently due to the recovery of
the initial inhibitory 5-HT;, autoreceptor effects with concomitant
stimulation of the postsynaptic receptors (Haddjeri et al., 1998).

The activity is both auto- and hetero-regulated. 5-HT decreases
the firing rate of 5-HT neurons (Aghajanian et al., 1972). This

effect is mediated via somatodendritic 5-HT 4 receptors, as shown
by the effects of 5-HT;n agonists; 8-OH-DPAT is perhaps the
one most extensively studied; other compounds explored in vivo
are LSD, buspirone, (S)-UH-301 and (+)-WAY100135 (Aghaja-
nian et al., 1972, 1987; Arborelius et al., 1994, 1995, 1996; Blier
and Montigny 1994; Fornal et al., 1994). «;-Adrenoceptor antag-
onists also suppress the firing activity of 5-HT neurons (Baraban
and Aghajanian, 1980; Haddjeri et al., 1996). Importantly, admin-
istration of SSRIs and MAOIs results in a rapid 5-HT increase in
extracellular concentrations at the somatodendritic level (Artigas,
1993; Sharp and Hjorth, 1990) and, as a consequence, activation
of the 5-HT 5 autoreceptors and decreased 5-HT release. However,
chronic administration of tricyclic antidepressants as well as SSRIs,
5-HTs agonists and MAOIs results in desensitization of soma-
todendritic 5-HT;, autoreceptors. In turn, this leads to a greater
5-HT activity in terminal areas compared to the initial effects of
antidepressants on 5-HT (Arborelius et al., 1995, 1996; Blier and
de Montigny, 1983, 1985; Blier et al., 1986a, b; Svensson, 1978).
Indeed, such a mechanism may well, at least partly, account for the
typical delay in onset of the drugs’ effects, as originally proposed
by Svensson (1978).

Manipulation of 5-HT neuronal firing has accordingly been
tried to shorten the time for onset of the therapeutic effects
of antidepressant drugs. Artigas and co-workers gave pindolol
to depressed patients treated with SSRIs and obtained a rapid
improvement in their clinical condition (Artigas et al., 1994).
The results were initially attributed to pindolol’s blockade of
somatodendritic 5-HT;, autoreceptors and thereby antagonism of
the feedback inhibition of 5-HT neuronal firing caused by SSRIs.
In a recent study, acute (—)pindolol reduced the firing rate of the
5-HT neurons. However, it did not abolish the inhibition of the
5-HT neuronal activity caused by citalopram but, in fact, further
decreased the firing rate. The results were interpreted as showing
that pindolol is both an agonist and a weak antagonist of the 5-HT 5
somatodendritic receptors (Arborelius et al., 2000).

Pindolol is also a partial B adrenoceptor agonist, with signif-
icantly higher affinity for the B adrenoceptor than the 5-HT;,
receptor (Hoffman and Lefkowitz, 1990; Sdnchez et al., 1996). In
view of this fact, Cremers and co-workers (Cremers et al., 2001)
hypothesized that its beneficial effects might be due to the action on
B adrenoceptor and not the 5-HT;, autoreceptor. This hypothesis
was tested in guinea-pigs. In microdialysis studies of the ventral
hippocampus, systemic administration of paroxetine augmented, as
expected, the extracellular levels of 5-HT. Pretreatment with pin-
dolol in doses resulting in brain levels >600nmol 1= were required
to augment the 5-HT increases elicited by systemic paroxetine,
while concentrations of only 3nmoll~! were needed to antago-
nize the f adrenoceptor-agonist-induced increases in brain cAMP.
Considering that approximately 100-fold higher plasma pindolol
concentrations compared to the clinical plasma levels are necessary
to enhance SSRI effects, it was hypothesized that SSRI augmen-
tation is not secondary to blockade of somatodendritic 5-HT;s
autoreceptors.

In summary, the experiments reviewed above demonstrate the
plasticity of the 5-HT receptor system and that the net result of the
autoreceptor transmission changes is an increased release of 5-HT.

5-HT Reuptake

In parallel to DA and NA, following release into the synaptic
cleft 5-HT is either metabolized or actively transported back
into the neuron by a high-affinity transporter, SERT. SERT is a
membrane polypeptide located presynaptically. Intracellular 5-HT
is subsequently carried by a vesicular transporter into secretory
vesicles, where it is stored. SERT has been solubilized, purified
and reconstituted after purification from a variety of sources, e.g. rat
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brain and platelets, human CNS and platelets (Biessen et al., 1990;
Ramamoorthy et al., 1993a). Moreover, it was found to be encoded
by a single gene on chromosome 17 and has also been cloned
(Blakely et al., 1991; Lesch et al, 1993; Ramamoorthy et al.,
1993b). SERT is expressed both in neuronal and non-neuronal cells.
Early binding studies were carried out with 3H-imipramine (Langer
et al., 1980), and subsequently with SSRIs, e.g. *H-paroxetine
and 3H-citalopram (D’Amato et al., 1987; Descarries et al., 1990;
Habert et al., 1985). Imipramine binding shows a significantly
higher density than binding of SSRIs, a phenomenon explained by
the fact that it binds to a high- and a low-affinity site. SSRIs, on the
other hand, bind only to the high-affinity site, the site that appears
to be related to uptake of 5-HT. SERT has been successfully studied
in human subjects in vivo using PET. SERT was clearly identified
in several brain regions, such as the frontal cortex, occipital cortex,
hypothalamus and brainstem (Kuikka et al., 1995). As for cellular
localization of SERT, its presence in neurons has been demonstrated
by immunocytochemistry. In contrast, in glial cells, depending on
the antibody used SERT has been found by some (Anderson et al.,
1992; Lawrence et al., 1995) but not by other research groups
(Pifieyro and Blier, 1999; Qian et al., 1995). SERT mRNA is found
in neurons of the raphe nuclei coinciding with the localization of
5-HT cell bodies (Austin et al., 1994; Fujita et al., 1993). SERT
mRNA has also been identified in the hippocampus, neostriatum
and the frontal cortex, although the levels are substantially lower
(Lesch et al., 1993).

The mechanisms of uptake have been investigated for almost
three decades, originally in platelets and following SERT cloning
in different expression systems (Blakely et al., 1991; Corey et al.,
1994; Demchyshyn et al., 1994; Ramamoorthy et al., 1993a, c;
Rudnick, 1977). 5-HT is the specific substrate for SERT. How-
ever, 5-HT derivatives as well as PCP, amphetamine and cocaine
are also substrates, although substances of abuse, e.g. cocaine, exert
most of their effects by antagonizing DA uptake. In contrast, TRP,
5-HTP, 5-HIAA, and also NA and DA (in concentrations up to
10 M) do not bind significantly (Corey et al., 1994; Barker and
Blakeley, 1995; Ramamoorthy et al., 1993a, b; Wolfel and Graefe,
1992). 5-HT is taken up as cation and the process is dependent on
the extracellular Nat and Cl~ and intracellular K™ fluxes. The Na™
gradient is the driving force for the 5-HT uptake, and Nat and
5-HT fluxes are directly coupled by SERT. Obviously, tricyclic
antidepressants and SSRIs have SERT as their primary target. The
question of the number of binding sites has been a subject of exten-
sive exploration. Binding studies of labelled 5-HT, imipramine,
paroxetine; chemical modification of SERT; and using antibodies
directed against different parts of SERT (Langer and Schoemaker
1988; Langer et al., 1980, 1987; Marcusson et al., 1992; Tarrant
and Williams, 1995) indicate that there are two separate but over-
lapping recognition sites for 5-HT, tricyclic antidepressants and
non-tricyclic antidepressants. Important in this context is the fact
that in addition to SERT, tricyclic antidepressants also bind at
the NA reuptake transporter. Consequently, the relative potency
of binding at those two sites constitutes, in part, the biological
basis for the different clinical profiles of some classical tricyclics;
for examples, chlomipramine and imipramine have more potent
effects on 5-HT, while desipramine and nortriptyline primarily
affect NA.

Behavioural and Clinical Significance

In the late 1960s Aghajanian and collaborators described the elec-
trophysiological characteristics of presumed 5-HT neurons within
the midbrain raphe nuclei in the anaesthetized rat. The cells
were found to display a rather regular and slow firing pattern
(Aghajanian ef al., 1968). Later they definitely established that
the neurons were indeed serotonergic by combining single-cell

recording with an intracellular double-labelling method (Agha-
janian and VanderMaelen 1982b), and subsequent studies in
awake animals, e.g. by Jacobs and collaborators, further docu-
mented the physiological characteristics of these neurons (see
below).

Interestingly, the serotonergic neurons in the DRN seem to be
subjected to a tonic excitatory input from noradrenergic neurons, at
least as judged by experiments in anaesthetized animals. Thus, when
the noradrenergic input is inhibited after administration of either
clonidine, which suppresses the activity of NA cells, or by blocking
o adrenoceptors, which are located on the serotonergic neurons,
the activity of midbrain 5-HT neurons is inhibited (Baraban and
Aghajanian, 1980; Svensson et al., 1975). In vitro, the majority of
serotonergic cells in the DRN are silent, probably due to interruption
of the noradrenergic input, but they can be activated by adding
NA or the «; adrenoceptor agonist phenylephrine into the medium
(Aghajanian et al., 1987).

The activity of 5-HT cells in the DRN has been found to change
in relation to the sleep—wake—arousal cycle (Jakobs and Azmitia,
1992). Thus, the activity is at its highest during active waking, but
becomes slower and more regular during quiet waking. When an
animal is entering slow-wave sleep (SWS) the 5-HT cell activity
becomes even slower and also irregular, whereas during REM
sleep the 5-HT neurons in the DRN are completely silent. These
changes in activity of 5-HT cells in the DRN have been found
to be associated with corresponding changes in the extracellular
concentration of 5-HT in the DRN (Portas and McCarley, 1994).
Thus, the concentrations of 5-HT appear to be highest during
waking, to decrease during SWS and to become even further
reduced during REM sleep. However, the light—dark cycle does
not appear to influence the activity of these neurons, at least not in
the cat. In several studies Jacobs and co-workers have studied the
activity of 5-HT cells in the DRN in behaving cats. They found
that the activity of the 5-HT neurons was not altered by a wide
range of physiological challenges, e.g. changes in body temperature,
blood pressure, environmental stimuli, such as confronting the
animal with a natural enemy, or by exposure to painful stimuli.
However, studies in cats have also shown that during some types
of repetitive motor activities, i.e. running or chewing and biting,
the activity of a subgroup of DRN 5-HT neurons is increased,
whereas during orienting behaviours the activity of some 5-HT
neurons is suppressed. It was hypothesized that a high 5-HT
neuronal activity, associated with repetitive motor behaviours,
might function to suppress sensory inputs. However, the reduced
5-HT activity, found in association with orienting behaviour, might
instead serve to facilitate sensory functions (for review see Jacobs
and Azmitia, 1992).

Pharmacological studies using electrophysiological techniques
demonstrate that serotonin in brain may indeed serve to specifically
modulate sensory responsiveness. Thus, the serotonergic input to
the noradrenergic LC has been shown to selectively suppress
glutamate-evoked responses of LC neurons, while leaving basal
activity largely unaffected (Aston-Jones et al., 1991; Chouvet
et al., 1988). In addition, SSRIs such as fluoxetine, sertraline
and citalopram were subsequently found to significantly suppress
LC hyperactivity evoked by excitatory amino acid inputs, which
mediate activation responses to various sensory stimuli (Akaoka
and Aston-Jones, 1993; Engberg 1992). This mechanism might have
clinical significance. Thus, the intense arousal associated with panic
attacks in all probability involves profound activation of brain NA
neurons in the LC and, moreover, such LC activations are most
likely driven by some of its major, excitatory afferent inputs, which
utilize excitatory amino acids as neuronal messengers. Accordingly,
a continued treatment of panic disorder with SSRIs may help to
suppress part of the most intense arousal reactions through the
NA-5-HT interaction in the LC, and such an effect may gradually
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contribute to extinguish the overall neurobiological hyperreactivity
(Svensson 1987, 2000a).

In short, a critical behavioural function of serotonin in the
brain may be to dampen the responsiveness of the individual
to sensory stimuli of salient nature. Although it is beyond the
scope of the present review to cover the full pharmacological
significance of central serotonergic systems in psychiatry, the
multitude of indications for the SSRIs, for example, demonstrate
the profound importance of serotonin in modulating behaviour,
including aggression, sexual behaviour and anxiety as well as
depression, a modulatory influence that may even include the
personality in itself. Thus, brain 5-HT remains one of the most
important transmitters in biological psychiatry.

REFERENCES

Aghajanian, G.K. and Bunney, B.S., 1973. Central dopaminergic neurons:
neurophysiological identification and responses to drugs. In: Usdin, E.
and Synder, S.H. (eds), Frontiers in Catecholamine Research, p. 643.
Pergamon Press, Oxford.

Aghajanian, G.K. and Bunney, B.S., 1977. Dopamine “autoreceptors’:
pharmacological characterization by microiontophoretic single cell
recording studies. Naunyn-Schmiedebergs Arch. Pharmacol., 297, 1-17.

Aghajanian, G.K. and VanderMaelen, C.P., 1982a. Alpha 2-adrenoceptor-
mediated hyperpolarization of locus coeruleus neurons: intracellular
studies in vivo. Science, 215, 1394—6.

Aghajanian, G.K. and VanderMaelen, C.P., 1982b. Intracellular identifica-
tion of central noradrenergic and serotonergic neurons by a new double
labeling procedure. J. Neurosci., 2, 1786-92.

Aghajanian, G.K., Foote, W.E. and Sheard, M.H., 1968. Lysergic acid
diethylamide: sensitive neuronal units in the midbrain raphe. Science,
161, 706-8.

Aghajanian, G.K., Haigler, HJ. and Bloom, F.E., 1972. Lysergic acid
diethylamide and serotonin: direct actions on serotonin-containing neu-
rons in rat brain. Life Sci., 11, 615-22.

Aghajanian, G.K., Cedarbaum, J.M. and Wang, R.Y., 1977. Evidence for
norepinephrine-mediated collateral inhibition of locus coeruleus neurons.
Brain Res., 136, 570-17.

Aghajanian, G.K., Sprouse, J.S. and Rasmussen, K., 1987. Physiology of the
midbrain serotonin system. In: Meltzer, H. (ed.), Psychopharmacology:
The Third Generation of Progress, pp. 141-9. Raven Press, New York.

Ahlquist, R.P., 1948. A study of the adrenotropic receptors. Am. J. Physiol.,
153, 586-600.

Akaoka, H. and Aston-Jones, G., 1993. Indirect serotonergic agonists
attenuate neuronal opiate withdrawal. Neuroscience, 54, 561-5.

Amara, S.G. and Kuhar, M.J., 1993. Neurotransmitter transporters: recent
progress. A. Rev. Neurosci., 16, 73-93.

Andén, N.-E., Carlsson, A., Dahlstrom, A., Fuxe, K., Hillarp, N.-A. and
Larsson, K., 1964. Demonstration and mapping-out of nigro-neostriatal
dopamine neurons. Life Sci., 3, 523.

Andén, N.-E., Dahlstrom, A., Fuxe, K., Larsson, K., Olsson, L. and Unger-
stedt, U., 1966. Ascending monoamine neurons to the telencephalon and
diencephalon. Acta Physiol. Scand., 67, 313-26.

Andén, N.-E., Corrodi, H., Fuxe, K., Hokfelt, B., Hokfelt, T., Rydin, C.
and Svensson, T.H., 1970. Evidence for a central noradrenaline receptor
stimulation by clonidine. Life Sci., 9, 513-23.

Andén, N.-E., Magnusson, T. and Stock, G., 1973. Effects of drugs influ-
encing monoamine mechanisms on the increase in brain dopamine
produced by axotomy or treatment with gammahydroxybutyric-acid.
Naunyn-Schmiedebergs Arch. Pharmacol., 278, 363-72.

Anderson, E.J., McFarland, D. and Kimelberg, HK., 1992. Serotonin
uptake by astrocytes in situ. Glia, 6, 154-8.

Andersson, J.L., Marcus, M., Nomikos, G.G. and Svensson, T.H., 1994.
Prazosin modulates the changes in firing pattern and transmitter release
induced by raclopride in the mesolimbic, but not in the nigrostriatal
dopaminergic system. Naunyn-Schmiedebergs Arch. of Pharmacol., 349,
236-43.

Aoki, C. and Pickel, V.M., 1990. Neuropeptide Y in cortex and
striatum. Ultrastructural distribution and coexistence with classical
neurotransmitters and neuropeptides. Ann. N.Y. Acad. Sci, 611,
186-205.

Arborelius, L., Hook, B.B., Hacksell, U. and Svensson, T.H., 1994. The
5-HT1A receptor antagonist (S)-UH-301 blocks the (R)-8-OH-DPAT-
induced inhibition of serotonergic dorsal raphe cell firing in the rat. J.
Neural. Transm., 96, 179-86.

Arborelius, L., Nomikos, G.G., Grillner, P., Hertel, P., H66k, B.B., Hack-
sell, U. and Svensson, T.H., 1995. 5-HT A receptor antagonists increase
the activity of serotonergic cells in the dorsal raphe nucleus in rats
treated acutely or chronically with citalopram. Naunyn-Schmiedebergs
Arch. Pharmacol., 352, 157-65.

Arborelius, L., Nomikos, G.G., Hertel, P., Salmi, P., Grillner, P., Backlund
Hook, B., Hacksell, U. and Svensson, T.H., 1996. The 5-HT1A receptor
antagonist (S)-UH-301 augments the increase in extracellular concentra-
tions of 5-HT in the frontal cortex produced by both acute and chronic
treatment with citalopram. Naunyn-Schmiedeberg’s Arch. Pharmacol.,
353, 630-40.

Arborelius, L., Linnér, L., Wallsten, C., Ahlenius, S. and Svensson, T.H.,
2000. Partial 5-HT1A receptor agonist properties of (—)pindolol in
combination with citalopram on serotonergic dorsal raphe cell firing
in vivo. Psychopharmacology, 151, 77-84.

Artigas, F., 1993. 5-HT and antidepressants: new views from microdialysis
studies. Trends Pharmacol. Sci., 14, 262.

Artigas, F., Perez, V. and Alvarez, E., 1994. Pindolol induces a rapid
improvement of depressed patients treated with serotonin reuptake
inhibitors. Arch. Gen. Psychiatr., 51, 248-51.

Aston-Jones, G. and Bloom, F.E., 1981. Activity of norepinephrine-
containing locus coeruleus neurons in behaving rats anticipates
fluctuations in the sleep-waking cycle. J. Neurosci., 1, 876—-86.

Aston-Jones, G., Ennis, M., Pieribone, V.A., Nickell, W.T. and Ship-
ley, M.T., 1986. The brain nucleus locus coeruleus: restricted afferent
control of a broad efferent network. Science, 234, 734-17.

Aston-Jones, G., Akaoka, H. and Charléty, P., 1991. Serotonin selectively
attenuates glutamate-evoked activation of noradrenergic locus coeruleus
neurons. J. Neurosci., 11, 760-9.

Aston-Jones, G., Rajkowski, J., Kubiak, P. and Alexinsky, T., 1994. Locus
coeruleus neurons in monkey are selectively activated by attended cues
in a vigilance task. J. Neurosci., 14, 4467-80.

Aston-Jones, G., Rajkowski, J. and Cohen, J., 1999. Role of locus coeruleus
in attention and behavioral flexibility. Biol. Psychiatr., 46, 1309-20.
Austin, M.C., Bradley, C.C., Mann, J.J. and Blakely, R.D., 1994. Expres-
sion of serotonin transporter messenger RNA in the human brain. J.

Neurochem., 62, 2362-17.

Baraban, J.M. and Aghajanian, G.K., 1980. Suppression of firing activity
of 5-HT neurons in the dorsal raphe by alpha-adrenoceptor antagonists.
Neuropharmacology, 19, 355-63.

Barker, E.L. and Blakely, R.D., 1995. Norepinephrine and serotonin
transporters: molecular targets of antidepressant drugs. In: Bloom, F.
and Kupfer, D. (eds), Psychopharmacology. The Fourth Generation of
Progress, pp. 321-33. Raven Press, New York.

Barnes, N.M. and Sharp, T., 1999. A review of central 5-HT receptors and
their function. Neuropharmacology, 38, 1083—1152.

Bean, A.J. and Roth, R.H., 1991. Extracellular dopamine and neurotensin
in rat prefrontal cortex in vivo: effects of median forebrain bundle
stimulation frequency, stimulation pattern and dopamine autoreceptors.
J. Neurosci., 11, 2694-702.

Bean, A.J., During, M.J. and Roth, R.H., 1990. Effects of dopamine autore-
ceptor stimulation on the release of colocalized transmitters: in vivo
release of dopamine and neurotensin from rat prefrontal cortex. Neurosci.
Lett., 108, 143-8.

Becquet, D., Faudon, M. and Héry, F., 1990. The role of serotonin release
and autoreceptors in the dorsalis raphe nucleus in the control of serotonin
release in the cat caudate nucleus. Neuroscience, 39, 639—-47.

Bel, N. and Artigas, F., 1992. Fluvoxamine preferentially increases extra-
cellular 5-hydroxytryptamine in the raphe nuclei: an in vivo microdialysis
study. Eur. J. Pharmacol., 229, 101-3.

Bel, N. and Artigas, F., 1993. Chronic treatment with fluvoxamine increases
extracellular serotonin in frontal cortex but not in raphe nuclei. Synapse,
15, 243-5.

Bel, N. and Artigas, F., 1996. Reduction of serotonergic function in rat
brain by tryptophan depletion: effects in control and fluvoxamine-treated
rats. J. Neurochem., 67, 669-76.

Bell, C., Abrams, J. and Nutt, D., 2001. Tryptophan depletion and its
implications for psychiatry. Br. J. Psychiat., 178, 399-405.

Beninato, M. and Spencer, R.F., 1987. A cholinergic projection to the rat
substantia nigra from the pedunculopontine tegmental nucleus. Brain
Res., 412(1), 169-74.



58 BASIC PRINCIPLES

Berger, U.V., Gu, X.F. and Azmitia, E.C., 1992. The substituted ampheta-
mines 3,4-methylenedioxymethamphetamine, methamphetamine, p-ch-
loroamphetamine and fenfluramine induce 5-hydroxytryptamine release
via a common mechanism blocked by fluoxetine and cocaine. Eur. J.
Pharmacol., 215, 153—60.

Berridge, C.W., Arnsten, A.F. and Foote, S.L., 1993. Noradrenergic modu-
lation of cognitive function: clinical implications of anatomical, electro-
physiological and behavioural studies in animal models. Psychol. Med.,
23, 557-64.

Berry, M.D., Juorio, A.V. and Paterson, [.A., 1994. The functional role of
monoamine oxidases A and B in the mammalian central nervous system.
Prog. Neurobiol., 42, 375-91.

Biessen, E.A.L., Horn, A.S. and Robillard, G.T., 1990. Partial purification
of the 5-hydroxytryptophan-reuptake system from human blood platelets
using a citalopram-derived affinity resin. Biochemistry, 29, 3349-54.

Birkmayer, W. and Hornykiewicz, O., 1961. Der L-3,4-dioxyphenyl-alanin
(DOPA) Effect bei der Parkinson-Akinesie. Wien. Klin. Wschr., 73,
787-8.

Bjorklund, A. and Lindvall, O., 1984. Dopamine-containing systems in the
SNS. In: Bjorklund, A. and Hokfelt, T. (eds), Handbook of Chemical
Neuroanatomy, vol. 2: Classical Transmitters in the CNS, part 1, p. 55.
Elsevier, Amsterdam.

Blakely, R.D., Berson, H.E., Fremeau, R.T. Jr, Caron, M.G., Peek, M.M.,
Prince, H.K. and Bradley, C.C., 1991. Cloning and expression of a
functional serotonin transporter from rat brain. Nature, 354, 66—70.

Blier, P., 2001. Pharmacology of rapid-onset antidepressant treatment
strategies. J. Clin. Psychiat., 62, 12—17.

Blier, P. and de Montigny, C., 1983. Electrophysiological investigations
on the effect of repeated zimelidine administration on serotonergic
neurotransmission in the rat. J. Neurosci., 3, 1270-8.

Blier, P. and de Montigny, C., 1985. Serotoninergic but not noradrenergic
neurons in rat central nervous system adapt to long-term treatment with
monoamine oxidase inhibitors. Neuroscience, 16, 949-55.

Blier, P. and de Montigny, C., 1994. Current advances and trends in the
treatment of depression. Trends Pharmacol. Sci., 15, 220-6.

Blier, P., de Montigny, C. and Azzaro, A.J., 1986a. Effect of repeated ami-
flamine administration on serotonergic and noradrenergic neurotransmis-
sion: electrophysiological studies in the rat CNS. Naunyn-Schmiedebergs
Arch. Pharmacol., 334, 253—-60.

Blier, P., de Montigny, C. and Azzaro, A.J., 1986b. Modification of sero-
tonergic and noradrenergic neurotransmissions by repeated administration
of monoamine oxidase inhibitors: electrophysiological studies in the rat
central nervous system. J. Pharmacol. Exp. Ther., 237, 987-94.

Blier, P., Mongeau, R., Weiss, M. and de Montigny, C., 1993. Modulation
of serotonin neurotransmission by presynaptic alpha-2-adrenergic recep-
tors: a target for antidepressant pharmacotherapy? In: Mendlewicz, J.,
Brunello, N., Langer, S.Z. and Racagni, G. (eds), New Pharmacological
Approaches to the Therapy of Depressive Disorders, vol. 5, pp. 74—82.
Karger, Basel.

Blier, P. and Bouchard, C., 1994. Modulation of 5-HT release in the guinea-
pig brain following long-term administration of antidepressant drugs. Br.
J. Pharmacol., 113, 485-95.

Bogdansky, D., Pletscher, A., Brodie, B. and Undenfriend, S., 1956. Iden-
tification and assay of serotonin in brain. J. Pharmacol. Exp. Ther., 117,
88-98.

Bolam, J.P. and Smith, Y., 1990. The GABA and substance P input to
dopaminergic neurones in the substantia nigra of the rat. Brain Res., 529,
57-78.

Bolam, J.P., Francis, C.M. and Henderson, Z., 1991. Cholinergic input to
dopaminergic neurons in the substantia nigra: a double immunocytochem-
ical study. Neuroscience, 41, 483—-94.

Bonanno, G., Fassio, A., Severi, P., Ruelle, A. and Raiteri, M., 1994.
Fenfluramine releases serotonin from human brain nerve endings by a
dual mechanism. J. Neurochem., 63, 1163-6.

Bonci, A., Grillner, P., Siniscalchi, A., Mercuri, N.B. and Bernardi, G.,
1997. Glutamate metabotropic receptor agonists depress excitatory and
inhibitory transmission on rat mesencephalic principal neurons. Eur. J.
Neurosci., 9, 2359-69.

Bordet, R., Thomas, P. and Dupuis, B., 1998. Effect of pindolol on onset
of action of paroxetine in the treatment of major depression: intermediate
analysis of a double-blind, placebo-controlled trial. Am. J. Psychiat., 155,
1346-51.

Bouthenet, M.L., Souil, E., Martres, M.P., Sokoloff, P., Giros, B. and
Schwartz, J.C., 1991. Localization of dopamine D3 receptor mRNA in

the rat brain using in situ hybridization histochemistry: comparison with
dopamine D2 receptor mRNA. Brain Res., 564, 203—19.

Boyson, S.J., McGonigle, P. and Molinoff, P.B., 1986. Quantitative autora-
diographic localization of D1 and D2 subtypes of dopamine receptors in
rat brain. J. Neurosci., 6, 3177—88.

Breier, A., Su, T.P., Saunders, R., Carson, R.E., Kolachana, B.S., de Bar-
tolomeis, A., Weinberger, D.R., Weisenfeld, N., Malhotra, A.K., Eck-
elman, W.C. and Pickar, D., 1997. Schizophrenia is associated with
elevated amphetamine-induced synaptic diamine concentrations: evi-
dence from a novel positron emission tomography method. Proc. Natl
Acad. Sci. USA, 94, 2569-74.

Brodie, B.B. and Shore, P.A., 1957. A concept for a role of serotonin and
norepinephrine as chemical mediators in the brain. Ann. N. Y. Acad. Sci.,
66, 631-42.

Brodie, T., 1900. The immediate action of an intravenous injection of blood-
serum. J. Physiol., 26, 48-71.

Brownstein, M.J. and Hofmann, B.J., 1994. Neurotransmitter transporters.
Recent Prog Horm. Res., 49, 27-42.

Bunney, B.G., Bunney, W.E. and Carlsson, A., 1995. Schizophrenia and
glutamate. In: Bloom, F.E. and Kupfer, D.J. (eds), Psychopharmacology:
The Fourth Generation of Progress, p. 1205. Raven Press, New York.

Bunney, B.S. and Aghajanian, G.K., 1978. D-amphetamine-induced depres-
sion of central dopamine neurons: evidence for mediation by both autore-
ceptors and a striato-nigral feedback pathway. Naunyn-Schmiedebergs
Arch. Pharmacol., 304, 255-61.

Bunney, B.S., Walters, J.R., Roth, RH. and Aghajanian, G.K., 1973.
Dopaminergic neurons: effect of antipsychotic drugs and amphetamine
on single cell activity. J. Pharmacol. Exp. Ther., 185, 560—71.

Bunzow, J.R., Van Tol, H.H., Grandy, D.K., Albert, P., Salon, J., Christie,
M., Machida, C.A., Neve, K.A. and Civelli, O., 1988. Cloning and
expression of a rat D2 dopamine receptor cDNA. Nature, 336, 783-7.

Butcher, S.P., Fairbrother, L.S., Kelly, J.S. and Arbuthnott, G.W., 1990.
Effects of selective monoamine oxidase inhibitors on the in vivo release
and metabolism of dopamine in the rat striatum. J. Neurochem., 55,
981-8.

Bylund, D.B., Eikenberg, D.C., Hieble, J.P., Langer, S.Z., Lefkowitz, R.J.,
Minneman, K.P., Molinoff, P.B., Ruffolo, R.R. Jr and Trendelenburg, U.,
1994. International Union of Pharmacology nomenclature of adrenocep-
tors. Pharmacol. Rev., 46, 121-36.

Calabresi, P., Mercuri, N., Stanzione, P. ef al., 1987. Intracellular studies
on the dopamine-induced firing inhibition of neostriatal neurons in vitro:
evidence for D1 receptor involvement. Neuroscience, 20, 757-71.

Calabresi, P., Lacey, M.G. and North, R.A., 1989. Nicotinic excitation of
rat ventral tegmental neurones in vitro studied by intracellular recording.
Br. J. Pharmacol., 98, 135—-40.

Cannon, W.B. and Uridil, J.E., 1921. Studies on the conditions of activity
in endocrine glands. VIII. Some effects on the denervated heart of
stimulating the nerves of the liver. Am. J. Physiol., 58, 353—4.

Carlsson, A., 1959. The occurrence, distribution and physiological role of
catecholamine in the nervous system. Pharmacol. Rev., 11, 490-3.

Carlsson, A., 1975a. Dopaminergic autoreceptors. In: Almgren, O., Carls-
son, A. and Engel, J. (eds), Chemical Tools in Catecholamine Research,
vol. 2, pp. 219-25. North Holland, Amsterdam.

Carlsson, A., 1975b. Receptor mediated control of dopamine metabolism.
In: Usdin, E. and Bunney, W.E. (eds), Pre- and Postsynaptic Receptors,
pp.- 49-63. Marcel Dekker, New York.

Carlsson, A., 1977. Dopaminergic autoreceptors: background and implica-
tions. Adv. Biochem. Psychopharmacol., 16, 439—-41.

Carlsson, A., 1988. The current status of the dopamine hypothesis of
schizophrenia. Neuropsychopharmacology, 1, 179-86.

Carlsson, A. and Lindqvist, M., 1963. Effect of chlorpromazine of haloperi-
dol on formation of 3-methoxytyramine and normetanephrine in mouse
brain. Acta Pharmacol. Toxicol., 20, 140—4.

Carlsson, A., Lindqvist, M. and Magnusson, T., 1957. 3,5-Dihydroxy-
phenylalanine and 5-hydroxytryptophan as reserpine antagonists. Nature,
180, 1200-2.

Carlsson, A., Lindquist, M. and Magnusson, T., 1958. On the presence of
3-hydroxytyramine in the brain. Science, 127, 471.

Carpenter, L.L., Anderson, G.M., Pelton, G.H., Gudin, J.A., Kirwin, P.D.S.,
Price, L.H., Heninger, G.R. and McDougle, C.J., 1998. Tryptophan
depletion during continuous SCF sampling in healthy human subjects.
Neuropsychopharmacology, 19, 26-35.



MONOAMINERGIC TRANSMITTER SYSTEMS 59

Carr, D.B. and Sesack, S.R., 2000. Projections from the prefrontal cortex
to the ventral tegmental area: target specificity in the synaptic associa-
tions with mesoaccumbens and mesocortical neurons. J. Neurosci., 20,
3864-73.

Carr, D.B., O’Donnel, P., Card, J.P. et al. 1999. Dopamine terminals in the
rat prefrontal cortex synapse on pyramidal cells that project to the nucleus
accumbens. J. Neurosci., 19, 11049-60.

Cedarbaum, J.M. and Aghajanian, G.K., 1977. Catecholamine receptors
on locus coeruleus neurons: pharmacological characterization. Eur.
Pharmacol., 44, 375-85.

Centonze, D., Gubellini, P., Piccione, B. et al., 1999. Abnormal synaptic
plasticity in the striatum of mice lacking D2 receptors. J. Neurosci., 17,
4536-44.

Cepeda, M.S., Diaz, J.E., Hernandez, V., Daza, E. and Carr, D.B., 1998.
Dopaminergic modulation of NMDA-induced whole cell currents in
neostriatal neurons in slices: contribution of calcium conductances. J.
Neurophysiol., 79, 82—94.

Charléty, P.J., 1991. Burst firing of mesencephalic dopamine neurons is
inhibited by somatodendritic application of kynurenate. Acta Physiol.
Scand., 142, 105-12.

Charléty, P.J., Grenhoff, J., Chergui, K., De la Chapelle, B., Buda, M.,
Svensson, T.H. and Chouvet, G., 1994. Subthalamic nucleus modulates
burst firing of nigral dopamine neurons via NMDA receptors. Neurore-
port, 5, 11855-8.

Chergui, K., Charlety, P.J., Akaoka, H., Saunier, C.F., Brunet, J.L.,
Buda, M., Svensson, T.H. and Chouvet, G., 1993. Tonic activation of
NMDA receptors causes spontaneous burst discharge of rat midbrain
dopamine neurons in vivo. Eur. J. Neurosci., 5, 137-44.

Chergui, K., Nomikos, G.G., Mathe, J.M., Gonon, F. and Svensson, T.H.,
1996. Burst stimulation of the medial forebrain bundle selectively
increase Fos-like immunoreactivity in the limbic forebrain of the rat.
Neuroscience, 72, 141-56.

Chergui, K., Svenningsson, P., Nomikos, G.G., Fredholm, B. and Svens-
son, T.H., 1997. Increased expression of NGFI1-A mRNA in the rat
striatum following burst stimulation of the medial forebrain bundle. Eur.
J. Neurosci., 9, 2370-82.

Chiodo, L.A., Bannon, M.J., Grace, A.A., Roth, R.H. and Bunney, B.S.,
1984. Evidence of impulse-regulating somatodendritic and synthesis-
modulating nerve terminal autoreceptors on subpopulations of mesocor-
tical dopamine neurons. Neuroscience, 12, 1-16.

Chouvet, G., Akaoka, H. and Aston-Jones, G., 1988. Serotonin selectively
decreases glutamate-induced excitation of locus coeruleus neurons. CR
Acad. Sci. Paris, 306, 339-44.

Christie, M.J., Bridge, S., James, L.B. and Beart, P.M., 1985. Excitotoxin
lesions suggest an aspartatergic projection from rat medial prefrontal
cortex to ventral tegmental area. Brain Res., 333, 169-72.

Clarke, P.B., Hommer, D.W., Pert, A. and Skirboll, L.R., 1987. Innerva-
tion of substantia nigra neurons by cholinergic afferents from peduncu-
lopontine nucleus in the rat: neuroanatomical and electrophysiological
evidence. Neuroscience, 23, 1011-9.

Collins, S., 1993. Recent perspectives on the molecular structure and
regulation of the B,-adrenoceptor. Life Sci., 52, 2083-91.

Collins, S., Caron, M.G. and Lefkowitz, R.J., 1991. Regulation of adrener-
gic receptor responsiveness through modulation of receptor gene expres-
sion. A. Rev. Physiol., 53, 497-508.

Cooper, B.L. and Fornal, C.A., 1995. Serotonin and behavior: a general
hypothesis. In: Bloom, F.E. and Kupfer, D.J. (eds), Psychopharmacol-
ogy: The Fourth Generation of Progress, pp. 461-9. Raven Press,
New York.

Cooper, J.R., Bloom, F.E. and Roth, R.H., 1996. The Biochemical Basis of
Neuropharmacology, Tth edn. Oxford University Press, Oxford.

Corbett, D. and Wise, R.A., 1980. Intracranial self-stimulation in relation
to the ascending dopaminergic systems of the midbrain: a moveable
electrode mapping study. Brain Res., 185, 1-15.

Corey, J.L., Quick, M.W., Davidson, N., Lester, H.A. and Guastella, J.,
1994. A cocaine-sensitive Drosophila serotonin transporter: cloning,
expression and electrophysiological characterization. Proc. Natl Acad.
Sci. USA, 91, 1188-92.

Corrigall, W.A., Franklin, K.B., Coen, K.M. and Clarke, P.B., 1992. The
mesolimbic dopaminergic system is implicated in the reinforcing effects
of nicotine. Psychopharmacology (Berl)., 107, 285-9.

Cortés, R. and Palacios, J.M., 1986. Muscarinic cholinergic receptor sub-
types in the rat brain. I. Quantitative autoradiographic studies. Brain Res.,
362(2), 227-38.

Costa, E., Groppetti, A. and Naimzada, M.K., 1972. Effects of amphetamine
on the turnover rate of brain catecholamines and motor activity. Br. J.
Pharmacol., 44, 742-51.

Creese, 1., Burt, D.R. and Snyder, S.H., 1976. Dopamine receptor binding
predicts clinical and pharmacological potencies of antischizophrenic
drugs. Science, 192, 481-3.

Creese, L., 1985. Receptor binding as a primary drug screen. In: Yama-
mura, H., Enna, S. and Kuhar, M. (eds), Neurotransmitter Receptor
Binding, 2nd edn, pp. 189-233. Raven Press, New York.

Cremers, T.I.F.H.,, Wiersma, L.J., Bosker, F.J., den Boer, J.A., West-
erink, B.H.C. and Wikstrom, H.V., 2001. Is the beneficial antidepres-
sant effect of coadministration of pindolol really due to somatodendritic
autoreceptor antagonism? Biol Psychiat., 50, 13-21.

Crespi, F., Garratt, J.C., Sleight, AJ. and Marsden, C.A., 1990. In vivo
evidence that 5-hydroxytryptamine (5-HT) neuronal firing and release
are not necessarily correlated with 5-HT metabolism. Neuroscience, 35,
139-44.

Dahlstrom, A. and Fuxe, K., 1964. Evidence for the existence of
monoamine-containing neurons in the central nervous system. I
Demonstration of monoamines in the cell bodies of brainstem neurons.
Acta Physiol. Scand., Suppl. 232, 1-55.

Dailey, J.W., Yan, Q.S., Mishra, P.K., Burger, R.L. and Jobe, P.C., 1992.
Effects of fluoxetine on convulsions and on brain serotonin as detected
by microdialysis in genetically epilepsy-prone rats. J. Pharmacol. Exp.
Ther., 260, 533-40.

D’Amato, R.J., Largent, B.L., Snowman, AM. and Snyder, S.H., 1987.
Selective labeling of serotonin uptake sites in rat brain by [>H]citalopram
contrasted to labeling of multiple sites by[3H]imipramine. J. Pharmacol.
Exp. Ther., 242, 364-71.

Delgado, P.L., Miller, H.L., Salomon, R.M., Licinio, J., Krystal, J.H.,
Moreno, F.A., Heninger, G.R. and Charney, D.S., 1999. Tryptophan-
depletion challenge in depressed patients treated with desipramine or
fluoxetine: implications for the role of serotonin in the mechanism of
antidepressant action. Biol. Psychiat., 46, 212-20.

DeLong, M.R., 1990. Primate models of movement disorders of basal
ganglia origin. Trends Neurosci., 13, 281.

Demchyshyn, L.L., Pristupa, Z.B., Sugamori, K.S., Barker, E.L., Blakely,
R.D., Wolfgang, W.J., Forte, M.A. and Niznik, H.B., 1994. Cloning,
expression and localization of a chloride-facilitated, cocaine-sensitive
serotonin transporter from Drosophila melanogaster. Proc. Natl Acad.
Sci. USA, 91, 5158-62.

Deniau, J.M., Thierry, A.M. and Feger, J., 1980. Electrophysiological iden-
tification of mesencephalic ventromedial tegmental (VMT) neurons pro-
jecting to the frontal cortex, septum and nucleus accumbens. Brain Res.,
189, 315-26.

Descarries, L., Audet, M., Doucet, G., Garcia, S., Oleskevich, S., Séguéla,
P., Soghomonian, J.J. and Watkins, K., 1990. Morphology of central
serotonin neurons. Brief review of quantified aspects of their distribution
and ultrastructural relationships. Ann. N. Y. Acad. Sci., 90, 81-92.

Di Chiara, G., 1995. The role of dopamine in drug abuse viewed from the
perspective of its role in motivation. Drug Alc. Depend., 38, 95—137.
Di Chiara, G., Porceddu, M.L., Morelli, M., Mulas, M.L. and Gessa, G.L.,
1979. Evidence for a GABAergic projection from the substantia nigra to
the ventromedial thalamus and to the superior colliculus of the rat. Brain

Res., 176, 273-84.

Diaz, J., Levesque, D., Griffon, N., Lammers, C.H., Martres, M.P., Sokoloff,
P. and Schwartz, J.C., 1994. Opposing roles for dopamine D2 and D3
receptors on neurotensin mRNA expression in nucleus accumbens. Eur.
J. Neurosci., 6, 1384-7.

Dray, A., Gonye, T.J., Oakley, N.R. and Tanner, T., 1976. Evidence for the
existence of a raphe projection to the substantia nigra in rat. Brain Res.,
113, 45-57.

Edelman, A.M., Raese, J.D., Lazar, M.A. and Barchas, J.D., 1978. In vitro
phosphorylation of a purified preparation of bovine corpus striatal
tyrosine hydroxylase. Commun Psychopharmacol., 2, 461-5.

Egan, M.F., Goldberg, T.E., Kolachana, B.S., Callicott, J.H., Mazzanti,
C.M., Staub, R.E., Goldman, D. and Weinberger, D.R., 2001. Effect of
COMT Vall08/158 Met genotype on frontal lobe function and risk for
schizophrenia. Proc. Natl Acad. Sci. USA, 98, 6917-22.

Ehringer, H. and Hornykiewicz, O., 1960. Verteilung von Noradrenaline
und Dopamin (3-Hydroxytyramin) im Gehirn des Menschen und ihr
Verhalten bei Erkrankungen des extrapyramidalen Systems. Wien. Klin.
Vschr., 38, 1236-9.



60 BASIC PRINCIPLES

Einhorn, L.C., Johansen, P.A. and White, F.J., 1988. Electrophysiological
effects of cocaine in the mesoaccumbens dopamine system: studies in the
ventral tegmental. J. Neurosci., 8, 100—12.

El Mansari, M. and Blier, P., 1996. Functional characterization of 5-
HTID autoreceptors on the modulation of 5-HT release in guinea-pig
mesencephalic raphe, hippocampus and frontal cortex. Br. J. Pharmacol.,
118, 681-9.

Elam, M., Yao, T., Thorén, P. and Svensson, T.H., 1981. Hypercapnia and
hypoxia: chemoreceptor-mediated control of locus coeruleus neurons and
splanchnic, sympathetic nerves. Brain Res., 222, 373-81.

Elam, M., Yao, T., Svensson, T.H. and Thorén, P., 1984. Regulation of
locus coeruleus neurons and splanchnic, sympathetic nerves by cardio-
vascular afferents. Brain Res., 290, 281-7.

Elam, M., Svensson, T.H. and Thorén, P., 1985. Differentiated cardiovascu-
lar afferent regulation of locus coeruleus neurons and sympathetic nerves.
Brain Res., 358, 77-84.

Elam, M., Svensson, T.H. and Thorén, P., 1986a. Locus coeruleus neurons
and sympathetic nerves: activation by cutaneous sensory afferents. Brain
Res., 366, 254—-61.

Elam, M., Thorén, P. and Svensson, T.H., 1986b. Locus coeruleus neurons
and sympathetic nerves: activation by visceral afferents. Brain Res., 375,
117-25.

Elchisak, M.A., Maas, J.W. and Roth, R.H., 1977. Dihydroxyphenylacetic
acid conjugate: natural occurrence and demonstration of probenecid-
induced accumulation in rat striatum, olfactory tubercles and frontal
cortex. Eur. J. Pharmacol., 41, 369-78.

Elsworth, J.D., Roth, RH. and Redmond, D.E.Jr, 1983. Rel-
ative importance of 3-methoxy-4-hydroxyphenylglycol and 3,4-
dihydroxyphenylglycol as norepinephrine metabolites in rat, monkey, and
humans. J. Neurochem., 41, 786-93.

Emorine, L.J., Marullo, S., Briend-Sutren, M.M., Patey, G., Tate, K.,
Delavier-Klutchko, C. and Strosberg, A.D., 1989. Molecular character-
ization of the human beta 3-adrenergic receptor. Science, 245, 1118-21.

Engberg, G., 1992. Citalopram and 8-OH-DPAT attenuate nicotine-induced
excitation of central noradrenaline neurons. J. Neural Transm. Gen. Sect.,
89, 149-54.

Erhardt, S., Mathé, J.M., Chergui, K., Engberg, G. and Svensson, T.H.,
2002. GABAg receptor-mediated modulation of the firing pattern of ven-
tral tegmental area dopamine neurons in vivo. Naunyn-Schmiedeberg’s
Arch. Pharmacol., in press.

Erspamer, V., 1966. Occurrence of indolealkylamines in nature. In: 5-
Hydroxytryptamine and related indolealkylamines. In: Erspamer, V.
(ed.), Handbuch der Experimentellen Pharmakologie, Vol. 19,
pp. 132-81. Springer-Verlag, Berlin.

Erspamer, V. and Asero, B., 1952. Pharmacological actions of synthetic
5-hydroxytryptamine (serotonin, thrombocytin). Nature, 169, 800—1.
Everitt, B.J., Hokfelt, T., Terenius, L., Tatemoto, K., Mutt, V. and Gold-
stein, M., 1984. Differential co-existence of neuropeptide Y (NPY)-like
immunoreactivity with catecholamines in the central nervous system of

the rat. Neuroscience, 11, 443-62.

Fallon, J.H., 1981. Collateralization of monoamine neurons: mesotelen-
cephalic dopamine projections to caudate, septum, and frontal cortex.
J. Neurosci., 1, 1361-8.

Farde, L., Wiesel, F.-A., Halldin, C. and Sedvall, G., 1988. Central D2-
dopamine receptor occupancy in schizophrenic patients treated with
antipsychotic drugs. Arch. Gen. Psychiat., 45, 71-6.

Farde, L., Nordstrom, A.L., Wiesel, F.A., Pauli, S., Halldin, C. and Sed-
vall, G., 1992. Positron emission tomographic analysis of central D1 and
D2 dopamine receptor occupancy in patients treated with classical neu-
roleptics and clozapine. Relation to extrapyramidal side effects. Arch.
Gen. Psychiat., 49, 538—-44.

Ferré, S., Cortés, R. and Artigas, F., 1994. Dopaminergic regulation of the
serotonin raphe—striatal pathway: microdialysis studies in freely moving
rats. J. Neurosci., 14, 4839—46.

Fibiger, H.C. and Miller, J.J., 1977. An anatomical and electrophysiological
investigation of the serotonergic projection from the dorsal raphe nucleus
to the substantia nigra in the rat. Neuroscience, 2, 975-87.

Fienberg, A.A., Hiroi, N., Mermelstein, P.G. et al., 1998. DARPP-32: reg-
ulator of the efficacy of dopaminergic neurotransmission. Science, 281,
838-42.

Fink, K., Schlicker, E., Neise, A. and Gothert, M., 1990. Involvement of
presynaptic 5-HT3 receptors in the inhibitory effect of histamine on
serotonin release in the rat brain cortex. Naunyn-Schmiedebergs Arch.
Pharmacol., 342, 513—19.

Fiorillo, C.D. and Williams, J.T., 1998. Glutamate mediates an inhibitory
postsynaptic potential in dopamine neurons. Nature, 394(6688), 78—82.

Fonnum, F., Gottesfeld, Z. and Grofova, 1., 1978. Distribution of glutamate
decarboxylase, choline acetyl-transferase and aromatic amino acid decar-
boxylase in the basal ganglia of normal and operated rats. Evidence for
striatopallidal, striatoentopeduncular and striatonigral GABAergic fibres.
Brain Res., 143, 125-38.

Foote, S.L., Aston-Jones, G. and Bloom, F.E., 1983. Nucleus locus
coeruleus: new evidence of anatomical and physiological specificity.
Physiol. Rev., 63, 844-914.

Foote, S. and Aston-Jones, G., 1995. Pharmacology and physiology of cen-
tral noradrenergic systems. In: Bloom, F., Kupfer, D. (eds), Psychophar-
macology: The Fourth Generation of Progress, pp. 335—45. Raven Press,
New York.

Fornal, C.A., Litto, J.W., Metzler, C.W., Marrosu, F., Tada, K. and
Jacobs, B.L., 1994. Single-unit responses of serotonergic dorsal raphe
neurons to 5-HT|p agonist and antagonist drug administration in
behaving cats. J. Pharmacol. Exp. Ther., 270, 1345-58.

Frielle, T., Collins, S., Daniel, K.W., Caron, M.G., Lefkowitz, R.J. and
Kobilka, B.K., 1987. Cloning of the cDNA for the human beta 1-
adrenergic receptor. Proc. Natl Acad. Sci. USA, 84, 7920—4.

Frielle, T., Kobilka, B., Lefkowitz, R.J. and Caron, M.G., 1988. Human
beta 1- and beta 2-adrenergic receptors: structurally and functionally
related receptors derived from distinct genes. Trends Neurosci., 11,
321-4.

Fujita, M., Shimada, S., Maeno, H., Nishimura, T. and Tohyama, M., 1993.
Cellular localization of serotonin transporter mRNA in the rat brain.
Neurosci. Lett., 162, 59-62.

Fuller, R.W., 1994. Uptake inhibitors increase extracellular serotonin con-
centration measured by brain microdialysis. Life Sci., 55, 163-7.

Fuxe, K., 1965. Evidence for the existence of monoamine neurons in the
central nervous system. IV. Distribution of monoamine nerve terminals
in the central nervous system. Acta Physiol. Scand. Suppl., 64, 37-85.

Gariano, R.F. and Groves, P.M., 1988. Burst firing in midbrain dopamine
neurons induced by stimulation of the medial prefrontal and anterior
cingulate cortices. Brain Res., 462, 194.

Garris, P.A., Kilpatrick, M., Bunin, M.A., Michael, D., Walker, Q.D. and
Wightman, R.M., 1999. Dissociation of dopamine release in the nucleus
accumbens from intracranial self-stimulation. Nature, 398, 67-9.

Gartside, S.E., Cowen, P.J. and Sharp, T., 1992a. Effect of 5-hydroxy-
L-tryptophan on the release of 5-HT in rat hypothalamus in vivo as
measured by microdialysis. Neuropharmacology, 31, 9—14.

Gartside, S.E., Cowen, P.J. and Sharp, T., 1992b. Evidence that the large
neutral amino acid L-valine decreases electrically-evoked release of 5-HT
in rat hippocampus in vivo. Psychopharmacology, 109, 251-3.

Gehlert, D.R. and Wamsley, J.K., 1985. Dopamine receptors in the rat brain:
autoradiographic localization using (*H)-sulpiride. Neurochem. Int., 7,
717.

Gonon, F., 1988. Nonlinear relationship between impulse flow and
dopamine released by rat midbrain dopaminergic neurons as studied by
in vivo electrochemistry. Neuroscience, 24, 19-28.

Gonon, F.G., 1997. Prolonged and extrasynaptic excitatory action of
dopamine mediated by D1 receptors in the rat striatum in vivo. J.
Neurosci., 17, 5972-8.

Goyer, P.F., Berridge, M.S., Morris, E.D., Semple, W.E., Compton-
Toth, B.A., Schulz, S.C., Wong, D.F., Miraldi, F. and Meltzer, H.Y.,
1996. PET measurement of neuroreceptor occupancy by typical and
atypical neuroleptics. J. Nucl. Med., 37, 1122-7.

Grace, A.A. and Bunney, B.S., 1980. Effects of baclofen on nigral dopamin-
ergic cell activity following acute and chronic haloperidol treatment.
Brain Res. Bull., 5, 537.

Grace, A.A. and Bunney, B.S., 1983. Intracellular and extracellular elec-
trophysiology of nigral dopaminergic neurons. I. Identification and char-
acterization. Neuroscience, 10, 301-15.

Grace, A.A. and Bunney, B.S., 1984. The control of firing pattern in nigral
dopamine neurons: burst firing. J. Neurosci., 4, 2877-90.

Grace, A.A. and Onn, S.-P., 1989. Morphology and electrophysiological
properties of immunohistochemically identified rat dopamine neurons
in vitro. J. Neurosci., 9, 3463-81.

Greengard, P., 2001. The neurobiology of slow synaptic transmission.
Science, 294, 1024-30.

Grenhoff, J. and Svensson, T.H., 1989. Clonidine modulates dopamine cell
firing in the rat ventral tegmental area. Eur. J. Pharmacol., 165, 11-18.



MONOAMINERGIC TRANSMITTER SYSTEMS 61

Grenhoff, J. and Svensson, T.H., 1993. Prazosin modulates the firing pattern
of dopamine neurons in the rat ventral tegmental area. Eur. J. Pharmacol.,
233, 79-84.

Grenhoff, J., Aston-Jones, G. and Svensson, T.H., 1986. Nicotinic effects
on the firing pattern of midbrain dopamine neurons. Acta Physiol. Scand.,
128, 351-8.

Grenhoff, J., Ugedo, L. and Svensson, T.H., 1988a. Firing patterns of
midbrain dopamine neurons: differences between A9 and A10 cells. Acta
Physiol. Scand., 134, 127-32.

Grenhoff, J., Tung, C.-S. and Svensson, T.H., 1988b. The excitatory amino
acid antagonist kynurenate induces pacemaker-like firing of dopamine
neurons in the rat ventral tegmental area in vivo. Acta Physiol. Scand.,
134, 567-8.

Grenhoff, J., Nisell, M., Ferre, S., Aston-Jones, G. and Svensson, T.H.,
1993. Noradrenergic modulation of midbrain dopamine cell firing elicited
by stimulation of the locus coeruleus in the rat. J. Neural Transm. Gen.
Sect., 93, 11-25.

Grenhoff, J., North, R.A. and Johnson, S.W., 1995. Alphal-adrenergic
effects on dopamine neurons recorded intracellularly in the rat midbrain
slice. Eur. J. Neurosci., 7, 1707-13.

Gresch, P.J., Sved, AF., Zigmond, M.J. and Finlay, J.M., 1995. Local
influence of endogenous norepinephrine on extracellular dopamine in rat
medial prefrontal cortex. J. Neurochem., 65, 111-6.

Grillner, P., Bonci, A., Svensson, T.H., Bernardi, G. and Mercuri, N.B.,
1999. Presynaptic muscarinic (M3) receptors reduce excitatory transmis-
sion in dopamine neurons of the rat mesencephalon. Neuroscience, 91,
557-65.

Grillner, P., Berretta, N., Bernardi, G., Svensson, T.H. and Mercuri, N.B.,
2000. Muscarinic receptors depress GABAergic synaptic transmission in
rat midbrain dopamine neurons. Neuroscience, 96, 299-307.

Grofova, 1., Deniau, J.M. and Kitai, S.T., 1982. Morphology of the sub-
stantia nigra pars reticulata projection neurons intracellularly labeled with
HRP. J. Comp. Neurol., 208, 352—-68.

Habert, E., Graham, D., Tahraoul, L., Claustre, Y. and Langer, S.Z., 1985.
Characterization of [3H]paroxetine binding to rat cortical membranes.
Eur. J. Pharmacol., 118, 107-14.

Haddjeri, N., Blier, P. and de Montigny, C., 1996. Effect of the o5-
adrenoceptor antagonist mirtazapine on the 5-HT system in the rat brain.
J. Pharmacol. Exp. Ther., 277, 861-71.

Haddjeri, N., Blier, P. and de Montigny, C., 1997. Effects of long-term
treatment with the «p-adrenoceptor antagonist mirtazepine on 5-HT
neurotransmission. Naunyn-Schmiedebergs Arch. Pharmacol., 355, 20-9.

Haddjeri, N., Blier, P. and de Montigny, C., 1998. Long-term antidepres-
sant treatments results in a tonic activation of forebrain 5-HT A receptors.
J. Neurosci., 18, 10150—6.

Heinz, A., Mann, K., Weinburger, D.R. and Goldman, D., 2001. Serotoner-
gic dysfunction, negative mood states, and response to alcohol. Alcohol
Clin. Exp. Res., 25, 487-95.

Hersch, S.M., Ciliax, B.J., Gutekunst, C.A., Rees, H.D., Heilman, C.J.,
Yung, K.K., Bolam, J.P., Ince, E., Yi, H. and Levey, A.L, 1991. Electron
microscopic analysis of D1 and D2 dopamine receptor proteins in the
dorsal striatum and their synaptic relationships with motor corticostriatal
afferents. Proc. Natl Acad. Sci. USA, 88, 1859—63.

Hersch, S.M., Ciliax, B.J., Gutekunst, C.A., Rees, H.D., Heilman, C.J.,
Yung, K.K., Bolam, J.P., Ince, E., Yi, H. and Levey, A.L, 1995. Electron
microscopic analysis of D1 and D2 dopamine receptor proteins in the
dorsal striatum and their synaptic relationships with motor corticostriatal
afferents. J. Neurosci., 15, 5222-37.

Hertel, P., Mathé, J.M., Nomikos, G.G., Lurlo, M., Mathé, A.A. and Svens-
son, T.H., 1996. Effects of d-amphetamine and phencyclidine on behavior
and extracellular concentrations of neurotensin and dopamine in the ven-
tral striatum and the medial prefrontal cortex of the rat. Behav. Brain
Res., 72, 103-14.

Hertel, P., Fagerquist, M.V. and Svensson, T.H., 1999. Enhanced cortical
dopamine output and antipsychotic-like effect of raclopride by alpha2
adrenoceptor blockage. Science, 286, 105-7.

Hervé, D., Pickel, V.M., Joh, T.H. and Beaudet, A., 1987. Serotonin axon
terminals in the ventral tegmental area of the rat: fine structure and
synaptic input to dopaminergic neurons. Brain Res., 435, 71-83.

Hieble, J.P. and Ruffolo, R.R. Jr, 1991. Subclassification of S-adreno-
ceptors. In: Ruffolo, R.R. Jr (ed.), Progress in Basic and Clinical Phar-
macology, vol. 7. B-Adrenoceptors: Molecular Biology, Biochemistry and
Pharmacology, pp. 1-25. Karger, Basel.

Hieble, J.P., Bylund, D.B., Clarke, D.E., Eikenburg, D.C., Langer, S.Z.,
Lefkowitz, R.J., Minneman, K.P. and Ruffolo, R.R. Jr, 1995. Interna-
tional Union of Pharmacology. X. Recommendation for nomenclature of
alpha 1-adrenoceptors: consensus update. Pharmacol. Rev., 47, 267-70.

Hoffman, B.B. and Lefkowitz, R.J., 1990. Adrenergic receptor antagonist.
In: Gilman, A.G., Rall, T.W., Nies, A.S. and Taylor, P. (eds), Goodman
and Gilman’s The Pharmacological Basis of Therapeutics, 8th edn,
pp. 221-243. Pergamon Press, Oxford.

Hoffman, R.E., Shi, W.X. and Bunney, B.S., 1995. Nonlinear sequence-
dependent structure of nigral dopamine neuron interspike interval firing
patterns. Biophys. J., 69, 128-37.

Hokfelt, T., Skirboll, L., Rehfeld, J.F., Goldstein, M., Markey, K. and
Dann, O., 1980. A subpopulation of mesencephalic dopamine neurons
projecting to limbic areas contains a cholecystokinin-like peptide: evi-
dence from immunohistochemistry combined with retrograde tracing.
Neuroscience, 5, 2093—-124.

Hokfelt, T., Lundberg, J.M., Lagercrantz, H., Tatemoto, K., Mutt, V.,
Lundberg, J., Terenius, L., Everitt, B.J., Fuxe, K., Agnati, L. and
Goldstein, M., 1983. Occurrence of neuropeptide Y (NPY)-like
immunoreactivity in catecholamine neurons in the human medulla
oblongata. Neurosci. Lett., 36, 217-22.

Holtz, P., 1950. Ueber die sumpahticomimetische Wirksamkeit von Gehir-
nextgrackten. Acta Physiol. Scand., 20, 354—-62.

Hoyer, D. and Martin, G.R., 1996. Classification and nomenclature of 5-HT
receptors: a comment on current issues. Behav. Brain Res., 73, 263-268.

Hoyer, D. and Martin, G.R., 1997. 5-HT receptor classification and nomen-
clature: towards a harmonization with the human genome. Neuropharma-
cology, 36, 419-28.

Hoyer, D., Clark, D.E., Fozard, J.R., Hartig, P.R., Martin, G.R., Mylecha-
rane, E.J., Saxena, P.R. and Humphrey, P.P., 1994. International Union
of Pharmacology classification of receptors for 5-hydroxytryptamine (5-
HT). Pharmacol. Rev., 46, 157-203.

Ingvar, D., 1987. Evidence for frontal/prefrontal cortical dysfunction in
chronic schizophrenia: the phenomenon of ‘hypofrontality’ reconsidered.
In: Helmchen, H. and Henn, F.A. (eds), Biological Perspectives of
Schizophrenia, p. 201. John Wiley & Sons, Chichester.

Ingvar, D. and Franzén, G., 1974. Abnormalities of cerebral blood flow
distribution in patients with chronic schizophrenia. Acta Psychiatr.
Scand., 50, 425-62.

Innis, R.B. and Aghajanian, G.K., 1987. Pertussis toxin blocks autoreceptor-
mediated inhibition of dopaminergic neurons in rat substantia nigra. Brain
Res., 69, 128-37.

Invernizzi, R., Bramante, M. and Samanin, R., 1994. Chronic treatment
with citalopram facilitates the effect of a challenge dose on cortical sero-
tonin output: role of presynaptic 5-HT A receptors. Eur. J. Pharmacol.,
260, 335-8.

Jackson, D.M. and Westlind-Danielsson, A., 1994. Dopamine receptors:
molecular biology, biochemistry and behavioral aspects. Pharmacol.
Ther., 64, 291-369.

Jacobs, B.L. and Azmitia, E.C., 1992. Structure and function of the brain
serotonin system. Physiol. Rev., 72, 165-229.

Jacobs, B.L. and Fornal, C.A., 1995. Serotonin and behavior: a general
hypothesis. In: Bloom, F.E. and Kupfer, D.J. (eds), Psychopharma-
cology: The Fourth Generation of Progress, pp. 461-9. Raven Press,
New York.

Jansson, A., Goldstein, M., Tinner, B. et al., 1999. On the distribution
patterns of Dj, Dj, tyrosine hydroxylase and dopamine transporter
immunoreactivities in the ventral striatum of the rat. Neuroscience, 89,
473-89.

Jentsch, J.D., Tran, A., Lee, D., Youngren, K.D. and Roth, R.H., 1997.
Subchronic phencyclidine administration reduces mesoprefrontal dop-
amine utilization and impairs prefrontal cortical-dependent cognition in
the rat. Neuropsychopharmacology, 17, 92-9.

Jodo, E., Chiang, C. and Aston-Jones, G., 1998. Potent excitatory influence
of prefrontal cortex activity on noradrenergic locus coeruleus neurons.
Neuroscience, 83, 63—79.

Johnson, S.W. and North, R.A., 1992a. Opioids excite dopamine neurons
by hyperpolarization of local interneurons. J. Neurosci., 12(2), 483-8.
Johnson, S.W. and North, R.A., 1992b. Two types of neurone in the rat
ventral tegmental area and their synaptic inputs. J. Physiol. (Lond.), 450,

455-68.

Kalivas, P.W., Duffy, P. and Barrow, J., 1989. Regulation of the meso-
corticolimbic dopamine system by glutamic acid receptor subtypes. J.
Pharmacol. Exp. Ther., 251, 378-87.



62 BASIC PRINCIPLES

Kalsner, S., 2001. Autoreceptors do not regulate routinely neurotransmitter
release: focus on adrenergic systems. J. Neurochem., 78, 676—84.

Kane, J., Honigfeld, G., Singer, J. and Meltzer, H. 1988. Clozapine for
the treatment-resistant schizophrenic. A double-blind comparison with
chlorpromazine. Arch. Gen. Psychiat., 45, 789-96.

Keefe, K.A., Zigmond, M.J. and Abercrombie, E.D., 1992. Extracellular
dopamine in striatum: influence of nerve impulse activity in medial fore-
brain bundle and local glutamatergic input. Neuroscience, 47, 325-32.

Kehr, W., Carlsson, A., Lindqvist, M., Magnusson, T. and Atack, C., 1972.
Evidence for a receptor-mediated feedback control of striatal tyrosine
hydroxylase activity. J. Pharm. Pharmacol., 24, 744—17.

Kema, I.P., de Vries, E.G.E. and Muskiet, F.A.J., 2000. Clinical chemistry
of serotonin and metabolites. J. Chromatogr. B, 747, 33-48.

Kilpatrick, G.J., Hagan, RM. and Gale, J.D., 1996. 5-HT3 and 5-HT4
receptors in terminal regions of the mesolimbic system. Behav. Brain
Res., 73, 11-13.

Kim, J.S., Kornhuber, H.H., Schmid-Burgk, W. and Holzmuller, B., 1980.
Low cerebral spinal fluid glutamate in schizophrenic patients and a new
hypothesis on schizophrenia. Neuroscience Lett., 20, 379-82.

Kobilka, B., 1992. Adrenergic receptors as models for G protein-coupled
receptors. A. Rev. Neurosci., 15, 87—-114.

Kobilka, B.K., Dixon, R.A., Frielle, T., Dohlman, H.G., Bolanowski, M.A.,
Sigal, 1.S., Yang-Feng, T.L., Francke, U., Caron, M.G. and Lefkowitz,
R.J., 1987. CDNA for the human beta 2-adrenergic receptor: a protein
with multiple membrane-spanning domains and encoded by a gene whose
chromosomal location is shared with that of the receptor for platelet-
derived growth factor. Proc. Natl Acad. Sci. USA, 84, 46-50.

Koob, G.F., Sanna, P.P. and Bloom, F.E., 1998. Neuroscience of addiction.
Neuron, 21, 467-76.

Kopin, 1.J., 1985. Catecholamine metabolism: basic aspects and clinical
significance. Pharmacol. Rev., 37, 333-64.

Kuikka, J.T., Tiihonen, J., Bergstrom, K.A., Karhu, J., Hartikainen, P.,
Viinaméki, H., Lansimies, E., Lehtonen, J. and Hakola, P., 1995. Imag-
ing of serotonin and dopamine transporters in the living human brain.
Eur. J. Nucl. Med., 22, 346-50.

Lacey, M.G., Mercuri, N.B. and North, R.A., 1987. Dopamine acts on D2
receptors to increase potassium conductance in the rat substantia nigra
zona compacta. J. Physiol., 392, 397-416.

Lacey, M.G., Calabresi, P. and North, R.A., 1990. Muscarine depolarizes
rat substantia nigra zona compacta and ventral tegmental neurons in vitro
through M1-like receptors. J. Pharmacol. Exp. Ther., 253, 395-400.

Lambert, P.D., Gross, R., Nemeroff, C.B. and Kilts, C.D., 1995. Anatomy
and mechanisms of neurotensin—dopamine interactions in the central
nervous system. Ann. N. Y. Acad. Sci., 757, 377-89.

Lanct6t, K.L., Herrmann, N. and Mazzotta, P., 2001. Role of serotonin in
the behavioral and psychological symptoms of dementia. J. Neuropsy-
chiat. Clin. Neurosci., 13, 3-21.

Lands, A.M., Arnold, A., McAuliff, J.P., Luduena, F.P. and Brown, T.G. Jr,
1967. Differentiation of receptor systems activated by sympathomimetic
amines. Nature, 214, 597-8.

Langer, S.Z., 1974. Presynaptic regulation of catecholamine release.
Biochem. Pharmacol., 23, 1793-800.

Langer, S.Z. and Arbilla, S., 1990. Presynaptic receptors on peripheral
noradrenergic neurons. Ann N. Y. Acad. Sci., 604, 7—16.

Langer, S.Z. and Schoemaker, H., 1988. Effects of antidepressants on
monoamine transporters. Prog. Neuro-Psychopharmacol. Biol. Psychiat.,
12, 193-216.

Langer, S.Z., Adler, E., Enero, M.A. and Stefano, F.J.E., 1971. The role of
the alpha receptor in regulating noradrenaline overflow by nerve stimu-
lation. Proceedings of the 25th International Congress of Physiological
Sciences, Munich, p. 335.

Langer, S.Z., Moret, C., Raisman, R., Dubocovich, M.L. and Briley, M.,
1980. High-affinity [*HJimipramine binding in rat hypothalamus: associ-
ation with uptake of serotonin but not of norepinephrine. Science, 210,
1133-5.

Langer, S.Z., Galzin, A.M., Poirier, M.F., Loo, H., Sechter, D. and Zari-
fian, E., 1987. Association of [3H]—imipramine and [3H]—par0xetine bind-
ing with the SHT transporter in brain and platelets: relevance to studies
in depression. J. Receptor Res., 7, 499-521.

Langley, K.C., Bergson, C., Greengard, P. et al., 1997. Co-localization of
the D1 dopamine receptor in a subset of DARPP-32-containing neurons
in rat caudate-putamen. Neuroscience, 78, 977—-83.

Laruelle, M., Abi-Dargham, A., van Dyck, C.H., Gil, R., D’Souza, C.D.,
Erdos, J., McCance, E., Rosenblatt, W., Fingado, C., Zoghbi, S.S., Bald-
win, R M., Seibyl, J.P., Krystal, J.H., Charnet, D.S. and Innis, R.B.,

1996. Single photon computerized tomography imaging of amphetamine-
induced dopamine release drug-free schizophrenic subjects. Proc. Natl
Acad. Sci. USA, 93, 9235-40.

Lavin, A. and Grace, A.A., 1998. Dopamine modulates the responsivity of
mediodorsal thalamic cells recorded in vitro. J. Neurosci., 18, 10566—78.

Lavin, A. and Grace, A.A., 2001. Stimulation of D1-type dopamine recep-
tors enhances excitability in prefrontal cortical pyramidal neurons in a
state-dependent manner. Neuroscience, 104, 335-46.

Lawrence, J.A., Charters, A.R., Butcher, S.P., Kelly, J.S. and
Olverman, HJ., 1995. 5-HT transporter antibodies as a tool in
serotonergic synaptosomal isolation. Biochem. Soc. Trans., 23, 1155.

Le Moal, M. and Simon, H., 1991. Mesocorticolimbic dopaminergic net-
work: functional and regulatory roles. Physiol. Rev., 71, 155-234.

Le Moine, C. and Bloch, B., 1995. D; and D, dopamine receptor gene
expression in the rat striatum: sensitive cRNA probes demonstrate
prominent segregation of D; and D, mRNAs in distinct neuronal
populations of the dorsal and ventral striatum. J. Comp. Neurol., 355,
418-26.

Le Moine, C., Normand, E., Guitteny, A.F., Fouque, B., Teoule, R. and
Bloch, B., 1990. Dopamine receptor gene expression by enkephalin
neurons in rat forebrain. Proc. Natl Acad. Sci. USA, 87, 230—4.

Lesch, K.P., Aulakh, C.S., Wolozin, B.L., Tolliver, T.J., Hill, J.L.. and Mur-
phy, D.L., 1993. Regional brain expression of serotonin transporter
mRNA and its regulation by reuptake inhibiting antidepressants. Mol.
Brain Res., 17, 31-5.

Levesque, D., Diaz, J., Pilon, C., Martres, M.P., Giros, B., Souil, E.,
Schott, D., Morgat, J.L., Schwartz, J.C. and Sokoloff, P., 1992.
Identification, characterization, and localization of the dopamine
D3 receptor in rat brain using 7-[3H]hydroxy-N,N-di-n-propyl-2-
aminotetralin. Proc. Natl Acad. Sci. USA, 89, 8155-9.

Levey, A.I, Hersch, S.M., Rye, D.B., Sunahara, R.K., Niznik, H.B.,
Kitt, C.A., Price, D.L., Maggio, R., Brann, M.R. and Ciliax, B.J., 1993.
Localization of D; and D, dopamine receptors in brain with subtype-
specific antibodies. Proc. Natl Acad. Sci., 90, 8861-5.

Levi, G. and Raiteri, M., 1993. Carrier-mediated release of neurotransmit-
ters. Trends Neurol. Sci., 16, 415-9.

Lindvall, O. and Bjorklund, A., 1983. Dopamine and norepinephrine con-
taining neuron systems: their anatomy in the rat brain. In: Emson, P.C.
(ed.), Chemical Neuroanatomy, pp. 229-55. Raven Press, New York.

Linnér, L., Arborelius, L., Nomikos, G.G., Bertilsson, L. and Svensson,
T.H., 1999. Locus coeruleus neuronal activity and noradrenaline avail-
ability in the frontal cortex of rats chronically treated with imipramine:
effect of alpha 2-adrenoceptor blockade. Biol. Psychiat., 46, 766—-74.

Linnér, L., Endersz, H., Ohman, D., Bengtsson, F., Schalling, M. and
Svensson, T.H., 2001. Reboxetine modulates the firing pattern of
dopamine cells in the ventral tegmental area and selectively increases
dopamine availability in the prefrontal cortex. J. Pharmacol. Exp. Ther.,
297, 540-6.

Maes, M., Vandoolaeghe, E. and Desnyder, R., 1996. Efficacy of treatment
with trazodone in combination with pindolol or fluoxetine in major
depression. J. Affect. Dis., 41, 201-10.

Marcusson, J.O., Norinder, U., Hogberg, R. and Ross, S.B., 1992. Inhibi-
tion of [*H]paroxetine binding by various serotonin uptake inhibitors:
structure—activity relationships. Eur. J. Pharmacol., 215, 191-8.

Mardh, G., Sjoquist, B. and Anggard, E., 1981. Norepinephrine metabolism
in man using deuterium labelling: the conversion of 4-hydroxy-3-
methoxyphenylglycol to 4-hydroxy-3-methoxymandelic acid. J. Neu-
rochem., 36, 1181-5.

Mirdh, G., Sjoquist, B. and Anggérd, E., 1983. Norepinephrine metabolism
in humans studied by deuterium labelling: turnover of 4-hydroxy-3-
methoxyphenylglycol. J. Neurochem., 41, 246-50.

Martire, M., Fuxe, K., Pistritto, G., Preziosi, P. and Agnati, L.F., 1989.
Neuropegtide Y increases the inhibitory effects of clonidine on potassium
evoked [*H]-noradrenaline but not [*H]-5-hydroxytryptamine release
from synaptosomes of the hypothalamus and from the frontoparietal cor-
tex of the male Sprague-Dawley rat. J. Neural Transm., 78, 61-72.

Masserano, J.M., Vuilliet, P.R., Tank, A.W. and Weiner, N. The role of
tyrosine hydroxylase in the regulation of catecholamine synthesis. In:
Trendelenburg, U. and Weiner, N. (eds), Handbook of Experimental
Pharmacology, vol. 90/11 pp. 427-69. Springer-Verlag, Berlin.

Mathé, J.M., Nomikos, G.G., Hildebrand, B.E., Hertel, P. and Svens-
son, T.H., 1996. Prazosin inhibits MK-801-induced hyperlocomotion and
dopamine release in the nucleus accumbens. Eur. J. Pharmacol., 309,
1-11.



MONOAMINERGIC TRANSMITTER SYSTEMS 63

Mathé, J.M., Nomikos, G.G., Schilstrom, B. and Svensson, T.H., 1998.
Non-NMDA excitatory amino acid receptors in the ventral tegmental
area mediate systemic dizocilpine (MK-801) induced hyperlocomotion
and dopamine release in the nucleus accumbens. J. Neurosci. Res., 51,
583-92.

Mathé, J.M., Nomikos, G.G., Blakeman, K.H. and Svensson, T.H., 1999.
Differential actions of dizocilpine (MK-801) on the mesolimbic and
mesocortical dopamine systems: role of neuronal activity. Neurophar-
macology, 38, 121-8.

McCormick, D.A., 1991. Electrophysiological consequences of activation
of adrenoceptors in the CNS. In: Szabadi, E. and Bradshaw, C.M.
(eds), Adrenoceptors: Structure, Mechanisms, Function. Advances in
Pharmacological Sciences, pp. 159—-69. Birkhiuser, Basel.

Meador-Woodruff, J.H., Mansour, A., Bunzow, J.R., Van Tol, H.H., Wat-
son, S.J. Jr and Civelli, O., 1989. Distribution of D2 dopamine receptor
mRNA in rat brain. Proc. Natl Acad. Sci. USA, 86, 7625-8.

Mercuri, N.B., Grillner, P. and Bernardi, G., 1996. N-methyl-D-aspartate
receptors mediate a slow excitatory postsynaptic potential in the rat
midbrain dopaminergic neurons. Neuroscience, 74, 785-92.

Mercuri, N.B., Saiardi, A., Bonci, A., Picetti, R., Calabresi, P., Bernardi, G.
and Borrelli, E., 1997. Loss of autoreceptor function in dopaminergic
neurons from dopamine D2 receptor deficient mice. Neuroscience, 79,
323-17.

Mercuri, N.B., Federici, M. and Bernardi, G., 1999. Inhibition of catechol-
O-methyltransferase (COMT) in the brain does not affect the action of
dopamine and levedopa: in vitro electrophysiological evidence from rat
mesencephalic dopamine neurons. J. Neural. Transm., 106, 135-40.

Mereu, G., Costa, E., Armstrong, D.M. and Vicini, S., 1991. Glutamate
receptor subtypes mediate excitatory synaptic currents of dopamine
neurons in midbrain slices. J. Neurosci., 11, 1359-66.

Middlemiss, D.N. and Hutson, P.H., 1990. The 5-HTp receptors. Ann.
N. Y. Acad. Sci., 600, 132—48.

Mitchell, S.N., 1993. Role of the locus coeruleus in the noradrenergic
response to systemic administration of nicotine. Neuropharmacology, 10,
937-49.

Moghaddam, B. and Bunney, B.S., 1990. Acute effects of typical and atypi-
cal antipsychotic drugs on the release of dopamine from prefrontal cortex,
nucleus accumbens, and striatum of the rat: an in vivo microdialysis
study. J. Neurochem., 54, 1755-60.

Moja, E.A., Cipolla, P., Castoldi, D. and Tofanetti, O., 1989. Dose—res-
ponse decrease in plasma tryptophan and in brain tryptophan and serotonin
after tryptophan-free amino acid mixtures in rats. Life Sci., 44, 971-6.

Mongeau, R., Blier, P. and de Montigny, C., 1993. In vivo electrophysi-
ological evidence for tonic activation by endogenous noradrenaline of
ap-adrenoceptors on 5-hydroxytryptamine terminals in the rat hippocam-
pus. Naunyn-Schmiedebergs Arch. Pharmacol., 347, 266-72.

Montagu, K.A., 1956. Adrenaline and noradrenaline concentrations in rat
tissues. Biochem. J., 63, 559—-65.

Moore, P., Landolt, H.-P., Seifritz, E., Clark, C., Bhatti, T., Kelsoe, J.,
Rapaport, M. and Gillin, J.C., 2000. Clinical and physiological conse-
quences of rapid tryptophan depletion. Neuropsychopharmacology, 23,
601-22.

Moore, R.Y. and Bloom, F.E., 1979. Central catecholamine neuron sys-
tems: anatomy and physiology of the norepinephrine and epinephrine
systems. A. Rev. Neurosci., 2, 113-68.

Morrow, A.L. and Creese, 1., 1986. Characterization of alpha 1-adrenergic
receptor subtypes in rat brain: a reevaluation of [3H] WB4104 and [3H]
prazosin binding. Mol. Pharmacol., 29, 321-30.

Mrzljak, L., Bergson, C., Pappy, M., Huff, R., Levenson, R. and Goldman-
Rakic, P.S., 1996. Localization of dopamine D4 receptors in GABAergic
neurons of the primate brain. Nature, 381, 245-8.

Murase, S., Grenhoff, J., Chouvet, G., Gonon, F.G. and Svensson, T.H.,
1993. Prefrontal cortex regulates burst firing and transmitter release in
rat mesolimbic dopamine neurons studied in vivo. Neurosci. Lett., 157,
53-6.

Murphy, B.L., Arnsten, A.F., Goldman-Rakic, P.S. and Roth, R.H., 1996.
Increased dopamine turnover in the prefrontal cortex impairs spatial
working memory performance in rats and monkeys. Proc. Natl Acad.
Sci. USA, 93, 1325-9.

Nauta, W.J.H., 1976. Behavioural alterations in patients with basal ganglia
lesions. In: Yahr, M.D. (ed.), The Basal Ganglia, p. 177. Raven Press,
New York.

Nicholas, A.P., Pieribone, V. and Hokfelt, T., 1993a. Distributions of
mRNAs for alpha-2 adrenergic receptor subtypes in rat brain: an
in situhybridization study. J. Comp. Neurol., 328, 575-94.

Nicholas, A.P., Pieribone, V.A. and Hokfelt, T., 1993b. Cellular localiza-
tion of messenger RNA for beta-1 and beta-2 adrenergic receptors in rat
brain: an in situhybridization study. Neuroscience, 56, 1023-39.

Nicholas, A.P., Hokfelt, T. and Pieribone, V.A., 1996. The distribution and
significance of CNS adrenoceptors examined with in sifu hybridization.
Trends Pharmacol. Sci., 17, 245-55.

Nicoll, R.A., Malenka, R.C. and Kauer, J.A., 1990. Functional comparison
of neurotransmitter receptor subtypes in mammalian central nervous
system. Physiol. Rev., 70, 513—-65.

Nishi, A., Snyder, G.L. and Greengard, P., 1997. Bidirectional regulation
of DARPP-32 phosphorylation by dopamine. J. Neurosci., 17, 8147-55.

Nishino, H., Ono, T., Muramoto, K., Fukuda, M. and Sasaki, K., 1987.
Neuronal activity in the ventral tegmental area (VTA) during motivated
bar press feeding in the monkey. Brain Res., 413, 302-13.

Nishizawa, S., Benkelfat, C., Young, S.N., Leyton, M., Mzengeza, S.,
De Montigny, C., Blier, P. and Diksic, M., 1997. Differences between
males and females in rates of serotonin synthesis in human brain. Proc.
Natl Acad. Sci. USA, 94, 5308—-13.

Nomikos, G.G., Iurlo, M., Andersson, J.L., Kimura, K. and Svensson, T.H.,
1994. Systemic administration of amperozide, a new atypical antipsy-
chotic drug, preferentially increases dopamine release in the rat medial
prefrontal cortex. Psychopharmacology (Berl)., 115, 147-56.

Nordstrom, A.L., Farde, L., Eriksson, L. and Halldin, C., 1995. No ele-
vated D2 dopamine receptors in neuroleptic-naive schizophrenic patients
revealed by positron emission tomography and [11C]N-methylspiperone.
Psychiat. Res., 61, 67-83.

O’Donnell, P. and Grace, A.A., 1996. Dopaminergic reduction of excitabil-
ity in nucleus accumbens neurons recorded in vitro. Neuropsychophar-
macology, 15, 87-97.

Oades, R.D. and Halliday, G.M., 1987. Ventral tegmental (A10) system:
neurobiology. I. Anatomy and connectivity. Brain Res. Rev., 12, 117-65.

O’Malley, K.L., Harmon, S., Tang, L. and Todd, R.D., 1992. The rat
dopamine D4 receptor: sequence, gene structure, and demonstration of
expression in the cardiovascular system. New Biol., 4, 137-46.

Onn, S.P., West, A.R. and Grace, A.A., 2000. Dopamine-mediated regu-
lation of striatal neuronal and network interactions within the striatum.
Trends Neurosci., 23(suppl.), S48—S56.

Ostrowski, J., Kjelsberg, M.A., Caron, M.G. and Lefkowitz, R.J., 1992.
Mutagenesis of the beta 2-adrenergic receptor: how structure elucidates
function. A. Rev. Pharmacol. Toxicol., 32, 167—83.

Palacios, J.M. and Kuhar, M.J., 1983. Betaadrenergic receptor localization
in rat brain by light microscopic autoradiography. Neurochem. Int., 4,
473-90.

Paladini, C.A., Celada, P. and Tepper, J.M., 1999. Striatal, pallidal, and
pars reticulata evoked inhibition of nigrostriatal dopaminergic neurons is
mediated by GABA(A) receptors in vivo. Neuroscience, 89, 799-812.

Peroutka, S.J. and Snyder, S.H., 1979. Multiple serotonin receptors: dif-
ferential binding of [*H]5-hydroxytryptamine, [*H]lysergic acid diethy-
lamide and [3H]spiroperidol. Mol. Pharmacol., 16, 687—-99.

Perry, K.W. and Fuller, R.-W., 1992. Effect of fluoxetine on serotonin and
dopamine concentration in microdialysis fluid from rat striatum. Life Sci.,
50, 1683-90.

Phillipson, O.T., 1979. Afferent projections to the ventral tegmental area
of Tsai and interfascicular nucleus: a horseradish peroxidase study in the
rat. J. Comp. Neurol., 187, 117-43.

Phillipson, O.T., 1989. The cytoarchitecture of the interfascicular nucleus
and ventral tegmental area of Tsai in the rat. J. Comp. Neurol., 187, 85.

Picciotto, M.R., Zoli, M., Rimondini, R., Léna, C., Marubio, L.M.,
Merlo Pich, E., Fuxe, K. and Changeuz, J.-P., 1998. Acetylcholine
receptors containing the beta2 subunit are involved in the reinforcing
properties of nicotine. Nature, 391(6663), 173-7.

Pidiplichko, V.I., DeBiasi, M., Williams, J.T. and Dani, J.A., 1997. Nico-
tine activates and desensitizes midbrain dopamine neurons. Nature,
390(6658), 401-4.

Pifieyro, G. and Blier, P., 1999. Autoregulation of serotonin neurons: role
in antidepressant drug action. Pharmacol. Rev., 51, 533-91.

Pifieyro, G., Castanon, N., Hen, R. and Blier, P., 1995. Regulation of 3H-
5-HT release in raphe, frontal cortex and hippocampus of 5-HT g knock-
out mice. Neuroreport, 29, 353-9.

Pifieyro, G., Weiss, M., de Montigny, C. and Blier, P., 1996. Autoregula-
tory properties of dorsal raphe 5-HT neurons: possible role of electronic
coupling and 5-HTp receptors in the rat brain. Synapse, 22, 54—62.

Portas, C.M. and McCarley, R.W., 1994. Behavioral state-related changes
of extracellular serotonin concentration in the dorsal raphe nucleus: a
microdialysis study in the freely moving cat. Brain Res., 648, 306—12.



64 BASIC PRINCIPLES

Qian, Y., Melikian, H.E., Rye, D.B., Levey, A.L. and Blakely, R.D., 1995.
Identification and characterization of antidepressant-sensitive serotonin
transporter using site-specific antibodies. J. Neurosci., 15, 1261-74.

Quirion, R., Chiueh, C.C., Everist, H.D. and Pert, A., 1985. Comparative
localization of neurotensin receptors on nigrostriatal and mesolimbic
dopaminergic terminals. Brain Res., 338, 151-4.

Rainbow, T.C., Parsons, B. and Wolfe, B.B., 1984. Quantitative autoradio-
graphy of beta 1- and beta 2-adrenergic receptors in rat brain. Proc. Natl
Acad. Sci. USA, 81, 1585-9.

Raiteri, M., Maura, G., Folghera, S., Cavazzani, P., Andrioli, G.C.,
Schlicker, E., Schalnus, R. and Gothert, M., 1990. Modulation
of 5-hydroxytryptamine release by presynaptic inhibitory alpha-2-
adrenoceptors in the human cerebral cortex. Naunyn-Schmiedebergs Arch.
Pharmacol., 342, 508—12.

Rajkowska, G., 2000. Histopathology of the prefrontal cortex in major
depression: what does it tell us about dysfunctional monoaminergic
circuits? Prog. Brain Res., 126, 397-412.

Ramamoorthy, S., Leibach, F.H., Mahesh, V.B. and Ganapathy, V., 1993a.
Partial purification and characterization of the human placental serotonin
transporter. Placenta, 14, 449—-61.

Ramamoorthy, S., Bauman, A.L., Moore, K.R., Han, H., Yang-Feng, T.,
Chang, A.S., Ganapathy, V. and Blakely, R.D., 1993b. Antidepressant-
and cocaine-sensitive human serotonin transporter. Molecular cloning,
expression and chromosomal localization. Proc. Natl Acad. Sci. USA, 90,
2542-6.

Ramamoorthy, S., Cool, D.R., Mahesh, V.B., Leibach, F.H., Melikian,
H.E., Blakely, R.D. and Ganapahy, V., 1993c. Regulation of the human
serotonin transporter cholera toxin-induced stimulation of serotonin
uptake in human placental choriocarcinoma cells is accompanied by
increased serotonin transporter mRNA levels and serotonin transporter-
specific ligand binding. J. Biol. Chem., 15, 21626-31.

Rapport, M.M., Green, A.A. and Page, I.H., 1948. Serum vasoconstrictor
(serotonin) IV: isolation and characterization. J. Biol. Chem., 176,
1248-51.

Redgrave, P., Prescott, T.J. and Gurney, K., 1999. Is the short-latency
dopamine response too short to signal reward error? Trends Neurosci.,
22(4), 146-51.

Reilly, J.G., McTavish, S.F.B. and Young, A.H., 1997. Rapid depletion of
plasma tryptophan: a review of studies and experimental methodology.
J. Psychopharmacol., 11, 381-92.

Reisine, T.D., Soubrie, P., Artaud, F. and Glowinski, J., 1982. Involvement
of lateral habenula-dorsal raphe neurons in the differential regulation
of striatal and nigral serotonergic transmission in cats. J. Neurosci., 2,
1062-71.

Ressler, K.J. and Nemeroff, C.B., 2000. Role of serotonergic and noradren-
ergic systems in the pathophysiology of depression and anxiety disorders.
Depress. Anxiety, 12 (suppl 1), 2—19.

Reynolds, G.P., 1996. The importance of dopamine D4 receptors in the
action and development of antipsychotic agents. Drugs, 51, 7-11.

Robbins, T.W. and Everitt, B.J., 1999. Drug addiction: bad habits add up.
Nature, 398(6728), 567-70.

Roberts, D.C.S., Koob, G.F., Klonoff, P. and Fibiger, H.C., 1980.
Extinction and recovery of cocaine self-administration following 6-
hydroxydopamine lesions of the nucleus accumbens. Pharmacol.
Biochem. Behav., 12, 781-17.

Roberts, G.W., 1991. Schizophrenia: a neuropathological perspective. Br.
J. Psychiat., 158, 8—17.

Ross, C.A. and Pearlson, G.D., 1996. Schizophrenia, the heteromodal
association neocortex and development: potential for a neurogenetic
approach. Trends Neurosci., 19, 171-6.

Roth, B.L., Meltzer, H.Y. and Khan, N., 1998. Binding of typical and
atypical antipsychotic drugs to multiple neurotransmitter receptors. Adv.
Pharmacol., 42, 482-5.

Roth, R.H., 1973. Inhibition by gamma-hydroxybutyrate of chlorpromazine-
induced increase in homovanillic acid. Br. J. Pharmacol., 47, 408.

Roth, R.H. and Ellsworth, J.D., 1995. Biochemical pharmacology of mid-
brain dopamine neurons. In: Bloom, F.E. and Kupfer, D.J. (eds), Psy-
chopharmacology: The Fourth Generation of Progress, p. 227. Raven
Press, New York.

Roth, R.H., Morgenroth, V.H. 3rd and Salzman, P.M., 1975. Tyrosine
hydroxylase: allosteric activation induced by stimulation of central
noradrenergic neurons. Naunyn-Schmiedebergs Arch. Pharmacol., 289,
327-43.

Rudnick, G., 1977. Active transport of 5-hydroxytryptamine by plasma
membrane vesicles isolated from human blood platelets. J. Biol. Chem.,
7, 2170-4.

Ruffolo, R.R. Jr, Nichols, A.J., Stadel, J. M. and Hieble, J.P., 1991. Struc-
ture and function of alpha-adrenoceptors. Pharmacol. Rev., 43, 475-505.

Ruffolo, R.R. Jr, Nichols, A.J., Stadel, J.M. and Hieble, J.P., 1993. Phar-
macologic and therapeutic applications of alpha 2-adrenoceptor subtypes.
A. Rev. Pharmacol. Toxicol., 33, 243-79.

Ruffolo, R.R. Jr, Stadel, J.M. and Hieble, J.P., 1994. Alpha-adrenoceptors:
recent developments. Med. Res. Rev., 14, 229-70.

Rutter, J.J. and Auerbach, S.B., 1993. Acute uptake inhibition increases
extracellular serotonin in the rat forebrain. J. Pharmacol. Exp. Ther.,
265, 1319-24.

Salm, A.K. and McCarthy, K.D., 1992. The evidence for astrocytes as
a target for central noradrenergic activity: expression of adrenergic
receptors. Brain Res. Bull., 29, 265-75.

Sanchez, C., Arnt, J. and Moltzen, E., 1996. Assessment of relative effica-
cies of 5-HT 4 receptor ligands by means of in vivo animal models. Eur.
J. Pharmacol., 315, 245-54.

Sawaguchi, T. and Goldman-Rakic, P.S., 1994. The role of D1-dopamine
receptor in working memory: local injections of dopamine antagonists
into the prefrontal cortex of rhesus monkeys performing an oculomotor
delayed-response task. J. Neurophysiol., 71, 515-28.

Schalling, M., Friberg, K., Seroogy, K., Riederer, P., Bird, E., Schift-
man, O., Mailleux, P., Vanderhaeghen, J.-J., Kuga, S., Goldstein, M.,
Kitahama, K., Luppi, P.H., Jouvet, M. and Hokfelt, T., 1990. Analysis
of expression of cholecystokinin in dopamine cells in the ventral mes-
encephalon of several species and in humans with schizophrenia. Proc.
Natl Acad. Sci. USA, 87, 8427-31.

Scheinin, M., Lomasney, J.W., Hayden-Hixson, D.M., Schambra, U.B.,
Caron, M.G., Lefkowitz, R.J. and Fremeau, R.T. Jr, 1994. Distribution
of alpha 2-adrenergic receptor subtype gene expression in rat brain. Brain
Res. Mol. Brain Res., 21, 133—-49.

Schultz, W., 1986. Responses of midbrain dopamine neurons to behavioral
trigger stimuli in the monkey. J. Neurophysiol., 56, 1439-61.

Schultz, W., 1997. Dopamine neurons and their role in reward mechanisms.
Curr. Opin. Neurobiol., 7, 191-7.

Schultz, W., 1998. Predictive reward signal of dopamine neurons. J.
Neurophysiol., 80, 1-27.

Schultz, W., 1998. The phasic reward signal of primate dopamine neu-
rons. In: Goldstein, D.S., Eisenhofer, G. and McCarty, R. (eds), Cate-
cholamines: Bridging Basic Science with Clinical Medicine, p. 686. Aca-
demic Press, San Diego, CA.

Schultz, W., Apicella, P. and Ljungberg, T., 1993. Responses of monkey
dopamine neurons to reward and conditioned stimuli during successive
steps of learning a delayed response task. J. Neurosci., 13, 900—13.

Schultz, W., Dayan, P. and Montague, P.R., 1997. A neural substrate of
prediciton and reward. Science, 275, 1593-8.

Schultz, W., Tremblay, L. and Hollerman, J.R., 1998. Reward prediction in
primate basal ganglia and frontal cortex. Neuropharmacology, 37, 421-9.

Schwartz, J.C., Diaz, J., Pilon, C. and Sokoloff, P., 2000. Possible implica-
tions of the dopamine D(3) receptor in schizophrenia and in antipsychotic
drug actions. Brain Res. Brain Res. Rev., 31, 277-87.

Schwartz, R.D., 1986. Autoradiographic distribution of high affinity mus-
carinic and nicotinic cholinergic receptors labeled with [*H]acetylcholine
in rat brain. Life Sci., 38, 2111-19.

Seeman, P., Lee, T., Chau-Wong, M. and Wong, K., 1976. Antipsychotic
drug doses and neuroleptic/dopamine receptors. Nature, 261, 717—19.
Seeman, P., Tallerico, T., Corbett, R., Van Tol, H.HH. and Kamboj, R.K.,
1997. Role of dopamine D2, D4 and serotonin(2A) receptors in antipsy-

chotic and anticataleptic action. J. Psychopharmacol., 11, 15-17.

Servan-Schreiber, D., Printz, H. and Cohen, J.D., 1990. A network model
of catecholamine effects: gain, signal-to-noise ratio, and behavior.
Science, 249, 892.

Sesack, S.R., Deutsch, A.Y., Roth, R.H. and Bunney, B.S., 1989. Topo-
graphical organization of the efferent projections of the medial prefrontal
cortex in the rat: an anterograde tract-tracing study with Phaseolus vul-
garis leucoagglutinin. J. Comp. Neurol., 290, 213-42.

Sesack, S.R., Hawrylak, V.A., Matus, C. et al, 1998. Dopamine axon
varicosities in the prelimbic division of the rat prefrontal cortex exhibit
sparse immunoreactivity for the dopamine transporter. J. Neurosci., 18,
2697-708.

Sharman, D.F., 1981. The turnover of catecholamines. In: Pycock, C.V.J.
and Taberner, P.V. (eds), Central Neurotransmitter Turnover, pp. 20-58.
Croom Helm, London.



MONOAMINERGIC TRANSMITTER SYSTEMS 65

Sharp, T. and Hjorth, S., 1990. Application of brain microdialysis to study
the pharmacology of the 5-HT;s autoreceptor. J. Neurosci. Meth., 34,
83-90.

Shen, K.Z. and Johnson, S.W., 1997. A slow excitatory postsynaptic current
mediated by G-protein-coupled metabotropic glutamate receptors in rat
ventral tegmental dopamine neurons. Eur. J. Neurosci., 9, 48—54.

Shiah, I.-S. and Yatham, L.N., 2000. Serotonin in mania and in the
mechanism of action of mood stabilizers: a review of clinical studies.
Bipolar Disord., 2, 77-92.

Shorr, R.G., Lefkowitz, R.J. and Caron, M.G., 1981. Purification of the
beta-adrenergic receptor. Identification of the hormone binding subunit.
J. Biol. Chem., 256, 5820—6.

Shorr, R.G., Strohsacker, M.W., Lavin, T.N., Lefkowitz, R.J. and Caron,
M.G., 1982. The beta 1-adrenergic receptor of the turkey erythrocyte.
Molecular heterogeneity revealed by purification and photoaffinity
labeling. J. Biol. Chem., 257, 12341-50.

Simon, H., Le Moal, M. and Calas, A., 1979. Efferent and afferents of the
ventral tegmental-A10 region studies after local injection of (*H-)-leucine
and horseradish peroxidase. Brain Res., 178, 17-40.

Smeets, W.J. and Gonzalez, A., 2000. Catecholamine systems in the brain
of vertebrates: new perspectives through a comparative approach. Brain
Res. Brain Res. Rev., 33(2-3), 308-79.

Smiley, J.F., Levey, A.L, Ciliax, B.J. et al., 1994. D1 dopamine receptor
immunoreactivity in human and monkey cerebral cortex: predominant
and extrasynaptic localization in dendritic spines. Proc. Natl Acad. Sci.
USA, 91, 5720-4.

Smith, Y. and Bolam, J.P., 1990. The output neurones and the dopaminergic
neurones of the substantia nigra receive a GABA-containing input from
the globus pallidus in the rat. J. Comp. Neurol., 296, 47—64.

Sokoloff, P., Giros, B., Martres, M.P., Bouthenet, M.L. and Schwartz, J.C.,
1990. Molecular cloning and characterization of a novel dopamine
receptor (D3) as a target for neuroleptics. Nature, 347, 146-51.

Stanford, .M. and Lacey, M.G., 1996. Differential actions of serotonin,
mediated by 5-HT1B and 5-HT2C receptors, on GABA-mediated synap-
tic input to rat substantia nigra pars reticulata neurons in vitro. J. Neu-
rosci., 16, 7566-73.

Starke, K., 1971. Influence of «-receptor stimulants on noradrenaline
release. Naturwissenschaften, 58, 420.

Starke, K., Gothert, M. and Kilbinger, H., 1989. Modulation of neurotrans-
mitter release by presynaptic autoreceptors. Physiol. Rev., 69, 864—989.

Stone, E.A. and Ariano, M.N.A., 1989. Are glial cells targets of the central
noradrenergic system? A review of the evidence. Brain Res. Rev., 14,
297-309.

Suaud-Chagny, MLF., Chergui, K., Chouvet, G. and Gonon, F., 1992. Rela-
tionship between dopamine release in the rat nucleus accumbens and
the discharge activity of dopaminergic neurons during local in vivo
application of amino acids in the ventral tegmental area. Neuroscience,
49, 63-72.

Sulzer, D., Joyce, M.P., Lin, L., Geldwert, D., Haber, S.N., Hattori, T.
and Rayport, S., 1998. Dopamine neurons make glutamatergic synapses
in vitro. J. Neurosci., 18, 4588—-602.

Summers, K.L. and Giacobini, E., 1995. Effects of local and repeated
systemic administration of (—) nicotine on extracellular levels of
acetylcholine, norepinephrine, dopamine and serotonin in rat cortex. Neu-
rochem. Res., 20, 753-9.

Surmeier, D.J., Bargas, J., Hemmings, H.C. Jr, Nairn, A.C. and Green-
gard, P., 1995. Modulation of calcium currents by a D1 dopaminergic
protein kinase/phosphatase cascade in rat neostriatal neurons. Neuron,
14, 385-97.

Svensson, T.H., 1978. Attenuated feed-back inhibition of brain serotonin
synthesis following chronic administration of imipramine. Naunyn-
Schmiedeberg’s Arch. Pharmacol., 302, 115-8.

Svensson, T.H., 1987. Peripheral, autonomic regulation of locus coeruleus
noradrenergic neurons in brain: putative implications for psychiatry and
psychopharmacology. Psychopharmacology, 92, 1-17.

Svensson, T.H., 2000a. Brain noradrenaline and the mechanisms of action
of antidepressant drugs. Acta Psychiatr. Scand., 101, 18-27.

Svensson, T.H., 2000b. Dysfunctional brain dopamine systems induced
by psychotomimetic NMDA-receptor antagonists and the effects of
antipsychotic drugs. Brain Res. Brain Res. Rev., 31, 320-9.

Svensson, T.H. and Engberg, G., 1980. Effect of nicotine on single cell
activity in the noradrenergic nucleus locus coeruleus. Acta Physiol.
Scand., 479(suppl.), 31-4.

Svensson, T.H. and Thorén, P., 1979. Brain noradrenergic neurons in the
locus coeruleus: inhibition by blood volume load through vagal afferents.
Brain Res., 172, 174-8.

Svensson, T.H. and Tung, C.-S., 1989. Local cooling of pre-frontal cor-
tex induces pacemaker-like firing of dopamine neurons in rat ventral
tegmental area in vivo. Acta Physiol. Scand., 136, 135-6.

Svensson, T.H. and Usdin, T., 1978. Feedback inhibition of brain nora-
drenaline neurons by tricyclic antidepressants: alpha-receptor mediation.
Science, 202(4372), 1089-91.

Svensson, T.H., Bunney, B.S. and Aghajanian, G.K., 1975. Inhibition
of both noradrenergic and serotonergic neurons in brain by the
alpha-adrenergic agonist clonidine. Brain Res., 92(2), 291-306.

Svensson, T.H., Tung, C.S. and Grenhoff, J., 1989. The 5-HT2 antagonist
ritanserin blocks the effect of pre-frontal cortex inactivation on rat A10
dopamine neurons in vivo. Acta Physiol. Scand., 136, 497-8.

Svensson, T.H., Nomikos, G.G. and Andersson, J.L., 1993. Modulation
of dopaminergic neurotransmission by 5-HT2 antagonism. In: Van-
houtte, P.M., Saxena, P.R., Paoletti, R., Brunello, N. and Jackson, A.S.
(eds), Serotonin. From Cell Biology to Pharmacology and Therapeutics,
pp. 263-70. Kluwer, Dordrecht.

Svensson, T.H., Mathe, J.M., Andersson, J.L., Nomikos, G.G., Hildebrand,
B.E. and Marcus, M., 1995. Mode of action of atypical neuroleptics in
relation to the phencyclidine model of schizophrenia: role of 5-HT2 and
o 1-adrenoreceptor antagonism. J. Clin. Psychopharmacol., 15, 11S—18S.

Svensson, T.H., Mathe, J., Nomikos, G.G., Marcus, M.M., Hygge-
Blakeman, K. and Wadenberg, M.L., 1999. Brain dopaminergic
dysfunction in psychotic behavior: stabilization by 5-HT2A and alphal-
receptor antagonistic drugs. In: Beninger, R., Palomo, T. and Archer, T.
(eds), Interactive Monoaminergic Disorders, pp.407-25. Editorial
Sintesis, Madrid.

Swanson, L.W., 1982. The projections of the ventral tegmental area
and adjacent regions: a combined fluorescent retrograde tracer and
immunofluorescence study in the rat. Brain Res. Bull., 9, 321.

Taber, M.T. and Fibiger, H.C., 1997. Activation of the mesocortical
dopamine system by feeding: lack of a selective response to stress. Neu-
roscience, 77, 295-8.

Talley, E.M., Rosin, D.L., Lee, A., Guyenet, P.G. and Lynch, K.R., 1996.
Distribution of «j-adrenergic receptor-like immunoreactivity in the
central nervous system. J. Comp. Neurol., 372, 111-34.

Tarrant, H.M. and Williams, D.C., 1995. Dithiothreithol promotes a higher
affinity state of the serotonin transporter for the tricyclic antidepressant,
imipramine. Biochem. Soc. Trans., 23, 41.

Thureson-Klein, A., 1983. Exocytosis from large and small dense cored
vesicles in noradrenergic nerve terminals. Neuroscience, 10, 245-59.
Trifaro, J.M., Vitale, M.L. and Rodriguez Del Castillo, A., 1992. Cytoskele-
ton and molecular mechanisms in neurotransmitter release by neurose-

cretory cells. Eur. J. Pharmacol., 225, 83—104.

Twarog, B. and Page, J., 1953. Serotonin content of some mammalian
tissues and urine and a method for its determination. J. Physiol., 175,
157-61.

Tyce, G.M., 1985. Biochemistry of serotonin. In: Vanhoutte, P.M. (ed.),
Serotonin and the Cardiovascular System, pp. 1-13. Raven Press,
New York.

Ugedo, L., Grenhoff, J. and Svensson, T.H., 1989. Ritanserin, a 5-HT2
receptor antagonist, activates midbrain dopamine neurons by blocking
serotonergic inhibition. Psychopharmacology, 98, 45-50.

Umbriaco, D., Anctil, M. and Descarries, L., 1990. Serotonin-
immunoreactive neurons in the cnidarian Renilla koellikeri. J. Comp.
Neurol., 291, 167-78.

Ungerstedt, U., 1971. Stereotaxic mapping of the monoamine pathways in
the rat brain. Acta Physiol. Scand. Suppl., 367, 1-48.

Valentino, R. and Aston-Jones, G., 1995. Physiological and anatomical
determinants of locus coeruleus discharge. In: Bloom, F. and Kupfer, D.
(eds), Psychopharmacology: The Fourth Generation of Progress,
pp. 373-85, New York, Raven press.

Valentino, R.J., Foote, S.L. and Page, M.E., 1993. The locus coeruleus as
a site for integrating corticotropin-releasing factor and noradrenergic
mediation of stress responses. Ann. N. Y. Acad. Sci., 697, 173-88.

van Bockstaele, E.J., Cestari, D.M. and Pickel, V.M., 1994. Synaptic struc-
ture and connectivity of serotonin terminals in the ventral tegmental area:
potential sites for modulation of mesolimbic dopamine neurons. Brain
Res., 647, 307-22.

van Tol, HH., Bunzow, J.R., Guan, H.C., Sunahara, RK., Seeman, P.,
Niznik, H.B. and Civelli, O., 1991. Cloning of the gene for the human



66 BASIC PRINCIPLES

dopamine Dy receptor with affinity for the antipsychotic clozapine.
Nature, 350(6319), 610—4.

Vogt, M., 1954. The concentration of sympathin in different parts of the
central nervous system under normal conditions and after administration
of drugs. J. Physiol., 123, 451-81.

von Euler, U.S., 1946a. The presence of a substance with sympathin
properties in spleen extracts. Acta Physiol. Scand., 11, 168—86.

von Euler, U.S., 1946b. A specific sympathomimetic ergone in adrenergic
nerve fibers (sympathin) and its relations to adrenaline and noradrenaline.
Acta Physiol. Scand., 12, 73-97.

Wada, E., Wada, K., Boulter, J., Deneris, E., Heinemann, S., Patrick, J. and
Swanson, L.W., 1989. Distribution of alpha 2, alpha 3, alpha 4, and
beta 2 neuronal nicotinic receptor subunit mRNAs in the central ner-
vous system: a hybridization histochemical study in the rat. J. Comp.
Neurol., 284, 314-35.

Wadenberg, M.L., Hertel, P., Fernholm, R., Hygge-Blakeman, K., Ahle-
nius, S. and Svensson, T.H., 2000. Enhancement of antipsychotic-like
effect by combined treatment with the alphal-adrenoceptor antagonist
prazosin and the dopamine D2 receptor antagonist raclopride in rats. J.
Neural Transm., 107, 1229-38.

Wamsley, J.K., Alburges, M.E., Hunt, M.A. and Bylund, D.B., 1992. Dif-
ferential localization of alpha 2-adrenergic receptor subtypes in brain.
Pharmacol. Biochem. Behav., 41, 267-73.

Wang, R.Y., 1981. Dopaminergic neurons in the rat ventral tegmental area:
1. Identification and characterization. Brain Res. Rev., 3, 123.

Weinberger, D.R., Berman, K.F. and Zec, R.F., 1986. Physiological dys-
function of dorsolateral prefrontal cortex in schizophrenia. Arch. Gen.
Psychiat., 44, 660.

Weiner, D.M., Levey, A.L, Sunahara, R.K., Niznik, H.B., O’Dowd, B.F.,
Seeman, P. and Brann, M.P., 1991. Dy and D, dopamine receptor mnRNA
in rat brain. Proc. Natl Acad. Sci. USA, 88, 1859-63.

Wellman, P.J., 2000. Norepinephrine and the control of food intake.
Nutrition, 16, 837-42.

Westerink, B.H.C. and de Vries, J.B., 1989. On the mechanism of
neuroleptic induced increase in striatal dopamine release: brain dialy-
sis provides direct evidence for mediation by autoreceptors localized on
nerve terminals. Neurosci. Lett., 99, 197-202.

White, F.J. and Wang, R.Y., 1986. Electrophysiological evidence for the
existence of both D-1 and D-2 dopamine receptors in the rat nucleus
accumbens. J. Neurosci., 6, 274-80.

Widerlov, E. and Lewander, T., 1978. Inhibition of the in vivo biosynthesis
and changes of catecholamine levels in rat brain after alpha-methyl-p-
tyrosine; time- and dose-response relationships. Naunyn-Schmiedebergs
Arch. Pharmacol., 304, 111-23.

Williams, W.A., Shoaf, S.E., Hommer, D., Rawlings, R. and Linnoila, M.,
1999. Effects of acute tryptophandepletion on plasma and cerebrospinal
fluid and 5-hydroxyindoleacetic acid in normal volunteers. J. Neurochem.,
72, 1641-17.

Wise, R.A. and Bozarth, M.A., 1987. A psychomotor stimulant theory of
addiction. Psychol. Rev., 94, 469-92.

Wise, R.A. and Rompre, P.P., 1989. Brain dopamine and reward. A. Rev.
Psychol., 40, 191-225.

Wolske, M., Rompre, P.P., Wise, R.A. and West, M.O., 1993. Activation
of single neurons in the rat nucleus accumbens during self-stimulation of
the ventral tegmental area. J. Neurosci., 13, 1-12.

Wolfel, R. and Graefe, K.-H., 1992. Evidence for various tryptamines
and related compounds acting as substrates of the platelet 5-
hydroxytryptamine transporter. Naunyn-Schmiedebergs Arch. Pharma-
col., 345, 129-36.

Yang, C.R., Seamans, J.K. and Gorelova, N., 1999. Developing a neuronal
model for the pathophysiology of schizophrenia based on the nature of
electrophysiological actions of dopamine in the prefrontal cortex. Neu-
ropsychopharmacology, 21, 161-94.

Yeomans, J. and Baptista, M., 1997. Both nicotinic and muscarinic recep-
tors in ventral tegmental area contribute to brain-stimulation reward.
Pharmacol. Biochem. Behav., 57, 915-21.

Yeomans, J.S., Kofman, O. and McFarlane, V., 1985. Cholinergic involve-
ment in lateral hypothalamic rewarding brain stimulation. Brain Res.,
329, 19-26.

Yeomans, J.S., Mathur, A. and Tampakeras, M., 1993. Rewarding brain
stimulation: role of tegmental cholinergic neurons that activate dopamine
neurons. Behav. Neurosci., 107, 1077-87.

Zanardi, R., Franchini, L., Gasperini, M., Lucca, A., Smeraldi, E. and
Pérez, J., 1998. Faster onset of fluvoxamine in combination with pin-
dolol in the treatment of delusional depression: a controlled study. J.
Clin. Psychopharmacol., 18, 441-6.

Zetterstrom, T. and Ungerstedt, U., 1984. Effects of apomorphine on the
in vivo release of dopamine and its metabolites studied by brain dialysis.
Eur. J. Pharmacol., 97, 29-36.

Zhou, FM. and Hablitz, J.J., 1999. Activation of serotonin receptors
modulates synaptic transmission in rat cerebral cortex. J. Neurophysiol.,
82, 2989-99.



\%

The Excitatory Amino Acid System

Daniel T. Monaghan, Patrick A. Howson, David E. Jane and Richard J. Bridges

As one of the last major neurotransmitter systems to be identified,
our appreciation of the roles of L-glutamate in synaptic signalling
has progressed from the point where it was considered a nonspecific
excitant to our present recognition of it as the primary excitatory
transmitter in the mammalian central nervous system (CNS).
Beyond its participation in standard fast synaptic communication,
this excitatory amino acid (EAA) contributes to higher-order
processes ranging from synaptic plasticity to neuropathology. The
identification and characterization of the receptors through which
L-glutamate mediates these processes has led to an understanding of
the fundamental signalling machinery of most excitatory synapses
in the brain. Instead of being passive transducers of chemical to
electrical signals in the dendrite, these receptors display a diversity
of physiological and molecular properties that enable them to play
dynamic roles in the integration and modulation of synaptic signals.
In this chapter, we provide a overview of three components critical
to the operation of an EAA synapse: the ionotropic receptors, the
metabotropic receptors, and the glutamate transporters.

IONOTROPIC GLUTAMATE RECEPTORS

L-Glutamate excites, or depolarizes, almost all neurons in the
vertebrate CNS by activating ligand-gated ion channel receptors.
These ionotropic glutamate receptors (Table V.1) span the plasma
membrane, and the binding of rL-glutamate causes a conforma-
tional change that opens a pore formed by the receptor. The
opened ion channel allows the flux of Na®, K* and sometimes
Ca** jons. It is the influx of these positively charged ions that
causes the cell to depolarize. Early studies by Watkins and col-
leagues identified three classes of L-glutamate ionotropic receptors
responsible for the depolarizing actions of L-glutamate. These were
named for glutamate analogues that selectively activate each recep-
tor class, N-methyl-p-aspartate (NMDA), «-amino-3-hydroxy-5-
methylisoxazole-4-propionate (AMPA), and kainate (for review,
see Watkins, 1981). With the development of receptor-selective
antagonists, it then became possible to prove that these receptors
are responsible for synaptic transmission throughout the brain.
These discoveries have established glutamate as the major exci-
tatory neurotransmitter in the vertebrate CNS and, in the process,
have revealed several important and unexpected aspects of synaptic
transmission.

NMDA Receptors

NMDA receptors have a distinctive role in synaptic transmission
due to their unique physiological properties. When NMDA receptor
antagonists first became available, initial studies could not iden-
tify a specific synaptic response mediated by these receptors, even
though NMDA receptors are distributed throughout the brain. Soon,

it was discovered that NMDA receptors have novel physiological
properties that enable them to play an important role in synap-
tic transmission, but not in mediating the primary fast synaptic
response in a glutamate-using synapse. Under normal physiologi-
cal conditions, a single stimulation of a synaptic pathway results
in a glutamate receptor-mediated synaptic response but with lit-
tle detectable NMDA-receptor-mediated component (Collingridge
et al., 1988). Instead, most of the synaptic current is mediated
by AMPA receptors. The apparent absence of an NMDA receptor
synaptic component is due to the voltage-dependent properties of
the receptor. In contrast to most other ion channel receptors, NMDA
receptor currents are both ligand gated and voltage gated (Flat-
man et al., 1983; MacDonald et al., 1982). To observe more robust
NMDA receptor responses, the cell must be moderately depolar-
ized from the resting potential. Thus, partial depolarization results
in larger NMDA-evoked currents, even though the voltage-gradient
driving force responsible for these currents is reduced. The voltage
dependency of NMDA receptors is due to the preferential blockade
of NMDA receptor channels by Mg*™™ ions at negative membrane
potentials (Mayer et al., 1984; Nowak et al., 1984). Hence, at the
normal negative resting membrane potential, physiological concen-
trations of Mg*™™* ions potently block NMDA receptor channels.
However, if the cell has been depolarized previously, such as during
high-frequency stimulation, Mg*™" ions can no longer block acti-
vated NMDA receptors, and a larger current results. Thus, NMDA
receptor responses are dependent upon the immediately preceding
history of the cell, with larger NMDA receptor responses occurring
if the cell is currently depolarized from a previous synaptic signal.

Another important property of the NMDA receptor is calcium
permeability. Unlike most ligand-gated ion channels, the NMDA
receptor has a high calcium permeability in addition to sodium
and potassium permeability. In many cases, it is this influx of
calcium that is thought to be responsible for the subsequent
biological actions induced by NMDA receptor activation. With
the combination of these two distinctive physiological properties
(voltage dependency and calcium permeability), NMDA receptors
are able to use calcium as a trigger for experience-dependent
plasticity, most notably the phenomena known as long-term
potentiation.

While NMDA receptors are gated by L-glutamate, these receptors
also require the presence of another agonist, glycine, to achieve
channel activation (Johnson and Ascher, 1987). Thus, L-glutamate
or NMDA alone is insufficient to evoke an NMDA-receptor-
mediated response. Likewise, glycine alone is insufficient to evoke
an NMDA receptor response, but glycine together with L-glutamate
results in potent receptor activation. In many preparations, the
glycine binding site appears to be saturated, or nearly saturated,
in the absence of exogenous glycine. Hence, the presence of
endogenous glycine, or a related agonist, makes the receptor
responsive to the addition of L-glutamate by itself. Because of the
apparent tonic saturation of the glycine site, relatively few studies
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Table V.1 Ionotropic receptor pharmacology
Receptor Agonists Affinity (M) Antagonists Affinity (WM)
NMDA
NR1 Glycine 0.1 7-Chlorokynurenate 0.4
D-Serine 0.4 5,7-DiCl-kynurenate 0.1
L-689,560 0.006
NR2A-D NMDA 2 D-AP5 2
L-Aspartate 3 EAB-515 0.1
L-Glutamate 0.3 D-CPPene 0.1
L-CCG-1V 0.02 CGS-19755 1
Channel MK-801 0.03
PCP 0.06
Ketamine 10
AMPA
Glutamate binding site L-Glutamate 0.3 NBQX 0.06
AMPA 0.05 DNQX 0.3
Quisqualate 0.1 CNQX 0.3
Kainate 10
Positive modulator site Aniracetam -
Cyclothiazide 10
Noncompetitive antagonist site GYKI53655 5
Kainate
Glutamate binding site L-Glutamate 0.5 CNQX 1.5
Kainate 0.05 NBQX 5
Domoate 0.01 NS-102 0.6-10
Quisqualate 0.2
AMPA 50

L-CCG-1V, (251'R,2" S)-2-(Carboxycyclopropyl)glycine; CNQX, 6-cyano-7-nitroquinoxaline-2,3-dione; D-AP5, D-2-amino-5-phosphonopentanoate;
D-CPPene, D-4-(3-phosphonoprop-2-enyl) piperazine-2-carboxylic acid; DNQX, 6,7-dinitroquinoxaline-2,3-dione; NBQX, 6-nitro-7-sulpha-

moyl[ f]quinoxaline-2,3-dione.

have examined the role of cellular mechanisms that modulate
glycine levels in the synapse. However, there is some evidence that
both glycine and p-serine (also an agonist at the glycine binding
site) may have their extracellular levels regulated at subsaturating
concentrations, and hence may play a role in modulating the
excitability levels of NMDA receptors (Danysz and Parsons,
1998).

Molecular Properties of NMDA Receptors

NMDA receptors are a multimeric complex composed of subunits
derived from three related families: NR1, NR2 and NR3 subunits
(Nakanishi, 1994; Seeburg et al., 1995; Sucher et al., 1995). Both
the NR1 and NR2 subunits are required for receptor function. The
NR1 subunit contains the glycine binding site, and the NR2 contains
the L-glutamate binding site (Laube et al., 1998). In contrast, the
NR3 subunit appears to modulate receptor function in a limited
number of situations. Multiple lines of evidence suggest that
there are two NRI1 subunits and two NR2 subunits in a single
NMDA receptor complex. Thus NR1/NR2 complexes may exist
as a tetramer (Laube er al., 1998). However, the effect on the
stoichiometry of including NR3 subunits is unknown.

In the early 1990s, the laboratories of Nakanishi and Mishina
identified cDNA encoding NMDA receptor NR1 subunits from rat
and mouse, respectively (Moriyoshi et al., 1991; Yamazaki et al.,
1992). The corresponding protein, NR1 (also termed NMDARI1
for rat and ¢1 for mouse), is over 900 amino acids in length
and displays 22-26% identity with AMPA and kainate receptor
subunits. The NR1 gene consists of 22 exons; exons 5, 21 and 22
can be alternatively spliced, resulting in eight distinct NR1 isoforms

(Hollman et al., 1993; Sugihara et al., 1992). Exon 22 includes a
stop codon and hence has a different C-terminal than proteins that
do not have exon 22.

Subsequent to the cloning of the NR1 subunit, the NR2 sub-
units were identified (Ikeda er al., 1992; Ishii et al., 1993; Kut-
suwada et al., 1992; Meguro et al., 1992; Monyer et al., 1994;
Monyer et al., 1992). The four members of the NR2 subunit
family (NR2A-NR2D for rat and e1-¢4 for mouse) are the
products of four separate genes. The physiological and pharma-
cological properties of native and recombinant NMDA receptors
vary with the specific NR2 subunit present in the heteromeric
complex (Buller et al., 1994; Monyer et al., 1994; Monyer et al.,
1992; Williams, 1993). NMDA receptors containing NR2A sub-
units are potently inhibited by zinc. The NR3 was initially
termed x-1, (Ciabarra et al., 1995; Sucher et al., 1995). Among
various glutamate receptor subunits, NR3 has highest identity
with NR1 and NR2 subunits (27%). When coexpressed with
NR1/NR2B in oocytes, it reduces the magnitude of current
responses. Intriguingly, in the NR3 knockout mouse (Das et al.,
1998), NMDA-receptor-mediated responses are larger and spine
density is increased.

Subunit Topology

When the first glutamate receptor was cloned, there was a high
expectation that the receptor would be a member of the so-called
ligand-gated ion channel superfamily (e.g. nicotinic, glycine and y-
aminobutyric acid A (GABA-A) receptor channels), which contain
four hydrophobic transmembrane domains. Thus, when the initial
sequence was identified, it was generally accepted that the four
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apparent hydrophobic domains represented transmembrane domains
in a pattern analogous to nicotinic and GABA receptors. For these
receptors, both the N- and C-terminals are on the extracellular
side of the cytoplasmic membrane, consistent with having four
intervening transmembrane domains. Subsequent analysis of glu-
tamate receptors revealed, however, that the second hydrophobic
domain (M2) did not pass through the membrane but formed a
loop within the membrane and had both ends of M2 on the cyto-
plasmic side of the membrane (Hollmann et al., 1994). This model
leaves three transmembrane domains (designated TM1, TM3 and
TM4 — from the original nomenclature) with the C-terminal inside
the cell (Figures V.1 and V.2).

The three transmembrane topology model of glutamate receptors
is supported further by the identification of the glutamate binding
site. X-ray crystallographic analysis shows that the glutamate
binding site (of the related AMPA receptor) is a bilobed structure
(Armstrong et al., 1998). Glutamate binding causes the two lobes
to approach each other and, presumably, to open the ion channel
in the process (Armstrong and Gouaux, 2000). One lobe arises
from the extracellular N-terminal peptide sequence that immediately
precedes TM1; the other lobe is formed by the peptide sequence
found between TM3 and TM4. These portions of the glutamate
receptor display a modest sequence homology and strong three-
dimensional structural similarity to bacterial amino acid binding
sites. Thus, the three transmembrane topographic structure is

N-terminal

Qutside ]

TM1 TM3 TM4

Inside

C-terminal

Figure V.1 Ionotropic glutamate receptor structure. Individual ionotropic
glutamate receptors subunits have a multidomain structure with an initial
N-terminal domain having homology to bacterial amino acid binding
proteins (leucine-isoleucine-valine-binding protein, LIVBP). Glutamate (or
glycine in the case of NR1 subunits) binds to a cleft between two domains,
S1 and S2, which have homology to the bacterial amino acid binding
protein lysine-arginine-ornithine-binding protein (LAOBP). There are three
transmembrane domains (TM1, TM3, TM4) and one intramembrane loop
(M2). In addition, there is an intracellular C-terminal, which can be
relatively large and provide an important site for receptor regulation and
signal transduction

Inside

Figure V.2 The glutamate receptor complex is currently thought to be
composed of four glutamate receptor subunits, with the ion channel pore
formed by the TM1, M2, and TM3 portions of the four subunits

important for placing the two lobes of the glutamate binding site
on the extracellular surface of the cell.

Protein—Protein Associations of the NMDA Receptor

The intracellular C-terminal tail the of NR1 and NR2 subunits
appears to be quite important to the function of the receptor. NR2
subunits with truncated C-termini form functional ion channels, but
their ability to be localized properly within the cell is impaired. Fur-
thermore, since NR1 and NR2 C-termini bind to various signalling
and cytoskeletal proteins, other downstream biochemical signals
are probably initiated or modulated by the C-terminal domain. This
may account for the fact that mice expressing truncated NR2 sub-
units act much like mice missing the subunit altogether (Sprenger
et al., 1998).

A key protein family that organizes many of these pro-
tein—protein interactions are the membrane-associated guanylate
kinase (MAGUK) proteins, of which PSD-95 (SAP90) is the pro-
totype. The PDZ domain-containing proteins related to PSD-95 are
characterized by having three N-terminal PDZ domains followed
by an SH3 (src homology 3) domain and a guanylate kinase (GK)
homology domain (Sheng, 1996). Each of these domains medi-
ates specific protein—protein interactions. Specific PDZ domains
interact with specific sequences in the C-terminal of proteins, and
specific SH3 domains bind to specific, proline-rich sequences in
their target proteins. The GK domain is enzymatically inactive and
binds to specific sequences in guanylate kinase associated proteins
(GKAPs). The PSD-95 family includes PSD-95, SAP97, SAP102
and Chapsyn-110.

The C-terminus of the NR2 subunits end with the sequence
S(L/HESDV, which preferentially interacts with the second PDZ
domain (PDZ2) of PSD-95 (Kornau et al., 1995), SAP102 (Lau
etal., 1996; Muller et al., 1996) and other proteins. Further,
NR1-3a has been reported to bind to PSD-95 (Kurschner et al.,
1998). In addition to the roles of clustering and anchoring, these
scaffolding proteins allow for spatially ordered signal transduction
systems. Hence, NMDA receptor activation can preferentially
activate multiple calcium-activated processes by virtue of the
localization of the calcium-responsive systems. For example, n-
nitric oxide synthase (n-NOS) (Brenman et al., 1996) and a
calcium—calmodulin kinase II-sensitive neuronal ras-GAP (GTPase
activating protein) (Chen et al., 1998; Kim et al., 1998) can also
associate with PSD-95. Thus, the Ca™ current through the NMDA



70 BASIC PRINCIPLES

receptor can selectively modulate nitric oxide (NO) production and
ras effector pathways, such as mitogen activated protein (MAP)
kinase.

The list of identified proteins that associate with glutamate
receptors is growing rapidly. Other recently identified scaffolding
proteins include channel-interacting PDZ domain protein (CIPP),
which binds NR2s (Kurschner et al., 1998); synaptic scaffolding
molecule (S-SCAM), which binds NR2s (Hirao et al., 1998);
Cysteine-rich interactor of PD 23 (CRIPT), which binds to PSD-
95’s PDZ3 domain (Niethammer et al., 1998); yotiao, which binds
to NR1 subunits that have the C1 alternatively spliced cassette (Lin
et al., 1998); and «-actinin-2, which binds to NR1 and NR2s in a
Ca'*-sensitive manner (Wyszynski et al., 1997).

AMPA Receptors

With the use of nonselective glutamate receptor antagonists and
selective NMDA receptor antagonists, it was discovered that
ionotropic glutamate receptors, but not NMDA receptors, were
responsible for mediating fast synaptic transmission in the major
projection pathways of the CNS (Collingridge et al., 1988; Mon-
aghan et al., 1989). However, it was unclear for many years whether
these actions were mediated by AMPA and/or kainate receptors,
hence the frequent use of the term ‘non-NMDA receptors’. Indeed,
at one point many scientists accepted the idea that AMPA and
kainate were in fact the same receptor. However, the cloning of
distinct AMPA and kainate receptor subunit families, together with
the identification of AMPA-receptor-specific and kainate-receptor-
specific antagonists, has now established firmly that there are two
distinct receptor families corresponding to AMPA and kainate.

Four distinct genes code for the AMPA receptor subunits, GluR-
A to GIuR-D (also termed GluR1 to GluR4, respectively) (Holl-
mann et al., 1989). Homomeric or heteromeric expression of the
GluR1-4 subunits yields receptors with high affinity for AMPA and
low affinity for kainate. The observation that kainate-evoked AMPA
receptor responses do not desensitize (whereas AMPA-evoked
responses desensitize rapidly) helps to account for why observed
kainate-evoked responses are frequently mediated by AMPA instead
of kainate receptors. In addition to the four gene products, alterna-
tive splicing and RNA editing increases significantly the diversity
and complexity of AMPA receptors. Each of the AMPA receptors
expresses one of two alternative splice cassettes, termed ‘flip’ and
‘flop’. These two peptide segments result in differing desensitization
properties, with the flop form displaying more rapid desensitization.

AMPA receptor channels composed of GluR-A (GluR1), GluR-
C (GluR3) or GluR-D (GluR4) subunits are calcium permeable
(Hollmann et al., 1991). In contrast, the vast majority of native
AMPA receptors do not display calcium permeability. When a
GIuR-B (GluR2) subunit is included in the receptor complex, the
resulting receptor displays little calcium permeability. It is the
presence of a single residue change in the M2 domain of GluR-
B that inhibits calcium influx (Hume e al., 1991; Verdoorn et al.,
1991). Interestingly, this single residue of the GluR-B subunit
(arginine, R) is not coded for by the GluR-B gene. Instead, the
GluR-B gene, like the other AMPA receptors, codes for a glutamine
(Q). Using the process of RNA editing, the RNA sequence of GluR-
B is altered to code for arginine.

A significant implication of these studies was the prediction of
calcium-permeable native AMPA receptors. These have since been
identified (Jonas et al., 1994). A further implication is that cells
that do not express the edited GluR-B subunit would be expected
to be more vulnerable to calcium overload toxicity and, perhaps,
calcium-mediated plasticity.

Pharmacological analysis of a large number of CNS projection
pathways has led to the general conclusion that AMPA recep-
tors represent the predominate fast excitatory neurotransmitter

receptor in the CNS. In the phenomenon of long-term poten-
tiation (LTP), the enhancement of AMPA receptor currents is
responsible for the potentiated synaptic current. Recent studies
have shown that a key step to this potentiation of AMPA recep-
tor currents is the rapid delivery of new AMPA receptors to the
cell surface (Luscher ef al., 1999; Luthi et al., 1999). Currently,
studies that characterize the differential regulation of the cellular
localization of the various AMPA receptor subunits are emerging
rapidly.

Kainate Receptors

Two related subfamilies of proteins comprise the mammalian
kainate receptor subunits, GluR 5-7 and KA1 and KA2. The GluR5-
7 (Bettler et al., 1990; Bettler et al., 1992; Egebjerg et al., 1991)
subfamily display 74—81% sequence similarity to each other and
approximately 40% similarity to the AMPA receptor subunits. The
KA-1/KA-2 subfamily (Herb ef al., 1992; Sakimura et al., 1992;
Werner et al., 1991) have 68% sequence identity to each other and
approximately 45% identity to the GluR5-7 subfamily. To obtain
activity at the KA-1 and KA-2 subunits, the addition of at least
one member of the GluR5-7 subfamily is necessary. Thus, native
kainate receptors may exist as heteromeric combinations of subunits
from the two subfamilies (Herb et al., 1992).

The GluR5 subunit displays multiple forms due to alterna-
tive splicing. The sequence designated GluRS5-1, in contrast to
the GluR5-2 subunit, contains a 15-amino acid insertion on the
N-terminal side of the first transmembrane domain (Bettler et al.,
1992). In addition, the GluR5-2 has three alternative splice variants
(GluR5-2a, b and c) due to differing insertions near the C-terminal
side. Both the GluRS and GluR6 display RNA editing at the site
homologous to the AMPA receptor’s Q/R site. This modification
also alters calcium permeability, but in a more complex manner
that is also dependent upon additional RNA editing at sites in the
TMI1 domain (Seeburg, 1996).

Kainate Receptor Function

Kainate has been known for many years to be a potent convulsant
and excitotoxin (for review, see Watkins, 1981). However, it has
been possible only recently to establish a role for kainate receptors
in synaptic transmission. The hippocampal mossy fibre synapse
contains a very high density of kainate receptors (Foster et al.,
1981). In this pathway, kainate-receptor-mediated responses have
been observed by including AMPA and NMDA receptor blockers
and by stimulating the pathway at high frequencies (Castillo et al.,
1997; Vignes et al., 1997). Another important synaptic action of
kainate receptors may be the presynaptic inhibition of GABAergic
neurotransmission (Rodriguez-Moreno et al., 1997). The inhibition
of GABAergic neurotransmission may account for the potent
convulsant activity of kainic acid and the related seafood toxin
domoic acid.

Protein—Protein Associations of Kainate and AMPA Receptors

PSD-95 and SAP102 have been shown to associate with both KA2
and GluR6 kainate receptor subunits, whereas SAP97 can associate
with GluR6 but not KA2 (Garcia et al., 1998). In contrast, AMPA
receptors have limited interactions with the PSD/SAP proteins;
SAP97 complexes with GluR 1, but not GluR2 or GIuR3 (Leonard
et al., 1998).

AMPA receptors associate with the glutamate receptor interact-
ing protein (GRIP) family of proteins (Dong et al., 1997). GRIP
contains seven PDZ domains and interacts with AMPA receptor
subunits (GluR2) via its fourth and fifth PDZ domains. A related
protein that contains six PDZ domains has been called AMPA
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receptor binding protein (ABP) (Srivastava et al., 1998). Inter-
estingly, APB and GRIP can associate with each other, forming
heteromultimeric complexes. In addition, other proteins such as the
N-methylmalemide-sensitive factor (NSF) and soluble NSF attach-
ment proteins (SNAP) have been shown to associate with, and
modulate the function of, select AMPA receptor subunits (Lin et al.,
1998; Osten et al., 1998).

METABOTROPIC GLUTAMATE RECEPTORS

Until the mid-1980s, glutamate was considered to exert its actions
solely through ligand-gated ion channels. However, in 1987
Sugiyama and co-workers used the term ‘metabotropic glutamate
(mGlu) receptor’ to describe a G-protein-coupled receptor (GPCR)
activated by glutamate leading to phosphoinositide hydrolysis.
Since then, numerous studies have been carried out examining
the structure, anatomy, pharmacology, physiology and function of
the mGlu receptors (for reviews, see, Anwyl, 1999; Cartmell and
Schoepp, 2000; Conn and Pin, 1997; de Blasi et al., 2001; Holscher
et al., 1999; Pin et al., 1999; Pin and Duvoisin, 1995; Schoepp
et al., 1999). This work has resulted in the discovery of eight dis-
tinct mGlu receptor subtypes.

Classification of Metabotropic Glutamate Receptors

In mammals, eight genes encoding mGlu receptors have been iden-
tified so far. These receptors belong to the third family of GPCRs, a
family that also includes GABAg receptors, calcium-sensing recep-
tors and some putative pheromone and taste receptors (Bockaert
and Pin, 1999). Within this family, the mGlu receptors can be
subclassified into three groups based on their transduction mecha-
nisms, sequence homology and pharmacology (Table V.2; Nakan-
ishi, 1992). Group I receptors are comprised of mGlul and mGlu$,
which are linked positively to phospholipase C (PLC). Activa-
tion of these receptors results in an increase of phosphoinositide
(PI) turnover and consequently an increase in intracellular cal-
cium concentration (Conn and Pin, 1997). In contrast, both group II
mGlu (comprised of mGlu2 and mGlu3) and group III mGlu (com-
prised of mGlu4 and mGlu6-8) receptors are coupled negatively to
adenylyl cyclase, so that upon activation they inhibit cyclic adeno-
sine monophosphate (cAMP) production (Tanabe et al., 1993). All
three groups show some sequence homology (about 40%). How-
ever, the degree of homology rises to around 70% when recep-
tors are compared within a group (Nakanishi, 1992). Finally, the
three groups can be separated by their different pharmacological
profiles.

Structure of Metabotropic Glutamate Receptors

mGlu receptors belong to the third family of GPCRs. As with
all GPCRs, mGlu receptors have seven putative transmembrane
domains. However, they share no sequence homology with GPCRs
outside family three (Bockaert and Pin, 1999). All mGlu receptors
have structural similarities, including a large N-terminal extracel-
lular domain and a cytoplasmic carboxy-terminal domain that is
variable in length. Splice variants of the mGlu receptors exist, so
the carboxy-terminal domain can vary in length within a single
subtype (e.g. the mGlul receptor has splice variants mGlula, b,
¢, d and e, of which only mGlula has a long carboxy-terminal
domain). In addition, all mGlu receptors possess 19 cysteine
residues that are located in the predicted extracellular domain
and extracellular loops. These cysteine residues are thought to be
important either in determining the three-dimensional structure of
the receptor or for intramolecular signal transduction (Conn and
Pin, 1997).

Glutamate Binding Site

Unlike the binding site for small ligands in most GPCRs, which is
located in a pocket formed by the seven transmembrane domains,
the binding site of mGlu receptors is extracellular and is com-
posed of two globular domains with a hinge region. This site has
been proposed to be the equivalent to the binding site of bacte-
rial periplasmic binding proteins (O’Hara et al., 1993). Recently,
the crystal structure of the extracellular ligand binding site of the
mGlul receptor has been elucidated in three states, in a complex
with glutamate and two unliganded states (Kunishima et al., 2000).
The structure of the binding site is homodimeric, with the two
monomers being connected by a disulphide bridge between cys-
teine residues. Each monomer is made up of two domains named
LB1 and LB2; it is the LB1 domain that is predominantly involved
in anchoring glutamate (Figure V.3). The bilobed structures are
flexible and are able to adopt multiple open or closed confor-
mations. Upon glutamate binding, the lobes are more likely to
adopt the closed conformation and hence activate the associated
G-protein.

Location of Metabotropic Glutamate Receptors

mGlu receptors are widespread in the mammalian CNS, where
they are found notably in the hippocampus, cerebellum, spinal cord
and on glial cells. However, mGlu receptors are not restricted to
neuronal tissue, and they are also found in tissues as diverse as
osteoblasts, ileum and heart tissue (see Skerry and Genever, 2001
for a review of glutamate receptors in non-neuronal tissues).

Table V.2 Classification of metabotropic glutamate receptor subtypes

Group Subtype Transduction mechanism Agonist Antagonist
1 mGlula—e 1 PI hydrolysis DHPG CPCOOEt
mGlu5a,b 1 PI hydrolysis DHPG MPEP
I mGlu2 | cAMP (2R ,4R)-APDC LY341495
mGlu3 | cAMP (2R.4AR)-APDC LY341495
111 mGluda,b | cAMP (5)-AP4 CPPG
mGlu6 | cAMP (S)-AP4 CPPG
mGlu7a,b | cAMP (5)-AP4 CPPG
mGlu8a,b | cAMP (5)-AP4 CPPG

(S)-AP4, (S)-2-amino-4-phosphonobutanic acid; (2R,4R)-APDC, (2R,4R)-4-aminopyrrolidine-2-4-dicarboxylic
acid; CPCOOEt, 7-(hydroxyimino)cyclopropa[b]chromen-1a-carboxylate ethyl ester; CPPG, (RS)-«a-cyclopropyl-
4-phosphonophenylglycine; LY341495, (25.1’S,2")-2-(9-xanthylmethyl)-2-(2-carboxycyclopropyl)glycine; MPEP,

2-methyl-6-(phenylethynyl)pyridine.
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Figure V.3 Schematic diagram of the spatial arrangements of mGluR1
domains. MOL1 and MOL2 represent the two monomers, each of which
has two domains (LB1 and LB2), together forming a bilobed structure.
Glutamate (shown as a black circle) stabilizes the closed (activated)
conformation of the bilobed domain
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Figure V.4 Diagrammatic representation of the synaptic localization of
glutamate receptors at a synapse. Group I mGlu receptors are generally
located postsynaptically, away from the active zones (hatched areas). Some
studies have indicated, however, that group I mGlu receptors may be
localized presynaptically (Cartmell and Schoepp, 2000). Group II mGlu
receptors are localized both pre- and postsynaptically, although they are
located away from the active zones. Group III mGlu receptors are localized
presynaptically, and the mGlu7 receptor is located within the active zone.
The mGlu4 and mGlu8 receptors are not found within the active zones

Synaptic Location of Metabotropic Glutamate Receptors

The synaptic localization of the different mGlu receptor subtypes is
important as this plays a major role in determining the physiological
function of the receptor (Figure V.4). The majority of studies
have shown that group I mGlu receptors are generally located
postsynaptically and away from the active zones. In addition,
immunogold localization studies of mGlula, b and ¢ and mGlu5
receptors have shown them to be present at the highest density
outside the membrane specializations (Baude et al., 1993; Lujan

etal, 1997). In contrast to the group I mGlu receptors, most
group III mGlu receptors (mGluda, 7a, 7b and 8) are presynaptic
and are located in or near the active zones (Shigemoto et al.,
1997), the only exception seeming to be mGlu6, which appears
to be expressed only in retinal bipolar cells. Group II mGlu
receptors have been reported to be both presynaptic, in the
presynaptic terminal of the hippocampus, and postsynaptic, on
the periphery of longer membrane specializations (Petralia et al.,
1996; Shigemoto et al., 1997). In addition, the mGlu3 receptor
subtype is highly expressed in glial cells (Mineff and Valtschanoff,
1999).

Pharmacology of Metabotropic Glutamate Receptors

It is beyond the scope of this review to discuss in detail the
numerous pharmacological agents acting at mGlu receptors that
are now available. Therefore only a table of the major tools com-
monly used is presented (Table V.3); readers are directed to a
comprehensive review for further detail (Schoepp ef al, 1999).
An important aim is the development of subtype-selective ago-
nists and antagonists for each of the eight mGlu receptors. Such
agents are beginning to be developed with highly selective mGlul
receptor antagonists, mGlu5 receptor agonists and antagonists, and
mGlu8 receptor agonists now available (Clark et al., 1997; Doherty
et al., 1997; Gasparini et al., 1999; Litschig et al., 1999; Thomas
et al., 2001).

Signal Transduction and Second-Messenger Systems

As stated earlier, the mGlu receptor subtypes utilize different signal
transduction and second-messenger pathways. However, all the
receptors can couple to G-proteins and have certain properties
in common. Mutagenesis studies have shown that the second
intracellular loop has a critical role in recognition of the G-
protein, whereas the other intracellular domains are involved in
controlling coupling efficacy. It has also been demonstrated that
the extreme carboxy-terminus of the «-subunit of the G-protein is
critical for the recognition of the receptor. This has led therefore
to the idea that the carboxy-terminus of the G-protein «-subunit
is also interacting in a cavity formed by the second and third
intracellular loops (Francesconi and Duvoisin, 1998; Gomeza et al.,
1996).

Signal Transduction of Group I Metabotropic
Glutamate Receptors

Most work examining the signal transduction of group I mGlu
receptors has been carried out using cloned receptors expressed
in cell lines. Depending on the cell type and mGlu receptor
subtype studied, the signal transduction mechanisms can differ.
However, in every expression system examined, group I mGlu
receptors, including their splice variants, can stimulate PC and
PI hydrolysis via coupling to Ggq;; (Figure V.5). Coupling to PI
hydrolysis by group I mGlu receptors has also been demonstrated
in many native systems, including cultured astrocytes, cultured
neurons, synaptoneurosomes and brain slices (for a review, see
Conn and Pin, 1997). In addition to inositol trisphosphate (IP3)
being formed upon PI hydrolysis, diacylglycerol (DAG) is also
formed. DAG is lipid soluble and stays in the membrane, where
it interacts with protein kinase C (PKC). Activated PKC causes
phosphorylation of serine and threonine residues on a variety
of intracellular proteins, including the group I mGlu receptors,
causing them to desensitize (de Blasi et al., 2001). Coupling of
group I mGlu receptors to systems other than PI hydrolysis has
also been reported in a number of studies. Both the mGlula and
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Table V.3 Potencies of agonists (ECsg values) and antagonists (ICso values) at individual metabotropic glutamate receptor

subtypes expressed in cell lines (expressed in wM)

Group 1 Group 11 Group III

Compound mGlul mGlu5 mGlu2 mGlu3 mGlu4 mGlu6 mGlu7 mGlu8
Group I agonists

DHPG 6-60 0.7-20 >1000 >100 >1000 - >1000 >1000

CHPG >10000 750 - - - = = -
Antagonists

LY367385 8.8 >100 >100 - - - - -

CPCCOEt 6.5-23 >100 >100 - >100 - >100 >100

MPEP >100 0.032 >100 - >100 >100 >100 >100
Group II agonists

(2R.4AR)-APDC >100 >100 0.4-10 0.4-5 >100 >100 >100 >100

LY354740 >100 >100 0.005-0.1  0.04-0.1 >100 3 >100 12 -36
Antagonists

LY341495 6.8 8.2 0.03 0.014 22 1.8 0.99 0.173

EGLU - - 94 - - - - -
Group 111 agonists

(S)-AP4 >1000 >1000 >1000 >1000 0.2-1 0.2-0.9 160-1300  0.06-0.9

(5)-3,4-DCPG ICs9 = 32 >100 >100 >100 8.8 3.6 >100 0.031

Homo-AMPA >1000 >1000 >1000 - >1000 58 >5000 -
Antagonists

CPPG - - - - 12(Kp) - - 0.18

MAP4 >500 - 15-2000 - 190 Ag 36-88 - 25
Data taken from Schoepp etal. (1999), Thomas etal. (2001), and Naples and Hampson (2001). —, not tested; Ag, ago-

nist; (S)-AP4, (§)-2-amino-4-phosphonobutanoic acid; (2R,4R)-APDC, (2R,4R)-4-aminopyrrolidine-2,4-dicarboxylic acid; CHPG,
(RS)-2-chloro-5-hydroxyphenylglycine; CPCCOEt, 7-(hydroxyimino)cyclopropa[b]chromen-1a-carboxylate ethyl ester; CPPG, (RS)-a-
cyclopropyl-4-phosphonophenylglycine; (5)-3,4-DCPG, (S)-3,4-dicarboxyphenylglycine; DHPG, (5)-3,5-dihydroxyphenylglycine; EGLU,
(S)-a-ethylglutamic acid; Homo-AMPA, (S)-2-amino-4-(3-hydroxy-5-methylisoxazol-4-yl)butanoic acid; LY341495, (25,1'S,2'S)-2-
(9-xanthylmethyl)-2-(2-carboxycyclopropyl)glycine; LY354740, (15,25,-5R,65)-(+)-2-aminobicyclo[3.1.0]hexane-4,6-dicarboxylic acid;

LY367385, (+)-4-carboxy-2-methylphenylglycine; MAP4, (S)-2-amino-2-methyl-4-phosphonobutanoic acid; MPEP, 2-methyl-6-
(phenylethynyl)pyridine.
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Figure V.5 A composite scheme for the molecular events that are initiated through activation of group I mGlu receptors. Upon receptor activation, the
a-subunit of the G-protein activates PLC. This leads to IP3 and DAG formation, which in turn cause Ca>* release and PKC activation, respectively

mGlu5a receptors have been shown to increase cAMP formation,
probably via direct coupling to adenylyl cyclase through G
proteins (Pin and Duvoisin, 1995). Interestingly, in Chinese hamster
ovary (CHO) cells, mGlula receptors but not mGlu5Sa receptors
have been shown to increase cAMP formation (Abe et al., 1992;

Aramori and Nakanishi, 1992). The mGlula receptor has also
been shown to couple to G; protein, though this was using
a mutated mGlula receptor (Francescori and Duvoisin, 1998).
Additionally, when mGlula receptors are expressed in superior
cervical ganglia neurons, they have been shown to inhibit M-type
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potassium channels (Ikeda et al., 1995). The mechanism of this
inhibition is unclear, but it may involve direct coupling of the
G-protein to the channel or it may be secondary to activation of PI
hydrolysis.

Signal Transduction of Group II and Group III Metabotropic
Glutamate Receptors

When cloned receptors are expressed in mammalian cells, both
group II and group III mGlu receptors can, when activated, inhibit
forskolin or Gs-coupled receptor-stimulated cAMP formation. This
effect of cloned group II and III mGlu receptors is supported by
studies using brain slices and neuronal cultures where inhibition of
forskolin-stimulated cAMP formation was observed. In expression
systems, both group II and group III mGlu receptors are pertussis
toxin sensitive, indicating a role of a Gj- or G,-type protein in
their transduction pathways (Figure V.6). One difference between
expression systems of group II and III mGlu receptor coupling
is that the inhibition of adenylyl cyclase is often less efficient
by group III mGlu receptors than by group II mGlu receptors
(Conn and Pin, 1997). This difference may be due to either
a lower expression of group III mGlu receptors in the plasma
membrane or the inhibition of adenylyl cyclase not being the
preferred transduction pathway of group III mGlu receptors. It
is also worth noting that most studies of native group II and III
mGlu receptors have examined the inhibition of cAMP formation
induced by activating adenylyl cyclase using forskolin rather than
using agonists of receptors that activate adenylyl cyclase via
coupling to Gs-proteins. This method of stimulation means that the
question of whether each of the group II and III mGlu receptors
is coupled to inhibition of neurotransmitter-induced increases in
cAMP accumulation in native systems remains debatable (Conn
and Pin, 1997).

PLD-Coupled Metabotropic Glutamate Receptors

In addition to the eight mGlu receptors characterized to date, a
body of evidence has been growing to suggest that a novel mGlu
receptor exists that is coupled to phospholipase D (PLD). It has been
demonstrated that the nonselective mGlu receptor agonist (15, 3R)-
1-aminocyclopentane-1,3-dicarboxylate ((15,3R)-ACPD) is able to
stimulate PLD activity in neonatal and adult hippocampal slices.
Whereas the PLD stimulation in neonatal hippocampal slices

Group 2 LY354740 Group 2 LY341495

Group 3 L-AP4 Group 3 CPPG ?F/OfSkO"”
oy
x0 &
Group I/l Adenylyl
cyclase

ATP cAMP
GTP ¢®

cAMP-dependent
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Figure V.6 A composite scheme for the molecular events that are initiated
through activation of group II and III mGlu receptors. Upon receptor
activation, the «-subunit of the pertussis toxin (PTx)-sensitive G-protein
exerts an inhibitory effect on adenylyl cyclase, leading to a decrease in
cAMP formation

appears to be indirect via PKC activation, the PLD-coupled mGlu
receptor in adult hippocampal slices does not. In addition, this
PLD-coupled mGlu receptor does not correspond to the known
pharmacological profile of any of the known PLC- or adenylyl
cyclase-coupled mGlu receptors (Albani-Torregrossa et al., 1999).

G-Protein-Independent Signalling

In recent years, evidence has begun to accumulate indicating
that mGlu receptors can elicit responses by G-protein-independent
mechanisms (for a review, see Heuss and Gerber, 2000). G-protein-
independent signalling can occur because the intracellular loops
and free carboxy-termini of the mGlu receptors provide potential
binding sites for protein interactions. In addition, several of the
proteins that are able to bind to these sites exhibit enzymatic activity
or are adapter proteins that can, for example, promote kinase
binding to the receptor. Binding of these proteins would allow
direct cross-talk of the receptor to other transduction pathways
without the need for G-protein involvement. G-protein-independent
signalling has been demonstrated for the mGlul receptor in CA3
pyramidal neurons in the hippocampus, where activation of the
receptor produces an increase in a cationic conductance. The
mGlul-receptor-activated current is not blocked by a G-protein
inhibitor but is blocked by an SRC tyrosine kinase inhibitor,
showing that the response was G-protein-independent (Heuss et al.,
1999). It is not known what the link between the receptor and SRC
kinase is, but a likely candidate is an arrestin-like protein (Heuss
and Gerber, 2000).

Homer Proteins

Homer is a protein, the N-terminal of which interacts with the C-
terminus of mGlula or mGlu5 receptors. Several types of Homer
protein exist (1a,b,c, 2 and 3), and their expression is regulated
by an immediate early gene. Homer 1b,c and 3 contain a coiled-
coil domain that allows interaction with a group I mGlu receptor
and another protein, e.g. the IP; receptor. This interaction leads to
efficient coupling of the receptor to intracellular calcium release.
In contrast to Homer 1b,c and 3, Homer la does not contain
a coiled-coil domain. Without the coiled-coil domain, Homer la
cannot couple the mGlu receptor with the IP; receptor; however,
Homer 1la can still compete with the other Homer proteins for
the binding site on the mGlu receptor, disrupting the coupling
efficiency. Homer protein expression is dynamically responsive to
physiological synaptic activity, with overexcitation leading to a
higher expression of Homer la and therefore decreasing coupling
efficiency. This means that Homer proteins can act as a mechanism
controlling calcium release from intracellular stores (Brakeman
et al., 1997).

Physiology of Metabotropic Glutamate Receptors

The effects of mGlu receptor activation at the cellular level have
been studied extensively using agonists and antagonists in various
systems both in vitro and in vivo. In addition to pharmacological
studies, anatomical studies have also been employed using mGlu
receptor subtype-specific mRNA probes and antibodies. Finally,
targeted disruptions of the mGlu receptor subtype genes have been
used to elucidate synaptic and behavioural functions of the mGlu
receptors.

Modulation of Cation Currents

Potassium channels are amongst the most common targets for mod-
ulation by mGlu receptors. An example of potassium channel mod-
ulation occurs in hippocampal pyramidal neurons, where activation



THE EXCITATORY AMINO ACID SYSTEM 75

of mGlu receptors results in a reduction of a leak potassium
conductance, the calcium-dependent slow after-hyperpolarization
current (Inpp), a slow non-inactivating voltage-dependent potassium
current (Iy), and a slowly inactivating voltage-dependent potassium
current (Ix) (Charpak et al., 1990; Desai and Conn, 1991; Guer-
ineau et al., 1994; Luthi et al., 1996). It has also been shown that
mGlu receptor activation can have a direct inhibitory effect on neu-
rons, likely by opening potassium channels. This has been shown
in basolateral amygdala neurons, where mGlu receptor activation
induces a hyperpolarization. In addition to modulating potassium
channels, mGlu receptors can exert excitatory effects on neurons
by activating nonselective cation currents, such as a Nat/Ca**
exchange (Linden er al., 1994), a calcium-activated nonspecific
cation current (Crepel et al., 1994), and a calcium-independent non-
specific cation channel (Miller et al., 1995).

Modulation of Voltage-Dependent Calcium Channels

All the three major subgroups of mGlu receptors can modulate
calcium channels, mainly by inhibiting them, although in a few
instances they have been shown to activate calcium -currents.
Inhibition of N-type calcium channels has been shown in cortical
neurons, and is likely to be mediated by members of group I
and group II mGlu receptors (Choi and Lovinger, 1996). Group II
mGlu receptors have also been indicated in inhibition of N-type
calcium channels in granule cells (Chavis et al., 1995). Group III
mGlu receptors have been shown to inhibit calcium currents in
the olfactory bulb, retinal ganglia neurons, and a subpopulation of
hippocampal neurons (Rothe ef al., 1994; Sahara and Westbrook,
1993; Trombley and Westbrook, 1992). Group I mGlu receptor
activation has also been reported to increase N-type calcium
currents in retinal ganglion neurons and L-type calcium currents
in cerebellar granule cells (Chavis et al., 1995; Rothe et al., 1994).

Regulation of Synaptic Transmission by Metabotropic
Glutamate Receptors

One of the most prominent physiological effects of mGlu receptor
activation, consistent throughout the CNS, is a regulation of
transmission at glutamatergic synapses. This effect is typically
mediated by presynaptic mGlu receptors acting as autoreceptors
(for a review, see Cartmell and Schoepp, 2000), with the most
common response being a reduction of glutamate release mediated
by group II and group III mGlu receptors. However, over the last
decade it has become clear that multiple mGlu receptor subtypes
of each of the three major groups can act as autoreceptors.
Which receptor subtype acts as the autoreceptor is dependent
on the preparation being studied, e.g. in adult hippocampal area
CAl, both group I and group III mGlu receptors, but not group II
mGlu receptors, act as autoreceptors leading to a reduction in
glutamate release (Gereau and Conn, 1995). Immunocytochemical
analysis of this area suggests that the subtypes mGlu5 and mGlu7
are responsible for eliciting the reduction in glutamate release.
However, in the medial perforant pathway synapse, it is a group II
mGlu receptor that is acting as the autoreceptor, again reducing
glutamate release (Macek et al., 1996; Ugolini and Bordi, 1995).
In the neonatal rat spinal cord, both group II and group III mGlu
receptors serve as autoreceptors (Cao et al., 1995; Jane et al.,
1994), with recent evidence suggesting that the mGlu8 receptor is
responsible at least partly for the group III mGlu receptor-mediated
depression of synaptic transmission (Thomas et al., 2001).

The mechanisms underlying the regulation of glutamate release
by mGlu receptors acting as autoreceptors are not yet known. How-
ever, for receptors responsible for decreasing glutamate release,
it seems likely that a reduction of the voltage-dependent cal-
cium currents is one potential mechanism. Other mechanisms to

decrease glutamate release that work without the regulation of
voltage-dependent calcium currents may exist, such as an acti-
vation of presynaptic potassium currents (Sladeczek et al., 1993).
Enhancement of glutamate release by (S)-3,5-dihydioxy phenyl-
glycine (DHPG) has also been shown under certain conditions
(Cartmell and Schoepp, 2000). That the facilitation of glutamate
release was still observed in mGlul knockout mice is suggestive
that this is an mGlu5 receptor-mediated effect.

Metabotropic Glutamate Receptor Activation in Regulation
of Release of Other Neurotransmitters

As well as regulating glutamate release, mGlu receptors also reg-
ulate the release of other neurotransmitters. As with glutamate,
the release of other neurotransmitters can be up- or downregulated
depending on the type of mGlu receptor present, the tissue prepa-
ration, the agonist used, and the stimulation conditions employed.
It is beyond the scope of this chapter to detail the effects of mGlu
receptor activation on all these neurotransmitters, and so GABA
regulation will be considered as a representative example (for a
review of the effects on other neurotransmitters, see Cartmell and
Schoepp, 2000).

Presynaptic mGlu receptors have been shown to reduce GABA
release and, therefore, to reduce inhibitory synaptic transmission.
This occurs in several brain areas and, again, members from each
of the three major groups of mGlu receptor can carry out this role.
In the CA1 area of the hippocampus in mature rats, a subtype of
the group I mGlu receptor regulates GABA release (Gereau and
Conn, 1995), whereas group II mGlu receptors have been shown
to reduce GABA release in the accessory olfactory bulb (Hayashi
et al., 1993), the hippocampal area CA3 in young rats (Poncer
et al., 1995), and the thalamus (Salt and Eaton, 1995). Also, in the
thalamus activation of group III mGlu receptors has been shown to
reduce GABA release (Salt and Eaton, 1995).

Metabotropic Glutamate Receptor-Induced Modulation
of Ligand-Gated Ion Channels

A final way in which mGlu receptor activation can regulate synap-
tic transmission is by modulating currents through glutamate and
GABA receptor channels. This modulation of ligand-gated ion
channels allows selective modulation of specific components of
the synaptic potentials. An example of mGlu receptor activation
increasing currents is in the hippocampus, where activation leads
to an enhancement of NMDA-receptor-mediated responses without
modulating responses of non-NMDA ionotropic glutamate recep-
tors. This effect appears to be mediated by a group I mGlu receptor
(Fitzjohn et al., 1996). A similar effect is observed in spinal cord
dorsal horn neurons, although in this example mGlu receptor acti-
vation potentiates currents through both NMDA and non-NMDA
glutamate receptors (Bleakman et al., 1992). Negative modulation
of ligand-gated ion channel mediated currents can also occur. In
striatal neurons, mGlu receptor activation causes a decrease in the
level of depolarization due to NMDA receptor activation (Colwell
and Levine, 1994). Therefore, the effect of mGlu receptor activa-
tion on ligand-gated ion channels is variable and may play a unique
role in regulating inhibitory and excitatory synaptic transmission.

Functions of Metabotropic Glutamate Receptors

As has been outlined above, there is a plethora of ways in which
mGlu receptor activation can exert effects. These mechanisms
can be separated broadly into excitatory effects, inhibitory effects,
presynaptic effects and modulation of neurotransmitter release. As
glutamate is the most common transmitter in the mammalian CNS,
and as mGlu receptor activation can also modulate the release
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of other transmitters, the potential functions of mGlu receptor
activation are vast. mGlu receptors have been shown to be important
in various motor circuits, including those of the spinal cord, basal
ganglia and cerebellum, in pain transmission, and in many forms
of synaptic plasticity (Anwyl, 1999; Conn et al., 1994; Salt and
Eaton, 1994; Young et al., 1995). In addition, mGlu receptors
have been indicated in many pathophysiological roles, such as
strokes, epilepsy and neurodegenerative disorders (Bruno et al.,
1995; Buisson et al., 1996; Conn et al., 1994). The functional
significance of mGlu receptors will be illustrated by an overview
of their role in synaptic plasticity (for a more detailed review of
the material presented in the following section, see Anwyl, 1999).

Synaptic Plasticity

Synaptic plasticity at glutamatergic synapses is characterized by
long-term changes in the synaptic efficacy. LTP and long-term
depression (LTD) are the two most common, most well-understood
forms of synaptic plasticity. LTP is a long-lasting (hours in vitro,
days or weeks in vivo) enhancement of synaptic transmission, and
is a model for the study of the cellular processes that underlie
learning and memory. Briefly, LTP in area CA1 of the hippocampus
is induced by activation of an AMPA-receptor-associated sodium
channel leading to membrane depolarization and removal of the
magnesium block of the NMDA-receptor-associated ion channel.
On activation of NMDA receptors, calcium enters the neuron
and activates a number of kinases and lipases that are part of
a cascade that consolidates the LTP. As it is the calcium entry
through the NMDA channel that is critical for LTP, it is perhaps not
surprising that group I mGlu receptors, which are coupled to PLC,
enhance NMDA receptor activity, depolarize neurons and increase
intracellular calcium concentration, should facilitate or even induce
LTP. This is indeed seen, as group I mGlu receptor agonists such
as DHPG or (1S,35)-1-aminocyclopentane 1,3-dicarboxylic acid
(ACPD) have been shown to enhance LTP and even induce LTP in
the CA1 area of the hippocampus and dorsolateral septal nucleus
(Zheng and Gallagher, 1992). The exact mechanism involved in
LTP induction or potentiation by mGlu receptors is not known,
but it is likely to be due to a release of calcium from internal
stores and PKC activation. The use of mGlu receptor antagonists
to block LTP induction has had mixed results depending on the
antagonist used, stimulation conditions, and preparation studied.
The variability may be due in part to the presence of an (S5)-a-
methyl-4-carboxyphenylglycine (MCPG)-sensitive receptor with an
unknown pharmacological profile that is not one of the known mGlu
receptors.

LTD is the counterpart of LTP and is used to describe a long-
lasting depression of synaptic transmission. LTD of glutamatergic
synapses has been found in many different brain areas. The best-
described example of LTD is of the parallel fibre—Purkinje cell
synapse that is induced by the coactivation of climbing and parallel
fibres. Group I mGlu receptor activation alone is not sufficient
to induce LTD at this synapse, although this can be achieved
by coactivation of group I mGlu receptors and voltage-sensitive
calcium channels.

GLUTAMATE TRANSPORTERS

It is becoming increasingly apparent that the overall functioning of
an EAA synapse is governed not only by its constituent receptors
but also by those proteins that influence the amount of L-glutamate
in the synaptic environment. It is in this regard that attention has
focused on two distinct uptake systems: the intracellular transporters
that mediate the uptake of L-glutamate into synaptic vesicles,
and the cellular excitatory amino acid transporters (EAATSs) that

effectively sequester glutamate into glia and neurons. In addition to
subcellular localization, these systems are readily distinguishable
in terms of their protein structure, energetics, and pharmacology
(Bridges et al., 1999; Ozkan and Ueda, 1998; Palacin et al., 1998;
Seal and Amara, 1999). Each also appears to hold considerable
potential to modify EAA synaptic signalling as a target of either
pathological mechanisms or therapeutic interventions.

Vesicular Glutamate Transporter

As is characteristic of classic neurotransmission, the release of
L-glutamate into the synaptic cleft occurs as a consequence
of the calcium-dependent fusion of synaptic vesicles contain-
ing the transmitter with the plasma membrane of the presynap-
tic terminal. The vesicular glutamate transport system (VGLUT;
Figure V.7) is responsible for sequestering L-glutamate in these
vesicle before release. In this respect, the VGLUT may rep-
resent a novel site at which excitatory transmission can be
regulated.

Studies of glutamate uptake into isolated synaptic vesicles
demonstrate that this transport system is clearly distinct from the
cellular EAATs. Rather than ionic gradients of sodium and potas-
sium, the transport of rL-glutamate into the synaptic vesicle is
driven by a proton gradient generated by a vacuolar type ATPase
(V-ATPase) (Maycox et al., 1990). V-ATPases are found on lyso-
somes, endosomes, and secretory and synaptic vesicles, and can be
distinguished from mitochondrial and plasma membrane ATPases
by specific inhibitors, such as Bafilomycin. The resulting electro-
chemical gradient, which is estimated to be capable of concentrat-
ing L-glutamate 10—100-fold within the synaptic vesicles, includes
an electrical (AW, inside positive) as well as a chemical (ApH,
inside acidic) component (Maycox et al., 1990; Tabb et al., 1992;
Wolosker et al., 1996). Comparisons of the relative contributions
of AW and ApH indicate that, like GABA, the accumulation of r-
glutamate in synaptic vesicles appears to depend primarily on AW
rather than ApH, which predominates in the vesicular transport of
monoamines and acetylcholine. Uptake of L-glutamate into synap-
tic vesicles also exhibits a dependence on chloride ions (Ozkan

Astrocyte

Figure V.7 Diagrammatic representation of the synaptic localization of
the vesicular glutamate transporter (VGLUT) and the cellular sodium-depen-
dent excitatory amino acid transporter (EAAT) (KA, kainic acid receptor)
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and Ueda, 1998). Transport is stimulated by the concentrations of
chloride in the 1-5-mM range and inhibited when levels increase
above 20 mM. In addition to its ability to influence ApH as a con-
sequence of its presence inside the synaptic vesicle, the inhibitory
action of the anion channel blocker 4,4diisothiocyanatostilbene-
2,2'-disulphonic acid (DIDS) suggests the presence of a distinct
site at which chloride may regulate VGLUT (Hartinger and Jahn,
1993).

Vesicular Glutamate Transporter Pharmacology

From a kinetic and pharmacological perspective, the VGLUT and
EAAT systems share little beyond the basic ability to translocate
L-glutamate. Uptake by the vesicular transporter is considered low
affinity when compared with the EAATs, as the K., values for
L-glutamate uptake into synaptic vesicles typically fall within the
1-2-mM range (Ozkan and Ueda, 1998). Similarly, specificity
differences between the two become readily apparent as soon as
the activities of glutamate and aspartate are compared. In contrast
to the EAATs, transport of glutamate through VGLUT is both
blocked by p-glutamate and insensitive to inhibition by either L- or
p-aspartate. Unfortunately, while specificity studies have identified
numerous compounds that inhibit the vesicular accumulation of
3H-L-glutamate, the inhibitors represent such a wide spectrum of
molecules that a clear structure—activity model has yet to emerge.
(This situation may be made worse by the fact that compounds
can potentially also inhibit uptake indirectly, by disrupting the
vesicular proton gradient.) The list of VGLUT blockers ranges from
molecules that are clearly glutamate mimics, such as erythro-4-
methyl-L-glutamate and 4-methylene-L-glutamate (Winter and Ueda,
1993), to those that exhibit little resemblance to the natural
substrate, such as the ergot bromocriptine and the azo dyes Chicago
Sky Blue and Evans Blue (Carlson et al., 1989; Roseth et al., 1995).
This latter group appears to be amongst the most potent inhibitors
yet identified, as the azo dyes block uptake with K; values in
the submicromolar range. More recent studies with the dye Rose
Bengal suggest that VGLUT inhibitors may be capable of regulating
levels of synaptically released glutamate (Ogita et al., 2001). The
list of VGLUT inhibitors also includes a number of glutamate
analogues best known for their activity at other sites within the
EAA system. For example, kynurenate and 7-Cl-kynurenate, which
act as antagonists at the EAA ionotropic receptors and the glycine
site on the NMDA receptor, respectively, both competitively inhibit
VGLUT (Bartlett et al., 1998). Similarly, trans-ACPD, which is
recognized for its activity at EAA metabotropic receptors, not only
inhibits the uptake of rL-glutamate into synaptic vesicles but also
appears to act as an alternative substrate (Winter and Ueda, 1993).
Lastly, a family of inhibitory protein factors (IPF,, IPFg, IPF,)
has also been identified that potently block L-glutamate uptake into
isolated synaptic vesicles (Tamura et al., 2001).

Molecular Biology of Vesicular Glutamate Transporters

The circumstances surrounding the molecular characterization of
the VGLUT system are particularly fascinating, as the transporter
was actually cloned several years before it was recognized as a
vesicular transporter of L-glutamate (Bellocchio et al., 2000; Otis,
2001; Takamori et al., 2000). Originally identified as a consequence
of upregulated mRNA expression in cerebellar granule cells treated
with NMDA, this protein exhibited considerable sequence homol-
ogy with known sodium-dependent inorganic phosphate trans-
porters. As Northern analysis revealed its presence to be restricted
to the brain, and heterologous expression in Xenopus oocytes pro-
duced an increase in sodium-dependent inorganic phosphate (P;)
uptake, the protein was referred to as BNPI (brain, Na-dependent P;
transporter). Its potential role in vesicular uptake was suggested by

later immunocytochemical studies demonstrating a localization to
presynaptic vesicles and genetic studies in Caenorhabditis elegans
demonstrating that mutations in a BNPI-like protein compromised
glutamate-mediated signalling. Confirmation that BNPI was indeed
capable of mediating the uptake of r-glutamate followed shortly.
Consistent with L-glutamate transport into isolated synaptic vesicles,
uptake by BNPI demonstrated a dependence on both ATP and chlo-
ride, yielded K, values in the low-millimolar range, and exhibited
the appropriate pharmacological profile (Bellocchio et al., 2000).
Intriguingly, it was also reported that when BNPI was transfected
into GABAergic neurons maintained in culture, the neurons exhib-
ited a new glutamate-mediated postsynaptic signal when stimulated
(Takamori et al., 2000). The combination of these pharmacolog-
ical data and the localization to synaptic vesicles prompted the
renaming of BNPI to VGLUTI. Following the identification of
VGLUT]I, a second sodium-dependent transporter, DNPI, was also
shown to mediate vesicular glutamate transport and consequently
was renamed VGLUT2 (Fremeau et al., 2001). The two vesicu-
lar transporters exhibit complementary distributions: VGLUTI is
preferentially expressed in glutamate terminals in the cortex, hip-
pocampus and cerebellum, while VGLUT?2 is present in thalamus,
hypothalamus and brainstem. The identification of distinct VGLUT
isoforms raises the interesting possibility that transporter expression
may be a factor in determining the release properties of a particular
synapse.

Cellular Excitatory Amino Acid Transporters

Although a number of uptake systems have been identified that
can mediate the translocation of L-glutamate across the plasma
membrane, those systems that are thought to play the most sig-
nificant role in excitatory transmission are grouped together on the
basis of a high affinity for L-glutamate (K, values in the 5-50-
M range) and a dependence upon sodium ions (Gegelashvili and
Schousboe, 1997b; Robinson, 1998; Seal and Amara, 1999; Taka-
hashi et al., 1997). These transmembrane proteins use sodium and
potassium ionic gradients to drive the uptake of L-glutamate into
neurons and glia, where it can be concentrated several thousand-
fold above extracellular levels (Zerangue and Kavanaugh, 1996).
Current stoichiometric models couple the intracellular translocation
of one molecule of glutamate with the uptake of three Na' ions
and one H ion and the outward movement of one K™ jon. As
a consequence of the ability to effectively clear L-glutamate from
the extracellular synaptic environment, the transporters have been
postulated to play a number of critical roles in excitatory transmis-
sion, including signal termination, transmitter recycling, and the
maintenance of L-glutamate levels below those that would result
in excitotoxic damage. Of equal interest are studies suggesting
that under pathological conditions, these transporters also have the
capacity to participate in excitotoxic mechanisms as a primary site
of efflux for the large intracellular pools of L-glutamate normally
present in neurons and glia (Takahashi et al., 1997).

A major advance in the characterization of these cellular trans-
porters was the almost simultaneous cloning of three distinct
proteins that, when expressed, exhibited kinetic and pharmaco-
logical properties consistent with high-affinity, sodium-dependent
uptake: glutamate/aspartate transporter (GLAST) and glutamate
transporter 1 (GLT-1) from rat brain, and excitatory amino acid
carrier | (EAAC-1) from rabbit intestine (Kanai and Hediger,
1992; Pines et al., 1992; Storck et al., 1992). Shortly thereafter,
the homologous counterparts for these three transporters were iso-
lated from human tissue: EAAT1, EAAT2 and EAAT3, respectively
(Arriza et al., 1994). The subsequent identification of EAAT4 and
EAATS brings the total number of glutamate transporters to at least
five (Arriza et al., 1997; Fairman et al., 1995). The existence of
these distinct EAAT subtypes is also consistent with more tradi-
tional uptake studies with CNS preparations (e.g. synaptosomes,



78

BASIC PRINCIPLES

Table V.4 Sodium-dependent excitatory amino acid transporters

Transporter CNS distribution

Alternative substrates

Non-substrate inhibitor

EAAT1 (GLAST, rat) Cerebellar glia

EAAT2 (GLT1, rat) Forebrain glia

EAAT3 (EAACI, rabbit)
Cortical neurons

EAAT4 Cerebellar Purkinje
neurons
EAATS Retina

L-Glutamate

L-Aspartate

D-Aspartate

(28,4 R)-4-methylglutamate
L-Serine-O-sulfate
L-trans-2,4-Pyrrolidine dicarboxylate
L-Glutamate

L-Aspartate

D-Aspartate

L-trans-2,4-Pyrrolidine dicarboxylate

L-Glutamate
L-Aspartate
D-Aspartate
L-trans-2,4-Pyrrolidine dicarboxylate

L-Glutamate

L-Aspartate

D-Aspartate

L-trans-2,4-Pyrrolidine dicarboxylate
L-o-Aminoadipate

L-Glutamate

L-Aspartate

D-Aspartate

B-threo-Benzyloxy-aspartate

Dihydrokainate
B-threo-Benzyloxy-aspartate

B-threo-Hydroxy-aspartate

L-trans-2,4-Pyrrolidine dicarboxylate

tissue slices, primary cultures) where pharmacological, kinetic and
anatomical differences pointed to heterogeneity within the uptake
process. The EAATs appear to be part of a novel gene family that
also includes the neutral amino acid transporters alanine serine cys-
teine transporters 1 and 2 (ASCT1 and ASCT?2) (Palacin et al.,
1998). Sequence analysis reveals about 50% sequence homology
among the EAATs, as well as the presence of a conserved hep-
tapeptide sequence [AA(I/Q)FIAQ] in the C-terminal region of the
transporter that may be a defining structural motif for the fam-
ily. Further structural studies reveal a lack of a cleavable signal
sequence, greater level of conservancy in the C-terminal half, and at
least two sites for N-glycosylation. While there is general agreement
on the presence of six highly conserved putative transmembrane
domains in the NH;-terminal portion of the protein, predictions
as to the exact number of such domains in the C-terminal have
been somewhat controversial. Consequently, structural models have
been put forward containing 10—12 membrane-spanning domains.
The topological structure is, however, distinct from the 12 trans-
membrane domains that typify the superfamily of the sodium- and
chloride-dependent neurotransmitter transporters.

Anatomical and Cellular Distributions of the Excitatory Amino
Acid Transporters

Cloning of the EAATs was soon followed by the development of
specific antibodies and molecular probes with which to investigate
the distribution of the transporters. Distribution studies in a number
of species reveal that in addition to a presence in brain, EAAT1-4
can be variously detected in peripheral tissues (e.g. heart, muscle,
placenta, lung, liver, kidney, intestine) (Gegelashvili and Schous-
boe, 1997a; Palacin et al., 1998). Within the CNS, each of the trans-
porters exhibits a distinctive combination of cellular and anatomical
expression. EAAT1 and EAAT2 are considered principally to be
glial transporters, with enriched levels of expression localized to
cerebellar and forebrain regions, respectively. An exception to this
patterns is found on the Bergmann glia of the cerebellar molec-
ular layer, where high levels of EAAT2 are present. In contrast
to EAAT1 and EAAT?2, the expression of EAAT3 and EAAT4

is limited to neurons. EAAT3 is distributed generally through-
out the brain, although higher levels of expression are typically
found in cortical areas. The distribution of EAAT4, on the other
hand, appears to be restricted to the Purkinje cells of the cerebel-
lum. Lastly, EAATS stands apart from the other EAATs in that its
expression appears to be localized to the retina. Table V.4 gives an
overview of the sodium-dependent EAATs.

Pharmacology of the Excitatory Amino Acid Transporters

The existence of EAAT subtypes raises obvious questions as to
pharmacological differences among the subtypes and the poten-
tial to identify subtype-selective inhibitors. Like many transporters,
however, the pharmacological specificity of glutamate transport was
initially delineated by quantifying the ability of a wide range of
EAA analogues to inhibit the uptake of radiolabelled substrates
(e.g. *H-L-glutamate, *H-p-aspartate) into a variety of CNS prepa-
rations, such as synaptosomes, tissue slices, and primary cultures
of neurons or glia. While in retrospect these uptake assays were
(and continue to be) confounded somewhat by transporter hetero-
geneity, the studies were instrumental in establishing glutamate
uptake as sodium-dependent, high-affinity (i.e. K, values in the
micromolar range), and stereoselective (i.e. p-glutamate is inactive
as an inhibitor) (Balcar and Johnston, 1972; Hertz et al., 1978,
Logan and Snyder, 1972; Roberts and Watkins, 1975). Early struc-
ture—activity studies demonstrated that competitive inhibitors of
L-glutamate uptake are typically «-amino acids that possess a sec-
ond acidic group two to four carbon units away from the «-carboxyl
group. With the cloning of the various EAATS, selective expression
systems could be used to evaluate the potential subtype-selective
action of the inhibitors, many of which were identified in these early
specificity studies. The Xenopus oocyte preparation has proven par-
ticularly useful in this regard. The combination of its suitability for
electrophysiological studies and the electrogenic nature of EAAT-
mediated uptake permits transport to be quantified by recording
substrate-induced currents (Zerangue and Kavanaugh, 1996). This
not only eliminates a reliance on radiolabelled substrates but also
overcomes a serious limitation of classic competition assays, allow-
ing substrates and non-substrate inhibitors (i.e. analogues that bind
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to the substrate site on the transporter but are not translocated intra-
cellularly) to be readily differentiated (Koch et al., 1999). Indeed,
many studies now report substrate activity in terms of the currents
generated relative to the maximum current produced by L-glutamate
(Imax), rather than the more traditional values used to quantify
uptake (e.g. pmol min~! mg protein).

Specificity studies have demonstrated that in addition to
L-glutamate, each of the EAAT subtypes can also utilize L- and
p-aspartate as substrates. Pharmacological differences among the
EAATs begin to emerge when the activities of structurally mod-
ified or conformationally constrained analogues of r-glutamate
were compared (Bridges et al., 1999). Compounds that have been
particularly useful in this regard include the pyrrolidine dicar-
boxylates (PDCs, e.g. L-trans-2,4-PDC, L-trans-2,3-PDC, vr-anti-
endo-3,4-methano-3,4-PDC), B-threo substituted aspartates (e.g.
B-threo-benzyloxy-aspartate), methyl-substituted glutamates (e.g.
(28 4R)-4-methylglutamate), and the 2-(carboxycyclopropyl)gly-
cines (CCGs, e.g. (25,35,4R)-2-CCG, (25,3R,45)-2-CCG) (Cham-
berlin and Bridges, 1993; Nakamura et al., 1993; Shimamoto et al.,
1998; Vandenberg et al., 1997). While the point has not yet been
reached where selective inhibitors or substrates are readily available
for each of the individual EAATSs, a number of interesting phar-
macological differences have been observed among the transporter
subtypes (Bridges et al., 1999). For example, EAAT?2 is easily dis-
tinguished from the other transporters based on its sensitivity to
the non-substrate inhibitors dihydrokainate and L-trans-2,3-PDC.
Although not quite as straightforward as EAAT2, EAAT1 stands
apart from the other transporters because of its ability to effec-
tively utilize (25,4 R)-4-methylglutamate and vr-serine-O-sulphate
as substrates. Studies on EAAT3 and EAAT4 suggest that these
systems may be differentiated from the other transporters based on
an increased sensitivity to inhibition by L-aspartate-8-hydroxymate
and L-a-aminoadipate, respectively. Lastly, EAATS is distinguished
by the action of B-threo-hydroxy-aspartate and L-trans-2,4-PDC,
which act as non-substrate inhibitors of this system but as alterna-
tive substrates all the other EAATS.

Physiological Roles of the Excitatory Amino Acid Transporters

Investigations into the roles of transport in excitatory transmission
have focused primarily on two central issues: its contribution to
shaping the postsynaptic signal, and its significance in protecting
neurons from glutamate-mediated excitotoxic injury. By influenc-
ing the amount and/or time course of L-glutamate in extracellular
environment accessible to EAA receptors, it is easy to envision how
transport might contribute to either process. Estimations of binding
rates obtained from EAAT1 expressed in oocytes suggest the values
are comparable to those reported for binding to postsynaptic recep-
tors (Wadiche and Kavanaugh, 1998). Consequently, if transporters
are present in sufficient densities near the site of glutamate release,
then they may compete with the receptors for transmitter. Exper-
imental evidence with transport inhibitors suggests, however, that
the contribution of uptake in shaping postsynaptic signals appears
to vary among glutamatergic synapses (Barbour et al., 1994; Dia-
mond and Jahr, 1997; Isaacson and Nicoll, 1993; Sarantis et al.,
1993; Tong and Jahr, 1994). Thus, while studies with hippocampal
neurons in cultures and Purkinje neurons in cerebellar slices both
indicate that inhibition of transport does influence the excitatory
postsynaptic signal, studies carried out with other model systems
suggest that this is not always the case. In a related capacity, trans-
porter density and activity may also be factors in determining the
extent to which synaptically released glutamate can ‘spill over’ and
activate receptors at sites distant to the location of release (Bergles
et al., 1999; Diamond and Jahr, 2000; Scanziani et al., 1997).
The importance of regulating extracellular levels of L-glutamate
takes on even greater significance when the potential excitotoxic

properties of this neurotransmitter are considered. Accumulating
evidence suggests that excessive activation of EAA receptors is
a fundamental mechanism of neuropathology in acute CNS injury
(e.g. stroke, spinal cord injury, head trauma) as well as chronic
neurodegenerative disorders (e.g. amyotrophic lateral sclerosis,
epilepsy, Huntington’s disease, Alzheimer’s disease) (Choi, 1994;
Meldrum, 2000). In this respect, the transporters appear ideally
suited to play a vital role in excitotoxic protection. That this is
indeed the case is supported by in vitro and in vivo experiments
in which the excitotoxic properties of L-glutamate are exacerbated
when EAAs are administered to the CNS in combination with
uptake blockers (McBean and Roberts, 1985; Robinson et al.,
1993). In a number of studies, transport inhibitors by themselves
have also been observed to produce neuronal injury (Lievens
et al., 1997). For example, the direct administration of either
B-threo-hydroxy-aspartate or L-trans-2,4-pyrrolidine to rat striatum
produced significant neuropathology. In other studies, these same
inhibitors produced a slow degeneration of motor neurons when
added chronically to organotypic spinal cord cultures (Rothstein
et al., 1993). The loss of motor neurons in this model system
is particularly intriguing in view of the reduction in transporter
capacity observed in amyotrophic lateral sclerosis (see below). Also
consistent with an inverse relationship between transporter function
and vulnerability to glutamate-mediated damage are molecular
studies demonstrating that chronic administration of antisense
oligonucleotides for GLAST, GLT-1 or EAAC1 (homologues of
EAATI1-3, respectively) in both in vitro and in vivo models induce
neuronal injury consistent with excitotoxicity (Rothstein et al.,
1996). Equally compelling, mice carrying a homozygous deficiency
for GLT-1 (EAAT?2 homologue) exhibit lethal spontaneous seizures
and increased susceptibility to cortical damage (Tanaka et al.,
1997).

Glutamate Transport in Neurological Disorders

In view of the evidence indicating that these transporters serve in a
neuroprotective capacity, it is ironic that data are also coming forth
that suggest these uptake systems may, under certain pathological
conditions, actually participate in the processes of excitotoxicity
as sites of cellular r-glutamate efflux (Takahashi et al., 1997).
Thus, CNS insults that severely compromise energy levels may
lead to the collapse of the ion gradients that enable the cells
to accumulate and maintain high intracellular concentrations of
L-glutamate. This may, in turn, lead to a concentration-dependent
efflux of L-glutamate into the extracellular space through the reverse
action of the transporters. The end result would be increased levels
of extracellular L-glutamate, decreased transport capacity, and a
corresponding increase in the likelihood of excitotoxic pathology.
Such a possibility is supported by experiments demonstrating that
the efflux of EAAs observed following metabolic insults can be
influenced by alternative substrates and non-substrate inhibitors of
the EAATs (Koch et al., 1999; Longuemare and Swanson, 1995).
It is much more difficult, however, to determine whether the
process of transporter reversal occurs in vivo and to what extent
it contributes to neuronal injury.

To a large degree, a similar problem arises in trying to assess the
significance of changes observed to occur in glutamate transport
systems in a variety of neurological disorders. For example, both
increases and decreases in transport capacity have been reported
to occur in schizophrenia (Aparicio-Legarza et al., 1997; Simpson
et al., 1998; Smith et al., 2001). In the case of neurodegenerative
diseases, glutamate uptake appears to be compromised in both
Alzheimer’s disease and amyotrophic lateral sclerosis (ALS). It
is probably within ALS that the strongest connection has been
made between transport and a disease process (Rothstein, 1996).
Studies at the functional level have demonstrated that activity is
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attenuated, while those at the molecular level indicate that the loss
of activity may be linked to aberrant mRNA processing (Lin ef al.,
1998). A complexity, however, that remains with all such studies
is the difficulty in assessing not only the specific pathological
contribution of compromised transport but also whether observed
losses in transport are a primary or secondary result of the
disease. The latter is particularly likely, as several studies have
demonstrated that the EAATS are especially sensitive to inactivation
by the reactive oxygen species (Trotti ef al., 1998). Given the
wide range of CNS disorders to which increased oxidative stress
is believed to contribute (e.g. stroke, spinal cord injury, chronic
neurodegenerative diseases, and even ageing), it should not be
surprising to find excitotoxicity linked to losses in glutamate
transport as a common feature of CNS pathology.
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Peptidergic Transmitter Systems

Miklos Palkovits

INTRODUCTION

The past decades of research on peptides have provided convincing
evidences that neuronal peptides play an important role in the ner-
vous system as neurotransmitters, neuromodulators and neurohor-
mones. The identification and localization of neuropeptides in the
brain have been greatly facilitated by the development of biochem-
ical, immunohistochemical and in situ hybridization histochemical
techniques. A variety of neuropeptides and peptide receptors has
been isolated, characterized and localized in the central nervous
system (CNS). This chapter gives a brief summary of the topog-
raphy of peptidergic neurons in major brain areas, as well as their
participation in central regulatory mechanisms. Instead of the over-
whelming list of the original references for each neuropeptides
listed below, we refer to review articles for information and refer-
ences (Hokfelt et al., 1986; Hokfelt et al., 1987; Palkovits, 1987a;
Palkovits, 1987b; Palkovits, 1996; Palkovits, 1999).

BRAIN-BORN NEUROPEPTIDES

The classification of neuropeptides in different groups is rather
arbitrary. The hypothalamic neuropeptides are synthesized mainly
in the hypothalamus and act partly as neurohormones at the pituitary
level (releasing and release-inhibiting hormones) or in the periphery
(posterior pituitary hormones: vasopressin and oxytocin). Since
many of them have been identified in neurons of other brain areas,
the terminology does not relate exclusively to their hypothalamic
topography. The pituitary peptides are characteristically of pituitary
origin, but they are also synthesized in neuronal cells, especially in
the hypothalamus. Their concentrations in the brain, however, are
in orders of magnitude less than in the pituitary. The third group
includes the opioid peptides, which are distributed widely in the
CNS, some of them in high concentrations in the hypothalamus.
The fourth group is the brain-born gastrointestinal or brain—gut
peptides. These were discovered in the gastrointestinal tract, but
they are also expressed by neurons in the central and peripheral
nervous systems. The other neuropeptides are classified in the
artificially constructed fifth group; many of the neuropeptides in
this group participate in the central control of blood pressure and
food intake.

Hypothalamic Neuropeptides

These neuropeptides are involved intimately in regulating anterior
pituitary functions or acting as neurohormones on the periphery.
All of them are highly concentrated in the median eminence
(Table VI.1).

Luteinizing Hormone-Releasing Hormone
or Gonadotropin-Releasing Hormone

The decapeptide luteinizing hormone-releasing hormone (LH-RH)
has been identified in hypothalamic extracts. This is a signalling
molecule that regulates reproduction in all vertebrates. Recently,
genes encoding two other LH-RH forms have been discovered that
are identical in all species (Fernand and White, 1999).

LH-RH is synthesized mainly in preoptic and anterior hypotha-
lamic neurons in the rat and cat, and in the arcuate nucleus of birds,
dogs, monkey and human brains. In the rat, the majority of LH-
RH fibres travel along the fibres of the medial forebrain bundle in
the lateral hypothalamic area and enter the medial basal hypotha-
lamus through the lateral retrochiasmatic area. This small area, at
the caudal edge of the optic chiasm, serves as a gate for a number
of peptidergic and aminergic fibres to reach the median eminence
(Palkovits, 1984). In the external layer of the median eminence,
LH-RH is secreted into portal vessels transported to the anterior
pituitary, where it stimulates secretion of luteinizing hormone and
follicle-stimulating hormone from pituitary gonadotrophs.

LH-RH fibres from the medial preoptic neurons innervate the
organum vasculosum laminae terminalis (OVLT), one of the
circumventricular organs where no blood—brain barrier exists. LH-
RH neurons and fibres in the accessory olfactory bulb, medial
olfactory tract and the septum represent the migration path of LH-
RH neurons during the prenatal life.

Thyrotropin-Releasing Hormone

Thyrotropin-releasing hormone (TRH) stimulates anterior pituitary
cells to produce and release thyrotrophin hormone and acts as a
neurotransmitter/neuromodulator in the brain. TRH secretion is also
regulated by neurotransmitters, such as noradrenaline, somatostatin
and opioids, as well as by stressful stimuli, including acute cold
exposure. This tripeptide is distributed widely in the CNS. Neuronal
perikarya were demonstrated mainly in the hypothalamus and the
medulla oblongata. In the hypothalamus, TRH is synthesized in
the parvicellular portion of the paraventricular nucleus (PVN), the
preoptic suprachiasmatic nucleus, the dorsomedial nucleus and the
perifornical nucleus, the lateral hypothalamus, and the premamillary
region. In the medulla oblongata, TRH immunoreactivity occurs in
neurons of the raphe nuclei in coexistence with substance P and
serotonin. These neurons project to the spinal cord and participate
in pain inhibition. The densest concentration of TRH fibres and
terminals is in the median eminence (mainly of PVN origin) and
in the OVLT. TRH-immunoreactive axons and terminals form
relatively dense networks in the amygdala, the lateral septal nucleus,
and the dorsomedial medulla oblongata, mainly in the nucleus of
the solitary tract (NTS).
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Table VI.1 Neuropeptides in the median eminence

Origin of fibres

Concentration
Neuropeptide (ngmg~! protein)  Compared with brain average  External layer  Internal layer
LH-RH 10-100 Highest MPO
TRH 10-100 Highest PVN
CRH 10-100 Highest PVN PVN
GRH 10-100 Highest NA
Somatostatin 100-1000 Highest NPE
Vasopressin 100-1000 Highest PVN PVN, SON
Oxytocin 100-1000 Highest PVN PVN, SON
POMC 1-10 Higher NA
Enkephalins 1-10 Average PVN PVN, SON
Dynorphins 0.1-1 Average PVN PVN, SON
Substance P 1-10 Average NA
NPY 100-1000 Higher NA
VIP/PHI-27 0.1-1 Lower PVN
PACAP Higher PVN PVN, SON
CCK 1-10 Average PVN PVN
GRP/bombesin 1-10 Higher NA
Galanin 10—-100 Highest NA PVN
Neurotensin 1-10 Higher PVN
Angiotensin II Highest PVN, SON
Apelin Highest NA PVN
ANP 1-10 Highest NA
CGRP Average NA
CART Average NA

MPO, medical preoptic nucleus; NA, arcuate nucleus; NPE, hypothalamic periventricular nucleus; PVN, paraventricular

nucleus; SON, supraoptic nucleus.

Corticotropin-Releasing Hormone

Corticotropin-releasing hormone (CRH) represents the major stress
hormone in the brain. It stimulates the release of adrenocorti-
cotropic hormone (ACTH) from the corticotroph cells of the ante-
rior pituitary and acts as a neurotransmitter in the CNS. This
neuropeptide shows a wide distribution in the hypothalamus and
extrahypothalamic brain. The PVN contains a high number of
CRH-immunopositive cells, mainly in the medial and anterior par-
vicellular subdivisions of the nucleus (exclusive sources of the
CRH fibbers in the median eminence). CRH cells merge into the
posterolateral parvicellular subdivision as far caudal as the pos-
terior edge of the nucleus (neurons from here project to spinal
and medullary autonomic centres). CRH fibres leave the PVN in
a lateral direction. One set of fibres turns around the fornix and
approaches the median eminence, while others travel through the
lateral hypothalamus and the ventrolateral corner of the lower brain
stem to parasympathetic (vagal nuclei) and sympathetic (thoracic
spinal cord) preganglionic neurons.

The presence of various numbers of CRH cells has been
reported in other hypothalamic regions, mainly in the medial pre-
optic, anterior hypothalamic, dorsomedial, and perifornical nuclei
(Table VI.2). A number of CRH-immunoreactive cells were demon-
strated in the central nucleus of the amygdala, the bed nucleus of
the stria terminalis (NIST; only its lateral subdivision), the lat-
eral parabrachial nucleus, and the NTS. Considerable amounts of
CRH are synthesized in inferior olivary neurons and transported
through the olivocerebellar tract to the cerebellum (CRH coexists
with aspartate in the climbing fibres).

The densest accumulation of CRH-immunoreactive terminals is
seen in the external layer of the median eminence. The concentra-
tion of CRH in the median eminence measured by radioimmunoas-
say is almost two orders of magnitude higher than that of other brain
nuclei (Table VI.1). Moderate to dense networks of CRH fibres and
terminals are present in several brain areas and nuclei.

Recently, a potent mammalian CRH-related neuropeptide, uro-
cortin II, was discovered and shown to be bound with high affinity
to type 2 CRH receptors. This 38-amino acid peptide is expressed
in the paraventricular and arcuate nuclei of the hypothalamus and
in the locus coeruleus. Initial functional studies are consistent with
urocortin II involvement in central autonomic and appetitive con-
trols (Reyes et al., 2001).

Growth Hormone-Releasing Hormone

Two forms of growth hormone-releasing hormone (GRH), GRH-
40 and GRH-44, have been isolated from a tumour of human
pancreatic islet cells causing acromegaly. Both forms stimulate
growth hormone release from the anterior pituitary. It is known
that full biological activity of these peptides resides in the first 29
amino acids.

GRH-synthesizing cells are found almost exclusively in the
medial basal hypothalamus (in the arcuate and ventromedial nuclei)
with a major projection to the median eminence—pituitary stalk.
Scattered GRH-immunopositive fibres can be traced to several
hypothalamic regions, mainly to the periventricular nucleus (they
form synaptic contact with somatostatin neurons here) and the
lateral hypothalamic area.

Somatostatin

Somatostatin was first identified in the hypothalamus, where it is
highly concentrated in neuronal cells. This peptide is also produced
in a wide variety of neurons throughout the CNS and in various
cell types in peripheral organs. Besides its inhibitory effect on
growth hormone release and thyroid-stimulating hormone secretion
in the anterior pituitary, somatostatin acts as a neurotransmitter in
the brain and appears to regulate the activity of pancreatic islet,
gastrointestinal and immune cell functions in the periphery. These



PEPTIDERGIC TRANSMITTER SYSTEMS 87

Table VI.2 Presence of peptide-expressing neurons in neuropeptide-rich brain areas
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Lateral septal + + + + + + + + 4
Central amygdala + + + + + + + + + + +
NIST + + 52 + + + + + + +
Medial preoptic ® + + + + + + + + + +
Periventricular + &) + + + @ + + Iy +
Paraventricular &) &) + &) &) ) + + + + + + + +
Dorsomedial + + + + + + o + +
Perifornical + + + + 4 4 fay +
Arcuate + @ ® & + + + @ + @& + + + @
Thalamic PVN + + + +
Parabrachial + + + + 4 4 +
NTS + + + + @ + + + + + +
Dorsal horn + + + +

Higher number of peptide-expressing neurons is indicated by encircled crosses.

actions are mediated by five different subtypes of G-protein-coupled
somatostatin receptors (Patel, 1999).

The majority of somatostin-synthesizing neurons are present in
the preoptic and hypothalamic periventricular nuclei along the third
ventricle. These cells project to the external layer of the median
eminence. Axon collaterals of these cells reach GRH-containing
neurons in the medial basal hypothalamus and establish synaptic
contacts with these cells (Horvith et al., 1989).

Somatostatin-immunostained perikarya are found scattered in the
cerebral cortex, hippocampus, olfactory bulb and tubercle, striatum,
nucleus accumbens, lateral septal nucleus and amygdaloid nuclei.
In the lower brainstem, somatostatin cells were demonstrated in the
periaqueductal central grey and the reticular formation. A number
of cells in the dorsal horn (lamina II) and the intermediolateral cell
column of the thoracic spinal cord also synthesize somatostatin.

Somatostatin fibres and terminals are present throughout the
entire CNS in varying density, but by far the highest concentration
is in the median eminence (Table VI.1). The major somatostatin-
containing neuronal systems include the hypothalamic pathway
connecting the preoptic and hypothalamic periventricular neurons
with the limbic system, cortical interneurons, and amygdala-limbic
connections through the stria terminalis.

Somatostatin is regarded as a phylogenetically ancient multigene
family of peptides with two bioactive products: somatostatin-
1-14 and somatostatin-1-28. These forms are synthesized from
a large pre-prosomatostatin precursor molecule. Recently, a novel
somatostatin-like gene, cortistatin, has been discovered that gives
rise to two cleavage products, cortistatin-14 and cortistatin-29
(Patel, 1999; Spier and de Lecea, 2000). In contrast to the wide
distribution of somatostatin in the brain, cortistatin is restricted to
the cerebral cortex and the hippocampus (Spier and de Lecea, 2000).

Prolactin-Releasing and -Inhibiting Factors

Much physiological evidence supports the existence of the pep-
tides Prolactin-releasing factor (PRF) and Prolactin-inhibiting factor
(PIF) in the hypothalamus, but neither PRF nor PIF has been identi-
fied yet. Many neuropeptides (TRH, oxytocin, 8-endorphin, vasoac-
tive intestinal peptide (VIP)) have been shown to elevate prolactin

release. In contrast, hypothalamic dopamine and y-aminobutyric
acid (GABA) may act as PIFs.

Vasopressin

Vasopressin was one of the first neuropeptides (along with oxy-
tocin) to be isolated in the hypothalamus. Cells are located mainly
in magnocellular neurosecretory nuclei: two-thirds of the supraoptic
neurons and about half of the paraventricular magnocellular neurons
synthesize vasopressin. Evidence has been furnished on the syn-
thesis of vasopressin in parvicellular PVN cells coexpressing with
CRH, especially in response to stressful stimuli. A distinct group
of vasopressin-synthesizing cells is present in the suprachiasmatic
nucleus.

Vasopressin fibres from the supraoptic and paraventricular
nuclei, in addition to oxytocin fibres, constitute the hypothalamo-
hypophyseal neurosecretory tract. This passes through the lateral
retrochiasmatic area and the internal layer of the median emi-
nence—pituitary stalk on the way into the posterior pituitary, where
vasopressin is stored until its release into the general circulation.

Solitary vasopressin-immunoreactive fibres from the hypothala-
mic nuclei can be traced in different forebrain and limbic areas.
Long, descending vasopressin fibres to the lower brainstem and
spinal cord have been demonstrated by immunohistochemical tech-
niques. These axons appear to arise in the PVN.

Oxytocin

This peptide is synthesized only by neurons in the magnocellular
hypothalamic nuclei, in almost equal numbers in the supraoptic,
paraventricular and accessory magnocellular nuclei. In neurons
of these nuclei, oxytocin is coexpressed with cholecystokinin
(CCK) and enkephalins. Oxytocin fibres constitute a substantial
component of the hypothalamo-hypophyseal neurosecretory tract,
which terminates in the posterior pituitary. Descending oxytocin
fibres to the medullary and spinal autonomic centres are exclusively
of paraventricular origin. They form a relatively strong terminal
network in the NTS, the caudal ventrolateral medulla and the
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spinal cord (substantia gelatinosa in the dorsal horn and the
intermediolateral cell column).

Brain-Born Pituitary Neuropeptides

The presence of anterior pituitary hormones, such as luteinizing
hormone (LH), thyrotropin, growth hormone (GH) and prolactin,
has been reported in rat forebrain structures as revealed by radioim-
munoassay and immunohistochemistry. Their origin in the brain is
supported by their invariable presence after hypophysectomy.

Three brain-born pituitary peptides arise from a common 31-kDa
precursor molecule, pro-opiomelanocortin (POMC): ACTH, B-
endorphin and a-melanocyte-stimulating hormone («¢-MSH). (Al-
though, B-endorphin is one of the opioid peptides, because of its
origin from the POMC molecule and colocalization with ACTH and
a-MSH, it is classified into this group of neuropeptides.) The ACTH
molecule is cleaved to «-MSH and Corticotropin-like intermediate
lobe peptide (CLIP) (ACTH-18-39). The vast majority of ACTH
immunoreactivity in arcuate neurons is actually CLIP.

The POMC peptides colocalize in the same neurons of the medial
basal hypothalamus, almost exclusively in the arcuate and ventral
premamillary nuclei. Some additional ACTH and p-endorphin
neurons have also been found in the NTS.

ACTH- and B-endorphin-containing fibres and terminals are
found in several hypothalamic (mainly in the PVN) and extrahy-
pothalamic nuclei. Pronounced pB-endorphin fibre labelling is
present in the amygdala, thalamic PVN, midbrain central grey,
raphe nuclei, lateral parabrachial nucleus, and in high concentration
in the NTS.

Melanocyte-Stimulating Hormones

The presence of a-, B- and y-MSH has been shown in the CNS of
rats by biochemical and immunohistochemical techniques. Two sets
of a-MSH-containing cell groups are present in the hypothalamus:
the first in the arcuate nucleus (in POMC neurons with ACTH
and B-endorphin), and the second (immunostained only for «-
MSH) in the dorsal part of the lateral hypothalamic area, the
perifornical nucleus and the ventral portion of the zona incerta.
(The distribution area of these neurons overlaps the area where
orexin and melanin-concentrating hormone neurons are localized;
see p. 90) This group of cells appears to project exclusively to the
cerebral cortex, hippocampus, olfactory bulb and striatum.

«-MSH exerts an anorexigenic action in the brain. It has been
demonstrated recently that leptin has a stimulatory effect on the
production of «-MSH.

y-MSH-containing cells were identified in the arcuate nucleus,
the dorsolateral tegmentum of the pons, and the NTS.

Brain-Born Opioid Peptides

Five groups of opioid peptides have been identified in the CNS: (1)
enkephalins (Met- and Leu-enkephalin, Met-enkephalin-Arg-Phe,
Met-enkephalin-Arg-Gly-Leu), (2) S-endorphin, (3) the dynorphins
(dynorphin A, dynorphin 1-8, dynorphin B, a-neo-endorphin, S-
neo-endorphin), (4) endomorphins and (5) nociceptin (orphanin
FQ). They distribute in the brain in individual topographical pat-
terns. The opioid neuropeptides frequently coexist with other neu-
ropeptides or neurotransmitters. Besides their potent antinociceptive
actions, they appear to participate in regulation of secretion of pitu-
itary hormones, and are involved in autonomic regulations.

Enkephalins

Met- and Leu-enkephalins are distributed widely in the CNS.
Enkephalin-containing perikarya were demonstrated in all major

brain regions, including the cerebral cortex (high density in the
cingulate and piriform cortex), hippocampus, striatum, hypothala-
mus (ventromedial, arcuate and paraventricular nuclei), amygdala,
and NIST. In the lower brainstem, enkephalin-containing cells
occur in the periaqueductal central grey, raphe nuclei, parabrachial
nucleus, spinal trigeminal nucleus and NTS. In the dorsal horn of
the spinal cord (lamina III), enkephalin is synthesized in inhibitory
interneurons.

The most abundant enkephalinergic networks are seen in the
hypothalamic ventromedial nucleus and several extrahypothalamic
regions (globus pallidus, nucleus accumbens, central grey, NTS,
spinal trigeminal nucleus, dorsal horn). In the hypothalamus,
enkephalin-expressing neurons are coexpressed with CRH (in the
PVN) and oxytocin (in the supraoptic nucleus). Enkephalins are
coexpressed with almost all of the classical neurotransmitters in
particular brain areas: with acetylcholine in the spinal cord, with
dopamine in the arcuate nucleus, with noradrenaline in the locus
coeruleus, with serotonin in medullary raphe nuclei, and with
GABA in the caudate nucleus.

Met-enkephalin-Arg-Phe was originally isolated from the adrenal
gland, but it is also distributed widely in the brain. Its topographical
distribution pattern in the brain is similar but not identical with that
of met- and leu-enkephalins.

B-Endorphin

As a member of the POMC-derived peptides, endorphin was
discussed earlier.

Dynorphins

The five dynorphin-related peptides are derived from a common
precursor molecule, pro-neo-endorphin/dynorphin. The distribution
patterns of dynorphin A and a-neo-endorphin are identical, while
those of the other three dynorphins are individual. They establish
high analgesic activities at both hypothalamic (action on -
endorphin neurons) and spinal cord levels.

The hypothalamus contains one of the highest concentrations of
dynorphins in the CNS. The most prominent cell types containing
dynorphins are the magnocellular hypothalamic neurons (coexisting
with vasopressin) and neurons in the arcuate nucleus, where
they are likely to coexist with dopamine. In addition, dynorphin-
containing perikarya are expressed in the striatum, dentate gyrus,
central amygdaloid nucleus and lower brainstem (substantia nigra,
central grey matter, parabrachial, spinal trigeminal and solitary tract
nuclei). Dynorphins are expressed in lamina I and II neurons of the
dorsal horn.

Among the several brain regions where dynorphins are present in
nerve terminals, five regions are prominently rich in these opioid
peptides: nucleus accumbens, globus pallidus, hippocampus CA3
area, hypothalamic paraventricular nucleus, and pars reticulata of
the substantia nigra.

Endomorphins

Endomorphins (endomorphin 1 (EM1) and endomorphin 2 (EM2))
are endogenous tetrapeptides with high affinity and selectivity
for the p-opiate receptor and potent analgesic activities. Both
are synthesized by neurons in the hypothalamus (dorsomedial
and posterior nuclei), but only EM1 perikarya are present in
the nucleus of the solitary tract (Martin-Schild ef al., 1999).
EM1-like immunoreactivity is distributed widely and densely
in the brain, while EM2 is more restricted to the superficial
laminae of the dorsal horn and the spinal trigeminal nucleus.
Dense networks of EM1-like immunoreactive fibres and terminals
were detected in the lateral parabrachial and solitary tract nuclei.
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Moderate EM1 immunostaining was present in the frontal cortex,
nucleus accumbens, NIST, several hypothalamic and amygdaloid
nuclei, medial septal-diagonal band complex, periaqueductal central
grey, locus coeruleus, and lamina I of the dorsal horn. The
neuroanatomical distributions of these two peptides suggest that
endomorphins participate in modulating nociceptive and autonomic
nervous system processes (Martin-Schild et al., 1999).

Nociceptin

Nociceptin/orphanin FQ (N/OFQ) is a heptadecapeptide opioid-
like endogenous agonist of the opioid receptor homologue, N/OFQ
receptor. This peptide and its precursor, pre-proN/OFQ, exhibit
structural features suggestive of the opioid peptides. N/OFQ, its pre-
cursor protein and its receptor are distributed widely throughout the
CNS. There are several regions where N/OFQ cells colocalize with
other opioid peptides. N/OFQ cells are present in numerous neu-
ronal circuits and systems, supporting its possible involvement in
many behavioural, autonomic and physiological functions, includ-
ing nociception (Neal ef al., 1999; Houtani et al., 2000).

Brain-Born Gastrointestinal or Brain—Gut Neuropeptides
Substance P

The undecapeptide substance P is the main member of the
tachykinin peptide family. The pre-protachykinin A precursor
molecule contains sequences encoding substance P and neurokinin
A, while pre-protachykinin B encodes neurokinin B. All of these
are present in the central and peripheral nervous systems and in gut
endocrine cells.

The major substance P pathways and systems in the brain
are extrahypothalamic. This neuropeptide is strongly involved in
pain conduction. Neurons are present in dorsal root ganglion cells
(coexpressed with glutamate and calcitonin gene-related peptide
(CGRP)) and also in the secondary nociceptive neurons in the dorsal
horn and the spinal trigeminal nucleus.

Several other brain areas contain substance P-synthesizing neu-
rons. Substance P represents one of the major transmitters in
the striato-nigral connections. Small- to medium-sized cells in the
caudate-putamen project to the globus pallidus and the substantia
nigra, where substance P facilitates dopaminergic neurons. Sub-
stance P neurons are present in other telencephalic regions (amyg-
dala, nucleus of the diagonal band, lateral septal nucleus, NIST),
but cerebral cortical areas are devoid of substance P cells. One of
the limbic pathways, the habenulo-interpeduncular tract, contains
substance P fibres in colocalization with acetylcholine.

Almost all of the hypothalamic nuclei contain substance P
neurons. The moderate amount of substance P in the median
eminence is of arcuate nucleus origin.

Substance P is frequently coexpressed with other neuropeptides
and serotonin (substance P-CCK in central grey neurons, substance
P-TRH-serotonin in the ventromedial medulla oblongata). Axons
of the medullary substance P—-TRH-serotonin neurons constitute
the major antinociceptive pathway in the CNS, from the brainstem
to the spinal dorsal horn.

Neuropeptide Y

Neuropeptide Y (NPY) is a 36-amino acid peptide. It shares
important sequence homology with another peptide isolated from
porcine intestine, peptide YY. These two peptides share important
similarities with the pancreatic polypeptides. NPY is a potent
stimulator of feeding behaviour, influences the activity of the
gastrointestinal and cardiovascular systems, and participates in body
temperature regulation.

NPY is one of the most abundant neuropeptides in the rat brain.
Several NPY-containing perikarya have been demonstrated in the
cerebral cortex (especially in the entorhinal cortex), hippocampus,
striatum and amygdala. In the hypothalamus, the arcuate nucleus
contains a fairly large set of NPY neurons. These neurons appear
to play a key role in the central regulation of food intake. A group
of arcuate NPY cells project to the PVN and lateral hypothalamic
neurons, while other NPY cells innervate sympathetic preganglionic
neurons in the thoracic spinal cord. These spinal cord-projecting
NPY cells coexpress cocaine- and amphetamine-regulated transcript
(CART) peptide (Elias et al., 1998).

NPY is coexpressed in lower-brainstem noradrenergic neurons,
mainly in the Al and A2 noradrenergic cell groups of the medulla
oblongata (Everitt et al., 1984). Some of the fibres in the ascending
ventral noradrenergic bundle also contain NPY. These fibres may
innervate hypothalamic and limbic (septal and amygdaloid) nuclei.
A high degree of coexpression has also been demonstrated between
NPY and somatostatin, particularly in neurons of the cerebral
cortex, hippocampus and striatum.

Vasoactive Intestinal Polypeptide

VIP has been designated as a member of the glucagon—secretin
peptide family. It is related structurally to PHI-27 (peptide histidine
isoleucine of 27 amino acids). VIP has a wide range of effects on
the cardiovascular, respiratory and gastrointestinal systems.

Numerous VIP-immunoreactive neurons have been demonstrated
in the brain, especially in the cerebral cortex (bipolar neurons in
layers II-1V). They are frequently coexpressed with acetylcholine.
Evidence from surgical isolation of cortical areas suggests that
VIP cells in the cortex are local interneurons. VIP perikarya have
also been found in the hippocampus, olfactory bulb, claustrum
and amygdala. In the hypothalamus, the suprachiasmatic nucleus
is the major source of VIP neurons. Axons leave the nucleus in
a dorsal direction and terminate in the periventricular and anterior
hypothalamic nuclei. A number of VIP cells have been found in
the periaqueductal central grey, dorsal raphe nucleus and NTS.

Numerous VIP axons and terminals have been demonstrated
throughout the entire CNS, mainly in forebrain areas.

PHI-27

This peptide has an NH,-terminal histidine and a COOH-terminal
isoleucine amine and 27 amino acid residues. It has considerable
structural similarities to VIP, and they have a common precursor
molecule. PHI-27 is highly concentrated in the suprachiasmatic
nucleus, and is coexpressed with CRH and enkephalin in same
parvicellular PVN neurons. Axons from these neurons run into the
median eminence and form a dense network around the capillaries
in the external layer. It has been suggested that these neurons are
involved in the control of prolactin, ACTH and growth hormone
secretion in the anterior pituitary (Hokfelt et al., 1983).

Pituitary Adenylate Cyclase Activating Peptide

The neuropeptide Pituitary adenylate cyclase activating pep-
tide (PACAP) belongs to the VIP-secretin—glucagon family. It
is a 38-amino acid residue peptide with 68% homology with
VIP. As indicated by its name, PACAP is a potent stimulator
of pituitary adenylate cyclase. PACAP-containing neurons occur
in all major brain regions (cerebral cortex, thalamus, amyg-
dala, nucleus accumbens), but the highest density of PACAP-
immunoreactive cells and fibres is found in hypothalamic nuclei
(Arimura and Shioda, 1995). The supraoptic and paraventricular
nuclei are the major sources of PACAP-immunostained fibres in
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the median eminence. PACAP-synthesizing cells have been demon-
strated in the medulla oblongata, vagal nuclei and lateral reticular
nucleus.

Cholecystokinin

CCK is a 33-amino acid residue peptide. Among different forms
of CCK, CCK-8 appears to be the main representative in the brain.
It has a strong analgesic effect, acting in the brainstem, thalamus
and cerebral cortex by stimulating opioid receptors in these regions.
CCK also facilitates sleep and reduces food intake.

CCK is distributed widely in the brain. Several bi- and multipolar
but not pyramidal CCK-immunopositive cells are seen in the
cerebral cortex, mainly in laminae II and III, having a similar but
not identical pattern to VIP. CCK cells are distributed widely in the
hippocampus; mainly interneurons (basket cells) but few pyramidal
cells express CCK. CCK is coexpressed with GABA in cortical and
hippocampal neurons.

CCK perikarya were recognized in the NIST and the medial
and cortical amygdaloid nuclei. In the hypothalamus, CCK neurons
occur in the magnocellular neurons (coexpressed with oxytocin) and
in the periventricular and dorsomedial nuclei. Two groups of CCK-
containing cells are seen in the midbrain: one in the substantia nigra-
ventral tegmental area (coexpressing with dopamine) and another in
the central grey matter. CCK-immunopositive cells are also located
in the central grey (lamina X) of the spinal cord.

Several CCK-containing neuronal pathways have been demon-
strated in the brain: (1) descending corticostriatal projections in
the external capsule from the piriform and prefrontal cortex to the
caudate-putamen; (2) hippocampal-septal projections through the
fornix and the fimbria; (3) parabrachial CCK neurons project to
the hypothalamic ventromedial nucleus (Zaborszky et al., 1984);
(4) CCK-dopamine fibres from the substantia nigra and the ven-
tral tegmental area ascend in the medial forebrain bundle to the
nucleus accumbens, olfactory tubercle, NIST and central amyg-
daloid nucleus; and (5) evidence for periaqueductal central grey-
spinal cord CCK projections has also been reported.

Gastrin-Releasing Peptide/Bombesin

Gastrin-releasing peptide (GRP) is homologous at its carboxy ter-
minus to the tetradecapeptide bombesin, which can be isolated from
amphibian skin. They share many physiological activities, therefore
GRP has been proposed as a mammalian counterpart of amphibian
bombesin. This neuropeptide is the most potent modulator of ther-
moregulation, acting on the preoptic thermoregulator centre. It also
increases blood pressure, inhibits feeding and acts as an antidiuretic.

GRP/bombesin is highly concentrated in the hypothalamus,
especially in the arcuate nucleus. These cells project to the
parvicellular PVN and may participate in the central control of food
intake. High densities of GRP/bombesin-immunoreactive terminals
are found in nociceptive brain areas: this peptide and substance P
codistribute in the marginal layers of the dorsal horn and the spinal
trigeminal nucleus.

Galanin

This peptide was originally isolated from the upper small intestine.
It is a 29-amino acid residue peptide that derives from the
precursor molecule, pre-progalanin. Galanin stimulates plasma
growth hormone and prolactin levels, inhibits insulin secretion, and
is involved in the central regulation of food intake.

Galanin shows a wide distribution in the brain, with a high
density in the hypothalamus, including the median eminence
(Table VI.1). The expression of galanin in primary sensory neurons
in dorsal root and Gasserian ganglia has been demonstrated

by immunostaining and in situ hybridization. Galanin coexists
with oxytocin in the PVN and with acetylcholine in the septo-
hippocampal system.

The presence of other gastrointestinal peptides, such as secretin,
motilin and glucagon, in brain nuclei has been shown by immunos-
tainings (see the reviews listed in the introduction to this chapter).

Other Neuropeptides

A number of neuropeptides in this group (neurotensin, bradykinin,
atrial natriuretic polypeptide, angiotensin II) have a common
feature: they all participate in central baroreceptor mechanisms.

Neurotensin

Neurotensin  was first isolated and sequenced from the
hypothalamus on the basis of its strong cardiovascular effect.
This 13-amino acid residue peptide is synthesized from the large
neurotensin/neuromedin precursor molecule. A large amount of
neurotensin is present in endocrine cells of the gastrointestinal
mucosa, and its activity there is ten times higher than in the brain.
(This is one of the reasons why neurotensin is frequently classified
into the brain—gut neuropeptides family.) Neurotensin reduces body
temperature, locomotor activity and food intake.

The presence of neurotensin-immunostained perikarya can be
demonstrated in several brain areas. Neurotensin is highly concen-
trated in the caudate nucleus, nucleus accumbens, globus pallidus
and mamillary body. In the hypothalamus, neurotensin-synthesizing
perikarya have been shown in the arcuate, periventricular and
medial preoptic nuclei, in the periventricular subdivision of the
PVN, and in the lateral hypothalamic area. Neurotensin fibres are
concentrated densely in the external layer of the median eminence,
where neurotensin is released into the hypophysial portal circulation
and stimulates secretion of prolactin at the level of the anterior pitu-
itary (Rostene and Alexander, 1997). In the pituitary, neurotensin
occurs in subsets of gonadotrophs and thyrotrophs.

Many lower-brainstem regions contain dense neurotensin net-
works of fibres and terminals, such as the ventral tegmental
area, parabrachial nucleus, marginal layer of the spinal trigemi-
nal nucleus, and NTS. In the spinal cord, neurotensin fibres are
concentrated in the lamina II of the dorsal horn. Neurotensin is
coexpressed with dopamine in the substantia nigra and the arcuate
nucleus, and with noradrenaline in the NTS.

Angiotensins

All components of the renin—angiotensin system (renin, angio-
tensinogen, angiotensin-converting enzyme (ACE), angiotensin I,
I, III, IV, angiotensin 1-7, and angiotensin receptors) have
been demonstrated in the brain. The two major effective peptides
(angiotensin II and III) increase blood pressure, drinking behaviour,
salt appetite, and the release of anterior and posterior pituitary
hormones.

Angiotensin II-immunoreactive perikarya are visualized in the
hypothalamus (mainly in the preoptic, paraventricular, supraoptic,
suprachiasmatic, perifornical and premamillary nuclei). Substantial
numbers of angiotensin II-expressing cells are also present in
the subfornical organ, lateral septal, thalamic paraventricular and
central amygdaloid nuclei. Two major angiotensin II pathways have
been described: (1) interconnections between the subfornical organ
and the median preoptic, paraventricular and supraoptic nuclei,
and (2) a pathway connecting the hypothalamus to the medulla
oblongata (Lenkei et al., 1997).

The effects of angiotensin II and III are mediated through interac-
tions with specific angiotensin receptors (AT1A, AT1B, AT2). The
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highest densities of AT1A and AT?2 receptors have been demon-
strated in the hypothalamus (median preoptic and paraventricu-
lar nuclei, retrochiasmatic area), the medulla oblongata, and the
circumventricular organs, including the organum vasculosum lami-
nae terminalis, subfornical organ and area postrema (Lenkei et al.,
1997). These circumventricular organs may serve as open gates for
the circulating angiotensin to enter the brain and influence the activ-
ity of hypothalamic vasopressin and atrial natriuretic polypeptide
(ANP) neurons.

Apelin

The peptide apelin originates from a larger precursor pre-proapelin
molecule. It has recently been isolated and identified as the endoge-
nous ligand of the human orphan G-protein-coupled receptor, APJ
(putative receptor protein related to the angiotensin receptor AT1).
Apelin-containing perikarya are visualized in the preoptic region,
supraoptic and paraventricular nuclei, and (in the highest density)
arcuate nucleus. Apelin cells are also seen in the pons and the
medulla oblongata. Apelin-immunoreactive nerve fibres and termi-
nals appear in many hypothalamic nuclei and the internal layer of
the median eminence. They are present in circumventricular organs,
paraventricular thalamic nucleus, periaqueductal central grey mat-
ter, dorsal raphe nucleus, parabrachial and Barrington nuclei in the
pons, and in the NTS, lateral reticular, prepositus hypoglossal and
spinal trigeminal nuclei in the medulla oblongata (Reaux et al.,
2002). The topographical distribution of apelinergic neurons in the
brain suggests a multiple role for apelin, especially in the cen-
tral control of feeding behaviours, pituitary hormone release and
circadian rhythms.

Atrial Natriuretic Polypeptides

The atrial natriuretic peptides (ANP, cANP, brain natriuretic peptide
[BNP]) are found in high concentrations in the brain (hypothala-
mus, limbic system, brainstem), where they regulate fluid balance,
thirst and drinking behaviour, and cardiovascular functions, and
inhibit the release of vasopressin. They are dominantly synthe-
sized by neurons of the preoptic and hypothalamic periventricular
nuclei. These cells are connected synaptically with subfornical
angiotensin II, as well as with supraoptic and paraventricular
vasopressinergic neurons. Reportedly, periventricular ANP neurons
project downwards to innervate medullary baroreceptor neurons in
the NTS.

Bradykinin

The presence of the nonapeptide bradykinin in neurons of the
CNS was demonstrated by immunohistochemistry. This neuropep-
tide regulates blood pressure and acts as one of the most potent
pain-transmitting substances in the brain. Bradykinin-containing
perikarya are mainly present in the periaqueductal central grey
and the posterior and lateral hypothalamus. Fibres are seen in
the lateral hypothalamus, preoptic area and periaqueductal cen-
tral grey.

Calcitonin Gene-Related Peptide

CGRP originates from a gene common with calcitonin. This 37-
amino acid peptide acts on central and peripheral brain tissues
via distinct receptor mechanisms. CGRP inhibits growth hormone
release, feeding and gastric acid secretion, and participates in
conduction of pain signals. CGRP is coexpressed with glutamate
and substance P in sensory ganglion cells (in dorsal root and
Gasserian ganglia). Very dense CGRP-immunoreactive terminal
networks are seen in the marginal layers of the spinal dorsal horn

and spinal trigeminal nucleus. Besides nociceptive areas, CGRP
is distributed widely in the entire CNS. In the hypothalamus,
CGRP is synthesized by neurons in the dorsomedial, perifornical
and ventral premamillary nuclei and the retrochiasmatic and lateral
hypothalamic areas.

Cocaine- and Amphetamine-Regulated
Transcript (CART) Peptide

In situ hybridization studies have revealed that CART mRNA is
localized in neuronal groups involved in a large variety of neural,
endocrine and autonomic functions, including the regulation of
feeding behaviour (Broberger, 1999). CART-expressing neurons are
found in the paraventricular, arcuate and dorsomedial hypothalamic
nuclei, and in the lateral hypothalamic area, olfactory bulb, lateral
septal nucleus and medial posterodorsal amygdaloid nucleus (Koylu
etal., 1997). CART is coexpressed in a percentage of NPY
neurons in the arcuate nucleus. Axons of these cells descend to
the spinal cord and innervate preganglionic sympathetic neurons
(Elias et al., 1998). CART peptide is coexpressed with TRH in the
PVN, and with melanin-concentrating hormone (MCH) in lateral
hypothalamic neurons (Broberger, 1999).

Orexin

Two orexin (hypocretin) peptides (orexin-33 (hypocretin-1) and
orexin-28 (hypocretin-2)) have been isolated. Orexin is synthe-
sized exclusively in the lateral hypothalamus and adjacent areas
(Broberger et al., 1998). These peptides have a prominent role
in sleep—wake regulation by actions on basal forebrain struc-
tures (medial preoptic area, medial septal nucleus, substantia
innominata).

Melanin-Concentrating Hormone

MCH-expressing cells occupy the dorsal part of the caudal hypotha-
lamus, including a portion of the dorsomedial nucleus, the perifor-
nical nucleus and the lateral hypothalamic area (Broberger et al.,
1998). A smaller population of MCH neurons exist in the olfac-
tory tubercle and pontine tegmentum. MCH neurons in the lateral
hypothalamic area receive inputs from arcuate NPY and agouti-
related protein (AgRP) neurons (Broberger et al., 1998). These neu-
rons participate in the hypothalamic neuronal circuit that controls
food intake.

Agouti-Related Protein

AgRP, a melanocortin receptor antagonist, is a potent orexigenic
peptide. It is coexpressed with NPY in the arcuate nucleus, but not
all NPY neurons express AgRP. Axons of these neurons project
to the lateral hypothalamus and establish synaptic contacts with
orexin- and MCH-expressing cells, whereby AgRP is considered
to be an important component of the central neuronal circuit that
controls food intake (Broberger ef al., 1998). The expression of
AgRP in arcuate neurons is suppressed by leptin.

Tuberoinfundibular Peptide of 39 Residues

Tuberoinfundibular peptide of 39 residues (TIP39) peptide was
recently purified from bovine hypothalamus based on selective
parathyroid hormone-2 receptor activation (Usdin et al., 2000).
TIP39 is expressed in the caudal hypothalamus (subparafascicular
area) and in the pons (caudal paralemniscal nucleus). Among
other functional activities, this peptide may participate in pain
perception.
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NEUROPEPTIDE-RICH AREAS IN THE CENTRAL
NERVOUS SYSTEM

Neuropeptides in general are present in almost all major brain areas,
but there are high variations regarding their concentrations and
cell/terminal densities. In this section, we introduce brain regions
and nuclei where the expression or concentration of neuropeptides
is higher then the average in the brain (Table VI.2). The region that
is most rich in neuropeptides in the brain is the median eminence.
Almost, all of the known brain-born neuropeptides are present in
the median eminence (Table VI.1).

Cerebral Cortex

The ‘classical’ neurotransmitters (GABA, glutamate, acetylcholine)
dominate in both local and projecting cortical neurons. Neuropep-
tides in cerebral cortical neurons are represented by somatostatin,
NPY, VIP and CCK. These neuropeptides are expressed by neu-
rons located mainly in layers II-IV. Their cell density here is not
particularly high, but they occur in each neocortical and most of
the limbic cortical areas such that their total number in the cortex
is much higher then that in the extracortical brain.

Limbic System
Hippocampus

Several neuropeptides are present in the hippocampus, almost all of
them in interneurons. VIP, PHI-27 and CRH are coexpressed in the
same neurons in the molecular and granule cell layers throughout
the hippocampal formation, including the dentate gyrus, subicular
complex and entorhinal area. Within the pyramidal layer, the basket
cells contain these neuropeptides. In addition, CCK, somatostatin,
NPY, substance P, enkephalins and dynorphins have been localized
in the hippocampus.

Septum

The lateral septal nucleus is rich in neuropeptides (Table VI.2).
They are present in both perikarya and nerve terminals.

Amygdala

In general, the amygdala is rich in neuropeptidergic neurons.
Somatostatin, VIP and CCK neurons are present in the lateral and
basal amygdaloid nuclei. In addition, substance P, enkephalin and
neurotensin have been demonstrated in the cortical and medial
nuclei. Neuronal perikarya of the central amygdaloid nucleus
contain one of the richest assortments of neuropeptides in the brain
(Table V1.2). These cells express CRH, somatostatin, neurotensin,
substance P, CCK, enkephalin and dynorphins. At least ten other
neuropeptides have been immunostained in networks of neuronal
fibres and terminals innervating central amygdaloid cells.

The NIST serves as a relay nucleus for amygdaloid efferent (and
partly afferent) fibres. This nucleus is rich in neuropeptides in both
perikarya and nerve terminals. It contains all the neuropeptides in
the neurons found in the central and medial amygdaloid nuclei
(Table VI.2).

Thalamus

The paraventricular thalamic nucleus is the only thalamic nucleus
that contains neuropeptides in both high numbers and high concen-
tration (Table VI.2).

Hypothalamus

The hypothalamic-pituitary interactions, and control of the produc-
tion and release of pituitary hormone, represent the most significant
function of the hypothalamic neuropeptides. They also play a sig-
nificant role in other mechanisms controlling the autonomic nervous
system, temperature regulation, biological rhythms and behavioural
responses.

Peptidergic Neuronal Perikarya

Preoptic Area

Several neuropeptides are synthesized by preoptic neurons (Table
VIL.2). In the rat, LH-RH is mainly present in the medial preoptic
nucleus. This nucleus is one of the major centres of temperature
regulation. Neuropeptides here, such as CRH, NPY, neurotensin
and CCK, may participate in this regulatory mechanism. The
periventricular preoptic nucleus is one of the major pools of
brain-born ANP. Neurons here receive inputs from subfornical
angiotensin neurons and project to vasopressinergic neurons in the
supraoptic and paraventricular nuclei.

Anterior Hypothalamus

The PVN serves as an integrator of endocrine, autonomic and
behavioural functions, having neuronal interconnections with most
of the limbic and autonomic brain areas. Several neuropeptides
(Table V1.2) are synthesized in the magno- or parvicellular neu-
rons of this nucleus. Many of the neuropeptides, including CRH,
enkephalin, VIP/PHI-27, neurotensin, vasopressin, oxytocin and
galanin, are coexpressed in the same PVN neurons or are colo-
calized in the subdivisions of the nucleus (Hokfelt et al., 1983;
Sawchenko er al., 1984; Ceccatelli et al., 1989).

Besides vasopressin and oxytocin, the magnocellular neurons
in the supraoptic nucleus synthesize other neuropeptides (CCK,
dynorphins, angiotensin II, apelin, galanin).

The suprachiasmatic nucleus serves as a biological clock, reg-
ulating sleep—wake and other body rhythms. Several kinds of
neuropeptide-synthesizing neurons are distributed in this nucleus.
VIP, vasopressin and somatostin are colocalized here, occupying
different portions of the nucleus.

The hypothalamic periventricular nucleus is the major source of
the neurohormonal somatostatin in the hypothalamus. These cells
project directly to the median eminence, while through their axon
collaterals they may influence the activity of hypothalamic GRH
neurons. This nucleus, like the preoptic periventricular nucleus, is
also rich in ANP and CCK (Table VI.2).

Middle Hypothalamus

The arcuate nucleus contains the major POMC neuronal pool in
the CNS. Besides POMC, arcuate neurons synthesize several other
neuropeptides (Table V1.2). The major projection area for arcuate
neurons is the external layer of the median eminence. Along
several intrahypothalamic targets, arcuate neurons innervate vagal
and spinal autonomic preganglionic neurons. A significant portion
of the descending arcuate fibres contain POMC and CART peptide
(Palkovits et al., 1987c; Elias et al., 1998).

Several peptidergic neurons have been visualized in the dorso-
medial and perifornical nuclei (Table VI.2). Many of these pep-
tidergic neurons (cells those express angiotensin II, «-MSH, MCH,
orexin/hypocretin, CART) are strongly involved in the central regu-
lation of food and water intake. They do not respect the anatomical
borders of the above two nuclei, but are scattered through the dorsal
part of the middle hypothalamus from the third ventricle into the
lateral hypothalamic area. These neurons receive strong NPY and
AgRP innervation from the arcuate nucleus.
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Posterior Hypothalamus

A wide variety of neuropeptides are synthesized by premamil-
lary, supramammillary and posterior hypothalamic neurons (Lantos
et al., 1995).

Peptidergic Pathways

Neuropeptides in the Median Eminence—Pituitary Stalk
Almost all of the neuropeptides discovered in the brain are present
in nerve fibres and terminals in the median eminence (Table VI.1).
The majority are synthesized in hypothalamic neurons.

Internal Layer

Fibres arising mainly in the supraoptic, paraventricular and acces-
sory magnocellular nuclei run through the internal layer—pituitary
stalk to the posterior pituitary. Scattered fibres from other nuclei
join this tract (Palkovits, 1986). Most of these fibres contain
vasopressin and oxytocin, but other neuropeptides, such as CRH,
enkephalins, dynorphins, CCK, neurotensin, galanin, substance P,
angiotensin II and apelin, have also been demonstrated among the
fibres in the hypothalamo-hypophyseal tract and the posterior pitu-
itary. These neuropeptides may colocalize with either vasopressin or
oxytocin. POMC-containing fibres from the arcuate nucleus do not
project to the posterior lobe but terminate around the subependymal
plexus in the internal layer.

External Layer

A number of peptidergic fibres terminate in the pericapillary space
of the external layer. According to their origin and pathway to
the external layer, they can be classified into two major groups:
(1) tuberoinfundibular fibres arise in the arcuate nuclei and,
in small numbers, the periventricular, ventromedial and ventral
premamillary nuclei. These neurons may synthesize GRH, POMC,
galanin, substance P, neurotensin and apelin; (2) fibres from the
parvicellular PVN (TRH, CRH vasopressin, enkephalin, dynorphin,
CCK, apelin and ANP), the medial preoptic nuclei (LH-RH) and
the periventricular nuclei (somatostatin, ANP) travel through the
lateral retrochiasmatic area and reach the median eminence from an
anterolateral direction. Neuropeptides in the external layer may have
two different physiological roles. First, after their release into the
pericapillary space, they reach the portal blood and are transported
to the anterior pituitary, where they exert their neurohormonal
effects on pituitary cells. Second, some of the neuropeptides act
locally in the external layer as neuromodulators by stimulating or
inhibiting the release of neurohormonal peptides into the portal
circulation.

Descending Peptidergic Fibres from the Hypothalamus

The majority of the descending hypothalamic fibres are peptidergic
(Sawchenko and Swanson, 1982; Cechetto and Saper, 1988; Moga
et al., 1990). Vasopressin and oxytocin are the most prominent
peptidergic neurotransmitters to the lower brainstem and the spinal
cord, but several other neuropeptides (enkephalin, dynorphins,
neurotensin, POMC, CRH, angiotensin II, galanin) also participate
in this system. Besides the PVN (Sawchenko and Swanson, 1982),
descending fibres arise in the arcuate, perifornical, dorsomedial
and medial preoptic nuclei, and in the dorsal part of the lateral
hypothalamus.

Peptidergic Afferents to the Hypothalamus

Several peptidergic afferents to the hypothalamus arise in the lower
brainstem: NPY inputs from Al and A2 catecholaminergic cell
groups, where NPY is coexpressed with noradrenaline project to
the PVN (Everitt ef al., 1984; Sawchenko et al., 1985). Carry-
ing viscero-sensory signals, peptidergic (neurotensin, somatostatin,

enkephalin, dynorphin, NPY) neurons in the NTS project to the
hypothalamus, mainly to the PVN (Riche er al., 1990; Sawchenko
et al., 1990).

Lower Brainstem
Parabrachial Nuclei

The lateral parabrachial nucleus is considered as a secondary
viscero-sensory centre in the brainstem with strong afferent inputs
from the NTS and projections to the hypothalamus and the limbic
system, especially to the NIST and the central nucleus of the
amygdala. In contrast to the medial parabrachial and Kolliker—Fuse
nuclei (the other two components of the parabrachial cell group),
the lateral parabrachial is rich in peptide-synthesizing neurons
(Table V1.2), and CRH-, enkephalin-, dynorphin-, CGRP- and
CART-containing nerve fibres form a dense network in this nucleus.

Nucleus of the Solitary Tract

A great variety of neuropeptide-synthesizing neurons are present in
the nucleus of the solitary tract, which serves as the primary auto-
nomic (viscero-sensory) centre in the lower brainstem (Table VI.2).
Neurons in this nucleus receive viscero-sensory inputs mainly
through the glossopharyngeal and vagal nerves (CCK, somatostatin,
enkephalins) and somatosensory input through descending trigemi-
nal fibres (CGRP), and fibres from hypothalamic and limbic (mainly
amygdaloid) nuclei terminate here.

Spinal Cord

Substance P and CGRP are the major neuropeptides in primary sen-
sory neurons in the spinal cord. Both of them are coexpressed with
glutamate in dorsal root ganglionic neurons. In addition, somato-
statin, VIP, dynorphin, bombesin, galanin and endomorphin are
synthesized in the dorsal root ganglion. Strong networks of sub-
stance P and CGRP nerve terminals are seen in the marginal layers
of the dorsal horn. Enkephalin is one of the major neuropeptides
in the inhibitory interneurons in the lamina III of the dorsal horn.
Enkephalin acts on p-receptors, inhibiting the release of substance
P and other transmitters from the primary afferents. The activity
of these inhibitory enkephalin neurons is controlled by descending
inputs from substance P-, TRH- and serotonin-containing neurons
in the ventromedial medulla and noradrenergic neurons in the ven-
trolateral medulla (A5 catecholaminergic cell group).

PEPTIDERGIC TRANSMISSION

To be considered as a neurotransmitter, a neuropeptide should
meet eight criteria: (1) it should be present in the presynaptic
neurons; (2) the peptide precursor and the synthetic enzyme
should be present in the neuron; (3) the peptide should be
released from the neuron by afferent stimulation; (4) effects of
direct application of the neuropeptide to the synapse should be
identical to those produced by stimulating nerve afferents; (5)
specific neuropeptide receptors should be present on the presynaptic
neurons; (6) interactions of neuropeptides with their receptors
should induce changes in postsynaptic membrane permeability; (7)
specific inactivating mechanisms should exist that stop interactions
between neuropeptides and their receptors; and (8) agonists should
mimic the action of the neuropeptide and antagonists should block
its effects (McGeer et al., 1987). Neuropeptides listed in this
chapter meet many of these criteria.
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Coexpression and Colocalization of Neuropeptides

During the past two decades, it has become evident that we can-
not find any homogeneous cell groups in the CNS that contain
only a single neuropeptide. Furthermore, it is hard to find any
neuronal cell in the brain that may express only one neuropep-
tide. In certain brain areas, such as the hypothalamic and amyg-
daloid nuclei, lateral septal nucleus, NIST, parabrachial nuclei, and
nucleus of the solitary tract, a high number of different neuropep-
tides can be visualized in neuronal perikarya (Table VI.2). They
may be synthesized by different cell types of the nucleus (colo-
calization), but frequently several neuropeptides are synthesized by
the same neuronal cell (coexpression). (Unfortunately, these two
terms are, incorrectly, used interchangeably. When using the word
‘colocalization’, it should be made clear whether neuropeptides are
colocalized in separate neurons in a brain nucleus or colocalized
in the same neuronal cell. In the latter case, ‘coexpression’ is the
correct term.)

The degree of convergence of neuropeptidergic fibres in brain
regions is very high. None of the cell groups in the brain receives
single peptidergic input: various peptidergic fibres of different
origins enter a brain nucleus or an area and form terminal networks
there. A similar degree of neuronal divergence has been revealed by
immunohistochemistry: a single peptidergic neuron can innervate
hundreds, and in certain cases thousands, of other neurons.

Neurohormones/Neuromodulators/Neurotransmitters

Depending on the site of action, neuropeptides can act as neuro-
transmitters, neurohormones or both. Brain neuropeptides may be
transported by axons to the nerve terminals and released into the
blood circulation, thus exerting their effects as hormones on the
pituitary or in the periphery. Since they are synthesized in neuronal
cells, neuropeptides in this case may be called ‘neurohormones’.
Brain neuropeptides may also be transported by axons into the
synapses and bind to receptors on the postsynaptic neuronal cells,
influencing their activity as neurotransmitters. In certain cases, a
neuropeptide may act as both neurohormone and neurotransmit-
ter, e.g. the axon of a hypothalamic neuronal cell terminates in the
median eminence and releases its peptide into the portal blood (neu-
rohormonal action), while its axon collaterals terminate on other
hypothalamic neurons (neurotransmitter action); this is the case for
the GRH-somatostatin interaction at hypothalamic level (Horvith
et al., 1989).

Neuropeptides may act at presynaptic levels, stimulating or
inhibiting the release of other neuropeptides or neurotransmitters.
When neuropeptides bind nonsynaptic receptors and act at presy-
naptic neurons, they are considered to have neuromodulator activity.
As neuromodulators, neuropeptides can alter the release of neuro-
transmitters from the nerve terminals of presynaptic neurons, and
regulate receptor sensitivity, G-protein coupling and the activation
of second-messenger systems in postsynaptic neurons, altering the
responses of these cells to synaptic stimulation. Neuropeptides may
act as both neurotransmitters and neuromodulators (possible action
of cotransmitters at pre- and postsynaptic receptors).

Neuropeptide Receptors

After the neuropeptide is released into the synapse, it binds to its
receptor(s) on the surface membrane of the postsynaptic neurons.
In general, neuropeptides bind to G-protein-coupled membrane
receptors to regulate the levels of cyclic adenosine monophosphate
(cAMP) and other second messengers (cyclic guanosine monophos-
phate (cGMP), inositol-phospholipid, calcium-calmodulin) in pre-
and postsynaptic target cells. In the cAMP system, neuropeptide
receptors may be bound to stimulatory or inhibitory transducer

proteins, and may stimulate (like TRH and VIP) or inhibit (like
somatostatin and opioid peptides) cAMP synthesis.

Each neuropeptide may have more than one type of receptor
or receptor subtypes. Most of the peptide receptors have a wide
distribution throughout the brain. Overall, the correspondence
between neuropeptides and their related peptide receptors in the
brain is quite good. In several cases, however, there is an apparent
mismatch between their distribution that needs further studies
to elucidate it. The detailed description of the topographical
distribution of peptide receptors in the brain is beyond the scope of
this chapter. Instead, we refer to related chapters in two excellent
handbooks (Bjorklund et al., 1990; Bjorklund et al., 1992).

GENERAL REMARKS

There are more then 60 neuropeptides in the mammalian ner-
vous system that have been identified, characterized and cloned.
These peptides bind receptors that belong to the G-protein-coupled
receptor supergene family. All of these peptides may act as neu-
rohormones or neurotransmitters, or exert a modulatory effect on
neurotransmission. The increasing arsenal of powerful new tech-
niques, such as subtractive hybridization approach, orphan receptor
strategy, combinatorial chemistry and molecular modelling, helps
researchers to identify new neurotransmitters. Studies on known
and newly discovered neuropeptides will increase our knowledge
about functional brain mechanisms, help us to understand molec-
ular psychiatry and psychology, and, as a final goal, help us to
understand neurological disorders.
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Neuroendocrinology

David A. Gutman and Charles B. Nemeroff

INTRODUCTION

The occurrence of psychiatric symptoms such as thought distur-
bances and depressed mood in patients with primary endocrine
disorders is common. In addition, a significant percentage of
patients with psychiatric disorders demonstrate a consistent pattern
of endocrine dysfunction. Our understanding of the neurobiology of
depression and other psychiatric disorders has been aided tremen-
dously by a systematic analysis of the neuroendocrine axes and
the actions of neurohormones in the pituitary gland and throughout
the central nervous system (CNS). The occurrence of prominent
psychiatric symptoms in patients with primary endocrine disorders,
including Cushing’s disease and primary hypothyroidism, provided
a rationale for exploring the connection between hormones and
both affective and cognitive function. In fact, disorders of neu-
roendocrine dysregulation in subpopulations of psychiatric patients
are among the most consistent neurobiological findings in all of
biological psychiatry.

Bleuler was among the first investigators to investigate system-
atically the association between hormones, mood and behaviour.
He first demonstrated that patients with primary endocrine disor-
ders have higher-than-expected psychiatric morbidity, which often
resolved after correcting the primary hormonal abnormality. Work
over the past 25 years has demonstrated clearly that the CNS tightly
regulates endocrine gland secretion and, further, that neurons are
influenced directly by hormones.

The concept that neurons are capable of synthesizing and releas-
ing hormones initially sparked a controversy in endocrinology and
neuroscience when first introduced in the 1950s; namely, is it
possible that certain neurons subserve endocrine functions? Two
major findings fuelled this debate. First, neurohistologists work-
ing with mammalian as well as lower-vertebrate and invertebrate
species made several key observations. Led by a husband-and-wife
team, the Scharrers, early researchers documented by both light
and electron microscopy the presence of neurons that had all the
characteristics of previously studied endocrine cells. These neurons
stained positive with the Gomori stain, which was believed to be
specific to endocrine tissues; further, they contained granules or
vesicles containing known endocrine substances. The second key
area of research centred around the brain’s control of the secretion
of pituitary trophic hormones. These trophic hormones were long
known to control the secretion of peripheral target endocrine hor-
mones, e.g. thyroid hormone, gonadal steroids and adrenal steroids.
These interactions were particularly compelling because of the ear-
lier identification of an extremely important neuroendocrine sys-
tem, namely the magnocellular cells of the paraventricular nucleus
(PVN) of the hypothalamus, which synthesize vasopressin and oxy-
tocin. These two nonapeptides were shown to be transported from
PVN cell bodies down the axon to nerve terminals located in the
posterior pituitary (neurohypophysis), and released in response to

appropriate physiologic stimuli. Vasopressin, also known as antidi-
uretic hormone (ADH), is a critical regulator of fluid balance, and
oxytocin regulates the milk-letdown reflex during breastfeeding.

The ability of neurons to function as true endocrine tissues has
now been clearly established. Neural tissue can both synthesize
and release substances known as (neuro)hormones directly into the
circulatory system; these (neuro)hormones have effects at sites far
removed from the brain. One important example noted above is
the action of vasopressin on the kidney. Although early in the
development of the emerging discipline of neuroendocrinology it
seemed important to document the ability of neurons to function
as neuroendocrine cells, particularly those in the CNS, classifica-
tion of specific chemical messengers as endocrine or neuronal or
neuroendocrine soon lost its heuristic value. It is now recognized
that the same substance can act as a neurotransmitter and a hor-
mone depending on its location within the CNS and periphery. A
good example of this is adrenaline, which functions as a classical
hormone in the adrenal medulla but as a conventional neurotrans-
mitter in the mammalian CNS. Similarly, it has been demonstrated
that corticotropin-releasing factor (CRF) functions as a true pep-
tide hormone in its role as a hypothalamic-hypophysiotropic factor
in promoting the release of adrenocorticotropin (ACTH) from the
anterior pituitary, yet it also functions as a ‘conventional’ neuro-
transmitter in cortical and limbic areas. Thus, the field now seeks
to elucidate the role of particular chemical messengers in particular
brain regions or endocrine axes.

The traditional endocrine and hormonal functions for several
peptides discussed above have been well established, but many
of these substances may also possess paracrine roles as well, i.e.
secretion of these substances from one cell acts upon proximal
cells. These paracrine interactions remain largely unexplored. The
importance of these paracrine effects has been demonstrated in the
gastrointestinal tract, where several peptides that act as hormones or
neurotransmitter substances at other sites, including the CNS, have
influences on local cellular function. Examples include vasoactive
intestinal peptide (VIP), cholecystokinin (CCK) and somatostatin.

OVERVIEW OF COMPONENTS AND CONTROL
MECHANISMS

The hypothalamic-pituitary-end-organ axes are generally organized
in an hierarchical fashion (Figure VII.1). A large percentage of the
neuroendocrine abnormalities in patients with psychiatric disorders
are related to disturbances of target hormone feedback. A generic
description is outlined here. More comprehensive reviews on this
topic are available (e.g. Levine, 2000). In general, the hypothalamus
contains neurons that synthesize and release factors that either
promote or inhibit the release of anterior pituitary hormones, so-
called release or release-inhibiting factors. These peptide hormones,
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Figure VII.1 Overview of the common organizational motif of the
neuroendocrine axes. The neurosecretion of hypothalamic factors into
hypophyseal portal vessels is regulated by a set point of activity from
higher brain centres. Neurohormones released from the hypothalamus into
hypophyseal portal vessels in turn stimulate cells in the pituitary. These
adenohypophyseal hormones then regulate the hormone output from the end
organ. The end organ then exerts negative feedback effects at the pituitary
and hypothalamus to prevent further neurohormone and pituitary hormone
release via long-loop negative feedback. Short-loop negative feedback may
also occur where pituitary hormones feed back directly on hypothalamic
neurons to prevent further neurohormone release

as summarized in Table VIL.1, are synthesized by transcription of
the DNA sequence for the peptide prohormone. After translation
in the endoplasmic reticulum, these prohormones are processed
during axonal transport and packaged into vesicles destined for
the nerve terminals. These now biologically active peptides are
then released following appropriate physiological stimuli from the
median eminence, the most ventral portion of the hypothalamus, and
secreted into the primary plexus of the hypothalamo-hypophyseal
portal vessels (Figure VIL.2). These peptides are transported in
high concentrations to the sinusoids of the anterior pituitary
(adenohypophysis), where they bind to specific membrane receptors
on their targets, the pituitary trophic-hormone-producing cells.
Activation of these receptors promotes or inhibits the release
of pituitary trophic hormones into the systemic circulation. The
increase or decrease in the plasma concentrations of these pituitary
trophic hormones produces a corresponding increase or decrease
in their respective end-organ hormone secretion. The hormones of
the end-organ axes, such as gonadal and adrenal steroids, feed
back on both pituitary and hypothalamic cells to prevent further
release, often referred to as long-loop negative feedback. Short-
loop negative feedback circuits have also been identified in which
pituitary hormones feedback directly on hypothalamic neurons to
prevent further release of hypothalamic-releasing factors.
Disturbances in the feedback regulation of the hypothalamic-
pituitary-end-organ axes are of considerable interest in psychiatry.
The common occurrence of psychiatric symptoms in many primary
endocrine disorders, such as hypothyroidism and Cushing’s syn-
drome, served as an impetus for investigation into the regulation
of neuroendocrine systems in psychiatric disease states, such as
depression, schizophrenia and bipolar disorder. Thus, a large part
of psychoneuroendocrinology has focused on identifying changes

Table VII.1 Major releasing factors and their hor-
monal targets

Neurohormone/releasing factor ~ Hormone stimulated

CRF ACTH

TRH TSH

GnRH FSH

SRIF GH

GHRH GH

AVP ACTH prolactin
Oxytocin Prolactin

Median
eminence

Infundibular
stalk

vessel

Arterial input

Venus output

Figure VIL.2 The neurovascular anatomy of the hypothalamic-pituitary
axis ARC, arcuate nucleus; MB, mammillary body; OC, Optic chiasm; PD,
pars distalis; PI, pars intermedia; PN, pars nervosa; POA, preoptic area; PT,
pars tuberalis; SON, supraoptic nucleus

in basal levels of pituitary and end-organ hormones in patients
with psychiatric disorders. For many of the axes discussed below,
tests have been developed to assess the functional status of these
feedback systems. In these so-called stimulation tests, hypothala-
mic and/or pituitary-derived factors or their synthetic analogues
are administered exogenously, and the hormonal response to this
challenge is assessed. For example, in the standard CRF stimula-
tion test, a 1-pugkg™" dose of CRF is administered intravenously,
and the ACTH and cortisol response is measured over a period of
2 or 3h. This test is a very sensitive measure of hypothalamic-
pituitary-adrenal (HPA) axis activity, and changes in the magnitude
and/or duration of the response relative to normal control values
are characteristic of one or another type of dysregulation of the
HPA axis.

Limitations of Stimulation Tests

Such studies as outlined above provide valuable information,
but a brief discussion of some inherent limitations is warranted
before a detailed review of the literature is presented. Normal
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circadian rhythms and the pulsatile release of many of the
hypothalamic-pituitary-end-organ axes components are often not
taken into account when these stimulation tests are designed.
Further, differences in assay sensitivity, gender, inclusion criteria
for patients used in studies, and severity of symptoms in the target
patient population studied can potentially generate confounding or
at least quite variable results. Nevertheless, a great deal about the
neurobiology of psychiatric disorders has been discovered through
such experiments.

Although used less commonly today, a strategy that was often
utilized in the 1970s and 1980s was based on the perception that
the neuroendocrine axes served as a window into CNS function.
Peripheral neuroendocrine markers were often used to assess indi-
rectly CNS function because the brain was relatively inaccessible
for study, with the exception of cerebrospinal fluid (CSF) and post-
mortem studies. With the emergence of the monoamine theories of
mood disorders and schizophrenia, many investigators attempted to
draw conclusions about the activity of noradrenergic, serotonergic
and dopaminergic circuits in patients with various psychiatric disor-
ders by measuring the basal and stimulated secretion of pituitary and
end-organ hormones in plasma. Although these approaches have
severe limitations, they have been useful in elucidating the patho-
physiology of mood and anxiety disorders and, to a lesser extent,
schizophrenia.

In summary, neuroendocrinology broadly encompasses the fol-
lowing:

e The neural regulation of the secretion of peripheral, target-
organ hormones, pituitary trophic hormones, and hypothalamic-
hypophysiotropic hormones.

e The effects of each of the hormones that comprise the various
endocrine axes on the CNS, e.g. the effects of synthetic gluco-
corticoids on memory processes.

e Study of alterations in the activity of the various endocrine axes
in major psychiatric disorders and, conversely, the behavioural
consequences of endocrinopathies.

THE HYPOTHALAMIC-PITUITARY-ADRENAL AXIS

Dysregulation of the HPA axis has frequently been reported
in patients with psychiatric disorders, and is among the most
robustly demonstrated neurobiological changes among psychi-
atric patients. The primary regulator of this axis is CRF, also
known as corticotropin-releasing hormone (CRH), a 41-amino-acid-
containing peptide synthesized in parvocellular neurons located
primarily in the PVN of the hypothalamus. CRF-containing cells in
the PVN receive input from a variety of brain nuclei, including the
amygdala, bed nucleus of the stria terminalis, and other brainstem
nuclei (Hauger and Dautzenberg, 2000). These CRF-containing
neurons in turn project to nerve terminals in the median eminence
(Swanson et al., 1983); when CRF is released into the hypophyseal
portal system it activates CRF receptors on corticotrophs in the
anterior pituitary to promote the synthesis of pro-opiomelanocortin
(POMC) and the release of its post-translational products, ACTH,
B-endorphin and others (Figure VII.3). Arginine-vasopressin (AVP)
also promotes the release of ACTH from the anterior pituitary,
though CRF is necessary for AVP to exert this effect. Chronic
stress can also upregulate AVP expression in the PVN, where under
these conditions it may be coexpressed in CRF-containing neurons
(Hauger and Dautzenberg, 2000). ACTH released from the anterior
pituitary in turn stimulates the production and release of cortisol,
the primary glucocorticoid in humans, from the adrenal cortex.
The concentration of circulating glucocorticoids is modulated
via long-loop negative feedback. An increase in circulating gluco-
corticoids inhibits hypothalamic CRF gene expression and ACTH
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Figure VII.3 Overview of the feedback mechanisms of the HPA axis.
Following relevant stimuli, including stress, CRF is released from the
hypothalamus into hypophyseal portal vessels, where it is transported in
high concentrations to the pituitary gland. CRF then promotes the release
of ACTH, which in turn promotes the release of cortisol from the adrenal
glands. Cortisol acts as an inhibitory signal at both the hypothalamus
and pituitary, preventing further CRF and ACTH release, respectively.
Mounting evidence suggests that chronic overactivity of the axis, and
particularly overproduction of CRF, may contribute to the pathophysiology
of depression. Reproduced with permission of Tomo Narashima from
Nemeroff, C.B., 1998. Scientific American, June, 47

secretion from the pituitary. This in turn prevents further glucocorti-
coid release. The HPA axis also undergoes a circadian rhythmicity
in humans, where serum cortisol levels peak immediately before
awakening and reach a nadir in the evening.

The biological effects of glucocorticoids are regulated by two
cytosolic receptors: the glucocorticoid receptor and the mineralo-
corticoid receptor, both of which belong to a large superfamily of
steroid hormone receptors. Because the mineralocorticoid receptor
has a much higher affinity for glucocorticoids than does the glu-
cocorticoid receptor, mineralocorticoid receptor binding sites may
be saturated with glucocorticoids under physiological conditions.
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In contrast, the occupancy of glucocorticoids receptor binding sites
changes in response to changes in circulating glucocorticoid levels.
The main genomic affects of glucocorticoids are mediated by glu-
cocorticoids receptor binding to glucocorticoid response elements
(GREs) in the promoter regions of specific genes. Glucocorticoid
receptors may also inhibit or enhance the actions of other tran-
scription factors, such as AP-1, NF-xB and CREB, by direct pro-
tein—protein interactions (Nestler et al., 2001).

The Biology of Corticotropin-Releasing Factor

Although Saffran and Schally identified a crude extract that
promoted the release of ACTH from the pituitary in 1955 (Saffran
et al., 1955), it was not until 1981 that CRF was isolated and
chemically characterized. Working with extracts derived from
500 000 sheep hypothalami, Vale and colleagues at the Salk institute
isolated, synthesized and elucidated the structure of CRF (Vale
et al., 1981). This discovery led to the availability of synthetic
CRF, which allowed a comprehensive assessment of the HPA axis
to proceed. It is now clear that CRF coordinates the endocrine,
immune, autonomic and behavioural responses of mammals to
stress. The regulation of CRF transcription is under control of a
number of promoter elements. A cyclic adenosine monophosphate
(cAMP) response element (CRE) is located in the 5'-flanking
region of the human CRF gene, consistent with evidence that
protein kinase A (PKA) activity regulates CFR gene expression.
A glucocorticoid response element (GRE) is also located in the 5'-
flanking region of the CRF gene, which is apparently the substrate
where glucocorticoids act to inhibit CRF gene transcription (Hauger
and Dautzenberg, 2000).

Two CRF-receptor subtypes, CRF; and CRF,, with distinct
anatomical localization and receptor pharmacology have been iden-
tified (Chalmers et al., 1996; Lovenberg et al., 1995; Grigoriadis
et al., 1996; Chang et al., 1993; Chen et al., 1993) in rats and
humans. Both receptors are G-protein-coupled receptors and are
coupled positively to adenylyl cyclase via Gs. In addition, a puta-
tive CRF; receptor has been identified recently in catfish (Arai
et al., 2001). The CRF; receptor is predominantly expressed in the
pituitary, cerebellum and neocortex in the rat (Primus et al., 1997).
A growing body of evidence from animal studies has shown that the
CRF, receptors may specifically mediate some of the anxiogenic-
like behaviours observed after administration of CRF (Heinrichs
et al., 1997). The CRF, receptor family is composed of two pri-
mary splice variants, CRF,5 and CRF,5. The CRF,5 receptor is
more prevalent in subcortical regions, such as the ventromedial
hypothalamus, lateral septum and dorsal raphe nucleus, whereas
CRF,3 is expressed more abundantly in the periphery. A struc-
turally related member of the CRF peptide family, urocortin, has
also been identified in the mammalian brain. The endogenous neu-
ropeptide urocortin has equally high affinity for both the CRF,
and CRF, receptor subtypes (Vaughan et al., 1995), whereas CRF
displays a higher affinity at CRF, receptors than it does at CRF,
receptors. The newly discovered urocortin II shows high selectiv-
ity for CRF,, receptors, although its anatomic localization does
not correlate precisely with the distribution of the CRF,5 recep-
tor (Reyes et al., 2001). With the discovery of a new ligand and a
putative third receptor in the CRF family, much of the pharmacol-
ogy and functional interactions between these ligands and receptors
remains to be discovered.

The Effects of Changes in Glucocorticoid Availability

A deficiency of endogenous glucocorticoids produces overt clinical
symptoms, including weakness, fatigue, hypoglycaemia, hypona-
traemia, hyperkalaemia, fever, diarrhoea, nausea and shock. This
condition, also known as Addison’s disease, is caused most often

by autoimmune destruction of the adrenal cortex. However, it is
important to note that abrupt withdrawal from exogenous corticos-
teroids or ACTH can also induce an Addisonian crisis, because the
exogenous administration of these compounds suppresses endoge-
nous HPA axis activity. This is why tapering of the dose of adrenal
steroids is essential before discontinuation. Glucocorticoid defi-
ciency may also produce mild to severe depression or, less com-
monly, psychosis.

Excessive glucocorticoid secretion leads to a number of charac-
teristic symptoms, including moon face, plethoric appearance, trun-
cal obesity, purple abdominal striae, hypertension, protein depletion
and signs of glucose intolerance or overt diabetes mellitus. Psychi-
atric symptoms, specifically depression and anxiety, are also asso-
ciated with glucocorticoid excess. Cognitive impairment, especially
decrements in memory function and attention, are also common and
may be due to the direct effects of corticosteroids on the hippocam-
pal formation (Sadock and Sadock, 2000).

The most common form of non-iatrogenic hypercortisolism is
due to an ACTH-secreting pituitary adenoma, also known as
Cushing’s disease. Harvey Cushing, for whom the disease is
named, first documented the occurrences of psychiatric symptoms,
particularly depression, in 1913 in his first description of the illness.
Other causes of hypercortisolism are often referred to as Cushing’s
syndrome. Since Dr Cushing’s initial description, the occurrence
of depression in Cushing’s syndrome has been well documented
(Spillane, 1951; Zeiger et al., 1993).

Hypothalamic-Pituitary-Adrenal Axis Abnormalities
in Depression

The occurrence of depression and other psychiatric symptoms in
both Cushing’s disease and Addison’s disease served as an impetus
for researchers to scrutinize HPA axis abnormalities in depression
and other psychiatric disorders. Most investigators would agree
that one of the most venerable findings in all of psychiatry is the
hyperactivity of the HPA axis observed in a significant subset of
patients with major depression (Table VII.2). Based on the work of
research groups led by Board, Bunney and Hamburg, as well as by
Carroll, Sachar, Stokes and Besser, literally thousands of studies
have been conducted in this area.

The earliest studies in this field demonstrated elevated plasma
cortisol concentrations in depressed patients (Carpenter and Bun-
ney, 1971; Gibbons and McHugh, 1962). Other markers of hyper-
cortisolism that have been demonstrated reliably in depressed
patients include elevated 24-hour urinary-free cortisol concentra-
tions and increased levels of cortisol metabolites in urine (Sachar
et al., 1970). One commonly used test to measure HPA axis func-
tion is the dexamethasone suppression test (DST). In this test, 1 mg
of dexamethasone is given at 11 p.m.; blood is then drawn at 8 a.m.
the following morning and cortisol levels are measured.

Table VIL2 HPA axis changes demonstrated in depression

1 CRF in cerebrospinal fluid*

J ACTH to CRF stimulation

| Density of CRF receptors in frontal cortex of suicide
victims

Enlarged pituitary gland in depressed patients®

Adrenal gland enlargement in suicide victims and depressed
patients

4 Plasma cortisol during depression?

4 Urinary free cortisol concentrations?

Non-suppression of plasma cortisol and ACTH after
dexamethasone administration®

State-dependent.
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Dexamethasone is a synthetic steroid similar to cortisol that
suppresses ACTH secretion and subsequently cortisol release in
healthy volunteers. Non-suppression of plasma glucocorticoid lev-
els following the administration of dexamethasone is common
in depression. The rate of cortisol non-suppression after dexam-
ethasone administration generally correlates with the severity of
depression (Evans and Nemeroff, 1987). In fact, nearly all patients
with major depression with psychotic features exhibit DST non-
suppression (Arana et al., 1985; Evans and Nemeroff, 1983). Since
Carroll’s initial reports (Carroll et al., 1968a; Carroll et al., 1968b)
and subsequent claims for diagnostic utility (Carroll, 1982), the
DST has generated considerable controversy as to its diagnostic util-
ity (Arana and Mossman, 1988). Diagnostic issues notwithstanding,
the overwhelming conclusion from a myriad of studies demonstrates
that a sizeable percentage of depressed patients exhibit HPA axis
hyperactivity.

Another method used to assess HPA axis activity is the CRF
stimulation test, which became available shortly after the synthe-
sis of CRF. In this paradigm, CRF is administered intravenously
(usually a 1pgkg™! dose), and the ensuing ACTH and cortisol
response is measured at 30-minute intervals over a 2—3-hour period
(Hermus et al., 1984). Numerous studies have now demonstrated a
blunted ACTH and B-endorphin response to exogenously admin-
istered ovine CRF (oCRF) or human CRF (hCRF) in depressed
patients when compared with non-depressed subjects, although the
cortisol response in depressed patients and non-depressed control
subjects did not differ consistently (Amsterdam et al., 1988; Gold
et al., 1984; Holsboer et al., 1984a; Kathol et al., 1989; Young
et al., 1990). The attenuated ACTH response to CRF is presumably
due to either chronic hypersecretion of CRF from nerve terminals
in the median eminence, which results in downregulation of CRF
receptors in the anterior pituitary, and/or to the chronic hyper-
cortisolaemia. This receptor downregulation results in a reduced
responsivity of the anterior pituitary to CRF, as has been demon-
strated in laboratory animals (Aguilera et al., 1986; Holmes et al.,
1987; Wynn et al., 1983; Wynn et al., 1984; Wynn et al., 1988).
Following recovery from depression, the documented disturbances
in the HPA axis generally remit.

A combined dexamethasone/CRF test has also been developed.
In this test, 1.5 mg of dexamethasone is administered orally at night
(11 p.m.), and subjects receive an intravenous bolus of 100 pg of
hCRF at 3p.m. the following day. Patients with HPA axis dys-
function, which is frequently encountered in depression, display
a paradoxically increased release of ACTH and cortisol relative
to controls. These abnormalities disappear following remission of
depression, and normalization of HPA axis function seems to pre-
cede full clinical remission (Holsboer, 2000; Heuser et al., 1994).
The combined dexamethasone/CRF test appears to have much
higher sensitivity for detecting subtle alterations in HPA axis func-
tion, and approximately 80% of patients with major depression
exhibit an abnormal response to the dexamethasone/CRF test. In
contrast, only approximately 44% of patients with major depres-
sion demonstrate an abnormal response when the DST is admin-
istered alone (Holsboer, 2000; Heuser et al., 1994). Furthermore,
otherwise healthy individuals with first-degree relatives with an
affective illness, which greatly increases their own risk for psy-
chiatric disorders, demonstrated cortisol and ACTH responses to
the dexamethasone/CRF test that were higher than those of a con-
trol group but less than those of patients currently suffering from
major depression. This suggests that a genetically transmittable
defect in corticosteroid receptor function may render these individ-
uals more susceptible to developing affective disorders (Holsboer
et al., 1995).

Structural changes in the components of the HPA axis have
also been documented in depressed patients. Perhaps in part due
to the trophic effects of CRF, pituitary gland enlargement has
been documented in depressed patients as measured by magnetic

resonance imaging (MRI) (Krishnan ef al., 1991). Enlargement
of the adrenal glands, presumably due to ACTH hypersecretion,
has been demonstrated repeatedly in both depressed patients post
mortem (Nemeroff et al., 1992; Amsterdam et al., 1987) and
suicide victims (Dorovini-Zis and Zis, 1987). It is reasonable to
hypothesize that the normal plasma cortisol response to CRF seen
in depressed patients is due to adrenocortical hypertrophy, in light
of the blunted ACTH and B-endorphin responses to CRF seen
in these same patients (Gold et al., 1984; Kathol er al., 1989;
Amsterdam et al., 1987; Gold et al., 1986; Holsboer et al., 1984b).
Presumably, although the ACTH response to CRF is decreased
in depressed patients, the enlarged adrenal cortex may secrete
relatively greater quantities of cortisol when compared with control
subjects in response to a given amount of ACTH. There are reports
of increased cortisol responses to pharmacological doses of ACTH
that support this hypothesis (Amsterdam et al., 1983; Jaeckle et al.,
1987; Kalin et al., 1982; Krishnan et al., 1990; Linkowski et al.,
1985), although discordant findings have also been reported (Heim
et al., 2001).

The studies discussed thus far have focused primarily on dys-
regulations of the HPA axis, but, CRF controls not only the
neuroendocrine but also the autonomic, immune and behavioural
responses to stress in mammals. Moreover, results from clini-
cal studies, and a rich body of literature conducted primarily in
rodents and lower primates, have indicated the importance of CRF
at extrahypothalamic sites. In rodents, primates and humans, CRF
and its receptors have been localized heterogeneously in a variety
of regions, including the amygdala, thalamus, hippocampus and
prefrontal cortex (Suda et al., 1984; Sanchez et al., 1999; Van Pett
et al., 2000; Charlton et al., 1987). These brain regions are impor-
tant in regulating many aspects of the mammalian stress response
and in regulating affect. The presence of CRF receptors in both
the dorsal raphe and locus coeruleus, the major serotonergic- and
noradrenergic-containing regions in the brain, respectively, also
deserves comment. Because most available antidepressants, includ-
ing the tricyclic antidepressants and selective serotonin reuptake
inhibitors (SSRI), are believed to work via modulation of noradren-
ergic and/or serotonergic systems, the neuroanatomical proximity
of CRF and monoaminergic systems suggests a possible site of
interaction between CRF systems and antidepressants.

Involvement of extrahypothalamic CRF systems in the patho-
physiology of depression is suggested by numerous studies showing
elevated CRF concentration in the CSF of patients suffering from
depression (Banki et al., 1987; Arato et al., 1989; France et al.,
1988; Nemeroff, 1988; Risch et al., 1992), although discrepant
results have been reported (Roy et al., 1987). Elevated CSF CRF
levels have also been detected in depressed people who committed
suicide (Arato et al., 1989). A reduction in concentration of CRF
in CSF has been reported in healthy volunteers treated with the
tricyclic antidepressant desipramine (Veith et al., 1993), providing
further evidence of a possible interconnection between antidepres-
sants, noradrenergic neurons and CRF systems. Similar effects have
been reported with electroconvulsive therapy (ECT) in depressed
patients (Nemeroff et al., 1991).

Depressed patients who are non-suppressors on the DST also
have significantly higher levels of CSF CRF than depressed
patients with normal DST results. Presumably, the elevated CSF
concentrations of CRF are due to CNS CRF hypersecretion (Post
et al., 1982), which may be acting at sites throughout the brain and
contributing to many of the behaviours characteristic of depression.
A reduction in the density of CRF receptors in the frontal cortex
has also been reported in the frontal cortex of suicide victims
(Nemeroff et al., 1988). Presumably, hypersecretion of CRF results
in a downregulation of CRF receptors in the frontal cortex.

While the exact mechanism contributing to CRF hyperactivity
remains obscure, studies from our group and others have docu-
mented long-term persistent increases in HPA axis activity and
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extrahypothalamic CRF neuronal activity after exposure to early
untoward life events, e.g. neglect and child abuse, respectively,
in laboratory animals (rat and non-human primates) and patients
(Holsboer et al., 1995; Nemeroff, 1999; Holsboer et al., 1987,
Coplan et al., 1996). Early-life stress apparently sensitizes per-
manently the HPA axis and leads to a greater risk of developing
depression later in life. In one schema, early sensitization of CRF
systems results in heightened responses to stress later in life. To
measure HPA responsivity to stress, the Trier Social Stress Test
(TSST) was developed. This laboratory paradigm involves a sim-
ulated 10-minute public speech and a mental arithmetic task. The
TSST has been validated as a potent activator of the HPA axis in
humans (Kirschbaum et al., 1993). Recently, our group has reported
increased plasma ACTH and cortisol concentrations, presumably
due to hypersecretion of CRF, after exposure to the TSST in women
(both depressed and non-depressed) who were exposed to severe
physical and emotional trauma as children (Heim et al., 2000).
These data provide evidence for functional hyperactivity of CRF
systems that may be influenced by early adverse life events.

Space constraints do not permit an extensive review of the pre-
clinical literature, but several additional points are worth noting.
Numerous studies have documented that when CRF is injected
directly into the CNS of laboratory animals, it produces effects
reminiscent of the cardinal symptoms of depression, including
decreased libido, reduced appetite and weight loss, sleep distur-
bances and neophobia. Indeed, newly developed CRF,; receptor
antagonists represent a novel putative class of antidepressants. Such
compounds show activity in nearly every preclinical screen for
antidepressants and anxiolytics currently employed. Recently, a
small open-label study examining the effectiveness of R121919,
a CRF, receptor antagonist, in major depression was completed
(Zobel et al., 2000). Severity measures of both anxiety and depres-
sion were reduced in the depressed patients. Although this drug
is no longer in clinical development, it is clear that CRF; antago-
nists may represent a new class of psychotherapeutic agents to treat
anxiety and affective disorders.

Hypothalamic-Pituitary-Adrenal Axis Alterations
in Other Psychiatric Disorders

Patients with other psychiatric disorders also exhibit HPA axis
dysregulation, although the vast majority of the available data
is concerned with HPA axis alterations in depression. When
depression is comorbid with a variety of other disorders, such
as multiple sclerosis, Alzheimer’s disease, multi-infarct dementia,
Huntington’s disease and others, both CRF hypersecretion and HPA
axis hyperactivity are common. In contrast, HPA axis dysfunction
has rarely been reported in schizophrenia. Consistent with the role
of CRF in both depression-like and anxiety-like behaviours in
preclinical animal studies, increased CSF CRF concentrations have
been reported in post-traumatic stress disorder (PTSD) (Bremner
etal, 1997). A recent, elegant study using indwelling cannula
in the lumbar space, allowing repeated sampling of CSF several
hours after the initial, and presumably stressful, lumbar puncture,
demonstrated elevated CSF CRF levels in PTSD combat veterans
(Baker, et al., 1999). In contrast, low serum cortisol and urinary
free cortisol levels have been detected repeatedly, yet unexpectedly,
in PTSD. One possible mechanism that has been proposed by
Yehuda and colleagues suggests heightened negative feedback
within the HPA axis in chronic PTSD patients (Yehuda et al., 1996).
Finally, CRF neuronal degeneration is now well known to occur
in the cerebral cortex of patients with Alzheimer’s disease with
a compensatory upregulation of CRF receptor number, and this
effect precedes the better-studied cholinergic neuronal involvement
(Bissette, 1998).

OVERVIEW OF HYPOTHALAMIC-PITUITARY-THYROID
AXIS COMPONENTS AND FUNCTION

The thyroid gland, composed of two central lobes connected
by an isthmus, synthesizes the hormones thyroxine (T;) and
triiodothyronine (T3). These iodine-containing compounds serve as
global regulators of the body’s metabolic rate, and are also critical
for brain development. The release and synthesis of these hormones
is controlled ultimately by signals from the CNS.

The hypothalamic-pituitary-thyroid (HPT) axis is composed of
three main parts, as its name suggests. The tripeptide thyrotropin-
releasing hormone (TRH) (pGlu-His-Pro-NH,) is synthesized pre-
dominantly in the paraventricular nucleus in the hypothalamus and
stored in nerve terminals in the median eminence, where it is
released into the vessels of the hypothalamo-hypophyseal portal
system (Figure VIL.4). TRH is then transported to the sinusoids in
the anterior pituitary, where it binds to thyrotrophs and releases
the peptide thyroid stimulating hormone (TSH) into the systemic
circulation. TRH is distributed heterogeneously in the brain, which
strongly suggests a role for this peptide as a neurotransmitter as well
as a releasing hormone. Thus, TRH itself can produce direct effects
on the CNS independent of its actions on pituitary thyrotrophs. The
HPT axis exhibits an ultradian rhythm, where TSH secretion, and
consequently T3 and Ty levels, rise in the afternoon and evening,
peak some time after midnight, and decline throughout the day
(Veldhuis, 2000).

TSH is a 28-kDA glycoprotein composed of two non-covalently
linked protein chains, TSH-« and TSH-B. The « subunit is identical
to the o subunit contained in other pituitary hormones, including
follicle-stimulating hormone (FSH), luteinizing hormone (LH) and
human chorionic gonadotropin. Upon release from the pituitary,
TSH circulates through the blood and exerts its effects via binding
to the TSH receptor in the thyroid, a G-protein-coupled receptor
that stimulates the activation of adenylate cyclase.
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Figure VII.4 Overview of the feedback system of the HPT axis. TRH
from the hypothalamus stimulates TSH from the pituitary, which stim-
ulates thyroid hormone release. As circulating thyroid hormone levels
increase, they inhibit further release of TSH and TRH. Other hypothala-
mic-pituitary-end-organ axes exhibit similar feedback control mechanisms
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Upon stimulation by TSH, the thyroid gland releases the iodi-
nated amino acids T3 and T4. Of the two hormones, T5 is much
more physiologically active. Although debate still exists in the liter-
ature, T4 is often considered a prohormone that becomes active after
monodeiodination in peripheral tissues. Thyroid hormones influence
gene expression via two major thyroid hormone receptors, TRo-1
and TRB-1, which in turn bind to specific DNA elements known as
thyroid response elements (TREs) located in the promoter regions of
a diverse number of genes. These receptors can function as homod-
imers or bind with other nuclear factors, such as thyroid hormone
receptor auxiliary proteins, as heterodimers to modulate the tran-
scription of target genes (Nestler, 2001). T directly regulates the
HPT axis by inhibiting TSH release and gene expression in the
pituitary and TRH gene expression in the hypothalamus (DeVito,
2000). This is characteristic of the end-product negative feedback
seen in the hypothalamic-pituitary-end-organ axes. In the circu-
lation, these hormones are primarily bound to a carrier protein,
thyroglobulin, although it is the unbound forms of these hormones
that are metabolically active. Thyroid hormones have numerous
effects on metabolism, and increase heat production, oxygen con-
sumption, lipid metabolism, intestinal absorption of carbohydrates,
cardiac function and the activity of the Nat/K*-ATPase. All of
these functions are consistent with increasing metabolic rate.

Disorders of the Hypothalamic-Pituitary-Thyroid Axis

Disorders of the HPT axis lead to numerous psychiatric manifesta-
tions, ranging from mild depression to overt psychosis. Numer-
ous conditions can lead to hypothyroid states, also known as
myxoedema, including CNS causes of decreased TSH or TRH
secretion, severe iodine deficiency, thyroid surgery, drugs and
autoimmune disorders. The most common cause of hypothyroidism
is Hashimoto’s thyroiditis, which is due to autoimmune destruction
of thyroid tissue. Regardless of the aetiology, hypothyroidism leads
to a number of clinical manifestations, including slowed menta-
tion, forgetfulness, decreased hearing, cold intolerance and ataxia.
Decreased energy, weight gain, depression, cognitive impairment
or overt psychosis (‘myxoedema madness’) may also result. Due
to the overlapping symptoms with clinical depression, thyroid hor-
mone deficiency must be ruled out when evaluating patients with
depression.

Hypothyroidism is frequently subclassified into the following
groups:

e Grade I hypothyroidism is classic primary hypothyroidism
(increased TSH), decreased peripheral thyroid hormone (T; and
T4) concentrations, and an increased TSH response to TRH.

e Grade 2 hypothyroidism is characterized by normal, basal thy-
roid hormone concentrations, but an increase in basal TSH con-
centrations and an exaggerated TSH response to TRH.

e Grade 3 hypothyroidism can be detected only by a TRH-
stimulation test. Basal thyroid hormone and TSH concentrations
are normal, but the TSH response to TRH is exaggerated.

e Grade 4 hypothyroidism is defined as normal findings on the
three thyroid axis function tests noted above, but the patients
have the abnormal presence of anti-thyroid antibodies.

Without treatment, most patients will progress from grade 4 to
grade 1 hypothyroidism.

The first treatments for hypothyroidism became available in the
1890s; prior to this, many patients with this condition spent their
final days in psychiatric hospitals. One of the earliest descriptions
of the effects of treatment with thyroid extracts was reported
by Shaw and Stansfield in 1892. These physicians studied the
effects of thyroid extracts in a patient suffering from severe
thyroid deficiency secondary to trauma to her thyroid gland. Within
10 weeks following treatment with a sheep thyroid extract, the

mental signs associated with myxoedema disappeared in this patient
and she was discharged (Shaw, 1892). Stansfield followed this
patient’s progress for several months, and five months after the
last injection of thyroid extract symptoms of hypothyroidism began
to recur. Following ingestion of additional thyroid extracts, the
symptoms were ameliorated again. These results demonstrated
clearly the profound psychiatric effects of thyroid deficiency, and
provided an early demonstration that treatment of primary endocrine
abnormalities can resolve the psychiatric manifestations of the
disease (DeVito, 2000).

The first prospective study that scrutinized psychiatric comorbid-
ity in patients with hypothyroidism was carried out by Whybrow
and colleagues (1969). In this seminal study, five of the seven
patients manifested symptoms of depression at the time of the eval-
uation, while six of the seven displayed cognitive impairment. Inter-
estingly, of the four patients with depression who were followed,
thyroid replacement alone ameliorated the symptoms of depression
in all. In a later study, Jain (1972) studied 30 hypothyroid patients;
in this study, 13 (43%) of the patients had a clinical depression, ten
(33%) had symptoms of anxiety, and eight (27%) were confused.
Furthermore, these symptoms were improved or resolved following
treatment of the thyroid condition alone. These early studies demon-
strated clearly that hypothyroid states have pronounced psychiatric
manifestations, predominantly depression and dementia, that can
be reversed following thyroid hormone replacement. Later studies
have demonstrated varying degrees of cognitive disturbance in up
to 48% of psychiatrically ill hypothyroid cases (Boswell, 2001),
and approximately 50% of unselected hypothyroid patients have
symptoms characteristic of depression (Boswell, 2001). Anxiety
symptoms are also common, occurring in up to 30% of unselected
patients. Mania and hypomanic states have been reported rarely
in hypothyroid patients. Finally, although psychosis is the most
commonly reported symptom in the literature on hypothyroidism
(52.9%), it accounts for only approximately 5% of the psychiatric
morbidity in an unselected sample (Boswell, 2001), presumably due
to reporting bias.

Hypothalamic-Pituitary-Thyroid Axis Dysfunction in Patients
with Primary Psychiatric Disorders

Excluding patients with primary endocrine disorders, considerable
amounts of data have revealed an elevated rate of HPT axis
dysfunction, predominantly hypothyroidism, in patients with major
depression (Table VIL.3). In 1972, research groups led by Prange
and Kastin demonstrated that approximately 25% of patients with
major depression exhibit a blunted TSH response to TRH (Prange
etal., 1972; Kastin et al., 1972). Presumably, this is due to
hypersecretion of TRH from the median eminence, which leads
to TRH receptor downregulation in the anterior pituitary, resulting
in reduced sensitivity of the pituitary to exogenous TRH. This
hypothesis seems plausible in light of evidence showing elevated
TRH concentrations in the CSF of drug-free depressed patients
(Banki et al., 1988). Depressed patients have also been shown
to have an increased occurrence of symptomless autoimmune
thyroiditis (SAT), defined by the abnormal presence of anti-
thyroglobulin and/or antimicrosomal thyroid antibodies consistent
with grade 4 hypothyroidism (Nemeroff et al., 1985).

Recently, Duval et al. (1996) performed a standard TSH stimula-
tion test at both 8 a.m. and 11 p.m. in depressed patients and normal
controls. The difference between the ATSH from 11 p.m. and the
ATSH at the 8a.m. time point was defined as AATSH. These
researchers demonstrated that depressed patients had a much lower
AATSH than did controls. Normal HPT axis function returned
following remission from depression, but patients who did not
respond to antidepressant medication continued to show blunted
AATSH. This suggests that treatment with antidepressants per se
is not responsible for the improvement in HPT axis function.
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Table VII.3 HPT axis alterations in depression

4 CSF TRH in depressed patients

J Nocturnal plasma TSH

Blunted TSH in response to TRH stimulation
(state-dependent)

Exaggerated TSH response to TRH stimulation

J AATSH (difference between 11 p.m. ATSH and
8a.m. ATSH after TRH administration)

Presence of anti-thyroglobulin and/or antimicrosomal
thyroid antibodies

Further, patients with the lowest pretreatment evening thyrotropin
secretion also had the lowest rate of antidepressant response. This
new methodology may serve as a more sensitive method to detect
changes in HPT axis function.

Interestingly, Post’s group recently measured both cerebral blood
flow and cerebral glucose metabolism using positron emission
tomography (PET) in both clinically depressed and bipolar patients.
Both measures of cerebral activity were correlated inversely with
serum TSH levels, and the authors suggested that HPT axis
function contributes to primary and secondary mood disorders
(Marangell et al., 1997b). Also, the current literature has clearly
demonstrated elevated TRH release in some depressed patients,
but it is unknown if this is a causative factor in depression. The
same group proposed that elevated TRH levels might instead be
a compensatory response to depression. In fact, they reported that
a lumbar intrathecal infusion of 500 pg of TRH into medication-
free inpatients with depression produced a clinically robust, but
short-lived, improvement in mood and suicidality (Marangell et al.,
1997a). Although this work is preliminary, it does suggest that the
development of a systemically administered TRH receptor agonist
may represent a novel class of antidepressant agents.

Bipolar Disorder and Hypothalamic-Pituitary-Thyroid
Axis Abnormalities

HPT axis abnormalities have also been reported in bipolar disor-
ders. Both elevated basal plasma concentrations of TSH and an
exaggerated TSH response to TRH have been demonstrated (Hag-
gerty et al., 1987; Loosen and Prange, 1982). There is also evidence
that bipolar patients with the rapid cycling subtype have a higher
prevalence rate of hypothyroidism (grades I, II and III) than bipolar
patients who do not (Bauer et al., 1990; Cowdry et al., 1983). A
blunted or absent evening surge of plasma TSH, a blunted TSH
response to TRH (Sack et al., 1988; Souetre et al., 1988), and the
presence of anti-thyroid microsomal and/or anti-thyroglobulin anti-
bodies (Lazarus et al., 1986; Myers et al., 1985) have also been
demonstrated in bipolar patients.

Treatment of Hypothyroid States

As noted above, thyroid hormone extracts from sheep or cattle were
the first treatments used that demonstrated efficacy in ameliorat-
ing the signs and symptoms of hypothyroidism. Several synthetic
derivatives were introduced in the 1960s that quickly replaced des-
iccated thyroid tissue for the treatment of patients with thyroid
disease. Among these are levothyroxine, synthetic forms of thyrox-
ine (T4) and liothyronine, and the synthetic levo-rotary isomer of
triiodothyronine (T3). Moreover, due in part to the seminal work
carried out by Prange and collaborators in the USA in the 1960s,
the use of thyroid hormones in augmenting antidepressant response
in depression was established.

Hyperthyroid States

Although a number of conditions, including pituitary adenomas,
can lead to hyperthyroid states, the most common non-iatrogenic
cause of thyroid hormone excess is Graves’ disease. In Graves’
disease, the body generates an autoantibody to the TSH receptor,
which directly stimulates thyroid follicular cells to secrete excessive
amounts of T5 and Ty. In this state, the normal negative feedback
that T; and T, usually exert on TRH and TSH release is disrupted.
The clinical manifestations of thyroid hormone excess are exag-
gerations of the normal physiological effects of T3 and T4, includ-
ing diaphoresis, heat intolerance, fatigue, dyspnoea, palpitations,
weakness (especially in proximal muscles), weight loss despite an
increased appetite, hyperdefecation, increased psychomotor activity,
and visual complaints. Psychiatric manifestations are also common,
including anxiety (13% of unselected cases), depression (28% of
patients), and cognitive changes (approximately 7% of patients).
Psychotic manifestations and mania are less common, occurring in
only 2% of unselected cases. Overall psychiatric morbidity is much
less common in hyperthyroid states relative to hypothyroid states
(Boswell et al., 2001).

Hypothalamic-Pituitary-Thyroid Axis: Conclusions

Overall, there is clear evidence linking psychiatric symptomatology
and thyroid disorders that extends back over 100 years. The obser-
vations that hypothyroid patients exhibit symptoms reminiscent of
major depression led to a search for thyroid axis abnormalities in
patients with affective illness. The efficacy of thyroid augmentation
in the treatment of depression (Dording, 2000) and other affective
disorders provides further evidence linking HPT axis function and
psychiatric illness (Prange, 1996). Although work over the past 40
years has demonstrated a number of HPT axis abnormalities in
depressed and bipolar patients, the aetiological connection between
these findings remains elusive.

THE HYPOTHALAMIC-PITUITARY-GONAD AXIS

The overall organization of the hypothalamic-pituitary-gonad (HPG)
axis is similar to the other major neuroendocrine axes. A ‘pulse’
generator in the arcuate nucleus of the hypothalamus controls
gonadotropin-releasing hormone (GnRH) secretion, which occurs
in a pulsatile fashion (Knobil, 1990) at intervals of 60—100 min-
utes (Nestler et al., 2001). GnRH, previously known as luteinizing
hormone-releasing hormone (LHRH), is released into the portal cir-
culation connecting the hypothalamus and anterior pituitary, where
it binds to gonadotrophs and promotes the release of LH and FSH
into the systemic circulation (Midgley and Jaffe, 1971). These
hormones then bind to Leydig cells in the testes to promote testos-
terone synthesis and secretion from Leydig cells or in the ovaries
to promote oestrogen secretion. In females, FSH also promotes
the development of ovarian follicles and the synthesis and secre-
tion of androgen-binding proteins and inhibin. Inhibin acts directly
on the anterior pituitary to inhibit FSH secretion without affect-
ing LH release. In both sexes, testosterone/oestradiol generated by
the testes/ovaries feeds back on the pituitary and hypothalamus
to inhibit further FSH, LH and GnRH release. Gonadal steroids,
in a similar fashion as glucocorticoids, modulates gene transcrip-
tion. Gonadal steroids can bind to androgen or oestrogen response
elements located in the regulatory regions of specific genes and
directly modulate the expression of those genes. Gonadal steroids
may also interact with transcription factors such as AP-1 or CREB,
in turn influencing the expression of the genes controlled by those
transcription factors (Nestler et al., 2001).
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Despite the significantly higher rates of depression in women,
data on HPG abnormalities in psychiatric disorders remain remark-
ably limited. Early studies showed no differences in plasma con-
centrations of LH and FSH in depressed postmenopausal women
compared with non-depressed matched control subjects (Nathan
et al., 1995). However, a later studied showed decreased plasma
LH concentrations in depressed postmenopausal women compared
with matched controls (Brambilla ef al., 1990). In a more recent
study, significantly lower oestradiol levels were detected in women
with depression, but the blood levels of other reproductive hor-
mones fell within the normal range (Young et al., 2000). Because
oestradiol affects a number of neurotransmitter systems, including
noradrenaline and serotonin, these results merit further study.

The response to exogenous administration of GnRH in depressed
patients has also been investigated. Normal LH and FSH responses
to a high dose of GnRH (250 g) have been reported in male
depressed and female depressed (pre- and postmenopausal) patients
(Winokur et al., 1982), whereas a decreased LH response to a
lower dose of GnRH (150g) has been reported in pre- and
postmenopausal depressed patients (Brambilla et al., 1990). Unden
and colleagues (1988) observed no change in basal or TRH/LHRH-
stimulated LH concentrations in a depressed cohort including both
sexes, although depressed males with an abnormal DST response
showed a significantly higher increase in FSH compared with the
controls.

The prevalence of mood disorders in women, including premen-
strual syndrome and post-partum depression, also deserves mention.
Premenstrual dysphoric disorder (PMDD) is a cyclic recurrence of
symptoms that are both somatic (oedema, fatigue, breast tenderness,
headaches) and psychological (depression, irritability, affective lia-
bility). The symptoms start following ovulation and disappear
within the first day or two of menses, followed by a symptom-free
interval between menses and the next ovulation. Although some of
these symptoms may occur in all women, in some cases (5—10%),
symptoms may be severe enough to interfere with normal func-
tioning, leading to the diagnosis of PMDD (Altshuler et al., 1995).
GnRH agonists that produce a ‘clinical ovariectomy’ by downregu-
lation of GnRH receptors in the pituitary and reduced gonadotropin
secretions have been shown to be an effective treatment for premen-
strual syndrome (PMS), suggesting that the HPG axis is involved
in the manifestation of symptoms (Freeman et al., 1997). However,
significant variations in HPG axis function have yet to be identified
in women especially susceptible to PMS.

Post-partum mood disorders are also common, occurring in
approximately 10% of women after childbirth. Both post-partum
depression and the less frequent post-partum psychosis occur
with highest prevalence in the first three months after childbirth
(Wisner and Stowe, 1997). The timing of these syndromes would
suggest that neuroendocrine dysregulation may contribute to the
expression of such disorders, but no major abnormalities in HPG
axis function were detected in a prospective investigation of post-
partum disorders (O’Hara et al., 1990). Additional research on the
HPG axis in depression and other mood states is needed.

THE HYPOTHALAMIC-PROLACTIN AXIS

Unlike other anterior pituitary hormones, prolactin release is
regulated via tonic inhibition by prolactin-inhibitory factor (PIF),
which was later determined to be dopamine. Dopamine neurons
in the tuberoinfundibular system of the hypothalamus directly
inhibit prolactin release. Prolactin can also inhibit its own release
by a short-loop negative feedback to the hypothalamus. Prolactin
primarily regulates the behavioural aspects of reproduction and
infant care. Serum prolactin levels are normally low through life
in males. Basal prolactin levels increase in females following
parturition, and suckling stimulates prolactin release. Prolactin

itself stimulates breast growth and milk synthesis. TRH, oxytocin,
serotonin, oestrogen and other neuroregulators have prolactin-
releasing factor (PRF) activity (Fink, 2000).

Excess circulating prolactin can lead to a number of clinical
symptoms. The most common causes of hyperprolactinaemia are
tumours, usually microadenomas of pituitary lactotrophs, or follow-
ing treatment with conventional antipsychotic medications because
of their potent blockade of dopamine receptors. Hyperprolacti-
naemia often leads to reduced testosterone secretion in men and
a decreased libido in both men and women. Patients may also
complain of depression, stress intolerance, anxiety and increased
irritability, which usually resolve following treatments that reduce
serum prolactin levels. Despite these effects, alterations in the
hypothalamic-prolactin axis have not been demonstrated clearly
in psychiatric disorders (Nicholas et al., 1998). Because prolactin
release is inhibited by dopamine, the prolactin response to infu-
sions of dopaminergic agonists has also been used to estimate CNS
dopaminergic tone, although it likely only reflects hypothalamic
dopamine neuronal function.

Although abnormalities in prolactin secretion have not been
demonstrated clearly in depression per se, a large number of reports
have used provocative tests of prolactin secretion in patients with
psychiatric disorders (for a review, see Van de Kar, 1989). Briefly,
these tests use agents that increase serotonergic transmission, e.g. L-
tryptophan, 5-hydroxytryptophan (5-HTP) and fenfluramine, among
others. In general, the prolactin response to agents that increase
serotonergic activity is blunted in depression (Mann et al., 1995;
Golden et al., 1992), as well as in patients with cluster-B personality
disorders (Coccaro et al., 1997). These data suggest that the blunted
prolactin response is mediated by alteration in 5-HT;5 receptor
responsiveness and that serotonergic transmission in these patients
is dysfunctional.

OXYTOCIN AND VASOPRESSIN

Oxytocin and arginine-vasopressin (AVP), also known as antidi-
uretic hormone (ADH), are nonapeptides synthesized in the magno-
cellular neurons of the paraventricular nucleus of the hypothalamus
and released directly into the bloodstream from axon terminals in the
posterior pituitary. This is in contrast to the hypothalamic-releasing
factors we have discussed thus far, which are released in the portal
system from the median eminence, and distinct from the anterior
pituitary hormones that are released following the activation of pitu-
icytes by the releasing factors synthesized in the hypothalamus.

AVP has prominent roles in controlling fluid balance via its
effects on the kidney, in regulating blood pressure by its vaso-
constrictive effects on blood vessels, and can directly promote the
sensation of thirst. AVP also promotes the release of ACTH from
the anterior pituitary in the presence of CRF and is released follow-
ing stressful stimuli (Insel, 1997). In humans, oxytocin is involved
predominantly in controlling smooth muscle contraction during par-
turition (myometrium) and during breastfeeding by mediating milk
letdown in lactating mothers. In rodents, oxytocin promotes a num-
ber of reproductive (grooming, arousal, lordosis, orgasm, nesting,
birthing) and maternal behaviours.

Although there are marked species differences in the effects
of oxytocin, central infusion of this peptide in females of a
monogamous prairie vole species promotes lifelong pair bonding
in the absence of mating. Furthermore, pair bonding in this
species, which normally accompanies mating, can be blocked by
oxytocin antagonists, thus implicating oxytocin’s key role in the
expression this lifelong behaviour in some species. Rodent studies
have also demonstrated that AVP has a pair-bonding function in
males, analogous to the pair-bond-promoting behaviours induced by
oxytocin administration in females. AVP promotes monogamy and
paternal behaviour in some male prairie vole species. These studies
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have led some researchers to speculate that oxytocin and AVP
may play a role in psychiatric disorders characterized by disrupted
affiliative behaviours, such as Asperger’s disease and autism (Insel,
1997). Clearly, more work is needed in order to better understand
the function of these two hormones in the human brain.

THE PITUITARY GROWTH HORMONE AXIS

Growth hormone (GH) is synthesized and secreted from soma-
totrophs located in the anterior pituitary. Its release is unique in
that it is controlled by two peptide hypothalamic-hypophysiotropic
hormones, growth-hormone-releasing factor (GHRF), also known
as growth-hormone-releasing hormone (GHRH) and somatostatin,
also known as growth hormone-release-inhibiting hormone (GHIH)
or somatotropin release-inhibitory factor (SRIF). Somatotropin was
first isolated from ovine hypothalamus in 1974. It is a tetrade-
capeptide, containing a disulphide bridge linking the two cysteine
residues. Somatostatin is released predominantly from the periven-
tricular and paraventricular nucleus of the hypothalamus; it inhibits
GH release. Somatostatin has a wide extrahypothalamic distribu-
tion in brain regions, including the cerebral cortex, hippocampus
and amygdala.

GHRF was characterized and sequenced in 1981 after consider-
able difficulty. The long-postulated GHRF was discovered several
years after the elucidation of the structure of somatostatin, from
extracts of an ectopic tumour associated with acromegaly. GHRF is
a 44-amino-acid peptide, and has the most limited CNS distribution
of all the hypothalamic-releasing hormones that have been identi-
fied. GHRF-containing neurons are concentrated in the infundibular
and arcuate nuclei of the hypothalamus and stimulate the syn-
thesis and release of GH. Dopamine, noradrenaline and serotonin
innervate GHRF-containing neurons to modulate GH release. Both
GHREF and SRIF are released from the median eminence into the
hypothalamo-hypophyseal portal system, where they act on soma-
totrophs in the anterior pituitary to regulate GH release. Negative
feedback is provided by GH, which stimulates somatostatin release,
preventing further GH release. The GH axis is unique in that it does
not have a single target endocrine gland; instead, GH acts directly
on targets, including bone, muscle and liver. GH also stimulates
the release of somatomedin from the liver and insulin-like growth
factors.

GH is released in a pulsatile fashion, with highest release occur-
ring around the time of sleep onset and extending into the first
non-REM (rapid eye movement) period of sleep (Finkelstein et al.,
1972). A variety of stressors, including starvation, exertion and
emotional stress, also promote GH release (Nestler et al., 2001). GH
is necessary for the longitudinal bone growth that occurs during late
childhood; accordingly, GH levels are high in children, reach their
peak during adolescence, and decline throughout adulthood. In addi-
tion to its effects on the long bones, GH has predominantly anabolic
effects and leads to increased muscle mass and decreased body fat.

GH release to a variety of stimuli, including L-dopa, a dopamine
precursor (Boyd et al., 1970), apomorphine, a centrally active
dopamine agonist (Fink, 2000), and the serotonin precursors L-
tryptophan (Muller et al., 1974) and 5-HTP (Imura et al., 1973), has
been demonstrated. Several findings indicate dysregulation of GH
secretion in depression (Table VII.4). Studies have demonstrated
a blunted nocturnal GH surge in depression (Schilkrut et al.,

Table VII.4 GH axis changes in depression

4 Circulating daily GH levels (uni- and bipolar depression)
J Noctural GH in depression
J Response of GH to clonidine

1975), whereas daylight GH secretion seems to be exaggerated in
both unipolar and bipolar depressed patients (Mendlewicz et al.,
1985). A number of studies have also demonstrated a blunted
GH response to the a-adrenergic agonist clonidine in depressed
patients (Siever et al., 1982a; Charney et al., 1982). Siever et al.
(1982b) demonstrated that the blunted GH response to clonidine
was not related to age or sex, and this study provided evidence
that the diminished GH response to clonidine may be secondary
to decreased «,-adrenergic receptor sensitivity in depression. Using
a GHREF stimulation test, our group later demonstrated a slight
exaggeration of GH response to GHRF in depressed patients
compared with controls, although this group difference was mainly
attributable to three of the 19 depressed patients who exhibited
markedly high GH responses to GHRF (Krishnan et al., 1988a).
Others, however, have reported a blunted GH response to GHRH
in depressed patients. Thus, it is unclear whether the blunted GH
response to clonidine seen in depression is due to a pituitary
defect in GH secretion, further implicating a subsensitivity of a-
adrenergic receptors in depression, or to a GHRH deficit. Recently,
a diminished GH response to clonidine was demonstrated in
children and adolescents at high risk for major depressive disorder.
When considered with evidence demonstrating GH dysregulation
in childhood depression (Ryan et al., 1994), this suggests that the
blunted GH response seen in high-risk adolescents may represent a
trait marker for depression in children and adolescents (Birmaher
et al., 2000). Arguably, the blunted GH response to clonidine seen
in depression may be the most reproducible and specific finding in
the biology of affective disorders.

A GHRH stimulation test has also been developed and studied in
depressed patients. Two groups have shown a blunted GH response
to GHRH in depressed patients (Lesch et al., 1987a; Lesch et al.,
1987b; Risch, 1991). However, Krishnan and colleagues (Krishnan
et al., 1988a; Krishnan et al., 1988b) found minimal differences
in serum GH response to GHRH between depressed and control
patients. A comprehensive review of GHRH stimulation tests in
depression, anorexia nervosa, bulimia, panic disorder, schizophrenia
and Alzheimer’s disease was conducted; the authors concluded
that the results of this test are not always consistent and in
some cases are contradictory (Skare et al., 1994). Factors including
the variability of GHRH-stimulated GH among controls, lack of
standard outcome measures, and age- and gender-related effects
may account for some of this variability. Further studies using
GHRH will help develop a standard stimulation test to clarify
further the response to GHRH in depression and other psychiatric
disorders.

Several studies have demonstrated decreased SRIF levels in
the CSF of patients suffering depression (Agren and Lundqvist,
1984; Gerner and Yamada, 1982), dementia, schizophrenia (Bissette
et al., 1986) and Alzheimer’s disease (Molchan et al., 1993; Bis-
sette et al., 1998). Somatostatin concentrations are also markedly
elevated in the basal ganglia of patients with Huntington’s disease
(Nemeroff et al., 1983), although the implications of this finding
are unknown. Somatostatin also inhibits the release of both CRF
and ACTH (Brown et al., 1984; Heisler et al., 1982; Richardson
and Schonbrunn, 1981) indicating a direct interaction between the
GH and HPA axes. No published studies measuring GHRH con-
centration and GHRH-mRNA expression have been conducted in
post-mortem tissue of depressed patients and matched controls,
which, in light of the evidence presented here, is of interest. Simi-
larly, CSF studies of GHRH are also lacking.

SUMMARY AND CONCLUSION

Basic clinical observations of psychiatric disorders associated with
primary endocrine disorders such as Cushing’s syndrome and
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hypothyroidism have led to our broader understanding of the
role of neuroendocrine disturbances in a variety of psychiatric
disorders, including depression and bipolar disorders. These studies
have led to major advances in biological psychiatry by helping to
understand the brain circuits involved in the pathophysiology of
mood and anxiety disorders. Foremost among these is the CRF
theory of depression, which is supported by studies from a variety
of disciplines, and which has led to the development of a novel
therapeutic approach, namely CRF receptor antagonists. Further,
this work has provided a mechanism to explain the increase in
depression seen in patients exposed to trauma early in life (first
postulated by Freud in the early part of the twentieth century). If
CREF truly is the ‘black bile’ of depression, then CRF antagonists
may represent a novel class of antidepressants with a unique
mechanism of action from other commonly used antidepressants.
Indeed, a number of CRF-receptor antagonists are now in clinical
development as novel anxiolytics and antidepressants.

In addition to the HPA axis and CRF alterations observed
in depression, HPT axis abnormalities are also very common;
the majority of depressed patients, in fact, exhibit alterations in
one of these two axes. Furthermore, there is widely replicated
blunting of GH response to clonidine and the blunted prolactin
response to serotonergic stimuli in depressed patients. Although
these studies have not added much understanding to the prevailing
monoamine theory of depression, the mechanistic studies that have
followed have been remarkably fruitful. It is obvious that the
vast majority of studies have been focused on patients with mood
disorders, particularly unipolar depression. Clearly, other disorders,
including eating disorders, anxiety disorders, schizophrenia and axis
II diagnoses, should also be evaluated with similar scrutiny.

The availability of selective ligands that can be utilized with
PET will mark the next major leap in our understanding of
the neuroendocrine axes in psychiatric disorders. The ability to
determine peptide-receptor alterations in the brains and pituitaries
of patients with psychiatric disorders will contribute immensely
to our understanding of the neurobiological underpinnings of such
disorders.

Finally, a growing number of studies have demonstrated that
depression is a systemic disease that increases vulnerability to
other disorders. Depressed patients demonstrate increased incidence
of coronary artery disease and stroke, osteoporosis and, perhaps,
cancer. These observations may be attributed, at least partly, to the
endocrine alterations observed in depression.
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Psychoneuroimmunology: Basic Principles

Ziad Kronfol and Madhavan M.P.N. Nair

Until recently, a chapter on psychoneuroimmunology, particularly
in the basic principles part of a book entitled Biological Psychiatry,
would have appeared as an anomaly. The brain, for a long period
of time, has been considered an immunologically privileged organ,
with immune responses different in quantity and quality from the
rest of the organism. A series of discoveries over the last decade
or two has provided us with startling information regarding the
immune functions of the brain. The brain, we now know, plays
an important role as a regulator of immune responses. We also
know that this relationship is bidirectional, with the immune system
also serving as a sensory organ, relaying to the brain important
information about the internal milieu, particularly the presence or
prevalence of invading micro-organisms and changes in antigenic
properties. Furthermore, the brain influences immune responses
not only directly but also through the endocrine system and the
autonomic nervous system. In fact, interactions between cells and
the products of nervous, immune or endocrine origins, and their
clinical implications in health and disease, constitute a major focus
of the field of psychoneuroimmunology today.

The goal of this chapter is to provide the reader with an
overview of major advances in psychoneuroimmunology that may
be of relevance to the general psychiatrist/clinical neuroscientist.
Because most psychiatrists are not very familiar with the field
of immunology, we provide a very brief introduction to basic
immunological principles, including a distinction between innate
and adaptive immune responses, as well as a summary of major
principles in immune physiology. This section will also include
a brief description of common laboratory tests, particularly those
that are used frequently to assess immune functions in clinical
psychoneuroimmunology. The following section deals with neural-
immune interactions, stressing the bidirectional nature of these
interactions. First, we summarize the neural effects on immune
regulation, focusing on autonomic innervation of immune tissues
and neurochemical, neuroendocrine and behavioural effects on
different immune functions. Then we review the effects of changes
in immune activity on central nervous system (CNS) function,
again emphasizing neurochemical, neuroendocrine and behavioural
effects. Both animal studies and human investigations are covered.
We then turn our attention to the mediators of these neural-
immune interactions, particularly neurotransmitters, neurohormones
and cytokines. The chapter ends with a review of important
clinical implications, particularly the role of stress in immune-
related disorders on the one hand and the possible role of
immune factors in the aetiology of psychiatric disorders on the
other.

As with most other chapters in the first part of this book, this
chapter presents an overview of basic principles, in this case the
basic principles of psychoneuroimmunology. For some readers, the
information may be rudimentary; for others, it may appear too
advanced. Because of space limitation, we have refrained from
detailed discussion of specific topics, suggesting to the reader

specific references instead. Our hope is that the chapter will
provide enough background information to allow the reader better
appreciate the clinical syndromes that are discussed in detail in the
second part of the book.

Neuroimmunological processes may play a role in the aetiology
of various psychiatric disorders. They may also play a role
in the pathophysiology of specific psychiatric symptoms. An
understanding of basic principles in psychoneuroimmunology and
an appreciation of the constant dialogue between the brain and the
immune system are therefore warranted.

OVERVIEW OF IMMUNE PRINCIPLES

The word ‘immunity’ is derived from Latin, meaning protec-
tion from foreign substances, mainly against infectious and non-
infectious agents and cancer. The organized system that consists of
cells and molecules specialized in mounting defence against infec-
tion or insult is called the immune system, and the collective and
coordinated response induced by the immune system against any
infection or insult is called the immune response. The immune
system operates in two fundamentally different ways: the natural
or innate immune response, and the acquired or adaptive immune
response. The extent of natural or innate immune response occurs
essentially at the same degree or level every time an infection or
insult to the body occurs, whereas the acquired or adaptive immune
response increases in magnitude with repeated episodes of infection
or insult.

The Innate Immune Response

The innate immune responses provide the first line of defence
against infection or insult in the host. The main components of
this system include both molecular and cellular elements. The
cellular components include epithelial cells, basophils, mast cells,
eosinophils and phagocytic cells such as neutrophils, monocytes,
macrophages and natural killer lymphocytes. A key member of
the cellular innate immunity is represented by the interdigitating
dendritic cells, such as Langerhans’ cells, which are located in the
epithelia of the skin and the gastrointestinal and respiratory systems,
and are heavily involved in the endocytosis of microbes (Bell ef al.,
1999). Dendritic cells are functionally immature; however, as they
migrate to the lymph nodes, they mature and become extremely
efficient at presenting antigen to the T-cells to initiate an adaptive
immune response.

Another prominent member of the cellular innate immune system
is the natural killer (NK) cell (Biron efal, 1999). The term
‘natural killer’ originates from the fact that these cells can kill
certain target cells naturally or spontaneously without any previous
activation. These cells derive from bone marrow precursors, and

Biological Psychiatry: Edited by H. D’haenen, J.A. den Boer and P. Willner. ISBN 0-471-49198-5

© 2002 John Wiley & Sons, Ltd.



112

appear as large lymphocytes with numerous killer granules in
their cytoplasm. NK cells can essentially be activated by three
types of targets, namely antibody-coated target cells, cells infected
with virus or intracellular bacteria, and cells lacking class 1 major
histocompatibility complex (MHC) molecules. One of the most
unusual specificities of NK cells is their inability to kill normal cells
by virtue of the fact that most normal cells express class 1 MHC
molecules. It is not known what activating receptors are involved
in NK-mediated cytotoxicity. However, it is believed that NK cell
activation is controlled by signals that are being generated between
killer inhibitory and killer activating receptors that are characteristic
of NK cells (Lanier, 1998).

The molecular basis of the innate immune response involves
the complement system, acute-phase proteins and cytokines. The
complement system consists of several blood proteins that help
to develop inflammation and link effector cells to the site of
microbial invasion. The complement usually operates through one
of three different pathways: the classical pathway is activated by
antigen—antibody complex, the alternative pathway is triggered
by microbial antigen, and the lectin pathway is triggered by the
interaction between mannose-binding lectin in the plasma and
microbial carbohydrates. Irrespective of the pathway of complement
activation, the final result is the formation of lysis complex on
the membrane of the target, which leads to the death of the
target cell.

The acute-phase proteins are plasma proteins. Their levels
change rapidly in response to trauma, injury or inflammation.
These proteins help to magnify the resistance to infection and
promote the repair of tissue damage. Acute-phase proteins include
complement components, haptoglobin, C-reactive proteins, serum
amyloid A protein, protease inhibitors and coagulation proteins.
These plasma proteins can recognize certain unique receptor
structures present on invading microbes and thus afford protection
to the host from these invading microbes. Further, mediator
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molecules of the innate immune response also stimulate and
regulate the adaptive immune response. The acute-phase proteins
appear in early stages of infection, and the hepatic synthesis
of these molecules is upregulated by inflammatory cytokines,
especially interleukin 1 (IL-1), interleukin 6 (IL-6) and tumour
necrosis factor-a (TNF).

Cytokines represent another group of soluble immune mediators
produced by both innate and adaptive immune cells in response to
microbes and other antigen (Mire-Sluis and Thorpe, 1998). They act
as an integrated network within and between humoral and cellular
immune systems. They function at two main phases of the immune
response, namely at the activation phase to stimulate the growth
and differentiation of lymphocytes, and at the effector phase to
eliminate infectious agents and foreign antigens. Because most
of the cytokines are produced by leukocytes and act mainly on
leukocytes, they are also called interleukins (incorrectly, because
cytokines are also produced by non-leukocytes and act on cells
other than leukocytes, as will be discussed later in this chapter).
There are at least 21 different types of cytokines that have
been cloned and characterized. They include interleukins 1-18
(IL-1-IL-18) in addition to other cytokines, such as TNFa tumour
necrosis factor 8 (TNFp), transforming growth factor 8 (TGFp),
granulocyte-macrophage colony-stimulating factor (GCSF), and
interferons «, B and y (IFN «, 8 and y). In addition, another family
of structurally homologous cytokines, called chemotactic cytokines,
which stimulate or regulate leukocyte movements from blood to
tissue, also participate in the innate immune response. The roles
of cytokines in innate immunity and inflammation vary depending
on the nature of microbes, such as extracellular or intracellular
bacteria or lipopolysaccharide (LPS)-producing bacteria or viruses.
Table VIII.1 describes the major cytokines and their sources, along
with major biological functions in innate and adaptive immune
responses.

Table VIII.1 Major cytokines with cellular sources and major biological activities

Cytokine Cellular sources

Major biological functions

Innate immunity

IL-1 Macrophages, endothelial cells

IL-6 Thy helper cells, endothelial cells

1L-8 Leukocytes, endothelial cells, epithelial cells, fibroblasts
IL-10 Thy helper cells, macrophages

IL-11 Bone marrow stromal cells

IL-12 Macrophages, B-cells, dendritic cells

IL-15 Macrophages and other cells

IL-18 Macrophages

TNF« T-cells, B-cells, NK cells, macrophages, mast cells
IFNa Macrophages

IFNB Fibroblasts

Adaptive immunity

IL-2 Th; helper cells

IL-4 Thy cells, mast cells, basophils, eosinophils
1L-5 Thy cells, mast cells, eosinophils

1L-13 Thy cells, epithelial cells

IFNy Th; cells, CD8 and NK cells

TGFg T-/B-cells, macrophages, mast cells

Inflammatory responses

Induces acute-phase proteins, B-cell differentiation
Promotes leukocyte recruitment and inflammation
Inhibits IL-12 production

Induces class 11 MHC molecules

Stimulates B-cells

Induces acute-phase proteins

Induces IFNy/cytotoxic reactions

Th; differentiation

Stimulates NK cells and T-cells

Stimulates IFNy production

Induces inflammation, apoptosis

Viral resistance, MHC-1 molecules

Viral resistance, activates NK cells

Induces T-/B-cell proliferation/clonal expansion
Activates NK/macrophages

Induces apoptosis

Th; cells differentiation, IgE class switching
Activates monocytes

Eosinophil differentiation, B-cell proliferation
Produces IgA

Suppresses macrophage activation

Inhibits Thy helper

Activates macrophages, epithelial and endothelial cells
Stimulates MHC-11 molecules

Increases antigen presentation

Promotes immunosuppression/macrophage inhibition
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The Adaptive Immune Response

The acquired or adaptive immune response traditionally has been
divided into humoral immunity and cell-mediated immunity. The
humoral immune response is mediated primarily by antibodies that
can be transferred from an immunized donor to a naive host in
the absence of cells. The effector phase of the humoral immune
response involves the neutralization of extracellular microbes or
toxins that are accessible to antibodies. The cell-mediated immune
response (CMI) can be transferred by viable T-lymphocytes. The
effector phase of the CMI involves the recognition of the antigen
present on the surface of the cells or invading organism in the
presence of self MHC molecules. CMI also eliminates foreign cells
such as tumour or neoplastic cells or foreign MHC antigen such as
allograft. T-cells also stimulate macrophages to become cytotoxic
cells through cytokine production; these activated macrophages thus
eliminate microbes that reside within the phagosomes.

The main cellular components of the adaptive immune system
are B-lymphocytes and T-lymphocytes. B-cells recognize extracel-
lular and cellular surface antigens and differentiate into antibody-
secreting plasma cells. B-lymphocytes are the only cells capable
of producing antibodies. The T-lymphocytes are divided further
into the functionally distinct classes of helper T-cells and cytotoxic
T-cells (Figure VIIL.1). Helper T-cells secrete cytokines, whose
function is to stimulate T-cells and other cells to eliminate microbes
and other foreign antigens. Based on the profile of cytokines
secreted, helper T-cells have also been divided into Th; and Th,
cells. Th; cells secrete cytokines such as IL-2, IL-12 and IFN,
which promote mostly cellular immune responses. Th; cells secrete
cytokines such as IL-4, IL-6 and IL-10, which promote mostly
humoral immune responses. The clinical value of such a distinc-
tion, however, has been questioned by some investigators. Another
class of T-cells has been identified as suppressor T-cells, whose
main function is to inhibit immune responses.

The adaptive phases of the immune response may be divided
into different events, such as recognition of antigen, activation of
lymphocytes, and finally elimination of the antigen. In the recog-
nition stage, each foreign antigen is being recognized by specific
lymphocytes, which proliferate and differentiate into memory cells
that show enhanced immune response on subsequent exposure to
antigen. In the effector phase, the antibodies and T-lymphocytes
participate to eliminate the microbes or antigens. In addition to
T-cells and antibodies, mediators of the innate immune system such
as non-lymphoid cells, complement, phagocytes and other soluble
mediators take part in the effector phase of the adaptive immune
response.

The cardinal features of both the cell-mediated and humoral
immune responses are specificity, diversity, memory and tolerance.

T-Lymphocytes

Helper T-cells
| Cytotoxic T-cells
Lysis of virus-infected cells,
| | tumour cells and allografts

Th, Th, (cell-mediated immunity)
Stimuli for Stimuli for

macrophage activation B-cell growth and

(cell-mediated immunity) differentiation

(humoral immunity)

Figure VIII.1 T-lymphocyte subsets

The specificity refers to the distinct immune response for each
antigen or each structural component of a complex protein, or any
subtle differences in antigenic profile of a given macromolecule.
The diversity enables the immune system to react to an array of
microbes or invading stimuli simultaneously. Immunologic memory
refers to the ability of the host’s immune system to ‘recall’ a prior
exposure to a particular antigen or microbe, and to react to it in
an enhanced fashion. Both T- and B-cells play a significant role
in this process. Tolerance refers to the remarkable feature of the
normal immune system to recognize invading microbes or antigens
and mount an efficient immune response against them, while at
the same time not reacting harmfully to the self-antigenic system.
Disorders of tolerance often lead to autoimmune diseases.

Methods Commonly Used in the Laboratory to Measure
Immune Functions

Since the immune system can be divided mainly into humoral
and cellular components, several assays are currently employed to
measure these two immune functions (Lowell, 1990; Abbas et al.,
2000). Assays to measure the B-cell functions or humoral immune
functions are separate from T-cell and other cellular immune func-
tions. However, since both immune components and their soluble
mediators, such as cytokines, chemokines and other immunoregu-
latory factors, are closely interlinked, the quantitative assessment
of different immune functions is often quite interdependent. The
widespread use of monoclonal antibodies has improved dramat-
ically the method of antigen detection that forms the basis of
antigen—antibody binding reactions. All modern antigen and anti-
body reactions are quantitated by an indicator molecule that is
labelled with either a radioisotope (radioimmunoassay [RIA]) or an
enzyme (enzyme-linked immunosorbent assay [ELISA]). Antibod-
ies can also be used to purify proteins; the commonly used methods
are immunoprecipitation and affinity chromatography. Western blot
is commonly used to determine the size and the presence of pro-
teins in biological fluids. The common methods to identify antigens
expressed on given populations of cells, or to sort out a population
of cells bearing a particular antigen (such as a specific cluster of
differentiation (CD) antigen), utilize enzyme-linked or fluorescent-
labelled antibodies by flow cytometry, fluorescence-activated cell
sorting and immunofluorescence or immunohistochemistry tech-
niques. Flow cytometry is one of the most commonly used assays
in the clinical immunology laboratory; it allows for the sorting
out and enumeration of T-cells (CD3;+), T-helper cells (CDs+),
T-suppressor cells (CDg+), NK cells (CDsg+), and others.

The most commonly used clinical laboratory methods to detect
cellular immunity are leukocyte phenotyping, delayed hypersensi-
tivity skin testing, lymphocyte activation assays, cytokine produc-
tion assays, and neutrophil function assays. Leukocyte phenotyping
allows the quantification of cells carrying a specific antigen, as
described above. This is usually done today using flow-cytometry
technology. The delayed-type hypersensitivity skin testing is an
in vivo test used primarily to assess immune competence and to test
the memory T-cells that recognize a prior exposure of an antigen
or infection. Lymphocyte activation assays are designed to deter-
mine the changes on the cell-surface markers and the ability of
lymphocytes to undergo stimulation or proliferation in response to
activation by a specific antigen, a mitogen such as phytohaemag-
glutinin (PHA) or concanavalin-A (Con A), or an endotoxin such
as LPS.

Activation of lymphocytes also leads to the synthesis of
cytokines and generation of cytotoxic cells. The production of
cytokines in cells can be measured by ELISA or enzyme-linked
immunospot (ELISPOT). Cytotoxicity can be measured by cyto-
toxic assays, such as cytotoxic T-cell (CTL), NK and antibody-
dependent cellular cytotoxicity (ADCC) assays. Quantification of
monocytes and macrophages, which are the essential components
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of the innate immune system, can be made by the flow-cytometry
method and histochemical staining for nonspecific esterase. Poly-
morphonuclear neutrophils (PMNs), which are the primary effector
cells of the innate immune system, can be measured by neutrophil
adhesion, chemotaxis, phagocytosis, and determination of respira-
tory burst and degranulation assays.

In recent years, advances in biomedical technology have per-
mitted the characterization, expression, synthesis and modulation
of various genes of interest in cells using molecular techniques.
Southern blot hybridization is used to study the DNA profile, while
Northern blot has been used to analyse the mRNA of the genes. The
latest method of copying and amplifying specific DNA sequences
is called polymerase chain reaction (PCR); this is used widely in
molecular immunology. The most widely used in vivo methods for
studying the functional effects of specific genes in immunology
involve transgenic and gene-knockout animal models. In the case
of transgenic models, a particular gene of interest can be overex-
pressed in a defined tissue, whereas in knockout models the function
of a particular gene is knocked out by targeted mutation or disrup-
tion of the gene. The resultant changes in biological and/or clinical
properties associated with the gene can then be assessed.

NEURAL-IMMUNE INTERACTIONS

Neural Effects on Immune Regulation
Autonomic Innervation of Immune Tissues/Organs

The immune system, while complex and intricately regulated, is not
completely autonomous. Recent studies show that immunological
processes can be influenced by signals from the central and/or
peripheral nervous system. This is evidenced by the autonomic
innervation of lymphoid tissue and organs, including thymus, bone
marrow, spleen and lymph nodes. Work regarding the innervation
of lymphoid tissue has been reviewed extensively by Bellinger
et al. (2001). For most of these organs, there is evidence of
autonomic innervation, with sympathetic, parasympathetic and/or
peptidergic supply, as well as sensory innervation. The thymus, for
instance, gets its sympathetic innervation from postganglionic cell
bodies in the upper paravertebral ganglia of the sympathetic chain,
mostly the upper superior cervical and stellate ganglia (Tollefson
and Bulloch, 1990). Other innervation includes fibres from the
vagus nerve, the phrenic nerve, and the recurrent laryngeal nerve
(Bulloch and Pomerantz, 1984). The sympathetic innervation of
the thymus is predominantly noradrenergic. Noradrenergic fibres
enter the thymus mostly along blood vessels. They can form a
dense plexus around the vessels or branch into the parenchyma,
and can be found adjacent to thymocytes. Experimental studies
suggest that noradrenaline affects the maturation of thymocytes.
Through its action in S-adrenoreceptors, this catecholamine can
inhibit proliferation and enhance differentiation (Singh, 1985a;
Singh, 1985b). Cholinergic supply presumably provided through
the vagus nerve appears weak and of doubtful clinical significance.

Nerve supply to the bone marrow is provided through the
appropriate branch of the spinal nerve supplying the same region
(Tokunaga, 1967). Most, if not all, of the nerve supply to the bone
marrow appears to be noradrenergic (DePace and Webber, 1975).
Sympathetic nerve fibres in bone marrow are usually associated
with blood vessels. They are thought to be mostly vasomotor,
controlling blood flow to the bone marrow.

The innervation of the spleen has been studied more extensively
than other lymphoid organs. For a long time, the splenic nerve
has been known to be rich in sympathetic nerve fibres (Elfvin,
1961). There is extensive noradrenergic innervation of the spleen,
particularly in association with spleen vasculature and the smooth

muscle of the capsule and trabeculae (Reilly, 1985). The functional
aspects of this dense noradrenergic supply are not understood
completely. In addition to the vasomotor component, there are
probably complex neural-immune interactions that need to be
defined more clearly; data remain rather slim regarding cholinergic
innervation of the spleen.

There is also scattered evidence of innervation to lymph nodes
and other lymphoid tissue (Felten ef al., 1984). As with other
immune organs, the innervation could be noradrenergic, cholinergic
or peptidergic in origin. There is also evidence of possible sensory
innervation of different immune organs (Baron and Janig, 1988).
More recently, efforts have been under way to describe lymphoid
innervation not so much in anatomical terms, but more with regard
to neurochemical pathways and their functional significance. More
research is needed for a complete mapping of these networks.

Neuroendocrine Effects on Immune Function

The immune system and the endocrine system are tightly inter-
connected. There are several lines of evidence for these close
interactions: (1) Immune cells express receptors for several hor-
mones, such as cortisol, corticotrophin-releasing hormone (CRH),
enkephalins, endorphins and neuropeptide Y (Schafer et al., 1997;
Malmstrom, 2001). (2) Both hormones and neurotransmitters, such
as adrenaline, noradrenaline, dopamine and acetylcholine, affect
immune function both in vitro and in vivo (McEwen et al., 1997,
Madden, 2001). (3) Surgical manipulations involving endocrine
organs, such as hypophysectomy, thyroidectomy, adrenal removal
or gonadal ablation, produce specific and predictable changes in
the immune response (Goujon et al., 1996). (4) Several immune
parameters have intrinsic biological rhythms, usually circadian,
that seem to be connected with the circadian rhythm of cortisol,
albeit with a time lag of varying magnitude (Kronfol et al., 1997).
(5) Many immune cells are capable, under specific conditions, of
secreting neurohormones that can influence directly or indirectly
immune function through special feedback loops (Goetzl et al.,
1991). (6) Products of immune activation, such as cytokines, have
well-documented neuroendocrine properties, such as hypothalamic-
pituitary-adrenal axis (HPA) activation, which ultimately downregu-
lates the immune response and prevents an excessive or exaggerated
response from spiralling out of control (Sapolsky et al., 1987,
McEwen et al., 1997). (7) Glucocortisoids have often been used
successfully to treat immune-related disorders, such as rheuma-
toid arthritis, multiple sclerosis, and systemic lupus erythematosus
(LSE) (Kirwan, 1995). A detailed discussion of the immunological
effects of various hormones is beyond the scope of this chap-
ter; however, Table VIIL.2 presents a summary of the in vivo and
in vitro effects of glucocorticoids.

Effects of Brain Lesions on Immune Function

The production of specific lesions using stereotaxis procedures
was among the earliest strategies to study central sites underlying

Table VIIL2 Effects of glucocorticoids on immune function

Affect leukocyte trafficking

Inhibit leukocyte migration and activation

Produce lymphopoenia

Inhibit lymphocyte proliferative responses

Inhibit NK and ADCC cytotoxic activities

Inhibit proinflammatory cytokine production

Produce a shift in Th/Thybalance

Inhibit polyclonal B-cell activation and immunoglobulin synthesis
Inhibit delayed hypersensitivity

Activate oncogenes
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brain—immune system communications. Although somewhat prim-
itive, this strategy provided a first insight into the potential brain
circuitry underlying CNS—immune system communications. For
instance, lesions in the anterior hypothalamus have been associated
with a decrease in nucleated spleen cells and thymocytes (Brooks
et al., 1982), a decrease in proliferative T-cell responses to mitogen
stimulation (Brooks et al., 1982), a decrease in NK cell activ-
ity (Cross et al., 1984), a decrease in antibody production (Tyrey
and Nalbandov, 1972), and an inhibition of a lethal anaphylactic
response (Stein et al., 1981). These studies suggest that the ante-
rior hypothalamus is implicated, either directly or indirectly, in the
stimulation of both humoral and cell-mediated immune responses.
Lesions of the medial or posterior hypothalamus have provided
mixed results. Lesions in the limbic forebrain structures (e.g. dor-
sal hippocampus or amygdala) resulted in transient increases in
splenocytes and thymocytes, as well as T-cell proliferative response
to mitogen (Cross et al., 1982). Some of these results could be
reversed by hypophysectomy, suggesting that neuroendocrine path-
ways play an important role. Furthermore, work by Renoux and
colleagues suggests that lesions in the cerebral cortex can affect
immune regulation, and that there seems to be a lateralization effect,
since lesions in the left cerebral hemisphere of mice were associ-
ated with decreased T-cell responses, whereas lesions in the right
cerebral hemisphere produced increased T-cell responses (Renoux
et al., 1983; Renoux et al., 1987). The notion that brain lesions can
affect immune responses leads to the next question: can psycholog-
ical stress have a similar effect? The behavioural effects on immune
function are discussed next.

Behavioural Effects on Immune Regulation

It has been known for many years that stressed animals are
more susceptible than non-stressed animals to developing infections
following exposure to an infectious organism. The reasons for
this increased susceptibility have never been very clear. With the
influx of data showing extensive interactions between the brain and
the immune system, the effects of stress on immune regulation
became an important and fertile area for research investigation.
Keller et al. (1981) showed that both lymphocyte numbers and
function (response to mitogenic stimulation) were decreased in
animal models of stress (foot shock). Further, they showed that
intensity of the stressor, timing, duration, and control over the
stressor were all important variables that could influence the
overall effect of stress on immune function (Keller et al., 1984).
Another source of variation in these studies was the origin of
the cells being investigated, since studies have also shown that
the stress effects on lymphoid tissues derived from different
compartments often differ substantially. Other experiments using
restraint/immobilization stress, forced swim, maternal deprivation,
and other stressors yielded mixed results. An intriguing and still
somewhat unresolved issue is the notion that stress can also enhance
certain immunological parameters (Lysle et al., 1990; Shurin et al.,
1994). Dhabbar and McEwen (1997) proposed an interesting
paradigm whereby acute stress stimulates certain components of
the immune system, while chronic stress suppresses those same
parameters. They argued that from an evolutionary perspective, an
acute or fresh attack by a predator requires a strong immunological
response to prevent the spread of infection, but if the stress becomes
chronic, then a weakened immune response may be an advantage to
the organism since it shifts limited resources away from the immune
system and into more important organs, such as the muscles and
the heart (Dhabbar and McEwen, 2001).

Human studies exploring the effects of stress on immune func-
tion have also been conducted (for a comprehensive review, see
Biondi, 2001). The types of stressors used in these studies are either
real-life stressors (e.g. bereavement, natural disaster such as earth-
quake or hurricane, academic examination, divorce, unemployment)

or experimental stressors (e.g. mental challenge, sleep deprivation,
acute overexertion). Many of the immune parameters were essen-
tially the same as with the animal studies, notably enumeration of
leukocyte and lymphocyte subsets, in vitro lymphocyte responses
to mitogen stimulation, NK cell activity and cytokine production;
again, results vary. Kiecolt-Glaser and colleagues, in a series of
experiments, found that medical students had lower immune func-
tion indices the morning of a medical school examination compared
with other less stressful mornings (Kiecolt-Glaser et al., 1986).
They also found that stress can modulate the immune response
to vaccine (Glaser et al., 1998). The same investigators have also
found that wound healing was delayed (Kiecolt-Glaser et al., 1995),
and cytokine production within the wound decreased (Glaser et al.,
1999), in chronic caregivers to patients with Alzheimer’s disease
compared with non-stressed controls. Other investigators, however,
have found the same immune parameters to be either increased
or unchanged in association with similar or other stressors (Biondi,
2001). Therefore, it has been suggested that other factors besides the
nature of the stressor, such as personality characteristics of the indi-
vidual, amount of social support, and coping skills, all play a role
in the immunological response to a specific stressor. As in the case
of animal studies, more research is needed to elucidate the mech-
anisms of stress-induced immunomodulation. Another unresolved
issue is the clinical significance of such changes. Any association
between stress-induced immune changes and the risk of developing
an immune-related disorder, such as infection or cancer, remains
very tentative at best.

Immunological Influences on Central Nervous
System Activities

Neural-immune interactions are bidirectional in nature. Not only
does the CNS affect immune regulation, but recent evidence also
indicates that the immune system influences different CNS func-
tions. In the following sections we will briefly review the neuro-
chemical, neuroendocrine and behavioural effects of immunological
stimulation.

Neurochemical Effects

It is well known that viral infections produce specific changes
in animal brain chemistry. The mechanisms of such changes,
however, have been elucidated only recently. Controlled admin-
istration of Newecastle disease virus to mice was shown to alter
the levels of several neurotransmitters and their metabolites in
specific brain regions. More specifically, 3-methoxy-4-hydroxy-
phenylglycol (MHPG) and MHPG : noradrenaline ratios, an index
of activation of noradrenergic neurons, dihydroxyphenylacetic acid
(DOPAC) and DOPAC : dopamine ratios, an index of activation of
dopaminergic neurons, and 5-hydroxyindoleacetic acid (5-HIAA)
and 5-HIAA : 5-hydroxytryptamine (5-HT) ratios, an index of acti-
vation of 5-HT neurons, were all increased in a number of brain
regions (Dunn et al., 1987; Dunn and Vickers, 1994). Dunn and col-
leagues also showed a great similarity between the neurochemical
responses to infections and other stressors, such as foot shock
and physical restraint (Dunn et al., 1999). Similar results were
also obtained with the endotoxin LPS, particularly in relation
to noradrenaline. In vivo microdialysis studies indicated increased
extracellular concentrations of dopamine, DOPAC, noradrenaline,
3,4-dihydroxyphenylethyleneglycos (DHPG), MHPG and 5-HIAA
in the medial prefrontal cortex and hypothalamus following LPS
administration in rats (Lavicky and Dunn, 1995). Linthorst and
colleagues, using similar techniques, found an increase in 5-HT
in the hippocampus (Linthorst et al., 1996) and increases in nora-
drenaline, MHPG, 5-HT and 5-HIAA in the preoptic area (Linthorst
et al., 1995). The effects of peripherally administered cytokines on
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the turnover of specific brain neurotransmitters have been reviewed
(Dunn et al., 1999). IL-1, for instance, seems to be associated with
an increased turnover of noradrenaline and 5-HT, IL-2 increases the
turnover of noradrenaline and dopamine, IL-6 increases the turnover
of 5-HT but not noradrenaline or dopamine, and IFN seems to pro-
duce no significant changes in any of these neurotransmitters.

Neuroendocrine Effects

The notion that infection is accompanied by an increase in glu-
cocorticoid secretion is not new (Wexler et al., 1957). However,
this has recently been reinforced by experiments such as those
described above with the Newcastle virus and showing stimula-
tion of the HAP axis along with specific neurochemical changes
(Dunn and Vickers, 1994). Here, again, the mechanism of these
interactions has been elucidated only recently. The involvement of
immune cells was first illustrated by the early experiments of Bese-
dovsky et al. (1975), showing that the injection of sheep red blood
cells into rats produced an increase in the level of glucocorticoid.
The authors subsequently reported that supernatants from ConA-
stimulated rat spleen cells administered into rats also produced an
increase in the plasma levels of corticosterone (Besedovsky et al.,
1981). This was a clear demonstration that the activation of the
neuroendocrine system was due to an immunogenic rather than
a pathogenic mechanism. The bioactive product responsible for
stimulating the HPA axis was identified later as the cytokine IL-1
(Berkenbosch et al., 1987; Bernton et al., 1987; Sapolsky et al.,
1987). It is now believed that IL-1 acts directly in the CNS to
stimulate the HPA system. In addition to stimulating the release of
CRH, there is also evidence that IL-1 acts directly on corticotrophs
to induce the secretion of adrenocorticotropic hormone (ACTH)
(Woloski et al., 1985) and indirectly to produce excess glucocor-
ticoids. The action of excess glucocorticoids on immune cells can
result in downregulation of the immune response, thus providing
a negative feedback to sometimes exaggerated and possibly dam-
aging immune reactions (Table VIII.2) However, it is important to
keep in mind that the effects of glucocorticoids on immune function
are not always inhibitory, and that immune stimulation can occur
under certain conditions (Dhabbar and McEwen, 2001). Immune
responses can also affect other neuroendocrine pathways, such as
the hypothalamic-pituitary-thyroid (HPT) axis (Rivier, 1993) and
the hypothalamic-pituitary-gonadal (HPG) axis (Rivest and Rivier,
1993). There are also reports of interactions between growth hor-
mone and the immune system, leaving some investigators to wonder
whether growth hormone and insulin-like growth factor can be con-
sidered as cytokines (Venters et al., 2001).

Behavioural Effects

As any patient knows, sickness is often accompanied by a number
of behavioural attributes, such as apathy, fatigue, lack of motivation,
and lack of concentration. Other attributes may include disturbed
sleep, decreased appetite, or decreased sex drive. These symptoms
have traditionally been considered a ‘psychological reaction’ to
being ill. Research, however, indicates that many of these symptoms
can be reproduced through the action of proinflammatory cytokines.
Animal studies indicate that central or peripheral administration
of IL-le, IL-18 or TNF« to healthy laboratory animals produces
fever, activation of the HPA axis, and behavioural symptoms,
such as a decrease in social exploration (Kent et al, 1992), a
decrease in night-time feeding (Plata-Salaman et al., 1996), and
an increase in delta-sleep (Krueger and Majde, 1994). For many
of these cytokines, the association with the particular behaviour
is dose-dependent, and tends to be abolished if the cytokine is
heat-inactivated or given with its receptor antagonist, suggesting

an important role for the specific cytokine in the pathophysiology
of the specific behaviour.

Human studies addressing the behavioural effects of cytokines
have been somewhat limited in scope because of ethical and safety
considerations. However, because cytokine therapy, particularly
IL-2 and IFN, has been used for a variety of medical conditions,
investigators have been able to assess the behavioural effects of
cytokines in these patients. Because of their antiviral as well as
antiproliferative and immunomodulatory properties, interferons are
now being used effectively in the treatment of several medical con-
ditions, including malignant melanoma, hepatitis C and multiple
sclerosis. The most common side effects include flu-like symp-
toms, such as fever, malaise and arthralgia. These side effects
occur early in treatment and tend to decrease in intensity as treat-
ment continues. Other side effects affecting roughly one-third of
the patients on interferon are neuropsychiatric or behavioural in
nature, and include mood changes (depression, anxiety, manic-
like symptoms, irritability, and even suicidal behaviour), cognitive
changes (decreased concentration, memory disturbance, delirium)
and, rarely, psychosis. IL-2 and lymphokine-activated killer (LAK)
cells have been used in the treatment of metastatic malignancies. In
one longitudinal study, up to 50% of patients experienced severe
cognitive and/or behavioural adverse effects (Denicoff et al., 1987)
that were dose-related but usually reversible. While the exact mech-
anism for these neuropsychiatric manifestations is not well under-
stood, it is believed that cytokines interact with neurotransmitters
and neurohormones to produce these adverse effects. Furthermore,
in human experiments aimed at assessing directly the behavioural
effects of cytokines, healthy volunteers were given LPS injections
under controlled conditions. The associated rise in IL-18 and TNF«
was accompanied by a significant increase in depressed mood and
a significant decline in cognitive performance. There were also
significant correlations between the change in the levels of these
cytokines and the change in the associated behavioural measures
(Reichenberg et al., 2001).

MEDIATORS OF NEURAL-IMMUNE INTERACTIONS

Now that bidirectional communication between the brain and the
immune system has been well established, the next important
question relates to the mediators of these interactions. This section
will summarize the role that neurotransmitters/neurohormones and
cytokines play in this communication network.

Neurotransmitters and Neurohormones

As mentioned earlier, immune tissues and organs are innervated
by the autonomic nervous system. Neurotransmitters such as
adrenaline/noradrenaline, dopamine, serotonin (5-HT) and acetyl-
choline play a role in immunomodulation. Neurotransmitter recep-
tors are found in most lymphoid cells. The functional evidence is
based on both in vivo and in vitro findings using pharmacologi-
cal agonists and antagonists selective for specific neurotransmitter
subtypes. In addition, data have been presented to confirm the pres-
ence of the receptor at the cellular level using radioligand binding
analysis and at the molecular level using reverse-transcription PCR
and Northern analysis (for a comprehensive review, see Sanders
et al., 2001). Adrenergic receptors, for instance, can be found
on thymic cells, bone marrow cells, T-cells, B-cells, NK cells
and macrophages. Although results vary, S-adrenergic stimulation
seems to increase bone marrow cell proliferation in vivo (Lipski,
1980), decrease in vitro thymic cell proliferation (Cook-Mills et al.,
1995), decrease T-cell proliferation by mitogen (Johnson et al.,
1981), and decrease IL-2 production (Selliah et al., 1995). LPS-
induced TNF production by macrophages is also decreased (Szabo
et al., 1997), as is lytic activity by NK cells (Takamoto er al., 1991).
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The results are mixed with T-cell-dependent antibody production
(Besedovsky et al., 1979; Shreurs et al., 1982). Results with the
a-adrenergic receptors differ. Studies have also shown that thymo-
cytes and mature circulating T-lymphocytes express the muscarinic
receptor, and that stimulation of this receptor increases cell viability
and the proliferative capacity of these cells in vivo (Rinner et al.,
1995; Fujino et al., 1997). As for serotonergic receptors, studies
suggest that predominantly the 5-HT A receptor is expressed on T-
cells, B-cells and macrophages, and that stimulation of this receptor
can either suppress (Ferriere et al., 1996) or enhance (Iken et al.,
1995) different immune functions. Results concerning the effects
of dopaminergic stimulation on immune function have been mixed,
so no definite conclusion can be reached at the present time (Pana-
jotova, 1997).

In addition to the biogenic amine neurotransmitters, mediators of
CNS-immune communication include specific neuropeptides such
as calcitonin gene-related peptide (CGRP) and substance P. These
neuropeptides, which are synthesized in the cell body of the neuron
and transported to the nerve ending where they are released when
the neuron is depolarized, can diffuse out of the tissue and into the
local microenvironment. Their functions range from control over
local vasculature (Brain, 1997) to various immunological effects.
For instance, substance P can regulate cytokine production by
immune cells, immunoglobulin production by B-lymphocytes, and
the migration of cells into sites of infection (Rameshwar et al.,
1994). CGRP on the other hand seems to exert inhibitory effects
on mitogen-induced cell proliferation and cytokine production
(Boudard and Bastide, 1991). It is now widely believed that these
and other neuropeptides are involved in the regulation of immune
and inflammatory responses in the local microenvironment. More
research is needed to delineate their varied and adaptive roles
further.

Cytokines

We have already addressed the immunological effects of cytokines.
In addition to their immune and inflammatory effects, cytokines
have been shown to be secreted by, and to affect the functions
of, several organs, including the brain. The brain’s effects of
cytokines have been the subject of numerous reviews (Kronfol
and Remick, 2000). However, before these effects are discussed,
it is important to keep in mind that cytokine-to-brain signalling
can occur in several ways: (1) passive transport of cytokines into
the brain at circumventricular sites lacking a blood—brain barrier,
such as the organum vasculosum of lamina terminalis; (2) binding
of cytokines to cerebral vascular endothelium, thereby inducing
the generation of secondary messengers, such as prostaglandins
and nitric oxide; (3) carrier-mediated transport of cytokines across
the blood-brain barrier and into the brain; and (4) activation
by cytokines of peripheral afferent nerve terminals at the sites
where cytokines are released. These mechanisms are not mutually
exclusive. Furthermore, regardless of the mechanism(s) of brain
signalling, it is now evident that cytokine genes and their receptors
are expressed in the CNS and participate in the response to
specific stimuli, such as infection or injury. The precise mapping of
various cytokine pathways and their receptors in the brain, however,
remains incomplete (Licinio and Wong, 1997).

A detailed discussion of the various cytokine actions in the
brain is beyond the scope of this chapter. We will, however,
offer examples of the various immunological/inflammatory, neu-
rochemical, neuroendocrine and behavioural effects as an illus-
tration (Figure VIIL.2). The immunological/inflammatory effects
of brain cytokines include gliosis, neovascularization and induc-
tion of other cytokines (Giulian et al., 1988). The neurochemical
effects were discussed earlier; they include changes in the brain
turnover of the neurotransmitters noradrenaline, dopamine, sero-
tonin and acetylcholine. The neuroendocrine effects include actions

on the HPA (Sapolsky et al., 1987), HPT (Rivier, 1993) and HPG
(Rivest and Rivier, 1993) axes. The behavioural effects include
changes in sleep regulation (Krueger and Majde, 1994), appetite
regulation (Plata-Salaman et al., 1996), sexual behaviour (Avitsur
et al., 1999) and cognition (Reichenberg et al., 2001). There is
also growing evidence that the behavioural effects of cytokines,
including lethargy, increased sleep and decreased appetite, which
are often referred to as ‘sickness behaviour’, are part of a well-
organized central motivational state that, along with metabolic
and physiological changes, represents the systemic response to
local infection. From an evolutionary perspective, it has been sug-
gested that these adaptive measures are meant to mobilize all the
necessary resources to combat the infection/insult and return the
organism to its previous state of homeostasis and health (Dantzer
et al., 2001).

CLINICAL IMPLICATIONS

Medical Illness

In spite of the dramatic advances in the field of psychoneuroim-
munology at the basic science level, the advances at the clinical
level have been somewhat timid in comparison. The immune sys-
tem plays a major role in various medical illnesses, particularly
infectious diseases, autoimmune/inflammatory disorders, and can-
cer. The notion that the CNS and the immune system are in constant
dialogue raises the possibility that emotional factors and/or stress-
ful life events may play a role in the aetiology and/or progression
of these disorders through interference with immune regulation.
Although to date there have been numerous studies addressing the
issue of the connection between stress-induced immunomodulation
and specific immune-related disorders, the results in general have
been mixed and inconclusive. We will, however, provide some
examples as an illustration.

Infection

The outcome of an infectious process depends on the interplay
of complex phenomena related to both the infectious agent (e.g.
specific strain, virulence, dose) and the host (e.g. genetic make-
up, prior exposure, nutritional status). The importance of lifestyle
factors in this equation has been recognized only recently. This
may be obvious in cases such as the association between smoking
and upper respiratory tract infection, and the association between
sexual promiscuity and sexually transmitted diseases. The rela-
tion of infection to issues such as stressful life events, depres-
sion or exercise, however, has been addressed only recently. In
one such study, Cohen et al. (1991) experimentally exposed a
number of healthy volunteer subjects to five different respira-
tory viruses following a thorough psychological assessment that
included life events, perceived stress and negative affect. The
subjects were followed up for 7 days for signs of the com-
mon cold (illness) and for 28 days for rise in viral-specific anti-
body titre (infection). Results indicate that higher levels of stress
were associated with significantly higher incidences of both infec-
tion and illness (common cold). The same pattern was seen for
all five viruses. In a subsequent study, the same authors exam-
ined the effects of stress characteristics and social support on
susceptibility to the common cold (Cohen et al., 1998). They
found a significant positive association between the duration of
life stressors and the risk of having a cold. They also found
that social support network diversity tended to decrease the fre-
quency of the cold. There is also recent evidence that stress-
induced increases in IL-6 concentrations may play a role as
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Figure VIIL.2 Stress and IL-1 secretion. Both psychological stress (e.g. academic stress, depression) and physical stress (e.g. infection, trauma) can
activate IL-1. IL-1 activation is associated with various phenomena, both peripherally (e.g. cascade activation of other cytokines, induction of acute-phase
proteins) and centrally (e.g. various immunological, neurochemical, neuroendocrine and behavioural effects). Feedback mechanisms occur at several levels;
they include negative feedback exerted by cortisol. Only selected effects are shown as an example. Reproduced by permission from The American Journal
of Psychiatry, 157, 683-694, 2000. Copyright 2000, The American Psychiatric Association. GnRH, gonadotropin-releasing hormone; NE, noradrenaline

mediators between stress and upper respiratory infection (Cohen
et al., 1999).

Cancer

The relation between psychosocial stress and cancer is complex and
multifaceted. Several questions have been addressed in the litera-
ture: Does psychosocial stress and/or depression increase the risk
for the development of cancer? Does psychosocial stress and/or
depression play any role in cancer progression? Can psychosocial
intervention improve the outcome? Are there specific neuroim-
munological pathways that explain these interactions? Whereas ani-
mal studies have established an association between stress-induced
immunosuppression and both tumour development (Ben Eliyahu
et al., 1999) and tumour metastasis (Ben Eliyahu ef al., 1991),
the association in humans between psychosocial factors and cancer
development and/or progression has not been well documented. In a
meta-analysis of studies addressing the relation between depression
and the development of cancer, there was a small but statistically
significant association between depressive symptoms and the occur-
rence of cancer (McGee ef al., 1994). The effects of stress and
depression on cancer progression have also been controversial, with
some studies reporting an association between stressful life events
and cancer recurrence (Ramirez et al., 1989), and others showing
no evidence for such an association (Cassileth et al., 1985). One
reason for the variation in findings may be related to coping styles,

with studies showing that a ‘fighting spirit’ is associated with a
more positive prognosis (Greer and Watson, 1985), and other stud-
ies showing a fatalistic attitude or helplessness to be associated with
a negative outcome (Temoshok et al., 1985). Regarding the effects
of psychosocial intervention, the evidence remains inconclusive.
Spiegel and co-workers, in a 10-year follow-up study of women
with metastatic breast cancer, found that women who participated
in a group psychotherapy intervention lived for up to 18 months
longer than those in the non-intervention group (Spiegel et al.,
1989). Similar effects were also reported by Fawzy et al. (1990b) in
malignant melanoma patients. Unfortunately, not all studies agree
(Gellert et al., 1993; Van der Pompe et al., 1997). Furthermore,
in the few studies where immunological measures were obtained
(e.g. relative percentage of CD4+ and/or NK cells), results regard-
ing these measures in the intervention and non-intervention groups
were also mixed (Van der Pompe et al., 1997; Fawzy et al., 1990b).

Acquired Immune Deficiency Syndrome

The course of infection with the human immunodeficiency virus
(HIV) is highly variable, with some patients remaining asymp-
tomatic for many years but others progressing quickly to full-blown
acquired immune deficiency syndrome (AIDS). While many factors
relating to both the virus (such as the specific strain) and the host
(such as concurrent infection) have been recognized to explain this
discrepancy, psychosocial influences have also been suggested. A
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summary of the studies addressing these factors has been provided
by Cole and Kemeny (2001). Again, the psychosocial factors have
included stressful life events, such as awareness of a serious health
problem (a positive HIV test), bereavement (particularly death of
a loved one), and financial difficulties, and also depression, coping
skills and social support. As in the case of other infectious diseases
and cancer, the results have varied. In a follow-up study of 330 gay
men, Burack e al. (1993) found a significant negative association
between CD4+ cell levels and depressive symptoms. This associa-
tion, however, did not affect disease progression or mortality. In a
larger study of 1809 gay men, Lyketsos et al. (1996) were unable
to find any relationship between CD4+ cells, morbidity or mor-
tality. In a different line of work, Cole et al. (1996) showed that
gay men who concealed their homosexual identity had lower CD4+
levels and faster HIV progression than those who did not conceal
their homosexual identity. These and other findings illustrate the
extent and the complexity of the relationship between psychosocial
factors, immune parameters, and HIV progression.

Psychiatric Illness

Because major psychiatric disorders such as schizophrenia and
bipolar affective disorder are thought to be brain disorders asso-
ciated with abnormal brain chemistry and/or disrupted neuronal
circuitry, and because these same neurochemicals and/or neuronal
pathways have been shown to affect immune regulation, it has been
postulated that major psychiatric disorders will also be accompa-
nied by dysregulation of immune function. In fact, a good deal
of research over the last few years has addressed the character-
ization and clinical significance of immune system abnormalities
in patients with schizophrenia, major depression, Alzheimer’s dis-
ease and other diseases. These issues are addressed in the clinical
chapters later in this book. In addition to examining the immuno-
logical characteristics of the disorder (Kronfol and House, 1989),
researchers have also investigated the relation of any demonstrated
immunopathology to the clinical manifestation of the disorder (Gan-
guli et al., 1995), as well as the possible association between neu-
rochemical/neuroendocrine characteristics of the disorder and the
demonstrated immunological anomalies (Maes et al., 1993). Fur-
thermore, in view of the frequent comorbidity between medical
and psychiatric illness, and the poor prognosis associated with such
events, researchers have studied a possible role for specific immune
measures in such interactions (Burack et al., 1993).

CONCLUSION

As this chapter demonstrates, the CNS and the immune system are
in constant dialogue. In addition to its traditional role in defending
the organism against invading micro-organisms and other insults,
the immune system can also act as a sensory organ. In that capacity,
components of the immune system collect information about the
local microenvironment and transmit it to the brain (afferent loop),
which in turn analyses the information and accordingly initiates a
series of steps to either enhance or suppress the immune response
(efferent loop). The purpose of this dialogue, therefore, is to
coordinate between the local microenvironment and the rest of the
organism for the purpose of mobilizing the necessary resources to
best deal with a stressful event such as infection, inflammation or
trauma.

As some of the reasons for this dialogue between the CNS
and the immune system are getting clearer, the language used
is also unfolding. Neurotransmitters, neuropeptides, hormones and
cytokines are all involved. It is this constant dialogue that keeps
the organism healthy by facilitating activities such as controlling
and eliminating an infection and healing a wound. However, if

for whatever reason the dialogue is compromised or interrupted,
then the risk for medical and/or psychiatric symptoms increases
significantly. Relations between the immune system and specific
psychiatric disorders are presented later in this book.
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IX

Psychophysiology

Gary G. Berntson, John T. Cacioppo and Martin Sarter

Psychophysiology is an interdisciplinary science that seeks to
elucidate the relations between the mind and the body. Historically,
psychophysiologists have been interested in the impact of psy-
chological states and processes on physiological (especially auto-
nomic) functions, and hence have often focused on psychosomatic
or psychophysiological disorders. Psychophysiology is considerably
broader than this, however, and psychophysiological perspectives
have expanded and matured considerably over the past decades.
Currently, many psychophysiologists are equally interested in the
impact of neural and physiological factors on psychological pro-
cesses. In fact, it is difficult to draw clear distinctions between psy-
chophysiology and disciplines such as psychobiology, behavioural
neuroscience, cognitive neuroscience and neuropsychology. There
are a few general perspectives, however, that characterize the con-
temporary field of psychophysiology. These include an emphasis
on reciprocal relations between psychological and physiological
domains, a focus on interactions among systems (e.g. behavioural,
endocrine, autonomic, immune) and levels of neurobehavioural
organization (e.g. reflexive, affective, cognitive), and an interest
in explicating higher-level psychological processes.

HISTORICAL TRENDS IN PSYCHOPHYSIOLOGY

Although the roots of psychophysiology may be traced back
thousands of years, its establishment as an independent, formal
discipline is generally pinpointed to the 1960s with the formation
of the Society for Psychophysiological Research in 1960 and
the publication of its official journal Psychophysiology in 1964
(Cacioppo et al., 2000b; Sternbach, 1966). Systematic research
with a predominant psychophysiological perspective, however, has
been pursued since the late nineteenth century. This includes
investigations of electrodermal responses and their sensitivity to
psychological processes (Fere, 1888; Tarchanoff, 1890), studies of
emotion and autonomic control (Cannon, 1928), and work on the
conditioning of autonomic and visceral responses (Pavlov, 1927).
From these early beginnings, the field of psychophysiology has
developed and matured considerably. Of note are several general
conceptual trends in this historical development that are relevant to
applications of psychophysiology to contemporary psychology and
psychiatry. This is an especially important consideration, as the
prevailing conceptual landscape serves to frame empirical findings
and theoretical perspectives, and thus can powerfully shape clinical
concepts, research and applications.

These closely related historical trends include (1) a general
shift in perspective from a peripheral to a central psychophysi-
ology; (2) a progressive trend from an emphasis on lower reflex
mechanisms to the influence of higher and more complex ros-
tral neural systems, together with a related shift from simplistic
regulatory models to more complex, multidetermined conceptions

of psychophysiological regulation; (3) a corresponding shift from
a predominant focus on efferent processes to the recognition of
reciprocal afferent—efferent interactions; and (4) a parallel transi-
tion from constructs of global influences on mind and body to more
specific patterns of determinants.

From Peripheral to Central Psychophysiology

Much of the early history of psychophysiology revolved around
the autonomic nervous system (ANS) and measures of visceral
function. Nineteenth-century concepts of the involuntary or vege-
tative nervous system generally focused on peripheral components;
Langley (1921) originally proposed the phrase ‘autonomic nervous
system’ to refer to the visceral nerves of the thoracic, cranial and
sacral outflows. By the beginning of the twentieth century, the
impact of this peripheral system on visceral function was recog-
nized, and opposing effects of the vagal and sympathetic branches
on heart rate had been articulated. Both Langley (1921) and Cannon
(1928) recognized central nervous system (CNS) components of the
ANS, including the sympathetic motor neurons of the thoracic and
lumbar divisions of the cord, and Cannon specifically elucidated the
impact of psychological factors such as fear and rage on autonomic
function. Even behavioural influences, however, were considered as
manifestations of relatively simple, reflex-like reactions that medi-
ate peripheral adjustments to adaptive challenge and support the
requisite energy mobilization for emergency reactions of fight or
flight (Cannon, 1939, p. 227).

The baroreceptor—heart rate reflex is a prototypic brainstem
reflex that exerts powerful control over the autonomic outflows in
the service of blood pressure regulation. As depicted in Figure IX.1,
baroreceptor reflexes are controlled by afferents from pressor recep-
tors in the heart and great arteries. An increase in blood pressure
results in enhanced baroreceptor afferent activity to the nucleus
of the tractus solitarius (NTS), which in turn issues a relatively
direct excitatory projection to the parasympathetic source nuclei
in the nucleus ambiguous and dorsal motor nucleus of the vagus.
The resulting increase in parasympathetic outflow slows the beat
of the heart and reduces cardiac output, thereby opposing the
pressor increase. This is accompanied by a reciprocal inhibition
of sympathetic motor neurons in the intermediolateral cell col-
umn of the cord. The resulting decrease in sympathetic cardiac
outflow tends to further diminish the heart rate and to reduce
ventricular contractility, which, together with reductions in adren-
ergic vasoconstrictor tone, synergistically serve to compensate for
the disturbance and to restore blood pressure. The opposite pat-
tern of autonomic control (i.e. sympathetic activation and recipro-
cal parasympathetic withdrawal) is triggered by the unloading of
arterial baroreceptors (e.g. during assumption of an upright pos-
ture), which, provides important cardiovascular support to main-
tain adequate blood pressure and circulation in the face of this
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Figure IX.1 Baroreflex circuits. Dashed box: classical brainstem systems underlying baroreceptor cardiac reflex. Baroreceptor afferents project to nucleus
tractus solitarius (NTS), which in turn leads to activation of parasympathetic motor neurons in the nucleus ambiguous (nA) and dorsal motor nucleus of
the vagus (DMX). The NTS also activates the caudal ventrolateral medulla (Cvlm), which in turn inhibits the rostral ventrolateral medulla (Rvlm), leading
to a withdrawal of excitatory drive on the sympathetic motor neurons in the intermediolateral cell column of the cord (IML). Upper section: expansion of
the baroreflex circuit to illustrate the ascending and descending pathways to and from rostral neural areas, such as the medial prefrontal cortex (mPFC),
hypothalamus and amygdala. Ascending systems include routes from the rostral ventrolateral medulla (Rvim) and the nucleus of the tractus solitarius (NTS)
to the locus coeruleus (LC) noradrenergic system, and indirectly to the basal forebrain (BF) cortical cholinergic system. Adapted from Cacioppo, J.T.,
Tassinary, L.G. and Berntson, G.G., Handbook of Psychophysiology, 2000, p. 466, with permission from Cambridge University Press. ACh, acetylcholine;
CAs, catecholamines; NE, noradrenaline; PGi, paragigantocellular nucleus (See Colour Plate IX.1)

orthostatic challenge. Although mediated by the CNS, baroreceptor
reflexes are rather rigid in organization and expression, being reg-
ulated by specific baroreceptor afferent activity, and characterized
by a reciprocal excitatory/inhibitory control of the two autonomic
branches.

The early focus on peripheral components and lower reflexes
was natural given the existing state of knowledge, the relative
accessibility of the peripheral autonomic nerves and visceral organs,
and the limited methods for central physiological measurement and
analysis. Consequently, the empirical database was most conducive
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to the development of a peripherally focused psychophysiology,
and this focus impacted both research and theory.

An example of this focus comes from the early work of Eppinger
and Hess (1915) on individual differences in autonomic reactivity,
which were considered to reflect distinct constitutional dispositions.
Some individuals were reported to show relatively greater parasym-
pathetic reactivity to pharmacological or physiological challenges
(vagotonia), whereas others displayed greater sympathetic reactiv-
ity to the same challenges (sympaticotonia). Based on these and
other findings, Eppinger and Hess formulated an early individual
differences model of psychosomatic disorders, in which these basic
constitutional factors were seen to differentially dispose the individ-
ual toward particular types of pathology (e.g. asthma in vagotonics,
Reynaud’s disease in sympathicotonics). This work spearheaded
an extensive literature on individual differences and the situational
and constitutional determinants of autonomic responses. The sub-
sequent work of Wenger (1941) confirmed individual differences in
autonomic dispositions, but suggested that autonomic balance was
distributed normally rather than categorically across individuals (i.e.
vagotonics and sympathicotonics). Additional research suggested a
further differentiation of complex but stable patterns of reactivity
across multiple measures that cannot be characterized along a single
sympathetic—parasympathetic dimension (Lacey and Lacey, 1958).
Other early work suggested that the pattern of autonomic response
was influenced by the specific evocative stimulus or psychological
state (e.g. fear v. anger, Ax, 1953; anxiety v. resentment, Wolf and
Wolff, 1947).

Research on these issues continues, and it is now clear that pat-
terns of autonomic response are determined by multiple factors,
including individual differences in response disposition (individ-
ual response stereotypy) as well as stimulus or situational vari-
ables (stimulus-response specificity). Of particular importance is
the contribution of psychological states, and interactions with
response dispositions and situational factors, in the determina-
tion of psychophysiological relations. This is an important area,
because experimental interest often concerns the central psychologi-
cal state whereas classical measures have been primarily peripheral.
Because the complexity of psychophysiological mappings is likely
to increase with the number of intervening mediational steps or
processes (Cacioppo et al., 2000a), there has been increasing recog-
nition of the need for more proximal (central) as well as distal
(peripheral) measures.

The importance of this is apparent, even at the most periph-
eral levels. Heart rate is a common psychophysiological measure
with documented relations to psychological states and processes,
and heart rate measures have been reported to predict atheroscle-
rosis (Manuck et al., 1997), survival after myocardial infarction
(La Rovere, 2001), and immune responses (Cacioppo et al., 1995;
Cohen, 2000). The heart, however, is innervated dually by both
branches of the ANS, and an increase in heart rate, for example,
could arise from sympathetic activation, vagal withdrawal, or both.
This is significant, because the central processes underlying these
patterns of autonomic response may be fundamentally different
and may have distinct psychophysiological implications. Thus, it
appears to be the sympathetic component of heart rate response,
and not the heart rate response per se, that is most predictive of
the neuroendocrinological and immunological response to stress
(Cacioppo et al., 1995). Moreover, it is the relative sympathetic
and parasympathetic control of the heart that is most predictive
of recovery after myocardial infarction (Altschuld and Billman,
2000). These and other findings reveal that the understanding of
peripheral psychophysiology can be informed by knowledge of the
more central origins of these relations. This has led to the devel-
opment and deployment of more specific measures of activities of
the autonomic branches, including selective pharmacological block-
ades and non-invasive measures, such as pre-ejection period (PEP),
which provides an index of sympathetic control, and respiratory

sinus arrhythmia (RSA), which reflects parasympathetic control
(see Berntson et al., 1994a; Cacioppo et al., 1994). Further elu-
cidation of psychophysiological relations is emerging from more
direct measures of higher neural activity, including electrophys-
iological recording and brain imaging methods, as well as from
the consequences of natural (neuropsychological) or experimental
manipulations (e.g. direct or magnetic stimulation, pharmacological
manipulations, selective inactivations, etc.). We consider next the
historical shift from a focus on lower to higher neural systems.

From Lower to Higher Levels, and from Simple to Complex
Neural Regulation

In his treatise on Evolution and dissolution of the nervous sys-
tem, John Hughlings Jackson in 1878 recognized that functions are
represented at multiple levels of the neuraxis, as they become re-
represented and elaborated by higher-level systems in the progress
of neural evolution. Reactions to aversive stimuli, for example, can
be seen in pain-withdrawal reflexes organized at the level of the
spinal cord. Elaborated systems of the brainstem, however, can gen-
erate more complex and organized patterns of escape and aggressive
reactions as evidenced by decerebrate organisms (Berntson et al.,
1993a). Higher limbic structures, such as the amygdala, have been
shown to be important in affective processes and conditioned fear
reactions, whereas cortical systems appear to be particularly impor-
tant for contextually based fear and anxiety and for cognitively
and strategically based reactions (Berntson et al., 1998; LeDoux,
2000; Lang et al., 2000). The multiple levels of organization and
processing in neurobehavioural systems have substantive impli-
cations for psychophysiology. A comprehensive conceptualization
of psychobiological and psychophysiological relations will require
attention to the multiple levels of processing, as distinct levels may
be differentially sensitive to specific aspects of the stimulus and
associative context, and may vary in their response repertoires and
access to output mechanisms. Of special relevance are interactions
among levels of processing, and the conditions that foster expres-
sion of one of more processing levels. In view of these consider-
ations, an understanding of a given functional level of processing
may require an appreciation of the broader range of neuraxial lev-
els of function, as well as a multilevel analysis of events in the
psychological, neural, cellular and molecular domains.

The historical shift in focus across levels of neural organization
represents an extension of the trend from a peripheral to a
central emphasis in psychophysiology. At progressively higher
levels of organization, one sees an expansion in the range and
relational complexity of stimulus processing, and an increase
in t