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Preface

Information and Communication Technologies are widely used in business,
industry, and public sector. They support core business, enable control of equip-
ment, provide information or knowledge for decision makers, and they allow the
creation/design of new software and hardware solutions. Ubiquitous Internet has
forced the development of new services and it is still an inspiration to propose new
tools, approaches, and paradigms.

The development of the information society (the knowledge era) is directly
related to the growing importance of information. Large datasets processing give a
possibility of obtaining relevant information and knowledge can be acquired from
data. Thus, data processing, analyses, visualization are very important, practically
essential for organizations, therefore decision makers.

Researchers’ and business sector’s interest in solutions for advanced processing
and acquisition of information to be able to process knowledge. To this aim
intelligent systems and software/hardware solutions are to be employed. High
potential for Business ICT have, in particular, Business Intelligence, reasoning
systems, knowledge management, advanced signal/data processing, text mining
techniques (including processing data available on the web sites/services and
content processing), and big data—including new analyzing and visualization
algorithms.

This contributed volume is a result of many valuable discussions held at
ABICT’13 (4th International Workshop on Advances in Business ICT) in Krakow,
September 811, 2013.

The workshop focused on Advances in Business ICT approached from a
multidisciplinary perspective. It provided an international forum for scientists/
experts from academia and industry to discuss and exchange current results,
applications, new ideas of ongoing research, and experience on all aspects of
Business Intelligence and big data. ABICT has also been an opportunity to dem-
onstrate different ideas and tools for developing and supporting organizational
creativity, as well as advances in decision support systems.

This book is an interesting resource for researchers, analysts, and IT profes-
sionals including software designers. The book comprises 11 chapters. Authors
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present research results on business analytics in organization, business processes
modeling, problems with processing big data, nonlinear time structures, and non-
linear time ontology application, simulation profiling, signal processing (including
change detection problems), text processing and risk analysis.

Maria Mach-Krol
Celina M. Olszak
Tomasz Pelech-Pilichowski
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A Multi-level Hierarchical Approach
for Configuring Business Processes

Mateusz Baran, Krzysztof Kluza, Grzegorz J. Nalepa and Antoni Ligeza

Abstract Business Process configuration constitutes a powerful tool for expressing
similarities between different Business Process models. Such models in the case
of real life systems are often very complex. Configuration gives the opportunity to
keep different models in a single configurable model. Another approach to manage
model complexity is hierarchization, which allows for encapsulating process details
into sub-levels, helps to avoid inconsistencies and fosters reuse of similar parts of
models. In this paper, we present an approach for configuring Business Processes that
is based on hierarchization. Our approach takes advantage of the arbitrary n-to-m
relationships between tasks in the merged processes. It preserves similar abstraction
level of subprocesses in a hierarchy and allows a user to grasp the high-level flow
of the merged processes. We also describe how to extend the approach to support
multi-level hierarchization.

1 Introduction

Business Processes (BP) define the way a company works by describing control flow
between tasks. Design and development of such processes, especially more and more
complex ones, require advanced methods and tools.
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Fig. 1 BPMN core objects

Business Process Model and Notation (BPMN) [1] provides a visual language
for modeling Business Processes. It consists of graphical elements denoting such
constructs as activities, splits and joins, events etc. (see Fig. 1), which can be con-
nected using control flow. Thus, a BPMN model provides a visual description of
process logic [2]. Such a model is easier to understand than textual description and
helps to manage software complexity [3].

Although the BPMN notation is very rich when considering the number of ele-
ments and possible constructs, apart from the notation rules, some style directions
for modelers are often used [4]. To deal with the actual BP complexity, analysts use
various modularization techniques. Mostly, they benefit from their experience and
modularize processes manually during the design because these techniques are not
standardized. Modularization issue is important in the case of understandability of
models [5]. Thus, guidelines for analysts, such as [6], emphasize the role of using
a limited number of elements and decomposing a process model.

In the case of large collection of processes [7], the models in the collection can
be similar [8], but this similarity is lost when the models are kept separately.

Although modelers can take advantage of modularization techniques and
design process models using some similar structures (especially using the same
subprocesses), mostly process models are modeled by different analysts, and thus
modularized in different ways on distinct granularity level [5].

Automatic hierarchization and configuration can help in preventing these prob-
lems. Hierarchization supports modeling at different abstraction levels and, properly
developed, can ensure the same way of modularization for all the processes. Con-
figuration, in turn, gives the opportunity of unification of processes and enables to
keep different models in one configurable model.

This paper is an extended version of the paper [9] presented at the 4th International
Workshop on Advances in Business ICT (ABICT 2013) workshop! held in conjunc-
tion with the FedCSIS 2013 conference in Krakow. The paper gives an overview of
configuration methods describing various aspects of configuring and adapting BP
models. As the original contribution, we proposed an extension of the hierarchical

I See: http://fedcsis.org/2013/abict.html.
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approach for configuring business processes in order to support multi-level hierarchi-
cal configuration. Moreover, we compared our method to the existing configuration
and adaptation methods used in BP modeling.

The rest of this paper is organized as follows: Sect.2 presents motivation for
our research. Sections3 and 4 describe related works in the hierarchization and
configuration areas. In Sect.5, we present our configuration BP approach which
takes advantage of hierarchization. We evaluated the proposed approach based on
the issue tracker case study. The paper is summarized in Sect. 6.

2 Motivation

There are several challenges in Business Process modeling, such as:

e the granularity modularization challenge—how to model different processes sim-
ilarly, especially in respect of abstraction layers [10].

e the similarity capturing challenge—it is not easy to grasp similarities in the col-
lection of only partially similar models [11], especially if they are modularized
differently.

e the collection storing challenge—how to store a large collection of models in some
optimized way [12].

In our research, we address the first challenge by using automatic hierarchization
that allows us to preserve similar abstraction level of subprocesses in a hierarchy.
To deal with the two other challenges, we propose a new BP configuration tech-
nique, that allows us to express similarities between different BP models in a simple,
but comprehensive way. It is worth noting that our configuration is based on the
hierarchical model prepared previously.

The aim of this paper is to present and evaluate our approach for configuring Busi-
ness Processes based on hierarchization. We present the automatic hierarchization
algorithm that takes advantage of task taxonomy and the algorithm for configura-
tion. In order to compare our solution with other ones, an overview of configuration
methods describing various aspects of configuration and adaptation in BP models
is given. Moreover, we present how to extend our approach to support multi-level
hierarchization.

The proposed approach has several advantages. Thanks to the use of hierarchiza-
tion, the obtained model structure incorporates similar activities, and the config-
uration step can be simplified. Thus, the configurable process diagram is easy to
comprehend. Contrary to the existing configuration methods, in our approach we
can bind not only one task with another, but also groups of tasks which were
considered in hierarchization step. Such a configuration technique addresses the
challenges mentioned above by managing both process model complexity and
diversity.
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3 Hierarchization Issues in Business Process Models

La Rosa et al. [13] distinguished 3 abstract syntax modifications that are related to
modularization for managing process model complexity. These are:

1. vertical modularization—a pattern for decomposing a model into vertical mod-
ules, i.e. subprocesses, according to a hierarchical structure

2. horizontal modularization—a pattern for partitioning a model into peer modules,
i.e. breaking down a model into smaller and more easily manageable parts, espe-
cially assigned to different users in order to facilitate collaboration.

3. orthogonal modularization—a pattern for decomposing a model along the cross-
cutting concerns of the modeling domain, such as security or privacy, which are
scattered across several model elements or modules.

Our approach is consistent with the vertical and horizontal patterns. Although we
decompose a model into subprocesses, in fact we use some additional information
to decompose it, such as task assignment or task categories, which is an example of
the second pattern instance. The last one, orthogonal pattern, requires to extend the
notation, as in [14]; thus, it is not our case.

It is important to notice that such decomposition has several advantages, i.e.:

e itincreases their understandability of models by “hiding” process details into sub-
levels [5],

e it decreases redundancy, helps avoid inconsistencies and fosters reuse by referring
to a subprocess from several places [11, 15-17],

e it decreases the error possibility [18],

e it increases maintainability of such processes [6].

4 Business Process Configuration

Business Process configuration is a tool for expressing similarities between differ-
ent Business Process models. There are mechanisms for managing and comparing
processes in large repositories [19, 20], refactoring of such repositories [12] as well
as automatic extraction methods for cloned fragments in such process model repos-
itories [12, 16] in order to capture them as globally available subprocesses.

A comprehensive overview of a process of process model configuration can
be observed in Fig.2. Although it is based on Synergia [21], an open-source
toolset providing end-to-end support for process model configuration, it can be also
interpreted as a general workflow of process model configuration. In this approach,
first domain experts create questionnaire models and modelers create process
models. Based on domain configuration, the configurable process model is generated.
Finally, the model can be individualized.

There are a few methods of extraction of configurable processes focusing on
different goals. Analyzing such configurable Business Processes reveals high-level
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Fig. 2 Configuration process (based on the Synergia toolset [21])

workflow that might not be apparent in particular models. In some cases, the structure
of the processes can be partially lost. In our approach, we deal with the case: models
merged into a configurable model [23]. Such models allow the analyst to notice
a number of processes as special cases of one configurable model. This solution
preserves all the details of the original models and at the same time emphasizes
similarities between them.

A simple example of merging four models into a configurable model is presented
in Fig.3. Based on the four similar processes, composed of the particular BPMN
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Fig. 3 An example of Business Process configuration [22]
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elements that are either present in a model or not, a configurable process model is
created. It generalizes all the four model parts into one configurable model. In order
to obtain an individualized model from such a configurable model, its interpretation
is as follows. The numbers in square brackets indicate in which process model a given
element appears. If an element appears in all of the original models, it does not have
to be marked with the numbers in square brackets. The numbers of models in Fig. 3
are presented in element labels, however for diagram readability they can be hidden
in the documentation attributes of the BPMN elements. Thus, to obtain the particular
individualized model, a user has to select the model number and all the elements
with this number or without any number belongs to such an individualized model.
If a particular element does not appear in the model, the control flow goes on to the
next element.

Although in comparison to [24], it is a simplified approach, for some cases it is
sufficiently expressive to use, e.g. such an approach has been successfully applied
in [22] for recommending process model elements during modeling.

The area of configurable Business Processes is an active research field. In [25],
Rosemann et al. describe an approach focused on hand-made diagrams for the pur-
pose of reference modeling. Configurable process models constitute a good alterna-
tive to current reference model bases such as SAP. Instead of presenting the analyst
a few exemplary models, a more general, configurable solution can be delivered. It
makes producing final models faster and less error-prone [24]. Variant-rich process
models were explored in PESOA project [26, 27] and by Tealeb et al. [28]. They
enable process designer to specify a few variants of a task.

Our hierarchical approach for configuring Business Processes [9] is a specialized
version of solution proposed by La Rosa in [29]. The hierarchization algorithm
produces models with very specific structure and this fact is exploited in our approach.
Our case differs from the existing approaches, because we do not take advantage of
any directly visible similarity, but on previously defined taxonomy of states or roles
in the processes etc. Moreover, the proposed hierarchization algorithm forces the
generation of similar models as a result.

Dohring et al. [30] analyzed various methods of business process configuration by
comparing it with the more general technique of process adaptation. In Table 1, the
set of configuration and adaptation methods are compared according the following
features [30]:

e Control flow construction—A (adaptation) or C (configuration). In the case of
configuration, a configurable model is a superset of all models and a variant is
obtained by removing elements not belonging to the case; in the case of adaptation
the model is obtained by minimizing the number of operations (such as adding,
removing or modifying the model) needed to produce the individual variants.

e Modularization support—modularization (or hierarchization) of the process model
can occur at many levels. S—(single-element-based) indicates that the approach
allows to define variability at a single element level; F—(fragment-based) indicates
applying variability mechanism to multiple elements at once.
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Table 1 Comparison of business process adaptation and configuration methods (based on [30])

Approach Control flow | Modularization | Runtime Data flow | Resource
construction | support variant variability | perspective
construction variability
ABIS [31] A F — — —
AgentWork [32] A F + + -
AO4BPMN [33] A F - - -
C-EPC [24, 25] C S - + +
C-MPSG [34] C F — — —
C-YAWL [35] C S - — —
Designby selection [36] | A S — + —
Multi-perspective C S - + +
variants [37, 38]
PESOA [27] A S + + -
PROVOP [39] A F + — —
VBPMN [40] A F + + -
Our approach [9] C S - — —

e Runtime variant construction—refers to the ability of changing the process during
its execution in accordance with the general model.

e Data flow and resource perspective variability—a configurable process model
can contain not only the control flow elements that are taken into account during
configuration, but also data flow elements or resources.

5 Hierarchization-Based BP Configuration Approach

In this section we describe an approach for configuring Business Processes that
relies on hierarchization for more expressive power and simplicity. The approach
takes advantage of arbitrary n-to-m relationships between tasks in merged processes.
These relationships are defined using taxonomy of tasks what makes the approach
more flexible.

As a result of hierarchization, we obtain a simple model of a very specific type.
Such models do not require general configuration algorithms that often produce
complex and hard to analyze diagrams. A simple configuration algorithm that uses
the hierarchical models is sufficient and is described in Sect.5.2.

The general process of our approach is presented in Fig. 4.
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Introduction of high-level .
anded subprocessees Gate simplification Removal of recurring flows Configuration

exp

Fig. 4 General process of our configuration approach

5.1 Automatic Hierarchization Algorithm

Goal: To generate a hierarchical BP model based on the previously defined arbitrary
n-to-m relationships between tasks.

Input:

e a BPMN model,
e a set of high-level BPMN tasks and an assignment of BPMN model’s tasks to the
high-level tasks (this can be achieved using a taxonomy).

Output: Two-level hierarchical diagram. The lower level contains one diagram for
each high-level task. Higher level diagram contains high level tasks (with lower-level
diagram as subprocesses). This is done in such way to maximize simplicity and pre-
serve semantics of original model.

Algorithm steps:

1. Introduction of high-level expanded subprocesses
In the first step, expanded subprocesses are introduced. Tasks are assigned to them
according to given specification. Gateways are placed outside of all subprocesses
unless all their incoming and outgoing flows lead to tasks of the same process.
Intra-subprocess flows are kept. Inter-subprocess flows are replaced by:

a. flow from source element to end event (in subprocess),

b. OR-gateway right after subprocess (one per subprocess),

c. flow from introduced gateway to target of initial flow with condition ‘sub-
process ended in event introduced in 1a’.

This step is depicted in Fig.5. After this step is performed, assumption 1 of
configuration algorithm (Sect. 5.2) is fulfilled.
2. Gateway simplification

The previous step introduced new gateways. The original diagram may contain
unnecessary gateways too. Creating configurable diagram in proposed approach
requires a very specific structure of high-level model. It can be achieved through
gateway simplification.

The process of gateway simplification is depicted in Fig. 6. In a simplified model
one gateway G is placed after every subprocess S(G) (unless it has only one out-
going flow which does not end in a gateway). Gateway G has outgoing flows to all
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Fig. 6 Second step of hierarchization algorithm (gateway simplification)

subprocesses and end events reachable in original model from S(G). Conditions
labeling these flows are determined as follows.

Let flown(G,T) and flowo (G, T) be the flows in the new and old graphs
respectively from gateway G totargetitem 7. Let Cy (G, T) and Co (G, T) be the
conditions on flow flowy (G, T) and flowo (G, T) respectively. Let P(G, T)
be the set of all paths in old graph (all gateways appear at most once) from G
to P. Let L(G) be the set of loops in gateway graph reachable from gateway G.
Then the following hold:

all((G1, Gy, ..., Gy), T) holds iff Co(Gg, T) and
foralli € {1,2,...,k — 1} such that Co(G;, G;+1)
Cn (G, T) holds iff exists p € P(G, T) such that all(p, T)

Presented procedure works as long as graph of gateways is acyclic. Cycles need
additional compensation for the fact that infinite looping is possible. We propose
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a solution where a new task “loop infinitely” is added and connected by flow from
all gateways that allow looping. Condition on the new flow may be defined by
analogy to the previous case:

all((G1, Ga, ..., Gy)) holds iff Cp (G, G1) and
foralli € {1,2,...,k — 1} such that Co(G;, Gi+1)
Cn (G, T) holds iff exists p € L(G) such that all(p)

Figure 6 shows a graph of gateways before and after simplification. Simplification
assures that requirements 2 and 3 from Sect. 5.2 are fulfilled.

. Removal of recurring flows

Last step of hierarchization is elimination of recurring flows. By this a flow from
a gateway to activity preceding this gateway is meant (see Fig.7).

Before each end event in the subprocess that can result in recurring flow a new

XOR gateway is placed. It has two output flows: one to end event and one to task or
gateway arecurring flow would lead to (see Fig. 7). The condition on the latter flow is
created according to condition on original recurring flow. This step of hierarchization
algorithm makes requirement 4 of configuration process fulfilled.

5.2 Process Configuration

Goal: To generate a configurable BP model based on the similar BP models.
Input: Similar BP models.
Output: A configurable BP model.

Fig. 7 The idea of third step
of hierarchization

(o6
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Fig. 8 Possible flows to and
from a gateway

Algorithm:

Let us be given N BPMN models such that:

—_

. all of them share the same set of tasks,

2. flows outgoing from tasks or start event end in a different task, end event or an
(XOR or OR) gateway (Fig. 8),

3. flows outgoing from gateways always end in tasks or an end event,

4. no flow outgoing from a gateway leads to a task that has a flow to this gateway.

Then the configurable model that entails all the given models can be defined as
follows:

1. configurable diagram has one start event, all the specified tasks and all the end
events from N given models,
2. for all tasks and start event (let i be the current item):

a. If all diagrams have flow outgoing from i that ends in (the same) task or the
only end event then the same flow exists in merged diagram.

b. If in at least one model the flow f ends in a gateway, the merged model has
a configurable gateway after i. It is a configurable type gateway if there are
diagrams with two different types of gateways (or one without gateway).

c. If and only if any input diagram gateway after i has a flow to an item, the
configurable gateway has a flow to this item too. The flows are labeled with
model number and condition from that model.

5.3 Approach Evaluation

To present our hierarchization and configuration approach, we chose 3 different
BPMN models of bug tracking systems: Django,> JIRA? and the model of the issue
tracking approach in VersionOne.*

2 See: https://code.djangoproject.com/.
3 See: http://www.atlassian.com/software/jira/.
4 See: http://www.versionone.com/.
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Make progress

. Open issue

Fig. 9 High-level diagram of Django issue tracking

A bug tracking system is a software application which helps in tracking and
documenting the reported software bugs (or other software issues in a more general
case). Such systems are often integrated with other software project management
applications, such as in VersionOne, because they are valuable for the company.
Thus, apart from popularity, we selected such a case study because these kinds of
processes have similar users assigned to similar kinds of tasks, the processes of
different bug trackers present the existing variability, and such an example can be
easily used to present our algorithm in a comprehensive way.

We tested our approach on the three issue tracking systems. The result of hierar-
chization of Django issue tracking process can be seen in Fig. 9. The obtained model
is simple and comprehensible. Figure 10 compares initial and hierarchical versions
of Django system. The three hierarchized models, simplified by the algorithm, can
be simultaneously compared on high level and on the subprocess level. The final
high level configurable model is presented in Fig. 11.

One of the drawbacks of our approach is that conditions on control flows outgoing
from gateways may become complex after hierarchization. However, it is not an
obstacle in understanding of high level flow in the process, which is the goal of the
approach.

5.4 Multi-level Hierarchical Configuration

The described two-level configuration algorithm can be easily extended to allow more
levels. The main change is the necessary extension of the first step of the algorithm.
Next steps are then applied recursively to all levels of the diagram.

Firstly, a more general, tree-like, hierarchy of processes is needed. For each
process we need to know its “super-process’—the process for which it is a sub-
process, or that it is a top-level process. The hierarchy can be arbitrarily deep.
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Fig. 10 Comparison of initial diagram and its hierarchical version



14 M. Baran et al.

Make progress Close issue.

DV g

O—>| Open issue (@) SN

Test solution X

= |

Fig. 11 Result of the proposed algorithm (after configuration)

For example, let us divide process “Open issue” into two processes: “Open issue
for the first time” and “Reopen issue”. In case of diagram in the Fig. 10 we would
have the following hierarchy:

Open issue
- Open issue for the first time
- Create issue
- Review
- Reopen issue
- Postpone
- Make progress
- Make design decision
- Accept
- Create patch
- Accpet [ACCEPTED]
Test solution

- Review patch (Any Contributor)
- Review patch (Core Developer)
- Close issue
- Close with any flag [CLOSED]
- Merge and resolve as fixed [FIXED]
- Resolve as wontfix [WONTFIX]

The hierarchy presented above would result in “Open issue” subprocess to look
like presented in Fig. 12.

There are two possible approaches to recursive application of the algorithm: top-
down and bottom-up. In the first one the top-level process models are introduced first.
This was the approach used in the example: the lower-level hierarchy was introduced
later.
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Fig. 12 Multilevel configuration version of Open issue subprocess

In the bottom-up approach the “Open issue for the first time” and “Reopen issue”
subprocesses would be introduced first. For gateway simplification and removal of
recurring flows elements introduces by introduction of high-level expanded sub-
processes and other items are treated equally.

6 Conclusion and Future Work

In this paper, we present automatic hierarchization algorithm that takes advantage of
task taxonomy and allows us to preserve similar abstraction level of subprocesses in
a hierarchy. The paper describes a Business Process configuration technique that is
based on the hierarchization result. This approach allows for expressing similarities
between different BP models in a simple but comprehensive way. Thanks to this, a
user can grasp the high-level flow of the merged processes. In comparison to other
approaches, our hierarchization algorithm supports arbitrary n-to-m relationships
between tasks in the merged processes. Moreover, we present how to extend our
approach to support multi-level hierarchization.

To get a proof of concept of our approach, we narrowed our attention to the subset
of BPMN, similarly expressive to EPC. Thanks to the use of the taxonomy shared
by the three models and the hierarchization algorithm, the configuration approach is
straightforward.

Our research addresses three challenges in Business Process modeling, which we
distinguished in Sect.2. These are granularity modularization, similarity capturing
and collection storing challenges.

In future work, we consider to extend the approach in several ways, e.g. to integrate
it with Business Rules [41], especially expressed in the X TT2 representation [42, 43],
in order to use control flow as inference flow [44]. Moreover, automatic generation of



16

M. Baran et al.

taxonomy using some process metrics [8, 45] is also considered, as well as automatic
assignment of tasks to subprocesses based on Natural Language Processing.

Acknowledgments The authors wish to thank the organizers of the ABICT 2013 workshop on the
FedCSIS 2013 conference for providing an ample environment for presenting and discussing our
research.
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Profiling Simulation Performance: The Example
of the German Toll System

Tommy Baumann, Bernd Pfitzinger and Thomas Jestidt

Abstract The execution performance of simulation model is an issue for large
models, models used to give predictions in real-time and when the configuration
space needs to be explored. These use cases apply to an existing large-scale simu-
lation model of the German toll system which we use to identify typical workloads
by profiling the run-time behavior. Performance hot spots are identified in the model
and the execution environment and are related to the real-world application. In a
benchmark approach we compare the observed performance to different simulation
frameworks.

1 Introduction

Software evolution is a fact of life: The complexity, interconnectedness and hetero-
geneity of systems increases continually. Modeling and simulation techniques are one
way to address the challenge of engineering, integrating and operating such systems.
Especially in the design and specification stage executable models deliver tremen-
dous value by lowering system design uncertainty and increasing specification speed
and quality [1]. Hence, current system design approaches like Simulation Driven
Design [2] are characterized by applying executable models to a large extend. In this
context the performance in defining and executing models becomes vital due to the
increased complexity of systems and processes as well as the customer requirement
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to create holistic, integrated, high accuracy models up to real world scale. Several
use cases of simulations are only possible once the simulation performance is ‘good
enough’: simulating the long-term dynamic behavior, iterative optimization loops,
automatic test batteries, real-time models (higher reactivity to market demands and
changes), and automated specification and modeling processes (including model
transformation/generation) [3].

In this article we analyze the simulation performance of a large-scale Discrete
Event Simulation (DES) [4] model of the German toll system implemented in MSAr-
chitect [5]. The overall simulation performance emerges as the combination of the
simulation framework (kernel) and the application domain simulation model. The
outline of the article is as follows: Sect.2 gives an overview of the automatic Ger-
man toll system, the corresponding simulation model and typical simulation results.
Section 3 introduces the simulation framework architecture and performance mea-
surement techniques. Section4 analyzes and evaluates the simulation performance
of several DES kernels using small test models. Section 5 analyzes the performance
within the application domain. Section 6 summarizes the results and describes future
improvements and applications of our simulation model.

2 Executable Model of the German Toll System

For the application domain we use an existing simulation model of the German toll
system [3, 6-8], a large-scale autonomous toll system [9] operated by Toll Collect
GmbH. The tolls for heavy-goods vehicles (HGVs) driving on federal motorways—
a total of 4.36 bn€ in 2012 [10]—is collected by the toll system, more than 90 %
fully automatic using the more than 765,000 on-board units (OBUs) deployed in the
HGVs.

In the Toll Collect example simulations are an additional method to ensure the
service quality [11]. From a business perspective the simulation model is used to pre-
dict the dynamic system behavior for standard operational procedures (e.g. planned
changes and updates), to determine the appropriate system sizing and to explore the
system behavior close to the specification limits. Within the software development
process the simulation model is used in the early design stages to implement pro-
totypes in the context of the overall system allowing to gauge the dynamic system
behavior already at the start of the software development cycle. The simulation model
includes all subsystems necessary for the automatic tolling processes (Fig. 1) and
for delivering updates to the OBU software, geo and tariff data as well as a model of
the user interaction:

Fig. 1 High-Level _

simulation model of the Toll Hav [ MDOthIe 1 Central
Collect system (upper half’) (OBU) ata System
and the model for the user —>| Network |—>
interaction (driving patterns) . ____
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Table 1 Compafin% . Correlation

fleet-wide updates (simulation

results vs. data from April Software 0.99963

2012 to January 2013, [13]) Geo data 0.99572
Tariff data 0.99475

The vehicle fleet at a scale of 1:1 consisting of 765,000 instances of the OBU class
responsible for tolling (collecting and forwarding to the central system) and for
initiating the download of updates.

e The central systems necessary to receive the toll data and to serve download
requests. A typical DMZ is used for authentication and accounting and the model
includes a number of different resource constraints observed in the real-world
system.

e The German mobile data networks provide the IP-based communication (via
GPRS) between the OBUs and the central systems.

e The user interaction is modeled as statistically generated driving patterns (e.g.

the points in time of HGV power cycles, toll events and mobile data network

availability).

From the process perspective the simulation model covers business and sys-
tem processes differing at least 7 orders of magnitude in time: All major technical
processes with durations of 1 s and longer are included in the model aiming to predict
the dynamic system behavior of fleet-wide updates In fact, the model includes some
processes with higher temporal resolution (down to 50 ms for the connection han-
dling in the DMZ) and is used to simulate all updates occurring over a whole year.
Using the Pearson correlation as metric to compare the simulation results with the
observed update rates between April 2012 and January 2013 we find the correlation
to be above (better than) 0,994 (see Table 1). The current investigation is to validate
the simulation model using additional metrics and a time-scale of 1h [13] (instead
of one day).

However, a further improvement of the simulation results requires the use of an
optimization algorithm to search the parameter space (an example is given in Fig. 2).
A technical challenge even when using a scaled-down simulation model (1:1000):
Even on the application level the user interaction (scenario generator) creates a large
number of events to be processed by the simulation logic. On average each OBU will
be powered-on for 16 % of the time and process tolls for 32,000 km annually ([14],
one toll event per 4.2 km on average [15]) spread across some 1,300 power cycles
(including three times as many periods of mobile data network). Of course, many
more events are created from within the application logic.



22 T. Baumann et al.

fleet size

700y software downloads

600 1

500 1

400 1

300 7 former driving patterns

200 1

w0t T
optimized driving patterns
time [d]

0 7 14 21 28 35
Fig. 2 Simulated software update before and after optimization [12]. The optimization algorithm
is expected to improve the manually adjusted parametrization used previously (Table 1)

3 Simulator Architecture and Performance Measurement

This section describes the architecture of the simulator and different possibilities
to measure and evaluate simulation performance. The simulation model of the
German toll system is implemented using the general purpose system design toolkit
MS Architect. The toolkit supports high performance DES and parallel DES (PDES),
automated model reduction [16], hierarchical simulation models with the concept of
executable simulation missions, performance probe and visualization capabilities
and the generation and transformation of models during run-time.

MSArchitect distinguishes between atomic models and composite models (as
most actor-oriented DES/PDES tools) to capture the behavior and structure of sys-
tems and processes. The composite models provide the structural composition of
models whereas the atomics interact with the simulation kernel and are typically
compiled into binary code. Combining both modeling types results in a hierarchical
model tree with atomic models as leafs and composite models as nodes, as shown in
Fig.3.

The definition of atomic models and composite models depend on the application
programming interface (API) to the simulation kernel. The following enumeration
explains the most important components of the kernel interface [17]:

e A port represents a communication interface from or to another model entity by a
logical communication channel (connection). Ports are characterized by data-type,
direction, priority, and delay.



Profiling Simulation Performance: The Example of the German Toll System 23

Fig. 3 Model hierarchy:
Composite models and

Atomics Composite

fer e oo 3 o )

Composite State Machine Atomic

e A state represents a data entity (memory) containing part of the model state during
simulation. Depending on the visibility a state can be either only accessed locally
or shared with other simulation entities.

e A parameter holds a data value, which is defined at modeling time and remains
constant during simulation. A parameter is defined by data-type and value can be
calculated from other parameters.

e A method encapsulates a user-defined functionality, which processes data or affect
states. Methods are defined by signature and visibility.

Based on the kernel interface definition and the possibilities of the model
description four technical representation layers can be differentiated in MSArchitect
(Table 2, in principle applicable to all DES tools) with different factors impacting
the performance on each layer. The DES Composition Layer describes the inter-
connection of models within a composite model and allows analyzing structural
dependencies and properties [17]. On this layer, much of the performance depends
on the application level behavior and its implementation as abstract simulation model.
Starting with the DES Atomic Interface Layer the performance becomes independent
of the application domain and is determined by the simulation toolset ([18], which
describes the interface of atomic models as well as restrictions on features available

Table 2 Technical representation layers used in MSArchitect

Technical layer Vocabulary

DES composition layer Interconnection of ports, states and, parameters

DES atomic interface Ports, states, parameters, lifecycle methods, inheritance,
layer model/data types

Code layer C++ types, variables, instructions, method calls, Control/data-

flow, inheritance

Machine layer Object code, register, memory, instructions (arithmetic, Jump,
call)




24 T. Baumann et al.

for the functional description). The Code Layer contains the functional implemen-
tation of all atomics in the form of lifecycle methods and custom code sections. The
performance is determined by the kernel event scheduling and the code generated
by the compiler. The Machine Layer contains preprocessed and compiled code for
model execution and references to external runtime libraries to be executed on a
given CPU architecture.

The layers define the information available for profiling the run-time behavior,
collected either by the simulation kernel, simulation logs or (external) performance
profiling tools. This analysis aims first to assess the performance of simulation tools
(i.e. DES Atomic Interface Layer and below). In a further analysis we take one
application level example to benchmark a real-world simulation.

A kernel benchmark consists of several small test cases, which stress different
aspects of a technical process. Thus they are useful to analyze low-level kernel mecha-
nisms. The results are typically weighted according to their importance for a certain
application domain. In Sect.4 we evaluate the performance of several simulation
frameworks by kernel benchmarking. Application benchmarks are characterized by
use of real examples from the application domain. The selected applications should
exhibit different characteristics and represent typical challenging workloads. In our
case we rely on one application (the model of the German tolling system) and provide
an in-depth performance analysis in Sect. 5.

4 Benchmark of Simulation Kernel Performance

In this section we perform a kernel benchmark based on test models. The models
have been kept simple in order to assure universality regarding different kernels/tools
and to avoid possible side effects. With regards to the technical representation layers
in Table 2 the test models are defined on the DES Composition Layer and the DES
Atomic Interface Layer. We included the most important performance influencing
factors in our tests: The Future Event List (FEL) management, memory and data
type management, pseudo-random number generator performance, and arithmetic
operations performance [19]. Thereby the DES performance is characterized using
the wall clock time of simulation runs, which represents the CPU time for executing
a simulation model, as well as the peak memory allocated during the simulation run.
Doing so, the simulation performance can be expressed as average events per second
(ev/s) and memory usage. In the following we present five test models [7]. These
models are applied later to investigate and compare DES kernel performance.

e Runtime scaling: A simulation model with several hierarchy levels is simulated
with an increasing total number of events, while the size of the future event list
remains fixed. This test determines whether the FEL performance is affected by
the FEL size.

e FEL Size Scaling: The second test uses the simulation model with a delay-function.
The delay is used to easily configure the (average) number of events waiting in the
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future events list with minimal variance, while the total number of events processed
remains constant. This test examines the overall performance of the FEL algorithm
and data management. We used a uniform distribution of events in the FEL list.

e FEL Adaption: This test extends the future events list size during one test run by
changing the parameter of the delay-function dynamically during the simulation
execution. The test extends the previous test model by additional single events
used to change the parameter of the delay-function. As a consequence the size of
the FEL changes during the test run forcing the simulation kernel to adapt the FEL
size (e.g. allocating and freeing memory) during the simulation run.

e Data Type Management: The test creates large data arrays of different sizes and
passes the data through the simulation model in sequential or parallel order. When
executing the model the memory management of the simulation kernel should
recognize the passing of unmodified data and use references to this data. Ideally
only on datum should be created and sent as reference through the model. As long
as the delays are set to zero, no difference between serial and parallel passing
should be recognizable.

e Random Number Generation: A large number of random values is generated using
different distributions. The model uses a constant function as areference to measure
relative performance of the built-in pseudo-random-number generators.

Each test model is simulated with a set of simulation parameters using different
system design tools. Currently more than 80 tools listed for DES [20]. We selected six
system design tools for evaluation: Ptolemy II, Omnet++, AnyLogic, MLDesigner,
SimEvents and MSArchitect. All tools were run in serial mode on an Intel Core i7
X990 at 3.47 GHz with 24 GB RAM using either Windows 7 Enterprise (64 bit) or
openSuse 11.4 (32 bit, kernel 2.6.37.6). Performance data was recorded with Perfmon
on Windows and sysstat and the Gnome System Monitor on the Linux system.

Figure 4 gives the results of the Runtime Scaling test. The upper chart shows the
event processing performance for different simulation lengths and the bottom chart
the private memory consumed during simulation. The tests show that neither the
memory consumption nor the event processing performance is affected by increasing
the simulation runtime. Looking at the sensitivity of running the tests with additional
hierarchy levels we find that only OMNeT++ is sensitive to the additional hierarchy
levels. However, from the test results it is already obvious that the different tools vary
in event processing performance by an order of magnitude: MSArchitect provides the
highest performance. MLDesigner, AnyLogic, and OMNeT++ provide 25 % of the
speed (compared to [7] the MS Architect performance improved by more than 30 %).
Ptolemy Il is twenty times slower. Looking at the memory usage during the simulation
the difference between the tools is again more than an order of magnitude—the
slowest tool using the most memory and the fastest tool using the least. Two of
the tools (Ptolemy II and AnyLogic) are based on the Java programming language,
where explicit memory deallocation is not possible. Apparently the Ptolemy II test
run triggers the JVM garbage collection during the simulation run and is able to free
90 % of its memory.
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Fig. 4 Runtime performance (fop) and memory usage (bottom) scaling of different DES tools

Figure 5 gives the results of the FEL Size Scaling test. As expected, a system-
atic performance reduction can be observed with increasing FEL size, due to the
increasing overhead for FEL management. Most of the tools tested initially start
with relative constant performance (on a log-log scale). With increasing FEL size
three of the five tools develop drastic performance degradation. This coincides with
a rapid grow of memory consumption with increasing FEL size. We propose that
the performance reduction is correlated with increased FEL memory usage due to a
performance penalty of calendar queue based schedulers for large queue sizes.

In the FEL Adaption test the simulation kernel is subjected to a varying demand
to its FEL. Beyond the run-time needed for the test the main result is the memory
consumption during the test run as given in Fig. 6. The simulation took 2,276 s with
MLDesigner, 673 s with AnyLogic, 192s with MSArchitect, 395 s with OMNeT++
and over 2h with Ptolemy II. During that time the dynamically changing memory
usage varies widely between the different tools. Most tools tend to allocate memory
in chunks visible as steps in Fig. 6.
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FEL Size Scaling: Performance
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Fig. 5 Future event list size scaling test results for runtime performance (fop) and memory usage
(bottom) scaling of different DES tools

The Data Type Management test passes large arrays of data through the simulation
running either in a parallel or serial configuration. The memory consumption during
the test run is shown in Fig. 7. Most tools handle serial and parallel passing of token
data in a different way, which can be recognized by the gap in memory consumption
between both serial and parallel versions. Ptolemy II and MSArchitect do not show
a difference between the parallel and serial version, only references are passes when
only delays are used. However, Ptolemy II requires more memory and shows a
different behavior according to the memory allocation: a large portion of the memory
is allocated at initialization time with standard modeling elements.

The last test is the Random Number Generation test. As depicted in Fig. 8 the
performance does not depend on the type of the generated distribution. Since this
test relies on the correct implementation of the PRNG, i.e. we do not check the
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statistical quality of the random numbers generated, the test results might not be fair
if one of the tools were to use low-quality but high-speed generators.

It can be concluded, that Ptolemy II is the slowest tool in all simulation kernel
benchmarks performed. MLDesigner is equal to or better than AnyLogic in all cate-
gories but FEL adoption. Due to the utilization of the JVM, AnyLogic requires more
memory in equivalent models and therefore scales worse with increasing FEL size.
Both, MSArchitect as well as OMNeT++ show the best performance in some cate-
gories. MSArchitect is the fastest simulation kernel in most categories and requires
least memory for data handling.

S Profiling of the Simulation Model

To evaluate the application-level simulation performance of our model of the Ger-
man toll system, we use both the kernel logging capabilities of MSArchitect and an
external profiling application (Intel VTune). Kernel logging allows to count the num-
ber of calls of atomic models as well as the total number of samples (corresponding
to a processor cycle). The external profiler allows measuring the space complexity
(memory), the time complexity (duration, CPU time), and the usage of particular
instructions of a target program by collecting information on their execution. The
most common use of a profiler is to help the user evaluate alternative implemen-
tations for program optimization. Based on their data granularity, on how profilers
collect information, they are classified into event based or statistical profilers [21].
We chose the statistical profiler Intel VTune Amplifier XE and connected it to the
generated C++ run-time representation of our model. As test environment, an Intel
Core 17 K875 at 2.93 GHz with 8 GB RAM and Windows 7 Professional (64 bit)
installed has been used.

To profile the simulation model we take the simulation scenario used to verify
the simulation model against real-world data. We take statistical data to model the
user interaction (driving patterns) of the vehicle fleet (700,000 OBUs used in the
simulation run) to simulate the tolling system and to predict the daily rates of updates
to the fleets’ software, geo and tariff data. In the simulation run each OBU is treated
individually and has on average 1,300 power cycles annually, the majority being
very brief (i.e. less than 30 min) but some taking up to several days. The number
of toll events created for the driving patterns is calibrated to correspond to the total
toll amount collected in 2012 (*32,000km annually per OBU, using an average
segment length of 4.2km [15] and average speed of close to 80km/h). The less-
than-perfect availability of the mobile data networks is taken into account by adding
(many brief) periods of network unavailability to the driving patterns. On average
each power cycle has 3 such periods corresponding to almost 10 % of the power-on
time (comparable to numbers seen in nation-wide network comparisons [22, 23]).
In our simulation we calibrate the power-on time using the real-world update rates
and choose a total power-on time of 16 % (of the whole year on average per OBU)
of which 29 % are spent driving on toll roads.
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Taking this scenario we use the hardware setup described above to perform the
simulations with pre-calculated user interaction (driving patterns, stored as ASCII
file on disk). The simulation model reads and parses the driving patterns (containing
the events for power cycles, tolling and network unavailability at a granularity of
1s) and feeds the events into the simulation model. The simulation model in turn
creates many more events (with a time resolution below 1s) to be processed by the
simulation kernel. Using a single CPU core the simulation run encompassing a fleet
of 700,000 OBUs and a simulated time period of 45 weeks takes less than 10h to
compute.

5.1 Profiling with MSArchitect

Applying the kernel logging capabilities of MSArchitect resulting in a file with pro-
filing information at the end of the simulation run. Table 3 shows an excerpt of the
file, containing all atomic blocks relevant to analysis (15 out of 65). Since during sim-
ulation all composite blocks are resolved to directly communicating atomic blocks
(see Fig.3), the table only contains atomic blocks and is therefore related to the
DES Atomic Interface Layer. For each atomic block the table shows the number of
calls, the accumulated count of samples, the time required in relation to other atomic
blocks, and the samples needed for one call.

First of all, the atomic block “AccessSessionStateSwitch” is striking, since it
consumes a large amount of time due to the high number of calls. The block is

Table 3 Kernel logging results

Atomic block Calls (M) Samples (G) Time (%) Samples per call
AccessSessionStateSwitch 19,980 10,760 10,89 539
ExternDStxt 0,0007 9,565 9,68 13,665 M
StaHandling 482 6,503 6,58 13,483
EinzelbuchungsHandling 4,660 6,442 6,52 1,382
IpAutomat 7,323 5,749 5,82 785
Delay (Standard) 8,874 5,522 5,59 622
CheckComponentState 7,363 3,859 391 524
NetzverlustHandling 3,020 3,479 3,52 1,152
AccessSessionStateWrite 5,841 3,215 3,26 551
MifbSwitch 5,525 3,196 3,24 579
Nutzdaten 3,563 2,694 2,73 756
TcmessageCopy 2,030 2,010 2,03 990
TcpAutomat 1,291 1,533 1,55 1,187
TimedAllocate 2,570 1,484 1,50 578
SimOutObu Versions 0.017 1,509 1,53 8OM
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responsible for switching OBU data structures in response to its state to one of
the output ports. As the block switches between 34 states, 539 samples per call
are acceptable. Nevertheless the number of calls could be reduced for performance
improvement by changing the model architecture—especially once the model is
ported to the parallel DES core, it is an obvious block for introducing parallelism
(considering that more than 700,000 instances are running simultaneously).

The next conspicuous atomic block is “ExternDStxt”, reading the pregenerated
files provided by the scenario generator model as ASCII file. The block consumes
13,665 M samples/call and is rarely executed 700 times (twice per simulated day)
resulting in a time consumption of 9,681 %. In order to reduce the load, scenarios
should be computed on the fly. The atomic block “StaHandling” is responsible for
generating and controlling status requests, which may result in update processes.
The block consumes 6,581 % of simulation time. We see potential for improvements
in changing the implementation (e.g. conversion of formulas to save operations,
replacing divisions by multiplications with reciprocal and using of compare func-
tions from standard libraries). With 4,660 M calls “EinzelbuchungsHandling” is a
frequently executed atomic block. After analyzing the implementation we find 1,382
samples/call acceptable. The block depends on the random number generator and
would benefit from faster random number generation algorithms. The atomic block
SimOutObuVersions cyclically writes the software, region, and tariff version of all
OBUs to an output file. In our scenario we simulate 50 weeks and write data every
30min, resulting in 16,801 calls. 89 M samples/call seems to be quite costly and
offers room for improvement.

In summary the simulation of the scenario took 98,811,263 M calls. Of these, the
model components consumed 84,51 % and the simulation kernel (logical processor)
15,49 %.

5.2 Profiling with Intel VTune

In the second step we apply the profiling application Intel VTune [24], which operates
at functional level resp. Code Layer (see table4). The external profiler catches the
activities of both the simulation kernel and the simulation model (denoted as “K” or
“M” in Table4).

An excerpt of the results is shown in Table4. For each function the CPU time
in percent, the amount of needed instructions (instructions retired), the estimated
instruction call count, the instructions per call on average, and the last level cache
miss rate (0,01 means one out of hundred accesses takes place in memory) is shown.

Most of the CPU time is consumed by kernel functions responsible for data trans-
port. These functions are grouped by component (resp. namespacemsa . sim. core,
denoted as “K” in the first column of Table4), as Port . send, EventManager.
(en|de) queueEvent and LogicalProccesor.mainlLoopFast. In sum
the functions consume 61,1 % of the CPU time. Conspicuous is the relative high
last level cache miss rate of function EventManager .enqueueEvent with
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Table 4 VTune profiling results for simulation kernel (K) and model (M) ordered by CPU time

Function Time (%) | IR (G)| eCC (M) | IPC | MR (%)
K | Port.send 9,0 44 689 65 0,4
K | EventManager.enqueueEvent 1,7 21 92 237 |32
K | LogicalProcessor.mainLoopFast 7,0 17 7 2,379/0,3
K | EventManager.dequeueEvent 6,3 104 2,517 41 1,1
K | big._mul<unsigned int> 5,0 103 2,611 40 0,3
M| StaHandling.Dice 4.8 12 11 1,097/ 0,1
K | EventManager.scheduleEvent 3,5 53 1,286 42 0,2
K | Any.extractToken 3,0 70 1,805 39 1,7
K | Pin.popFrontToken 2,8 49 1,234 40 0,2
K | EventManager.bucketOf 2,7 17 327 55 0,0
K | Any.operator= 2,5 54 1,403 39 0,2
K | Any.create 2.3 64 1,689 38 0,4
K | random.tr1.UniformRng.getNextV 2,2 39 961 41 0,2
K | Any.doClear 2,1 22 497 45 0,2
K | Tokenizer.nextToken 1,8 22 606 36 0,3
K | TemplatePort<Tcmessage>.re-ceiveToken 1,7 29 726 40 0,3
K | TemplateTypeInfo<EventData> .createToken | 1,6 84 2,326 36 2,1
M | AccessSessionStateSwitch.run 1,5 13 287 48 0,2
M| EinzelbuchungsHandling.run 1.4 5 66 87 72
M | IpAutomat.run 1,4 7 103 70 3,4
K | Pin.popFront 1,3 6 89 74 0,3

Shown are the CPU instructions retired (IR), estimated call count (eCC), instructions per call (IPC)
and last level cache miss rate (MR)

3,2% and the needed instructions per call of function LogicalProcessor.
mainLoopFast with 2379. However, the number of calls depends on the dispatch
of data within atomic model components, which are grouped in form of user libraries.
In our model we have two user libraries: GPRSSimulation (GPRSSimulation.
Components.Atomics, denoted as “M” in the first column of Table4) and
Standard (msa.Standard.Control). The latter is a support library included
in MSArchitect. Combined they are responsible for 20,1% of CPU time con-
sumption. Performance critical and starting point for improvement is function
StaHandling.Dice with 1,097 instructions per call and a CPU time consumption
of 4,80 %. This function is part of the update process where each OBU determines
randomly (hence ‘Dice’) whether to check for any available updates.

Both, kernel logging and profiling showed that most of the resources are uti-
lized by functions responsible for data input/output (data mining), and functions
responsible for transmission and processing of tolling information. By doing the
analysis we located multiple components with potential for optimization, e.g.
AccessSessionStateSwitch and StaHandling. Furthermore we came to
the conclusion to generate scenarios on the fly since the reading of pre-generated
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scenario files is as time consuming. Relating the resource utilization of model
components to real-word applications we could recognize a weak correlation.
Model components like STAHandling, IPAutomat and Einzelbuchungs-
Handling are abstractions of important real word system applications and crucial
to performance in both worlds.

6 Summary

Extending [7, 8] we have shown how to analyze the performance of DES simula-
tions: Generic benchmark test-cases allow a simple and direct comparison of different
simulation tools. Not surprisingly the tools differ vastly as to their time and memory
consumption. Yet the real-world impact depends on the application: The workload
generated in typical simulation runs and the necessity of high-performance simula-
tions.

Particularly in real-time scenarios and optimization runs the use of large-scale sim-
ulations depends critically on the performance achieved. We have shown the benefit of
profiling to identify bottlenecks and to choose the appropriate tool. MS Architect, the
simulation kernel used in the application benchmark, is currently extended to allow
the automatic model reduction and (semi-) automatic parallelization of simulation
runs. The single-core benchmark performed here will be the baseline to measure the
improvements against.
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Analysis of Content of Posts and Comments
in Evolving Social Groups

Bogdan Gliwa, Anna Zygmunt and Piotr Bober

Abstract Data reflecting social and business relations has often form of network
of connections between entities (called social network). In such network important
and influential users can be identified as well as groups of strongly connected users.
Finding such groups and observing their evolution becomes an increasingly impor-
tant research problem. Analyzing the evolution of communities is useful in many
applications such as marketing, politics or public security domains. One of the sig-
nificant problems is to develop method incorporating not only information about
connections between entities but also information obtained from text written by the
users. Method presented in this chapter combine social network analysis and text
mining in order to understand groups evolution. Presented approach to the group
evolution process takes many aspects of the group analysis into consideration. Due
to proposed method the subjects discussed within the groups are known. We noticed
that subjects discussed within groups play significant roles in group evolutions.

1 Introduction

In today’s world it’s hard to imagine doing business without the use of virtual reality:
many companies have moved there the whole business, others try to combine running
traditional business with virtual. However, all companies are trying to analyze the
behavior of their customers, watching their activity in social media. Since writing
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blogs or comments on someone else’s posts, participating in discussions on forums,
exchanging our opinions on fanpages of for example telecommunications companies
and banks whose products we use, we everywhere leave traces of our activity, which
can be analyzed and ably combined with each other.

Trading companies and banks might be interested in finding active or influential
people in their environment and to offer them a new product in hope that it will
be proposed by them to many others. Identification on time disgruntled people on
banks or telecommunications companies fanpages will allow to respond quickly and
prevent the spread of discontent.

The data about different types of dependencies can be modeled as a network
of relationships and its structure can be analyzed using Social Network Analysis
methods (e.g. for finding important or influential nodes). Such a network, however,
is not homogeneous and one can distinguish groups of people, for example, who
more often exchange opinions. Such groups frequently are formed around important
individuals and, for various reasons, the groups continue to exist or not, grow, shrink
or can be joined with other groups. To understand causes of such events, which
significantly affect the behavior of groups, it is important to include—besides the
fact that someone is connected with someone—information that we can extract from
the content of opinions or comments that are left behind (e.g. what they are talking
about). If the group is talking about the same themes (topics), does it affect its
longer duration? Or, perhaps has a variety of discussed topics stronger impact on
the duration of groups? How the themes of discussion are changing in a group? Is
a small group with a strong leader more durable than a large one with few strong
individuals?

Such knowledge derived from open sources can be combined, for example, with
information about the history of bank transfers or loans as well as data about phone
calls. To which of our client should be directed attractive offer? Certainly to the one
who has a lot of friends, participates in many long-lasting discussions in different
groups of people, and so ensures that our offer reaches a large group of potential
customers. Proposed methods and algorithms have been tested on one of the largest
and highly dynamic polish blogosphere: salon24.pl, in which the main topic of dis-
cussion are political issues. However, they can be applied to other social media such
as, for example, different blogs, microblogs (e.g., Twitter), opinion websites (e.g.
Epinions).

The structure of the rest of chapter is as follows. In Sect.?2 the state of the art
concerning the blogosphere and social network analysis, groups and their dynam-
ics and text mining in the context of social network analysis is given. Section3
describes the main idea and detailed solutions of the process of the group analysis
with subjects identification. Dataset, description of experiments and obtained result
are shown in the Sect.4. Finally, the Sect.5 concludes and presents plans of future
works.
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2 Related Work

2.1 Blogosphere and Social Network Analysis

Internet social media such as online social networking (e.g., Facebook,' Myspace,?)
blogging (e.g., HuffingtonPost,?) forums, media sharing systems (e.g., YouTube,*
Flickr,S) microblogging (e.g., Twitter,6) wikis, social news (e.g., Digg,7 Slashdot,S)
social bookmarking (e.g., Delicious,g) Opinion, Review, and Ratings Websites (e.g.,
Epinions'?) has revolutionized the Internet and the way of communication between
people. Users stopped being only the consumers of information, becoming the cre-
ators of information. Among them, blogs play a special role in creating opinions and
information propagation. According to [22], blog is a journal-like website for users,
to contribute textual and multimedia content, arranged in reverse chronological order.

Blog can be treated as a kind of an Internet diary, where an author gives opinions
on some themes or describes interesting events and readers comment on these posts.
A typical entry on a blog can consist of text, photos, films and links to other blogs
or web pages. Posts can be categorized by tags. A very important element of blogs
is the possibility of adding comments, which enables discussions. Access to blogs
is generally open, so everybody can read the posts and comments. Nowadays, many
blogs are conducted by experts in the field, so they have become a reliable source of
information.

Basic interactions between bloggers are writing comments in relation to posts or
other comments. Generally, the relationships between bloggers change over time and
are temporal: lifetime of a post is very short [1]. Of course, it depends strongly on
the domain of discussion: the more controversial discussions, the more intensive but
generally shorter.

Based on blogs, posts and comments, we can build a network where nodes are
bloggers or posts and there is an edge between two nodes if one user writes the com-
ment to the other user. Such network can be analysed by Social Network Analysis
(SNA) methods [8]. The SNA approach provides measures (SNA centrality mea-
sures) which make it possible to determine the most important or influential nodes
(bloggers) in the network. Around such bloggers, the groups are forming, sharing
similar interests.

U http://www.facebook.com.

2 http://myspace.com.

3 http://www.huffingtonpost.com.
4 http://www.youtube.com.

3 http://www.flickr.com.

6 https://twitter.com.

7 http://Digg.com.

8 http://slashdot.org.

? http://delicious.com.

10 http://www.epinions.com.
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2.2 Groups and Their Dynamics

Social networks, built on the basis of the interactions in social media, consist of groups
(communities). One can say that the groups are the key structural characteristics of
networks [13]. They reflect the structure of relationships in social media: the more
frequently users are discussing among themselves on a blog, the higher probability
that they will form a common group. It is difficult to find one definition of a group,
but in most cases a group is treated as densely interconnected nodes (but loosely to
other nodes in network).

Many methods of finding groups have been proposed [12, 29]; discovered groups
may be separate (node belong only to one group) or overlapping (node can be a
member of many groups). In the case of blogs, more natural approach is using
algorithms finding overlapping groups, because given user can participate in many
discussions not necessarily with the same people. Popular representative of this class
of algorithms is Clique Percolation Method (CPM) [26, 27] which is based on finding
in a graph k-cliques, which means a complete, fully connected subgraph of k vertices,
where every vertex can be reached directly from all other vertices. Groups are treated
as sets of adjacent k-cliques (having k-1 mutual vertices).

Due to the dynamic nature of the social media, a growing interest in developing
algorithms for extracting communities that take into account the dynamic aspect of
the network has been observed. A method of tracking groups over time was proposed
in [21]. First, a division into time steps is carried out. At each step, the graph is
created and groups are extracted. Groups from consecutive time steps are matched
using the Jaccard index and defined a threshold above which the continuation of
the group is assumed. Palla et al. in [25] identified basic events that may occur
in the life cycle of the group: growth, merging, birth, construction, splitting and
death. Asur in [3] introduced formal definitions of five critical events. Gliwa et
al. proposed in [14] two additional events and gave formal definitions. In [17, 18]
new tool GEVi for context-based graphical analysis of social group dynamics was
proposed.

For further analysis of the different characteristics describing the communities
and their transformation in time [31] are calculated, which concerns the comparison
of the strength of internal relations of group members with their external connections
with nodes outside the group, density of connections in the group or stability of the
membership in time.

In [28] incremental community mining approach is introduced: instead of extract-
ing the groups at each time slot independently, they introduce L-metric which allows
measure the similarity between groups in the subsequent time slots directly.

Analyzing the evolution of communities is useful in many applications such as
marketing, politics or public security domains.
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2.3 Text Mining in Social Networks

Aggarwal and Wang in [2] analysed a set of text mining methods in terms of useful-
ness in social networks analysis (SNA). Bartal et al. [4] proposed a method for link
prediction in a social network with usage of text mining features. Velardi et al. [30]
described content-based model for social network and edges in such a network were
created based on similarity of text mining features between nodes.

One of the most important methods of text mining is Topic Modeling [23], a
statistical technique that uncovers abstract “topics” in a collection of documents.
Notion of “topic” can be defined as a set of words that co-occur in multiple doc-
uments, and, therefore, they are expected to have similar semantics. Two main
branches of Topic Modeling [9] can be distinguished—algorithms based on Singular
Value Decomposition such as Latent Semantic Indexing [23] and algorithms based
on probabilistic generative process [5] such as Latent Dirichlet Allocation (LDA)
[6, 7]. Topic modeling techniques aim to reduce dimensionality by grouping words
with similar semantics together.

In [19, 20] the application of topic modeling to analysis of groups dynamics in
social networks is presented and uncovered topics have manually assigned labels.
Different approach is described in [24] where authors analyse topics in time and
assignment of labels for them is conducted in an automatic way. Diesner et al. [11]
used social network analysis methods to identify users in different roles assessing
their attitude to change (i.e. roles: change agents and preservation agents) in the inno-
vation diffusion network and topic modeling was utilized to describe their different
characteristics. Cuadra et al. [10] presented new method of community detection in
social networks based on similarity of users messages using topic modeling method.

3 General Concept

In this section we provide the concept of our method of analysis topics of groups
and their impact on group behaviour. Analysis consists of the several steps. The
introductory phase is gathering data from social media services (e.g. blogosphere)
into repository (e.g. database). Collected data is divided into series of time slots, so
each time slot contains static snapshot of the state of network from defined period of
time. In each such slot the static groups are generated and their dynamics in time is
inspected. So the further analysis comprises the following steps:

1. generating transitions between groups from neighbouring time slots (also finding
stable groups) and identification of their type (group dynamics),

2. for each group assigning the set of topics discussed by group members (based on
the content of messages exchanged between members of a group),

3. analyzing changes of topics during group transitions.
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Measures that show very well the global user activity in blogosphere are: lifetime
of a post and reaction time for a post. They can be used both in characterizing
blogosphere and in determining the length of time slot and the length of overlapping.

3.1 Lifetime of a Post

The lifetime It of a post p can be depicted in the following way
Ity = max(t;,) — tp (1)
L

where 1, is the date when post p was published and ., are dates of comments in the
thread of post p.

In other words, lifetime of a post is the range of time between writing the post
and the last comment for that post.

3.2 Reaction Time for a Post

The reaction time rf for a post p can be formulated as (symbols used below in the
definition were explained above)

rty = min(te;) — tp 2)
1

Reaction time for a post is the range of time between writing the post and the first
comment for that post.

3.3 Groups Dynamics

In order to analyse groups dynamics, overall time range was divided into smaller
periods of time (called time slots). Next step is to build static networks in each
time slot and discover groups in them. To identify events between groups from the
neighbouring time slots SGCI method [16, 17] was utilized, which comprise the
following stages: identification of short-lived groups in each time slot, identification
of group continuations (groups transitions), separation of the stable groups (lasting
for at least certain time interval) and the identification of types for group changes
(labels for transitions between the states of the stable group).

Identification of continuation between groups A and B (from neighbouring time
slots) is performed using MJ measure
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0, ifA=0VvB=20,
MJ(A,B) = i (IAﬂBI IANB| 3)

A W) , otherwise.
and if the calculated value is above predefined threshold 4 (in experiments we set
th = 0.5) and the ratio of groups size

ds(A, B) = max (|A| |B|> 4)
IB|” A

is below predefined threshold mh (in tests mh = 50), then we assumed that group B
is a continuation of group A.

Let us define G; as a set of groups in a time slot i. Then we can formally define
transition f,, , between group g,, from slot k and group g, from slot k 4- 1 as

Legn - 38m € Gk AN3gn € Gyt AMI (g, &n) = th A ds(gm, gn) < mh

The SGCI method identifies such event types as:

e split, takes place when group divides into several groups in next time slot,

e deletion, similar to split, but it happens when small group detaches from signifi-
cantly bigger one (difference of sizes should be at least 10 times),

e merge, when several groups in the previous time slot join together and create
larger group,

e addition, similar to merge, but it describes situation when small group attaches to
significantly bigger group (difference of sizes should be at least 10 times),

e split_merge, when for the predecessor group the event is split and for the successor
group of given transition the event is merge in the same time,

e decay, when analysed group does not exist in the next time slot,

e constancy means simple transition without significant change of the group size
(in tests changes of group size should be smaller than 5 %),

e change_size—simple transition with the change of the group size.

3.4 Topics in Groups

Topics for groups were examined based on clusters found by LDA method. Presented
method for analysis topics in groups was used by us in [17, 19, 20].

Firstly, we applied LDA method provided by mallet tool!! for all posts and, as
a result, the method identified 350 clusters of words. Next, we manually annotated
each cluster by set of topics and joined similar clusters into bigger ones. The next
step was inferring in every comment a set of topics that are referenced by analysed
comment (the network is being built based on writing comments in response to other

" hitp://mallet.cs.umass.edu/.
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message). Finally, we assigned for the group a set of topics discussed by members
of this group (the following condition should be met in order to assign such topic
for the group: a topic in a group should be present in at least 5 % of all interactions
inside such group).

To describe the activity of topics in groups we formulated fopic exploitation for
given topic and group as a ratio between number of group messages on certain topic
and all messages for this group:

. o | Tk|
topicExploitationy = — 5)

> 1Tl
i=1

where: Tp—set of messages (posts and comments) for which topic with number k
was inferenced, n—number of all topics, |7;|—amount of elements in 7.

3.5 Topics Changes in Groups

Topics changes during transition between groups are assessed using introduced fol-
lowing metrics:

e Overall change in topic exploitation for transition t,, , from m-th to n-th group is
calculated as:

Cm,n = Z |gm,i - gn,i| (6)
i

where: i is a number of topic and g, ; is the topic exploitation of i-th topic for m-th
group (the same denotations are used in definitions below).

e Maximal positive change of single topic (how much a topic gained) for transition
tn,n from m-th to n-th group is calculated as:

MpCm.n = Max{gn; — &m,i} (N

e Maximal negative change of single topic (how much a topic lost) for transition
t,n from m-th to n-th group is calculated as:

mncy,n = rnax{gm,i - gn,i} (8)

Using above metrics we can analyse effect of different evolution types on topics
change. Therefore, for each evolution type the average values of above defined mea-
sures for all groups are evaluated and we refer to them as Average overall change
in topic exploitation, Average maximal positive change of single topic and Average
maximal negative change of single topic respectively.
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3.6 Migrations of Users Depending on Topics

To analyse difference in topics between given user and given group, we defined fopic
divergence, which has the following form:

n
my = tgroup — tuser = Z |(t0pici,user - topici,group”
i=1

where: n is a number of all aggregated topics in model, #g04p is set of weights of
each topic for given group, fopic; group—weight of i-th topic for given group, # is
set of weights of each topic for given user, topic; us.r s weight of i-th topic for given
user and weights for topics are determined based on topic exploitation measure for
a group Or an user.

The minimal value of m; is 0.0 when user and a group has identical weight for
every topic and maximal value is 2.0 when they are totally different. Maximum value
of 2.0 is connected with the fact that group might cover topic X in 100 % and user
might cover topic Y in 100 %, and therefore difference between group and user on
topic X is 100 % and on topic Y is also 100 % which adds up to 200 %.

Using this measure, we carried out experiments focused on relations between
topic divergence and migrations of users (leaving and joining to groups). For this
purpose the following measures are utilized:

e Probability of leaving the group. We assumed that potentially any member can
leave the group. This value is calculated as:

leavers,, N candidates

|candidates,y,|

where: leavers,, are users that in fact left any group and had the value of ropic
divergence measure equals m; candidates,, are members of groups that have fopic
divergence = m.

e Probability of joining the group. We assumed that candidates for joining are all
users that were active in the previous time slot. This value is calculated as:

[joiners,, N candidates,,|

Pi(m) =
i (m) |candidates,,|

where: joiners,, are users that in fact joined any group and had the value of ropic
divergence measure equals m; candidates,,—users active in previous time slot
with fopic divergence = m.

During calculations of joiners and leavers sets we considered all group continua-
tions to be a single group. The reason for that is to prevent deletion event to distort
results—if a group splits into multiple small groups and we are assuming that anyone
from the group can leave, then we will get very high accuracy from each event when
huge group changes into a small group.
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4 Results

Experiments are conducted on datasets obtained from Polish blogosphere. Blo-
gosphere is analysed from different points of view: especially in terms of users
activity, groups formation and dynamics, topics discussed by users in groups.

4.1 Data Sets Description and Characteristics

The dataset contains data from the portal Salon24 '? (Polish blogosphere). This portal
comprises blogs from different subjects, but political ones constitute the largest part
of them. The data from this dataset is from time range 1.01.2008-6.07.2013.

Detailed characteristics of the dataset is presented in Table 1. We can see that
on average posts are much longer than comments (almost 10 times). Moreover,
commenting others is highly popular which can be perceived by the average number
of comments per person (193.09). We can also observe that in general threads are
quite long (on average 18.65 comments per post).

The whole period of time is divided into overlapping time slots, each lasting 7 days
with overlap equals 4 days. After this operation dataset contains 504 slot.

In every time slot a static network is built [15], where the users are nodes and
relations between them are built in the following way: from user who wrote the
comment to the user who was commented on or, if the user whose comment was
commented on is not explicitly referenced in the comment (by using @ and name of
author of comment), the target of the relation is the author of post.

4.2 Lifetime of Posts

Figure 1 shows life time of posts, i.e. time which elapsed from publish date and the
moment when last comment to given post is written. As it can be seen life time of
posts in Salon24 is very short—most of posts live up to one day.

4.3 Reaction Time for Posts

Figure2 shows reaction time—time elapsed from post publish to the first com-
ment. For Salon24 there is a tendency to write comments as soon as the post is
published—most posts have comments within first hour. Both lifetime of a post and
reaction time for posts show that this dataset is very dynamic and real world event
have fast reflection in blogosphere.

12 www.salon24.pl.
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Table 1 Data description

Salon24
Nr of posts 380,700
Nr of comments 5,703,140
Nr of tags 176,777
Avg nr of posts per author 37.58
Avg nr of comments per person 193.09
Avg nr of comments to a post 18.65
Avg post length (characters) 3,165.3
Avg comment length (characters) 350.72
Post life time in days
for Salon24
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Life time (days)
Fig. 1 Post life time

4.4 Groups and Their Dynamics

For group extraction we used CPM method (CPMd version which is designed to
discover groups in directed networks) from CFinder'? tool for k equals 3. Transitions
between groups were assigned using our method SGCI described earlier.

Figure 3 presents how number of stable groups is influenced by group size. The
general characteristics is the smaller group the bigger number of those groups.

Histogram of events taking places is shown in Fig.4. Two very popular events
are: change size, which seems natural because few users may join the group and
some may leave, and decay—it is also expected as each group must finish at some
point. Quite big values of addition and deletion may suggest that users of Salon24
are dynamic—they join discussions but also decide to leave threads.

13 www.cfinder.org.
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Post react time in hours
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Fig. 2 Post reaction time
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Fig. 3 Number of stable groups

4.5 Topics in Groups

Figure 5 shows categories of topics groups are talking about. Each group may discuss
different topics belonging to different categories. As it can be seen, the most popular
categories are economics and politics. Next are other—collection of topics which are
difficult to put in one category. High value for disaster is most probably connected
with Tu-154 crash in Smolensk—this crash is still widely commented in Polish
media.
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Comparison of event types
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Fig. 5 Percent of groups talking about particular topics

Number of topics discussed by groups depending on their size is presented in
Fig. 6. Generally, in Salon24 groups have quite a few topics. A tendency that bigger
group means lower number of discussed topics can be explained by 5 % threshold
the topic must achieve to be counted. In big groups there are more topics but with
lower weight which leads to only few ones that exceed the limit.

Topic convergence between users and groups they belong to is depicted in Fig. 7.
Convergence is calculated in cosine measure where 0 means total divergence and 1
total convergence. As it could be expected the lowest value is for low convergence.
Definitely in more than 50 % cases the convergence is higher than 0.5. Lower value for
convergence between 0.9 and 1 and extremely low for exactly 1 (total convergence)
is obvious—users creating a particular group put their topics into the group, but do
not share all of them.
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Number of topics in groups depending on group size
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Fig. 6 Number of topics depending on group size for Salon24
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Fig. 7 Convergence between user’s and group’s topics for Salon24

4.6 Topic Changes

Figure 8 shows average topic change depending on event type in half-year periods.
As expected, constancy and change size have similar topic change. Addition and
deletion also have similar values of change and are the highest ones. Merge and split
cause medium topic change. As we can see, the biggest changes of topics happen
during interaction groups with big difference in size (events deletion and addition),
so it may suggest that interests of people are quite stable and changes are mostly
related with exchange of members in groups.

Figure 9 shows maximal positive topic change. One can observe that biggest topic
gain is achieved during event deletion, and the smallest one-event constancy.
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Fig. 9 Maximal positive topic change in half-year slots for Salon24

Figure 10 depicts maximal negative topic change. In this case the event that mostly
changes topics is addition. Furthermore, changes caused by the events merge and
split are quite similar (even more similar than these events for the maximal positive
topic change).

Generally, addition is connected with: highest overall change in topics and highest
negative change. Therefore, we can deduce that when a small group attaches to a
single large group it is usually connected with significant drop of popularity of the
main topic of the group, and small rise in popularity of different topics—presumably
of main topic of the other group.

Deletion cause large overall topic change and large positive change. It means that
splitting a group causes a rise of popularity of a single topic at the expense of all the
others.

Change_size and constancy have the smallest effect on topics changes.
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Fig. 10 Maximal negative topic change in half-year slots for Salon24

Split has higher values for average and maximal negative change than merge.
Moreover, when split achieves high values in terms of maximal positive topic change
then it has rather small values in terms of maximal negative topic change. Different
behaviour is for merge event—in that situation high values for maximal positive topic
change corresponds with high values of maximal negative change. It may suggest
that merge has averaging behaviour—after merge one topic gain more and other one
decrease more.

4.7 Users Migrations

Figure 11 presents probability of joining to a group and leaving it based on topic
divergence and Fig. 12 shows numbers of people who actually did it. The value
equals O for divergence means that a user talks about exactly the same topics as a
group does and the value equals 2 means completely different topics. It is surprising
that the highest convergence of topics does not mean high probability of joining
[absolute number of such events is outstanding for total convergence (0)], but there
are also some points (such as 0.05 and 0.4) where high convergence corresponds with
higher probability of joining group, however, numbers of people with such values of
convergence are rather small. We can observe different behaviour for leaving group by
its members. Leaving the group is more probable when divergence is low and slightly
increases for bigger divergence (however, for small values of topic divergence there
are few members with such values of this measure, except the point O which means
total convergence).
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Fig. 12 Migrations of users depending on topic similarity between user and group—numbers

4.8 Sample Lifecycle of Groups

Figure 13 (screenshot from GEVi tool [18]—tool for visualisation of groups evolu-
tion) and Fig. 14 present sample group and its evolution in time. The notation in each
boxes includes:

slot (time period) and group name,

6 most important singular topics,

4 most important categories (aggregated and labeled topics),
users belonging to the group.

Red colour indicates element that appears in next slot, green—element that does
not go to the next period. Underline is used for elements that are new in current
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Fig. 13 Sample group transitions for Salon24 in GEVi

349_50
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politics, varia,
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'

350_29
categories: varia,
politics, history,
religion

users: 1977, 5189,
321, 682, 1006,
24601

/\

351_36
categories: history,
religion, animals,
culture, varia

users: 1977, 682, 1006

352_47

categories:

social, varia, history,
politics, ecology, animals,
controversy

users: 682, 1283, 3420,
61, 1006

353_2
categories:
science, varia, animals,
philosophy, social, culture

users: 5829, 1283, 1006

Fig. 14 Sample group transitions for Salon24
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351_37
categories: history,
politics, social, animals

users: 24601, 321,
1006, 489

352_1
categories:
politics, social, varia

users: 648, 489, 5189,
5829, 24601, 321, 1006

1

353_37
categories: politcs,
social, animals, varia

users: 5189, 24601,
321, 1006

354_1

categories:

wvaria, animals, politics,
economy, history

users: 24601, 1006,

321, 1006

group (not used for topics and categories, since only most important are listed).
Cloud presents: ids of common users and number of extra categories and topics each
group has (e.g. 6/5 means that upper group has 6 more topics than common ones,
and lower has 5 more).



Analysis of Content of Posts and Comments in Evolving Social Groups 53

There is one group of 5 users that split in two in a second slot. One user stays in
both, split groups. There are no clear topic transitions from one slot to other, however
categories suggest some consequence in transitions. At the beginning group discuss
philosophy, media and politics. Next, controversy and sport become most important,
but politics appears as well. After split, upper group’s first category is history, whereas
in lower is sport. It is important to notice, that history also appears but with less
importance. In next slot there are more differences between those groups: upper
begins talking about animals, sport, law and religion, and continue those categories
in next slots (animals appears in next slot, religion in last). Lower group talks about
economy, history and food, and mainly those categories are in its next slot. It can be
seen that one member from upper group and two from lower merges in slot 353.

5 Conclusion

This paper presents analysis of communities and their topics for real-world data
from blogosphere. We carried out experiments regarding relations between topics
discussed by members of groups and the behaviour of groups. Most important find-
ings in this work are some patterns of topics changes during different group evolution
events. Moreover, we assessed convergence topic interests of users and groups they
belong to. Furthermore, we examined influence of topic differences between an user
and a group on users migrations. Example of scenario for analysis topics during
groups evolution was also presented.

Future work can be performed in a few different directions. Firstly, we are planning
to conducts experiments on different datasets (e.g. in English language) and compare
results, especially in terms of the patterns of topics changes during groups evolution.
The second direction of further research is the analysis of key persons in terms of
discussed topics and their influence on changes of topics during discussions. The third
direction is to incorporate knowledge about topics interest of user to our method of
predicting group behavior [14].
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Generation of Hierarchical Business Process
Models from Attribute Relationship Diagrams

Krzysztof Kluza and Grzegorz J. Nalepa

Abstract Business Process models are mostly designed manually. However, they
can be generated from other representations, especially from the system specifica-
tion. Attribute-Relationship Diagrams (ARD) aim at capturing relations, especially
dependency relation, between the attributes specified for a particular system. Orig-
inally, the ARD method was developed for prototyping rule bases in an iterative
manner. We propose to apply this method to business processes. The paper examines
the possibility of generating the rule-oriented BPMN model and enriching process
models with rules from the ARD diagram. We describe a technique of automatic
generation of a BPMN model with decision table schemes for business rule tasks
and form attributes for user tasks from the ARD diagram. In our approach, processes
and rules are generated simultaneously. Thanks to this, they are complementary and
can be directly executed using our hybrid execution environment.

1 Introduction

Business Process (BP) models constitute graphical representations of processes in
an organization. Such a process is composed of related tasks that produce a specific
service or product for a particular customer [1]. When it comes to practical modeling,
Business Process Model and Notation (BPMN) [2, 3] is a standard language for this
purpose. The current version of the notation allows for modeling many aspects of
business; nonetheless, it is not suitable for modeling some aspects of the enterprise,
especially decision rules or constraints [4].
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Recently, the Business Rules (BR) approach has been proposed as a new way
of capturing the functional requirements and modeling system logic in a designer-
friendly fashion. Moreover, the BR approach is a solution originated from
Rule-Based Systems, that are a mature and well established technology. As processes
and rules are related to each other [5, 6], BR are often, but not limited to, used for
the specification of task logic in process models.

BR can be acquired based on some data using machine learning techniques [7]
or generated from natural language specification [8]; however, they often have to
be modeled manually based on the knowledge collected from the domain experts,
as usually their knowledge is not written down anywhere. Similarly, processes are
designed manually as well. However, the simplified process models can be gener-
ated using process mining tools [9] or acquired from natural language description
using NLP techniques [10]. Other method of acquiring BPMN models is to trans-
form the existing process models in other languages to the BPMN notation. From a
researcher’s point of view, this can be a challenge in the case that languages are of
different paradigm or presents a different aspect of the system, e.g. UML use-case
diagrams [11].

In this paper, we present work-in-progress research which is a part of our research
concerning process and rules integration [12-14]. We examine the possibility of
generation of the rule-oriented BPMN model as well as the possibility of enriching
BP processes with rules from the ARD diagram.

As the ARD method allows a domain expert for gradual identification of the
properties of a system being designed, we argue that having the system properties
identified and described in terms of attributes, it is possible to generate executable
BPMN model with the corresponding BR tasks as well as enrich the BP model with
such BR tasks. Such an approach would allow for generating business processes
and rule schemes for logic task specification at the same time. The generated rule
prototypes comply with the XTT?2 rule representation [15—18] from the Semantic
Knowledge Engineering approach [19].

This paper is an extended version of the paper [20] presented at the 4th Interna-
tional Workshop on Advances in Business ICT (ABICT 2013) workshop' held in
conjunction with the Federated Conference on Computer Science and Information
Systems (FedCSIS 2013) conference in Krakow.

The paper is organized as follows. In Sect.2 we present the motivation for our
research. Section3 provides a short overview of the related approaches. Section4
presents the details of the ARD method. In Sect.5, we give an overview of the
proposed method for process model generation and enriching the BP model with
BR tasks, and we describe how this approach can be extended in order to generate
hierarchical process models. Section 6 presents the tools supporting our approach.
Section 7 summarizes the paper.

I See: http://fedcsis.org/2013/abict.html.
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2 Motivation

The complexity of software has been constantly increasing for the last decades.
To deal with this growth, new design methods and advanced modeling solutions
are required [21]. For this purpose, modern applications use business processes and
business rules as business logic specification [22].

According to the BPMN 2.0 specification [3], the notation is not suitable for
modeling such concepts as rules. Therefore, this reveals the challenges in modeling
and executing processes with rules. It is so because processes and rules are developed
or modeled separately and are not well matched.

Our research aims at developing the integrated method for modeling BP with
BR to provide a consistent method for modeling business systems. Such a method
will allow for modeling processes with rules in a straightforward way, and then for
executing such a developed model.

The main contribution of this paper is a presentation of the possibility of generation
of the rule-oriented BPMN model, which can be used for enriching the BP models
with BR tasks.

3 Related Work

Several approaches can be considered as related to the method presented in this paper.
As our method proposes automatic generation of a BPMN model, the approach can
be compared with such approaches as: process mining [9], generating processes
from text in natural language (based on NLP methods) [10], or finally transforming
process from other notations to BPMN, especially from the notations that are not
process-oriented, e.g. the UML use case diagrams [23].

The process mining methods [9] allow for very flexible process models generation,
and in some cases this technique does not require any human activity. However, the
result of the method is a very general process that is not suitable for direct execution.
In order to be an executable BPMN model, it has to be significantly enhanced and
refactored. In the case of our method, it is not as much flexible as process mining
technique, but it produces a BPMN model which is executable and provides support
for Business Rule tasks.

Generating processes from text description provided in natural language [10] can
have practical results and allows for generating a high quality BPMN model. High
quality models can also be obtained through translation from other representations,
such as the UML use case diagrams [24, 25]. Unfortunately, a method based on
the natural language description has to be supported by an advanced NLP system,
thus practical applications of this method is very complex. Translation from other
representations, in turn, requires process models designed using such representations,
which often do not exist. In our approach, a process model is generated based on
the carefully prepared ARD diagram. Although this requires the ARD diagram, it
is very simple model and in some cases it can be obtained from text description
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using some mining technique to acquire attributes. This requires additional research
yet. However, there has been trials of mining such attributes from text in natural
language [26].

There are also other approaches, more similar to ours, such as generating business
process models from Bill Of Materials (BOM) [27], Product Based Workflow Design
(PBWD) [28-31], based on Product Data Model (PDM) [32], Product Structure Tree
(PST) [33, 34] or Decision Dependency Design (D3) [35-37] which uses decision
structures.

Bill of material (BOM) is a hierarchical assembly structure of parts that constitute
a product. Van der Aalst [27] proposed to redesign a process by taking into account
not an existing process itself, but a product and its specification like BOM. Reijers
et al. [38] extended the method into Product Based Workflow Design. PBWD aims
at improving process design based on a static description of a product. Vanderfeesten
et al. [30] developed different algorithms for transforming Product Data Model into
a workflow process.

Decision Dependency Design [37], in turn, is a method for structuring decisions
and indicating underlying dependencies. Wu et al. designed different execution mech-
anisms from such decision structures.

Such solutions have been applied in different areas [39—41]. However, still better
tool support is needed in order to make approaches like PBWD more suitable for
practical use [29].

In the case of our approach, apart from the fact that it generates an executable
BPMN model, it supports the rule prototypes generation for Business Rule tasks,
what makes the BPMN model data consistent with the rule engine requirements for
data. Therefore, we claim that our approach is partially rule-based [42].

It is important to mention that the presented approach can be used either for
generating a new rule-oriented BPMN model or for enriching the existing process
model with rules based on the corresponding ARD diagram.

Although the work presented here is work-in-progress research, the overview of
the method reveals significant differences from the techniques mentioned above,
especially in the case of method simplicity and support for rules in process models.

4 Attribute Relationship Diagrams

Attribute Relationship Diagram (ARD) [43] constitute a method which allows a user
(especially adomain expert) for gradual identification of the system properties during
design.

The goal of this method is to capture functional dependencies between attributes.
The attributes are expressed in terms of Attributive Logic [19, 44, 45] and denote
particular system properties identified by the domain expert. The identified depen-
dencies form a directed graph in which properties are represented as nodes and
dependencies are represented as transitions. In the following definitions, we present
more formal description of ARD.
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A typical atomic formula (or fact) takes the following form
a(p)=d

where a is an attribute, p is a property and d is the current value of a for p. More
complex descriptions take usually the form of conjunctions of such atoms and are
omnipresent in the Al literature [46].

An attribute ¢; € A is a function (or partial function) of the form:

ai:P—>ID)i

where

e P is a set of property symbols,
e A is a set of attribute names,
e D is a set of attribute values (the domains).

An example of an attribute can be the carAge, which denotes the age of a car,
and the attribute value is within the domain Dq, age = [0, inf].
A generalized attribute a; € A is a function (or partial function) of the form:

aj: P — 20

where 22J is the family of all the subsets of D;

An example of a generalized attribute can be the ownedInsurances, which
is a set of the customer insurances, and the attribute value is a subset of the domain
Downedinsurances» Which consists of the possible insurances that a particular customer
can posses.

In the case of abstraction level, the ARD attributes and generalized attributes can
be described either as conceptual or physical ones.

A conceptual attribute ¢ € C is an attribute describing some general, abstract
aspect of the system.

Conceptual attribute names are capitalized, e.g.: BaseRate. During the design
process, conceptual attributes are being finalized into, possibly multiple, physical
attributes.

A physical attribute a € A is an attribute describing a specific well-defined,
atomic aspect of the system.

Names of physical attributes are not capitalized, e.g. payment. A physical
attribute origins from one or more (indirectly) conceptual attributes and can not
be further finalized.

A simple property p, € P is a property described by a single attribute.

A complex property p. € P is a property described by multiple attributes.

A dependency d € D is an ordered pair of properties (f, ¢), where f € P is the
independent property and ¢ € P is the dependent property that depends on f.
For simplicity d = (f, t) € D will be presented as: dep(f, t).
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Fig. 1 An example of the

ARD diagram carCapacity _)-
baseCharge

dependency
independent dependent (stmple)

(complex) property property

An ARD diagram R is a pair (P, D), where P is a set of properties, and D is a set
of dependencies, and between two properties only a single dependency is allowed.

To illustrate the ARD concepts, an exemplary ARD diagram with properties and
the dependency between them is presented in Fig. 1. The diagram should be inter-
preted in the following way: payment depends somehow on carCapacity and
baseCharge.

The core aspects of the ARD method are diagram transformations, which regard
properties and serve as a tool for diagram specification and development. Transfor-
mations are required to specify additional dependencies or introduce new attributes
for the system. For the transformation of the diagram R; into the diagram R», the
R> is more specific than the R;.

Finalization final is a function of the form:

final : py — p2

that transforms a simple property p; € P described by a conceptual attribute into
a property p» € P, where the attribute describing p; is substituted by one or more
conceptual or physical attributes describing p», which are more detailed than the
attribute describing a property p.

In Fig. 2, an exemplary finalization transformation is presented. It shows that the
simple property BaseRate (described by a single conceptual attribute) is finalized
into a new complex property described by two physical attributes carCapacity
and baseCharge.

Split split is a function of the form:

split = pe — {p', p*, ..., p"}

where a complex property p. is replaced by n properties, each of them described by
one or more attributes originally describing p.. Since p. may depend on some other

Fig. 2 An example of the
BaseRate t
ARD finalization -

transformation finalization <

carCapacity
baseCharge
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Fig. 3 An example of the

carCapacity
ARD split transformation baseCharge

split

| payment |—>| payment |—>| payment |

properties p}, ... pl, dependencies between these properties and pl...p" have to
be stated.

To illustrate this transformation, Fig. 3 shows the complex property described by
two physical attributes (carCapacity and baseCharge), which is split into two
simple properties described by these attributes.

Upon splitting and finalization, the ARD model is more and more specific. The
consecutive levels of ARD forms a hierarchy of progressively detailed diagrams,
which constitutes Transformation Process History (TPH) [47]. The implementation
of this hierarchical model is provided through storing the lowest available, most
detailed diagram level at any time, and additional information needed to recreate
all of the higher levels. Such model captures information about changes made to
properties at consecutive diagram levels.

Originally [48], the ARD method was proposed as a method for prototyping
a knowledge base structure in a similar way as the relational data base structure
(tables) is generated from the ERD diagrams, and as a simple alternative to the clas-
sic approaches [49]. Thus, based on the ARD dependencies, it is possible to generate
structures (schemes) of decision tables [47]. Then, such schemes can be filled in
with rules either manually by a domain expert or automatically mined from some
additional data. Figure4 presents an exemplary schema of a decision table gener-
ated from the identified ARD dependencies (specifically from the ARD dependency
between two physical attributes carCapacity and baseCharge, see Fig.3) and
the same table filled in with rules.

4.1 Polish Liability Insurance Case Study

Let us now present an illustrative example of the Polish Liability Insurance (PLLI)
case study. The example was developed as one of the benchmark cases for the Seman-
tic Knowledge Engineering (SKE) approach for rule-based systems [19].

(?) carCapacity (->) baseCharge (?) carCapacity (->) baseCharge
| <900 =537
in [900;1300] =753
in [1301;1600] =1050
| in [1601;2000] =1338
T > 2000 = 1536

Fig. 4 Decision table schema (left) and the same table filled in with rules (right)
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In the PLLI case study, the price for the liability insurance for protecting against
third party claims is to be calculated. The price is calculated based on various reasons,
which can be obtained from the domain expert. The main factors in calculating
the liability insurance premium are data about the vehicle, such as the car engine
capacity, the car age, seats, and a technical examination. Additionally, the impact
on the insurance price have such data as the driver’s age, the period of holding the
license, the number of accidents in the last year and the previous class of insurance
junction. Moreover, in the calculation, the insurance premium can be increased or
decreased because of number of payment installments, other insurances, continuity
of insurance or the number of cars insured.

The calculation of insurance premiums comprises the following steps. The first
step is to determine the base rate based on the capacity of the car engine. The second
step uses the so called “bonus malus” discounts which depend on the number of
accidents in the last year. Insurance companies give up to 60 % discount on this
account. The third step is to take into account other discounts or increases based on
previously mentioned factors.

All these pieces of data, obtained from an expert, can be specified using the ARD
method. The attributes that have been identified for this example are presented in
Table 1. Using the ARD method, one can describe the system with the ARD diagram

Table 1 Attributes for the PLLI case study

Name of attribute Type Range Description of attribute

noAccident Integer | [0;inf] Number of accidents in last 12 months

class Integer | [—1:9] A customer class

carCapacity Integer | [0;inf] Capacity of the car engine [cm?]

baseCharge Integer | [0;inf] Base insurance charge [P LN]

driverAge Integer | [16;inf] Age of a driver (owner of the car)

drLicAge Integer | [0;inf] Period of holding a driving license

driverDiscount |Integer |- Sum of driverAge and drLicAge

carAge Integer | [0;inf] Age of the car

historiCar Boolean | [true; false] | Historic car

noSeats Integer | [2;9] Number of seats in the car

technical Boolean | [true; false] | Current technical examination of the car

carDiscount Integer |- Sum of discounts: carAge, historiCar,
noSeats and technical

noRates Integer | [1;2] Number of instalments

contIns Boolean | [true; false] | Continuation of insurance

noCarsIns Integer | [0;inf] Number of insured cars

otherIns Boolean | [true; false] | Other insurances

insHistory Integer | [0;inf] History of the driver insurance

otherDiscount Integer |- Sum of discounts: noRates, contIns,

noCarsIns, otherIns, insHistory

payment Float [0;inf] Charge for the car insurance
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ICarinsurance

BaseRate
BonusMalus
Premium
payment

BaseRate
Bonustialus

Premium

[BaseRate] [BonusMalus| [Premium]
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CarPremium

carCapacity
baseCharge

OtherPremium|
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insHistory
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Fig. 5 An example of the TPH diagram for the PLLI case study

driverAge

drlicAge
driverDiscount

(see Fig. 6). As specification of ARD is an iterative process, the corresponding TPH
diagram, presenting split and finalization transformations, can be easily depicted, as
shown in Fig.5.

Based on this simple case study, we will present how to take advantage of the
ARD features and transform this representation in order to either generate the whole
BPMN model with decision table schemes for BR tasks and form attributes for User
tasks, or enrich the existing BPMN model with BR tasks based on the corresponding
ARD diagram.

4.2 Advantages of ARD

There are several advantages of using the ARD method to specify the system. Firstly,
this method describes the system in an attribute-oriented way, and thus it is easy to
comprehend and generates a simple model.

ARD can be used even if there are not many pieces of information available. It
is so because this method does not require anything apart from the specification of
dependencies between attributes. It is important to mention that we do not specify
the detail semantics of the dependency relationship; thus it is only claimed that one
property depends on other property. Although this limitation of ARD can be seen as
a drawback, the main focus of this method is on simplicity.
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carCapacity

baseCharge

noAccident class

driverAge

driverDiscount |

drLicAge
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Fig. 6 A complete ARD model for the PLLI example

The ARD method can also be extended, e.g. there can be used some mining
technique to acquire attributes and dependencies among them. However, this requires
additional research tasks yet. There has been trials of mining such attributes from
text in natural language [26].

Applying ARD as a design process allows a domain expert to identify attributes
of the modeled system and refine them gradually, as well as generates rule prototypes
based on the identified attributes. Thanks to storing the history of transformations, it
is possible to refactor such a system [50].

In the following section, we give a short overview of the proposed method of
generating process models and enriching the BP models with BR tasks.
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5 Business Process Models Generation

In our approach for Business Process models generation [20], we consider two cases
presented in the following sections.

5.1 Generating Business Process Model based on ARD

Input:

e Attribute-Relationship Diagram (ARD),?
e Transformation Process History (TPH).?

Output:

e Business Process model with User tasks containing the list of attributes and BR
tasks containing rule prototypes in a very general format:

rule:
condition attributes | decision attributes

Goal:

To automatically build a BPMN process model on the basis of the ARD diagram
(optionally supported by the TPH diagram). The algorithm will generate both User
Tasks with form attributes for entering particular pieces of information and Business
Rule Tasks with prototypes of decision tables.

Sketch of the algorithm:

1. Generate BR tasks from ARD based on the modified version of the algorithm for
generating the XTT2 representation from ARD (detailed description of this part
is presented below).

2. Generate proper User tasks which acquire necessary information from the user.

. Generate proper User/Mail tasks to communicate process results to the user.

4. Complete the diagram using control flow with additional flow objects, such as
start and end events, and gateways.

(O8]

In [51], we presented the algorithm for generating BP models based on ARD.

2 We consider here the most detailed ARD+ diagram, i.e. a diagram with all of the physical attributes
identified. (However, the algorithm can be applied to higher level diagrams as well, and used for
generating rules for some parts of the system being designed).

3 TPH has to correspond to ARD. The diagram may be regarded as optional, but it improves the
process of generating labels for the BPMN elements. It is required in the case of hierarchical
approach.
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5.2 Enriching Business Process Model with Rules based on ARD

Input:

e BPMN Business Process model,
e Attribute-Relationship Diagram (ARD),*
e Transformation Process History (TPH).

Output:

e Business Process model with additional Business Rule tasks containing rule pro-
totypes (decision table schemes).

Goal:

The goal of this approach is to automatically enrich a BPMN process model
with rule tasks on the basis of the ARD diagram (optionally supported by the TPH
diagram). The algorithm will support refactoring of the process model to rule-oriented
way by proposing new BR tasks for the process model.

5.3 Generating Business Rule Tasks with Rule Prototypes

In both aforementioned cases, the most important aspect is to generate Business
Rule tasks with rule prototypes for a process model. This can be done using the
modified version of the algorithm for generating the XTT?2 representation from ARD
(described in [47, 48]). A draft of the algorithm for generating Business Rule tasks
with rule prototypes for a process model is as follows:

1. Prepare data:

a. Choose a dependency d € D : dep(f,t), f # t, where D is a set of depen-
dencies in the ARD diagram.

b. Select all independent properties (other than n) that m depends on. Let F; =
Ui dep(fin). fi # f).
Remove the considered dependencies from the set:
D:=D\ {df,",t}'

c. Select all dependent properties (other than ¢) that depend only on f. Let
Ty = {t} s dep(f. 1)1} # 1. Afy : (dep(fr. 1)), fx # )
Remove the considered dependencies from the set:
D:=D\ {df,t;_}.

2. Create BR tasks based on F; and T:

a. if F; =@, Ty = ), create a BR task determining the value of the ¢ attribute
and associate the task with the following decision table schema: f |¢.

4 ARD has to correspond to the BPMN model.
5 TPH has to correspond to ARD.
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b. if F; # @, Ty = @, create a BR task determining the value of the ¢ attribute
and associate it with the following decision table schema: f, f,l, f,2, ot

c. if F; =0, Ty # 0, create a BR task determining the value of the 7 U {t})
attributes and associate it with the decision table schema: f |, t}, tj%,

d. if F; # 0, Ty # ¥, create two BR tasks determining the value of the T
and ¢ attributes and associate them with the following decision table schemes
respectively: f, f,l, ftz, ...ltand f| t}, tjzc,

3. Go to step 1 if there are any dependencies left (D # ).

The result of application of the BR task generation for the Polish Liability Insur-
ance case is presented in Figs. 7, 8,9 and 10. Next, User tasks which acquire necessary
information from the user and User/Mail tasks to communicate process results to the
user have to be generated (see Fig. 11). It is important to mention that the appropriate
ARD attributes are associated with User tasks. These are important for generating
suitable forms in the runtime environment (see an example in Fig. 12).

Finally, the model have to be completed using control flow with additional flow
objects, such as start and end events, and gateways. The resulting diagram can be
observed in the Activiti-based environment presented in Fig. 14.

Fig. 7 Selecting ARD

. T carCapacit
dependencies with input pacy
attributes ( - baseCharge
i ]
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driverDiscountl

A
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noCarsins
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Fig. 8 BR tasks generated by
algorithm from the ARD
dependencies from Fig.7

Fig. 9 Selecting ARD
dependencies without input
attributes

Fig. 10 A BR task generated
from the ARD dependencies
from Fig.9
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5.4 Hierarchical Extension of the Approach

=

Calculate

payment

Modularization helps in managing process model complexity as well as constitute an
important issue in improving understandability of models. Vertical modularization
(hierarchization) allows for encapsulating process details into sub-levels with hier-
archical structure. In order to extend the approach to generate hierarchical Business
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Fig. 11 User tasks generated by algorithm

Fig. 12 An Activiti form for
the “Enter Premium
Information” user task

Process models, i.e. process models containing suprocesses, the extension of our
approach can take advantage of a TPH model.

As a TPH model captures information about properties with subsequent abstrac-
tion levels, itis possible to use these levels for hierarchization purpose in the following
way: If some attributes used for generating BR tasks have in TPH a common par-
ent complex property composed of these attributes, they can be incorporated into a
subprocess (and on their current level can be replaced by this subprocess).

In the case of PLLI example, the driver discount, car discount,

& = f@ R
Enter car Calculate
capacity base charge

4 A J
f@ ™)
Enter
Bonus Malus Determine class|
information
4 A J

Fill in the form below and complete the task:

Carage * |6
Mo seats® |2
Mo cars ins
MNorates * |2
Historic car
#| Technical
#| Contins
Others ins
| Ins history
Complete task Reset form
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other discount have a common parent property: Premium. Thus the 3 BR

tasks and a User task associated with these properties can be grouped into a sub-

process (see Fig. 13).
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Fig. 13 Hierarchization example
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Fig. 14 A prototype Activitiy-based environment for modeling and executing processes with rules

6 Tool Support

VARDA (Visual ARD Rapid Development Alloy) [50, 52, 53] is a rapid prototyping
environment for the ARD+ method. It allows for designing ARD, capturing the whole
process in TPH as well as visualization and prototyping a rule base.

As a BPMN model generated from ARD constitutes an executable specification
of a process, it can be executed in the process runtime environment. However, for
complete execution of the model, i.e. execution of the Business Rule task logic,
a process engine, such as jJBPM [54] or Activiti [55], has to delegate rule execution
to the business rule engine. As decision table schemes are generated automatically,
the created decision tables have to be complemented with rules. Decision table can
be filled in with rules using a dedicated editor [17] or a dedicated plugin for the
process modeler [12]. Then, our prototype hybrid execution environment [14, 56],
can serve as a specific execution example for this approach.
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7 Concluding Remarks

The aim of this paper is to present the possibility of generating the rule-oriented
BPMN model and enriching process models with rules based on the ARD diagram.
We give an overview of the method for process model generation and present a sketch
of the algorithm for automatic generation of rule-oriented BPMN process models
from Attribute Relationship Diagram. In the algorithm, BR tasks with corresponding
decision table schemes are generated and the resulting model can be executed in the
hybrid execution environment.

The presented approach can be used either to generate the whole BPMN model
based on the existing ARD diagram or to enrich the existing BPMN model with
BR tasks based on ARD developed parallely to BP model or generated based on the
process description. As the generated rule schemes are complementary to the process
model, the solution addresses the two mentioned challenges: separation between
processes and rules in the modeling phase and the problem of the execution of such
separated data, which usually requires some additional integration or configuration
in the execution environment.

As this paper presents a work-in-progress research, our future work will consist
in refining and formalizing the presented approach. We plan to extend the approach
with new patterns and some optimization elements. We consider also enriching the
ARD diagram with selected relations from the similar methods [27, 29, 30, 36, 37],
as well as take advantage of the Decision Model And Notation (DMN) [57].

Acknowledgments The authors wish to thank the organizers of the ABICT 2013 workshop on the
FedCSIS 2013 conference for providing an ample environment for presenting and discussing our
research [20].
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Nonlinear Time Structures and Nonlinear
Time Ontology for Description of Economic
Phenomena

Maria Mach-Krél

Abstract The aim of the paper is to present possible time structures for the task of
describing economic phenomena, and to propose an ontology for such time struc-
tures.The paper thus describes some possible time structures. Since a simple linear
time structure is not enough for this task, use of more complex structures are pro-
posed. The paper also deals with the problem of representing time while reasoning
about changing economic domain. The modification of Hobbs and Pan time ontology
is proposed and formalized. Also the resulting ontology is augmented with proposal
of Hajnicz and McDermott to provide basis for representing both abstract branching
time as well as the calendar one.

1 Introduction

Introducing the notion of time allows to perform inference about changing
domains, including the economic one. It also allows a computer to simulate human
inference, because people infer about time and change [4]. In particular, such notions
as change, causality or actions are described in the context of time, therefore the
proper representation of time, and proper temporal reasoning is so important in the
field of e.g. artificial intelligence [14].

In order to represent properly temporal phenomena (or temporal knowledge about
them) it is necessary to establish—prior to choosing the temporal formalism—a
proper time structure. It is so because time structure determines the representation.
For example, if one chooses dense time, it is not possible to represent knowledge
in the situation calculus, because it is for only discrete phenomena [10]. In turn, the
structure of time depends on the characteristics of the domain to be modeled.

The economic domain encompasses—among others—the environment in which
modern enterprises operate. It is characterized by discontinuity, changeability,
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heterogeneity. Because of these features it is very difficult to percept changes in
the environment, to define their causes, effects and directions, and how they affect
enterprises’ operations. The impact of these changes on enterprise’s strategy is also
seen.

The analysis of changes may not be performed apart from the aspect of temporality,
because time is strictly connected with the notion of change. The temporal aspect
is important, because in modern enterprises knowledge becomes a valuable asset.
And a great part of knowledge is temporal. Therefore time becomes an important
category for enterprises.

The above leads to a simple conclusion: a complete representation of economic
knowledge must be a temporal one. As Sowa claims [2, 15], knowledge representa-
tion consists of three elements: ontology, logic, and computational procedures. Every
logic assumes an ontology of the domain being depicted. Therefore the representa-
tion of knowledge about dynamic economic environment should be composed of
ontology of time and domain, temporal logic and computational procedures (reason-
ing). From the other side, the ontology of time concerns basic temporal entities and
time structure. If we assume that the choice of proper temporal entities is strictly
dependent on time structure, it becomes obvious that the question of time structure
is fundamental. And so is the question of temporal ontology.

The rest of the paper is organized as follows. In Sect. 2 we show how many pos-
sible time structures may be obtained from the basic ones. Section 3 provides basic
assumptions for the time structure used for describing economic realm. In Sect. 4 the
basic information on ontology is summarized. Section 5 contains formal description
of time branching into the future (the left-linear one). In Sect. 6 we propose an ontol-
ogy of point time, and combine it with dates in Sect. 7. Section 8 contains concluding
remarks, and future research directions.

2 A Set of Possible Time Structures

In this section the basic time structures are presented, and the possible set of them is
discussed.

The most commonly adopted model is the one of linear time, which can be
graphically depicted as a straight line, while formally a time structure T is linear, if
(8. p. 20]):

Vi, tp e T: (t1 < ) V(1 =1tp) V(tp < t1) (1)

The models of nonlinear time are: time branching into the future, time branch-
ing into the past, time branching in both directions (parallel time), cyclic time.
A motivation for adopting the branching time structure is as follows: many different
pasts (“routes”) may have led to the present time, and from “now” may arise many
different “routes” into the future. The formal definitions are (ibid., p. 21 and next):
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A time structure T is branching into the future (left-linear), if
Vi, s e T(lh <A<t => (<) V(=) V(tz<t) (2
A time structure T is branchingintothepast (right-linear) if
Vtl, 2, 3 e T(tl < 2Atl < 3) = (2 < 3) Vv (2= t3) v (13 < 2) (3)

A time structure T is parallel, if it is left- and right-linear, that is branching into
both directions.

One more structure, discussed rarely in the literature, but interesting, is a cyclic
time structure. A metric point time structure T is an ordered tuple( 7, C, <, <*, §,
S'), where: T—set of time points, C—set of distances between points, <—a global
order over T, <*—Ilocal order over T, —metrics over 7, S—length of a semicircle.

For each time point x € T there exists exactly one point x* € T that §(x, x*) = S.
These two points divide the time circle into two semicircles. The characteristics of a
cyclic time structure are as follows (after ([6, p. 30])):

e completeness:

Vx, y(x <) “)
e local antisymmetry:
Vx, y(x < #y = =(y < *x)) 4)
e local linearity:
Vi, y(x #y & x #y*) — (x <FyVy <*Xx)) (6)

e local transivity:
Vx, y, 2((6(x, y) +8(3,2) <8) = (x <"y & y<*z - x <" 7)) @)
e coherence:

Vx,y, 2B, ) + 80,2 <8) > (x <My &y <"z 8(x,y) + 30, 2) = 8(x,2)))
®)

One may imagine such situations, in which classic time structures would be not
enough. Consider a situation, when two enterprises join (perform a fusion), operate
as one enterprise for a certain period of time, and divide again into two enterprises,
but cooperating together (so it is justified to analyze them together, but not on one
time axis). In this case we deal subsequently with time structures: right-linear one,
linear one, and left-linear one. Formally this situation may be written as:
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(1, 0,13 <tp) = V1,0, €T (1 <ppAtp <13) = (Ip <B3) V(2 =13) V(i3 <))

©))

(1, > 1IN, 1 < tp)) = Vi, €T 1 (1 <)Vt =0)V( < 1)) (10)
(t1, 0,13 >tp) = Vi1, ,3€T(tr < A3 <t])) = (r <B3)V(r =13) V(13 < 1))
(11)

where: rfr—the moment of fusion, zp—the moment in which enterprise divides again.
This structure has the following properties:

e transivity:
Vx,yx <y&y <z—>x<72) (12)
e anti-reflexivity:
Vx—(x < x) (13)
e antisymmetry:
Vx,y(x <y = =(x <) (14)
e discreteness:

Vx,yx <y — Fz(x <z&~Julx <u & u < 7)))
Vx,yx <y— zz<y&—-Fuu<u&u<y))) (15)

Of course, different structures may be combined together in different ways,
according to the analytical needs. It seems that the easiest is combining branch-
ing structures with linear one. The combinations similar to the one shown above may
be numerous, one can imagine e.g. chains composed of branching and linear time
structures. On the other hand, combining the cyclic time structure with branching
and/or linear ones seems difficult, or even impossible, because the cyclic structure
is a closed one.

It is necessary to discuss, how many time structures can arise from basic ones?
Before we answer this question, we have to make some assumptions:

e for simplicity, we consider only a basic structure (T, <), other axioms of this
structure are omitted;

e we assume representation in 1st order predicate calculus; in the calculus generally
the linearity axiom is manipulated, therefore we deal with a finite set: linearity
axiom, left-linearity axiom, right-linearity axiom;

e we omit the question of time metrics, because this does not affect the linear or
non-linear property of time structure.
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Having the above assumptions, we may say that the set of possible time structures
arising from combining basic time structures is a combination with repetitions of
those structures. As it is commonly known, the number of k-element combinations
with repetitions of a n-element set is given by a formula:

¢ (k+n—1)!
“% Ha-nr 1o

where

k—number of sequence elements,

n—number of set elements.

In the considered case, k=1, 2, 3 or 4, and n=4 (linear structure, left-linear
structure, right-linear structure, parallel structure).

Therefore, the set of possible time structures is computed as:

@+4-D!  GH+4-D  @d+4-D_ a7
204 — 1) 314 — 1) 44— 1)

S=1+

It should be noted here that in case of using multiple time structures for economic
realm description and in case of using a temporal intelligent system, we have to deal
with a heterogenic time structure in the knowledge base of the system. Thus, we
face a problem of unifying the structure. Is it necessary for performing reasoning
by an intelligent system? This problem is similar to the one of the heterogeneous
knowledge in a temporal intelligent system, described in detail in [9], but it is beyond
the scope of this paper.

3 Time Structure to Describe Economic Phenomena—Basic
Assumptions

We are convinced that for a temporal analysis of enterprise’s environment it should
be assumed that time is: discrete, branching into the future, finite in the past, but
infinite in the future. We have chosen this structure because of several reasons:

e Discrete time—there are several elements of the environment that change in a con-
tinuous manner, but some of the elements (e.g. barriers to entry) change discretely.
From a practical point of view, it is not possible to provide information to the tem-
poral intelligent system continuously. Changes have to be registered discretely.
Moreover, assuming continuous time would be linked with introducing a second
order axiomatization [1, p. 36].

e Time branching into the future—the enterprise’s environment is nondeterministic.
Linear time assumes deterministic domain, while time branching into the future
assumes a nondeterministic one. Also, introducing time branching into the future,
when present actions may develop into several future ones, would allow to deepen
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the analysis of the environment, allowing e.g. for “what-if”” analyses. It is not the
only possible structure. For example, if we take into account the differences of
temporal aspects of different markets we may think of a parallel time structure,
which enables e.g. analyzing different markets simultaneously. Also a right linear
time structure (time branching into the past) could be adopted—in order to deter-
mine, which changes in the past on the markets are responsible for the present
situation of an enterprise. Using nonlinear time structures for analyzing economic
environment is surely an interesting research area.

e Time unbounded in the future—this assumption seems obvious: in a given moment,
an enterprise is not able to define for how long it will be operating, therefore it is
not possible to determine a moment in time, when the analysis will not be needed
any more. However, as managerial practice shows, a time horizon longer than
5 years is not needed. For example, investment plans for more than 5 years are
practically unreal. But it should be pointed out here, that a time point named “now”’
is different every day, moving into the future, and so moves the time horizon, even
striving for infinity. Also obvious is assuming time bounded in the past: nor an
enterprise, nor a temporal intelligent systems operate from “always”. Moreover,
an analysis getting far into the past would not be useful, because the environment
is changing and turbulent. It should be assumed a certain “past time horizon of
analysis”, therefore bounding time in the past is justified.

Formally speaking, a time structure for modeling economic realm is a structure
fulfilling the following conditions:
Vi, tp e T
tir<th=3A: (1 < ) A=t : t] < 4 A t4 < t3),
h<ti=A: (< t)AQty: t3 < g A tg < t]) (18)
Vi, h, e T(h <t Atz< t) = (h<t3)V(h=1)V(3 < tp) (19
-~V : th < ty) (20)
It is a general assumption, but in specific situations the model may be broadened,
because—as it has been already pointed out in the Introduction—the time structure

has to be adjusted to the phenomenon being analyzed. In the next section different
time structures are presented and discussed.

4 Ontology Basics

Having established a time structure for description of economic realm, one has
to define a proper time ontology in order to represent and reason about this
domain. Ontology is one of the main elements of knowledge representation, because
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every logic—including temporal ones—assumes an domain ontology. Many authors
defined ontology. Here we cite only a few definitions.

Eder and Koncilia [3] define ontology as a conceptualization of a domain. It
describes domain notions, their properties and relations. A similar view of the ontol-
ogy is presented by Salguero et al. [13], who describe it as a specification of knowl-
edge domain conceptualization. A controlled dictionary depicting formally objects
and relations between them, and has a grammar (p. 126).

Grenon [5] writes that formal ontology is a branch of philosophy, that analyses
and creates theories at the highest level of generality.

Perry et al. [12] add to the above that ontology assures the context or domain
semantics (p. 147).

It seems that for time ontology the best definitions are these by [3, 13]. Itis because
time ontology has to encompass time elements—points or intervals or both—and
their
relations. Moreover, it has to contain a “way” to manipulate these elements, so
they become meaningful. The detailed description of time ontology adopted in the
economic analysis is presented in Sect. 6.

5 Left Linear Time (Time Branching into the Future)—Formally

As it has been said in Sect. 3, for the economic analysis of enterprise’s environment
we assume the model of time branching into the future (left linear one).

The formal definition is given by Eq. (2).

We assume point structure of time as the basic one. Generally, in the ontology of
time one may assume points, intervals or both as basic temporal entities. Different
authors force different solutions to this question (see e.g. [16]). In the paper we
assume point (discrete) time because of the application domain—the economic one
(see Sect. 3).

Formally:

Time is composed of points and a precedence relation <, therefore a point structure
T is an ordered pair (T, <), where T—a nonempty set of points, < the precedence
relation.

The axiom of time discreteness is formulated as:

VX, y(x <y - 3z(x <z & —Ju(x < u& u < z))) 20
VX, y(x<y—3dz(z< y&—3Ju(z< u& u<y)) (22)

This structure has the following properties:

e transitivity

VX, y(x<y&y<z—> X< 7) 23)
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e anti-reflexivity
Vx—(X < X) (24)
e antisymmetry
VX, y(x < y— (Xx<y)) (25)

Moreover, because we deal with time branching into the future (left/backward
linear one), we add an axiom of back linearity:

VX, y(Xx <z&y <z—> X<yVX=yVy<X) (26)

6 The Ontology of Point Time

The point time ontology presented in this section extends and modifies the ontology
by Hobbs and Pan [7], also adding time properties from [6], because of economic
application domain, presented in Sect. 3.

Topological temporal relations.

Time points are a subclass of temporal entities:

Instant(t) — TemporalEntity(t) 27
V(T) TemporalEntity(T) — Instant(T) (28)

Predicates begins and ends are the relations between points and temporal entities:

begins (t, T) — Instant(t) A TemporalEntity(T) 29)
ends(t, T) — Instant(t) A TemporalEntity(T) (30)
Moreover
Instant(t) = begins(t,t) 3D
Instant(t) = ends(t,t) (32)

If exists a beginning and an end of a temporal being, it is unique:
TemporalEntity(T) A begins(t;, T) A begins(t, T) — t] = t 33)

TemporalEntity(T) A ends(t;, T) A ends(ty, T) — t; = to (34)
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Predicate TimeBetween is a relations between a temporal being and two points:

TimeBetween (T, t, tp) — TemporalEntity(T) A Instant(t;) A Instant(ty)A

(Instant(t;) < Instant(ty) Vv Instant(ty) < Instant(t;) Vv Instant(t;) = Instant(ty))
(35)

The condition in the above expression—(Instant(t1) < Instant(t;) V Instant(tz) <
Instant(t1) V Instant(t1) = Instant(t2))-means that time points lie on the same time
branch. It is necessary to add this condition, because only on the same time branch
(time axis) the condition of strict linear order is fulfilled, which allows to compute
the value of TimeBetween predicate. It is not possible to compare distances between
points on different time branches.

7 Combining Time and Events

After presenting the basic ontology of left linear time it should be discussed how time
is linked to events in the world. Hobbs and Pan propose to use 4 predicates: atTime,
during, holds, timeSpan [7, p. 70]. We extend here the notion of an event. The classic
definition (see e.g. [6, p. 4]) says that an event is a dynamic picture of the world,
causing changes in facts. Following Hobbs and Pan, we will however understand
events very broadly—as “anything that may be placed in time” ([7, p. 70]), so not
only event by itself, but also a state, a process, a logical statement etc.

As said above, Hobbs and Pan propose four predicates. Because we adopt a
discrete model of time, we do not use predicate during, concerning intervals, and the
predicate timeSpan will have a narrower definition compared to the original one (see
[7, p. 71]).

Predicate atTime link san event with a time point, therefore it is crucial for the
ontology of discrete time. It says that an event happens, occurs at time point z.

atTime(e, t) — Instant(t) 36)

Predicate Holds is generally a duplicate of predicate atTime. In the original
approach by Hobbs and Pan it says that an event occurs at time point 7 or over a
time interval 7. As we assume time discreteness, we omit the second meaning of the
predicate and in this way we duplicate the two predicates. We may write:

holds(e, t) = atTime(e, t) 37

Finally, the predicate timeSpan links events with time points (or sequences of time
points)—it is a narrowed version of the original predicate by Hobbs and Pan, which
linked events also with intervals and sequences of intervals. This predicate is used
for states or processes that adhere to each other, it shows the whole time span during
which a process or a state holds. Formally:
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timeSpan(T, e) — TemporalEntity(T) Vv tseq(T) (38)

where tseq(T) is a sequence of time points.
Moreover

timeSpan(t, ) A Instant(t) — atTime(e, t) 39)
timeSpan(t, e) A Instant(t) A t; # t — —atTime(e, t;) 40)

The predicate atTime links an event with a concrete time point, but this is not a
direct linking of an event with the date of its occurrence. At the same time, dates are
necessary in the description of economic reality. Therefore there is a question how
to link time branching into the future with calendar time.

As McDermott pointed out [11], two dates cannot be placed on two different time
branches, but one date (the same one) may be placed on many branches, as time
branches are independent. Therefore in McDermott’s opinion one should discuss a
date line independent from the main time structure. In this way, the date line preserves
a linear order.

If we adopt the solution proposed by McDermott, we will have to extend the time
structure presented in Sect. 5 to the following one':

T =(T,D, <4, <dd, <id> <dr) (41)

where T—a set of time points, D—a set of dates, < tt—backward partial linear order
over T, < dd—a linear order over D, < td and < dt are precedence relations linking
the former two orders. In this situation we need to add a few new axioms to the ones
presented in Sect. 5. Hajnicz [6] calls them the axioms of quasi-transitivity:

th <t At <d d =t <wd (42)
di <gqg do A dp <gt t— dj <g t 43)
d<g tiAti<gtp — d<g t2 44)
di <gt tAt<y@ dy — dy <gqq d2 45)
t < diAdp <gq dp = t <y do (46)
th <@ dAd<aq t2 = t1 # A= <¢ 4) 47)

! The solution presented in this section comes from [6, p. 24-25].
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Adopting the extended structure of time and additional axioms, we have a time
theory that is described by the notions of transitivity, anti-symmetry, backward lin-
earity and quasi-transitivity. Together with the ontology of left linear time, we are
able to place economic events in time.

8 Concluding Remarks

In the paper the motivation for temporal representation of economic knowledge has
been presented, the possible time structures have been pointed out, and the possible
combinations of them for economic realm description have been shown. In the paper
we also presented the basic ontology of time branching into the future (left linear
one). We presented motivation for the choice of this time structure. Next, we modified
the ontology by Hobbs and Pan, extending it to the nonlinear time. The next step
consisted of presenting, how to link such time with the line of dates. For this purpose,
we combined the modified ontology with the proposal by McDermott and Hajnicz,
thus proposing a complete model of time, allowing to temporally describe economic
phenomena.

The main conclusion stresses out the variety of possibilities given by only 4 time
structures, combined in different ways. Leaving linear time axiomatization apart, in
order to take into account richer structures, will enable to better depict the economic
realm, e.g. for building a knowledge base of a temporal intelligent system.

The second conclusion is that the classical structure of linear time is too sim-
ple and non-adequate to complex economic reality. However—and this is the third
conclusion—the ontology of time by itself is also insufficient (even the ontology
of nonlinear time). It is necessary to link with it dates, because economic activities
are registered using the standard calendar. This was the reason for combining the
proposal of Hobbs and Pan with the proposal by Hajnicz, introducing additional
axioms.

There are several potential future research directions.

The first one is developing an ontology of a selected part of economic reality
and then combining it with the ontology presented in this paper. A good example
of the part of economic reality are barriers to entry to a marketspace. They are
interesting, because they are a good exemplification of economic environment: they
are heterogeneous, they change in time, they can be both qualitative and quantitative,
dense or discrete.

The second research direction is the implementation of nonlinear time ontology in
the temporal intelligent system. The need of using such systems for economic domain
was suggested in [9]. In the temporal system it is assumed that the knowledge base
is encoded using temporal logic. Therefore time is explicit. It is also explicit in the
reasoning mechanism. It seems that implementing the ontology of nonlinear time
would be useful at least in the reasoning layer of the system.

The problem of time structures heterogeneity in a temporal knowledge base arises
while using more than one structure. It has to be discussed and checked, whether
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to perform reasoning in a temporal intelligent system it is necessary to unify these
structures, and if so, how it should be done. This also will be the topic of future
research studies.
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Business Intelligence and Analytics
in Organizations

Celina M. Olszak

Abstract The paper concerns Business Intelligence (BI) issue and the opportunities
of using BI applications in organizations. BI enables to better understand not only
the internal business processes, but also the competitive environment through the
systematic acquisition, collation, analysis, interpretation and exploitation of infor-
mation. It is considered that BI transforms the information into strategic knowledge.
This allows for the identification of the opportunities and threats, which may occur
on the market, while cooperating with customers, suppliers and competition. The
main goal of this paper is to present the basic assumptions underlying the idea of
BI and BI maturity as well as to identify the level of BI using in selected organi-
zations. The structure of this paper is organized as follows. Firstly, an overview of
subject literature on BI has been conducted. Then, the idea of BI maturity has been
described. Different BI maturity models have been presented. Using an in-depth
interview method, the results from the analysis of twenty organizations applying BI
systems have been described. Gartner’s Maturity Model for Business Intelligence
and Performance Management was used to assess the level of BI in surveyed orga-
nizations.

1 Introduction

The information, knowledge and intelligence have become very important resources
of a contemporary organization [1, 3, 33, 44, 65]. It is highlighted that its success
depends more and more from the ability to take advantage of all intangible resources
[6, 15, 40, 43, 55]. This challenge becomes more difficult with the constantly increas-
ing volume of information.

Recently, many organizations turn to Business Intelligence (BI) [13, 19, 35, 45,
54, 62]. Itis reported that Bl has become the critical component for the success of the
contemporary organization [27, 64, 67, 68]. It enables to take competitive advantage
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of all available information, provides actionable intelligence for effective business
decision-making and business processes [2, 5, 12, 59, 60].

On the other hand, it is pointed that although, BI applications have become the
most essential technologies to be purchased in the last years, the success from such
applications is still questionable. According to some authors the practical benefits
from Bl are often unclear and some organizations fail completely in their Bl approach.
Organizations do not achieve the appropriate benefits [10, 27, 30, 62].

The analysis of the literature shows that the research studies focus mainly on BI
using in large enterprises [4, 55, 68]. Unfortunately, the studies that investigate the
BI using in small and local business contextare only partly addresses by existing
research [47].

The main purpose of this paper is to explore the issue of BI and to investigate
of BI using in the selected polish organizations. The reminder of the paper is orga-
nized as follows. Firstly, the issue of BI was explained. Next, different BI maturity
models were explored. Finally, some selected findings from the survey, conducted
in 20 purposefully selected organizations, have been presented. Some guidelines
and recommendations were provided in order to improve the using of BI for the
organizational success.

2 The Business Intelligence

Business Intelligence and analytics (BI&A) have become the significant research area
in the domain of management information systems in the last years [11]. The roots
of BI&A originate from decision support systems, which first emerged in the early
1970 s when managers used computer applications to model business decisions. Over
the years, other applications, such as executive information systems (EIS), online
analytical processing (OLAP), data warehousing, and data mining became important
[15, 35, 41, 66, 68]. Today BI&A is compared to “an umbrella” that is commonly
used to describe the technologies, applications, and processes for gathering, storing,
accessing and analyzing data to help users to make better decisions [16, 59, 61].

It is noted that although BI is frequently defined in the literature, there is no
universal explanation of BI[13]. The overview of different BI definitions is presented
in Table 1.

BI&A is comprised of both technical and organizational elements [3, 18, 32, 46,
65]. From technical point of view BI&A is an integrated set of tools, technologies and
software products that are used to collect heterogenic data from dispersed sources and
then to integrate and analyze data to make them commonly available. The key BI&A
technologies include: data warehousing, data mining and OLAP [29]. They are often
called BI&A 1.0. In the last years, new techniques, such as: web mining, opinion
mining techniques, mobile mining techniques and semantic processing are applied
in BI&A applications. Such applications, focused on processing of semi-structured
or un-structured data that originate mainly from Internet and social media, are named
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BI&A 2.0. In turn, applications responsible for collecting and analyzing data from
various mobile devices are called BI&A 3.0 [11, 21, 42, 49, 56].

From organizational perspective, BI&A means a holistic and sophisticated
approach to cross-organizational decision support [30, 39]. Negash and Gray [41]
argue that Bl is responsible for transcription of data into information and knowledge.
Also, it creates some environment for effective decision-making, business processes,
strategic thinking, acting in organizations and taking the competitive advantage
[2, 5, 12, 47, 60]. Many authors highlight that BI is predisposed to support decision-
making on all levels of management [16, 26, 37, 39, 41]. On the strategic level,
with the help of BI it is possible to set objectives precisely and follow the realiza-
tion of such established objectives. BI allows for performing different comparative
reports, e.g. on historical results, profitability of particular offers, effectiveness of
distribution channels or forecasting future results on the basis of some assumptions.
On the tactical level BI may provide some basis for decision-making within market-
ing, sales, finance, capital management, etc. BI allows for optimizing future actions
and modifying organizational, financial or technological aspects of company perfor-
mance appropriately in order to help enterprises to realize their strategic objectives
more effectively. In turn, on the operational level, BI systems are used to perform
ad hoc analyses and answer questions related to departments’ ongoing operations,
up-to-date financial standing, sales and co-operation with suppliers, customers [46].

It is indicated that BI& A facilitates the realization of business objectives through
reporting of data to analyze trends, creating predictive models for forecasting and
optimizing process for enhanced performance. The value of BI&A for business is
predominantly expressed in the fact that such systems cast some light on information
that may serve as the basis for carrying out fundamental changes in a particular
enterprise. It is stated that BI&A has become the critical component for the success
of the contemporary organization [13, 27, 64, 67, 68]. Wells [65] argues that BI
is the “capability of an organization to explain, plan, predict, solve problems, think
in an abstract way, understand, invent, and learn in order to increase organizational
knowledge, provide information for the decision-making process, enable effective
actions, and support establishing and achieving business goals”.

Last time anew trend in BI, called “cloud BI”’ or “BlI services on demand”, has been
appeared. Cloud BI presents a model that provides on demand access to software and
hardware resources with minimal management efforts [57]. Itis reported that cloud BI
is arevolutionary concept of delivering business intelligence capabilities “as service”
using cloud based architecture that comes at a lower cost yet faster deployment and
flexibility [22]. Cloud BI solution has special interest for organizations that desire to
improve agility while at the same time reducing IT costs and exploiting the benefits
of cloud computing.

The evolution of different BI&A models has been presented in Table 2.
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Table 1 The overview of BI definitions

Author

Definition

Adelman, Moss [1]

An umbrella term to describe the set of software products for
collecting, aggregating, analyzing and accessing information to
help organization make more effective decisions

Alter [3]

An umbrella term for decision support

Azvine et al. [4]

Bl is all about capturing, accessing, understanding, analyzing and
converting one of the fundamental and most precious assets of the
company, represented by the raw data, into active information in
order to improve business

Business Objects [8]

A system that provides different information and analysis for
employers, customers, suppliers in order to make more effective
decisions

Chung et al. [12]

Results obtained from collecting, analyzing, evaluating and
utilizing information in the business domain

Power [50]

An umbrella term to describe the set of concepts and methods used
to improve business decision-making by using fact-based support
systems

Eckerson [18]

A system that takes data and transforms into various information
products

Glancy, Yadav [20]

BI focuses on supporting a variety of business functions, using the
process approach, and advanced analytical techniques

Hannula, Pirttimaki [24]

Organized and systematic processes which are used to acquire,
analyze and disseminate information to support the operative and
strategic decision making

Jordan, Ellen [31]

Bl is seen as a critical solution that will help organizations leverage
information to make informed, intelligent business decisions to
survive in the business world

Jourdan et al. [32]

Bl is both a process and a product, that is used to develop useful
information to help organizations survive in the global economy
and predict the behavior of the general business environment

Lonngqyvist, Pirttimaki [36]

A managerial philosophy and tool that helps organizations
manager and refine information with the objective of making more
effective decisions

Moss, Atre [39]

An architecture and a collection of integrated operational as well as
decision support applications and databases that provide the
business community easy access to business data

Negash [40]

A system that combines data collection, data storage and
knowledge management with analytical tools so that decisions
makers can convert complex information into competitive
advantage

Olszak, Ziemba [46]

A set of concepts, methods and processes that aim at not only
improving business decisions but also at supporting realization of
an enterprise’ strategy

Reinschmidt, Francoise [52]

Bl is an integrated set of tools, technologies and programmed
products that are used to collect, integrate, analyze and make data
available

(continued)
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Table 1 (continued)

Author Definition

Watson, Wixom [62] BI describes the concepts and methods used to improve decision
making using fact based systems

Wixom, Watson [68] Bl is a broad category of technologies, applications, and processes
for gathering, storing, accessing, and analyzing data to help its
users make better decisions

White [66] An umbrella term that encompances data warehousing, reporting,
analytical processing, performance management and predictive
analytics

Williams, Williams [67] | A combination of products, technology and methods to organize
key information that management needs to improve profit and
performance

3 Business Intelligence Analysis in Organizations

The great expectations are set for BI. BI is constantly ranked as top priority global.
Nearly 90 % of organizations across the globe have invested in a BI capability, bring-
ing BI’s annual global outlay to around USD$ 60billion [13]. It is reported that the
beneficiaries of BI include a wide group of users, representing trading companies,
insurance companies, banks, financial sector, health sector, telecommunications,
manufacturing companies, government, security and public safety. It is assumed
that organizations use BI for [10, 15, 25, 44]:

e increasing the effectiveness of strategic, tactic and operational planning including
first of all: (a) modelling different variants in the development of an organiza-
tion; (b) informing about the realization of enterprise’s strategy, mission, goals
and tasks; (c) providing information on trends, results of introduced changes and
realization of plans; (d) identifying problems and ‘bottlenecks’ to be tackled; (e)
providing analyses of “the best” and “the worst” products, employees, regions; (f)
providing analyses of deviations from the realization of plans for particular orga-
nizational units or individuals; (g) and providing information on the enterprise’s
environment;

e creating or improving relations with customers, mainly: (a) providing sales repre-
sentatives with adequate knowledge about customers so that they could promptly
meet their customers’ needs; (b) following the level of customers’ satisfaction
together with efficiency of business practices; (c) and identifying market trends;

e analysing and improving business processes and operational efficiency of an
organization particularly by means of: (a) providing knowledge and experience
emerged while developing and launching new products onto the market; (b) pro-
viding knowledge on particular business processes; (c) exchanging of knowledge
among research teams and corporate departments.

The most used BI analysis refer to (Table3): cross selling and up selling, cus-
tomer segmentation and profiling, parameters importance, survival time, customer
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Table 3 BI analysis

The type of BI analysis

Description

Cross selling and up selling

It involves selling products to specific customers taking their
previous purchases into consideration

Customer segmentation and
profiling

It is based on grouping customers in some homogenous
segments. Segmentation and profiling of customers provide
some knowledge that is useful while designing new products
and addressing marketing campaigns appropriately, as well

Parameters importance

It allows for determination of the most important variables that
describes products, processes and customers in the situation
when there are different variables that describe analysed objects

Survival time

It evaluates customer’s survival time length and a possibility
that they leave during that time. The analysis describes a
distribution of survival time for individuals of a given
population, monitors strength of other parameters impact on the
expected survival time, and additionally

Customer loyalty and
customer switching to
competition

It is strictly related to analyses of customer’s switching to
competition. That results in identifying customers who are
inclined to leave a company and join competition

Credit scoring

It enables to determine financial risk that is related to particular
customers. Such a process may be performed at the very
moment a contract with a customer is concluded, and it is based
on the data that come from application forms provided by a
customer subject to analysis

Fraud detection

It means identification of suspicious transfers, orders and other
illegal activities that target a company in question

Logistics optimisation

Logistics optimisation problem involves offering the best
possible plan of logistics activities (including transportation or
distribution), simultaneously taking already known limitations
and available potential into consideration

Forecasting of strategic
business processes

Modelling of multidimensional forecasts based on historical,
present and anticipated data. Analyses of time series make it

development possible to identify and analyze hidden trends and fluctuations

Web mining Analysis and assessment of the performance of Internet
services (web mining) helps to obtain knowledge who uses
services, when, why and how

Web farming It offers a possibility of constant analyzing of the Internet,

finding important business information there, acquiring such
information, saving it in data warehouse of a company and
delivering processed information to adequate persons or
departments in a company

loyalty and customer switching to competition, credit scoring, fraud detection, logis-
tics optimizations. Others concern: the forecasting of strategic business processes
development, analysis of web mining, and social media.

It should be pointed that although, BI&A applications have become the most
essential technologies to be purchased in the last years, the success from such appli-
cations is still questionable. The practical benefits from BI&A are often unclear and
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some organizations fail completely in their BI&A approach. Organizations do not
achieve the appropriate benefits [10, 27, 30, 55, 62]. It is said that about 60-70 % of
business intelligence applications fail due to the technology, organizational, cultural
and infrastructure issues [13, 24].

It is reported that the most important elements that decide on BI&A success in
the organizations include: quality of data and used technologies, skills, sponsor-
ship, alignment between BI and business, and BI use [15]. Others elements concern:
organizational culture, information requirements, politics. According to Olszak and
Ziemba [47] the biggest barriers that the organizations encounter during the imple-
mentation of BI systems have a business and organizational character. Among the
business barriers, the most frequently mentioned are: the lack of well defined busi-
ness problem, not determining the expectation of BI and the lack of relations between
business and BI vision system. Whereas as the key organizational barriers the enter-
prises enumerate: the lack of manager’s supporting, the lack of knowledge about the
BI system and its capabilities, exceeded the BI implementation budget, ineffective
BI project management and complicated BI project, the lack of user training and
support.

4 Business Intelligence Maturity Models

The effective development of BI in organization should be based on the proven,
scientific theories. It seems that the theory of maturity models gives good foundations.
The term of maturity describes a “state of being complete, perfect or ready. To
reach this a desired state of maturity, an evolutionary transformation path from an
initial to a target stage needs to be progressed” [34]. Maturity models are used to
guide this transformation process. They help define and categorize the state of an
organizational capability [14, 63]. The maturity model for Bl helps an organization to

Table 4 Overview of BI maturity models

Name of the model Description

TDWT’s Business Intelligence | The model focuses mainly on the technical aspect for maturity
Model—Eckerson’s Model assessment. It constitutes of 6 maturity levels and uses a
Eckerson [18] metaphor of human evolution: prenatal, infant, child, teenager,

adult and sage

Gartner’s Maturity Model for | The model is a mean to assess the maturity of an organization’s
Bl and PM [7, 51] efforts in BI and PM and how mature these need to become to
reach the business goals. The model recognizes 5 maturity
levels: unaware, tactical, focused, strategic, pervasive

AMR Research’s Business The model is described by 4 maturity levels: reacting (where

Intelligence/ Performance have we been?), anticipating (where are we now?),

Management [23] collaborating (where are we going?), and orchestrating (are we
all on the same page?). It is used to assess the organization in
the area BI and PM

(continued)
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Table 4 (continued)

Name of the model

Description

Business Information
Maturity Model Williams
[28]

The model is characterized by 3 maturity levels. The first level
answers the question “what business users want to access”, the
second “why the information is needed”, the third “how
information put into business use”

Model of Analytical
Competition Davenport,
Harris [15]

The model describes the path that an organization can follow
from having virtually no analytical capabilities to being a
serious analytical competitor. It includes 5 stages of analytical
competition: analytically impaired, localized analytics,
analytical aspirations, analytical companies, and analytical
competitors

Information Evolution
Model, SAS SAS [53]

The model supports organization in assessing how they use
information to drive business, e.g., to outline how information
is managed and utilizes as a corporate asset. It is characterized
by 5 maturity levels: operate, consolidate, integrate, optimize,
innovate

Model Business Intelligence
Maturity Hierarchy [17]

The model was developed in knowledge management and
constitutes of 4 maturity levels: data, information, knowledge
and wisdom

Infrastructure Optimization
Maturity Model [28]

The model enables a move from reactive to proactive service
management. It aids in assessing different areas comprising the
company infrastructure. The model is described by 4 maturity
levels: basic, standardized, rationalized (advanced), and
dynamic

Lauder of Business
Intelligence (LOBI) [9]

The model describes levels of maturity in effectiveness and
efficiency of decision making. IT, processes and people are
assessed from the perspective of 6 levels: facts, data,
information, knowledge, understanding, enabled intuition

Hawlett Package Business
Maturity Model [58]

The model aims at describing the path forward as companies
work toward closer alignment of business an IT organizations.
It includes 5 maturity levels: operation, improvement,
alignment, empowerment, and transformation

Watson’s Model [63]

The model is based on the stages of growth concept, a theory
describing the observation that many things change over time in
sequential, predictable ways. The maturity levels include:
initiation, growth, and maturity

Teradata’s BI and DW MM
[38]

Maturity concept is process-centric, stressing the impact of Bl
on the business processes The model has 5 maturity levels:
reporting (what happened?), analyzing (why did it happen?),
predicting (what will happen?), operationalizing (what is
happing?), and activating (make it happen)

answer these questions: where the most of reporting and business analysis is done in
an organization today?, who uses business reports, analysis and success indicators?,
what drives BI in the organization?, which strategies for developing BI are in use
today?, and what business value does BI bring? [28].



98 C.M. Olszak

A high number of maturity models for Bl has been proposed [18, 34, 63]—Table 4.
One of the most popular is Gartner’s Maturity Model for Business Intelligence and
Performance Management [49]. It describes a roadmap for organizations to find out
where they are in their usage of BI. It provides a path for progress by which they can
benefit from BI initiatives. The model recognizes five levels of maturity: unaware,
tactical, focused, strategic, and pervasive. The assessment includes three key areas:
people, processes, metrics and technology [7, 28]. The first level is often described as
“information anarchy”. It means that data are incomplete, incorrect, inconsistent and
organization does not have defined metrics. The uses of reporting tools are limited.
The second level of BI maturity means that the organization starts to invest into
BI. Metrics are usually used on the department level only. Most of the data, tools,
and applications are in “silos”. Users are often not skilled enough in order to take
advantage of the BI system. At the third BI maturity level the organization achieves
its first success and obtains some business benefits from BI, but it still applies to
a limited part of the organization. Management dashboards are often requested at
this level. At the strategic level, organizations have a clear business strategy for BI
development. The application of Bl is often extended to customers and suppliers. It
supports the tactical and strategic decision making. Sponsors come from the highest
management. At the last BI maturity level, BI pays pervasive role for all areas of
the business and corporate culture. BI provides flexibility for adapting to the fast
business changes and information demand. The users have access to information and
analysis needed for creating a business value and influence business performance.
The usage of Bl is available to customers, suppliers, and other business partners.

Another interesting BI maturity model is the model introduced by Eckerson [18].
It includes six levels, called: “prenatal”, “infant”, “child”, “teenager”, “adult” and
“sage”. Maturity is being evaluated trough eight key areas: scope, sponsorship, found-
ing, value, architecture, data, development and delivery. The prenatal phase lasts until
a data warehouse is created. Reports are usually built into operational systems and
limited to that individual system. At the child level the organizations bay their first
interactive reporting tools, which are used to drill data. Regional data warehouse are
build, but they are not linked to each other. The teenager level means that organiza-
tion recognizes the value of consolidating regional data warehouse into centralized
data warehouse. Such infrastructure enables to perform enterprise-wide analysis,
bridging the border of individual departments gaining new knowledge. At this level
customized dashboards are introduced. The main characteristics of the adult level
are: centralized management of BI data sources, common architecture of the data
warehouse, fully loaded with data, flexible and layered, delivery in time, predictive
analysis, performance management, and centralized management. Key performance
indicators and business performance are used to compare the actual state with the
strategic goals of the organization. At the sage level, business and IT are aligned and
cooperative. BI provides services with high added value, bringing high business value
and competitive advantage. Highly customized reports and key performance indi-
cators are applied. For faster development of different Bi solutions service oriented
architecture (SOA) is used [28].
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Interesting BI maturity model was presented by Davenport and Harris [15]. It
explains the building the competitive advantage through BI and analytics. The model
can be compared to some stages, illustrating the state and the capabilities of the orga-
nization to compete on the market through data. There are five stages of analytical

ELINNT3

competition, called: “analytically impaired”, “localized analytics”, “analytical aspi-
ration”, “analytical companies”, and “analytical competitors”. The first stage means
that “organizations have some desire to become more analytical, but thus far they
lack both the will and the skill to do so”. They face some substantial barriers—both
human and technical. They may also lack the hardware, software and skills to do sub-
stantial analysis. Additionally, senior executives are not enough interested to use Bl
systems and do not support Bl initiatives. Data are not completed and inconsistent.
The second stage “localized analytics” is characterized by reporting with pockets
of analytical activity. The organizations undertake the first analytical activities, but
they have no intention of competing on it. BI activities produce economic benefits
but not enough to affect the company competitive strategy. The third stage called
“analytical aspirations” is triggered when BI activities gain executive sponsorship.
The organizations build the plan of using BI. The primary focus in “analytical com-
panies” stage is building word-class analytical capabilities at the enterprise level.
The organizations implement the plan developed in previous stage, making consid-
erable progress toward building the sponsorship, culture, skills, strategic insights,
data and technology needed for analytical competition. The last stage of analytical
competition called “analytical competitors” means that analytics moves from being a
very important capability for organizations to the key to its strategy and competitive
advantage. Executive managers trust in BI and all users are highly educated in BI.

Regardless of the used model, moving from one maturity level to another requires
changes in all of the characteristics that make up these stages. Achieving the highest
BImaturity level is particularly complex and requires changes in management vision,
founding, data management, and more [68].

5 Methodology

The study was based on: (1) a critical analysis of literature, (2) a observation of differ-
ent Bl initiatives undertaken in various enterprises, as well as on (3) semi-structured
interviews conducted in polish enterprises in 2012. Some interviews, conducted in
20 polish enterprises, were held with over 80 responders: executives, senior members
of staff, and ICT specialists They represented the service sector: telecommunications
(T)-4, consulting (C)-4, banking (B)-4, insurance (I)-4, marketing agencies (MA)-4.
All of them had at least Syears of experience in BI. Interviewees were selected
on their involvement in BI or on their ability to offer an insight based on experi-
ence in BI and related decision support systems. The survey was conducted in 2012
among purposefully selected firms (in Poland) that are considered to be advanced in
BI. The research was of qualitative nature. Gartner’s Maturity Model for Business
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Intelligence and Performance Management (described in the previous section), for
the assessment of the BI maturity level in selected organizations, was used [48, 49].

6 Findings

The responders in surveyed organizations were asked about the answering different
questions that concerned among others: the understanding the term of BI, using BI
(what BI models are used and what areas are supported by BI), BI strategy, quality
of data, motivation to use BI, sponsorship, BI skills and some benefits from using
BI. Table5 presents the selected answers for asked questions.

The collected and processed data were mapped onto Gartner’s Maturity Model
for Business Intelligence and Performance Management—Table 6 [49].

More detailed benefits from using different BI models in surveyed organizations
are presented in Table 7.

7 Discussion

The obtained results [49] allow to state that among 20 surveyed organizations two
organizations fall into the category of “pervasive” level. These were telecommunica-
tion company and marketing agency. Their analytical and BI competences are aimed
at business benefits, like: acquiring new customers, launching new products and new
channels of sale.

BI competences are treated by these organizations as their core competences that
help them to compete on the market. Organizations achieve significant economic
benefits and use BI for marketing analyses (sales profitability, profit margins, meet-
ing sales targets, time of orders), customer analyses (time of maintaining contacts
with customers, customer profitability, modeling customers’ behavior and reactions,
customer satisfaction), monitoring of competitors and current trends in the market-
place. The common analytical approach is used by the whole organization where
broadly supported fact-based and learning culture is cultivated. The interviewees
confirmed that the factors that help those organizations to stay at that high maturity
level in BI, include strong support of CEO and all user’s trust in BI.

Aninteresting group was made up of organizations classified at the fourth Bl matu-
rity level. Four organizations (IMA, 1T, 2B) in my study fit into the strategic level.
They do not compete through BI, but they have high competences in using different
Bl analyses, like: financial analyses (reviewing of costs and revenues, calculation and
comparative analyses of corporate income statements, analyses of corporate balance
sheet and profitability), customer profitability, customer segmentation, improving
marketing effectiveness. It seems that there is a very little to be done in order to use
BI for making significant changes in running a business. Therefore, shifting these
organizations from “strategic” to “pervasive” level requires more support from CEO
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Table 5 Types of asked questions and selected answers

No | Asked questions during interviews Answers (number of organizations)

1 How do you define BI? Tools to manage information (9), data
warehouse (5), analytical applications (4),
new way of doing business (2)

2 | What do you use BI for (reporting, ad-hoc | Reporting (15), ad-hoc reporting (9),
reporting, analyzing, alerting, predictive analyzing (12), alerting (2), predictive
modeling, operationalizing, optimization, | modeling (2), optimization (3), activating (2)
activating, etc.)?

3 Assess the quality of data used in your High quality data (6), medium quality data
organization (complete, correct, (11), rather poor quality data (3)
consistent; high/medium/poor quality
data, etc.)

4 Are you skilled enough in order to take Skilled enough (7), not skilled enough (8),
advantage of BI systems? poor skilled (5)

5 Do you use management dashboards? Used management dashboards in limited

scope (14), used management dashboards in
whole organization (4), not used (2)

6 Is your BI (un)limited to the BI limited to the part of organization (15),
part/department of organization? unlimited (5)

7 Are you motivated to use BI (how)? Users motivated by training (8), motivated by

bonuses (6), not motivated (6)

8 Do you use BI for analyzing customers, BI for analyzing customers (17), suppliers
suppliers, competitors and other business | (14), competitors (5), other stakeholders (4)
partners?

9 What kind of BI software do you use? Regional data warehouse (9), centralized data

warehouse (5), operational data bases (6)

10 | Describe some successes/failures from Success: acquiring new customers (14),

using BI acquiring new suppliers (11), increase of sale
(8), fraud detection (6), launching new
channels of sale (3), launching new products
(3). Failures: not trust in BI (4), gap between
BI/ business (12), users do not recognize their
own data after it is processed (7),
decision-making skills absent (6), B is
expensive (5)

11 | Indicate some benefits from using BI Better access to data (13), better decisions
(12), improvement of business process (9),
improved business performance (8), costs
saving (7), transparency of information (5),
new way of doing business (2)

and his/her real passion. The interviewees indicated the greater need for motivation
of users for collecting, analyzing and using information.

The survey has shown that up to 9 organizations (2T, IMA, 2C, 2I, 2B) use BI
on the department level. Although they would be much more common in a ran-
dom sample, and perhaps the largest group. BI in these organizations has not been
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Table 7 Used BI models and obtained benefits

C.M. Olszak

Enterprises Used BI models and Bl analysis | Benefits from BI using
Telecommunication | Enterprise-wide BI (1) Determine high-profit product
architecture, BI-PA, customer profiles and customer segments,
profiling and segmentation, provide detailed, integrated customer
customer demand forecasting profiles, develop of individualized
frequent-caller programs, determine
future customer needs; (2) Forecast
future product needs or service
activity, provide basis for churn
analysis and control for improving
customer retention
Consulting Data warehouse, BI-PA, data (1) Reduction in the turnaround time
marts, analysis of parameters for preparation of reports, direct and
importance, identification of faster access to the data needed to
sales and inventory, support decision-making, analyze the
optimization orders, marketing | flow of businesses across services,
companions regions, clients, pricing, currencies,
and market factors in time etc.; (2)
Forecasting and estimating of
customer demand (in short and long
term); (3) Service and product
distribution plans of a companies are
in place to meet its customer
expectations, inventory requirements
are more accurately
Banking Data warehouse, BI-PA, (1) Determinate the overall

customer profitability analysis,
credit management, branch
sales

profitability of individual customer,
current and long term, provide the
basis for high-profit sales and
relationship banking, maximize sales
to high-value customers, reduce costs
to low-value customers, provide the
means to maximize profitability of new
products and services; (2) Establish
patterns of credit problem progression
by customers class and type, warn
customers to avoid credit problems, to
manage credit limits, evaluate of the
bank’s credit portfolio, reduce credit
losses; (3) Improve customer service
and account selling, facilitate cross
selling, improve customer support,
strengthen customer loyalty

(continued)
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Table 7 (continued)

Enterprises Used BI models and Bl analysis | Benefits from BI using

Insurance Regional data warehouses, data | (1) Analyzing detailed claims and
mining, OLAP, data marts, premium history by product, policy,
claims and premium analysis, claim type, and other specifics; (2)

customer analysis, risk analysis | Developing marketing programs on
client characteristics, improving client
service; (3) Identification high-risk
market segments and opportunities in
specific segments, reducing frequency

of claims
Marketing agencies | Regional data warehouses, (1) Better understanding of customers,
OLAP, marketing companions, | identification their place in a customer
customer profiling and lifetime cycle and customer segments
segmentation, customer for marketing campaigns; (2)
demand forecasting Providing analyses of customer

transactions (what is selling, who is
buying); (3) Monitor customer loyalty
by evaluating which customers are
loyal and which are likely to leave; (4)
Identify which products are most
profitable and monitor customer
behavior in purchasing products. By
closely tracking sales performance and
consumer behavior, companies are
able to set better marketing strategies
and ensure proper allocation of
marketing funds

playing a strategic role and benefits from it are limited. BI is used to perform ad hoc
reporting and to answer questions related to departments’ ongoing operations, up-
to-date financial standing, sales and co-operation with suppliers and customers. BI
and management are often not aligned. The observation and interviews with senior
executives allow to state that the lack of appropriate knowledge about possibilities
of BI among staff results in a relatively low use of it. Therefore, the main tasks for
organizations include first of all: developing corporate culture based on facts and
learning, stating clearly BI strategy and implementing training system on BIL.

I found in my study that 5 organizations (2I, 2C, 1IMA) are at the position of
“tactical” maturity level. They use a traditional approach to management, focused
more on the performing the basic tasks of departments than on business processes.
The knowledge about BI in these organizations is rather low and identified mainly
with regional data warehouses or databases. Only basic business processes are recog-
nized and basic metrics are used. The interviewees indicated that many users have
some problems with recognizing their own data after processing. The users have
rather low experience with other types of management information systems. Their
intellectual resources are not adequate in order to develop complex BI infrastructure
and to use it for improvement of business processes and decision-making.
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I wonder why organizations in a similar segment, with similar financial resources
and comparable BI infrastructure, derive from BI such diverse benefits (e.g. in the
studied case, telecommunications companies and advertising agencies). Seeking the
answer to this question it should be noted that the organizations, that have been
classified into the category of BI “pervasive” level, were highly determined to collect,
process, analyze, and share information. Corporate culture based on facts and learning
helped them to use chances offered by BI. The most important factors that decided
on the success of Bl initiatives refer not to the technology, but to the strong believe
of all users in BI.

The conducted interviews in surveyed organizations allow to state that the
organizations use BI systems first of all to optimize operational decisions, improve-
ment of internal business processes and decision making on operational level and
to better access to data and static reporting. The majority of the organizations
apply information systems like: ERP, MRP II, CRM and operational systems.
Unfortunately, only one organization (in conducted survey) in a professional way
was able to monitor and process information about their competitors, suppliers and
customers. Then, such information was converted into knowledge and consequently
made use of gathering intelligence in decision process. Only a few enterprises indi-
cated the benefits from the analysis of the whole environment that leads to competing
on BI and new ways of doing business. The surveyed organizations do not build the
social nets and manage social capital.

8 Conclusions

This paper has explored the possibility of BI using in organizations. Different BI
models have been presented. It has been argued that BI maturity models provide a
path for progress by which they can benefit from BI initiatives.

The main conclusion of this study is that BI may offer different possibilities
for the organizations. They include first of all: making more effective decisions,
improving business processes, and business performance. Unfortunately, conducted
survey allows to state, that the local, rather small organizations very seldom use
more advanced BI models e.g. for building expert’ nets, social capital management,
creating the active communities, and knowledge sharing. Most of them stay still at the
age of traditional BI (with data warehousing, OLAP and reports). They are focused
more on the internal business processes than on the environment: competition, users
in social media etc.

The survey was confirmed that the factors that allow organizations to achieve
business benefits with BI, include first of all: management leadership and support,
corporate culture, expressed by effective information resources management, clearly
stated strategy and objectives, and use of appropriate BI technologies. Additionally,
the important factors were: clearly defined business processes, business performance
measurement, incentive system to encourage collecting, analyzing information and
knowledge sharing, appropriate resources (financial, intellectual), training and edu-
cation on BI and knowledge management.
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Low-Frequency Signal Reconstruction

and Abrupt Change Detection in Non-stationary
Time Series by Enhanced Moving

Trend Based Filters

Tomasz Pelech-Pilichowski and Jan T. Duda

Abstract An original approach to digital moving trend based filters (MTF) design,
based on Bode plots analysis is proposed, aimed at seasonal time series decomposi-
tion and prediction [5]. A number of polynomials of different range are discussed to
be used in the MTF as the LS approximation formula. The Bode plots of the MTF are
shown, and the best filter is selected. Results of a seasonal time series decomposition
and prediction with the best MTF is presented and compared to the classical MTF
calculations (involving the linear LS approximation). The MTF enhancementsarein-
troduced aimed at better change detection. Efficiency of low-frequency periodic
signals reconstruction and step-wise changes is illustrated.

1 Introduction

The nonstationary time series filtering with moving trends is the well-known

approach to a nonparametric long term trend extraction from the series, aimed at
further processing of stationary residuals and the series prediction [2, 3]. The classi-
cal moving trend filter (MTF) is based on rolling approximation of the series with the
least-square (LS) linear approximation in a moving window [3]. The window width
affects the extracted trend smoothness and cyclic components separation effective-
ness. However typically, it is adjusted by a trial method, to reach the appropriately
smooth nonparametric trend. This paper shows that much better smoothing proper-
ties and cyclic component extraction may be reached by using in MTF higher order
polynomial approximations and by specification of the required filter properties in
frequency domain. Hence, the MTF design is proposed by analysis of Bode plots
[10] of a number of the filter variants. The MTFs designed in this way were suc-
cessfully applied to analysis of hydrogeological data [7] and to financial time series
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prediction [6]. Smoothing and prediction of a step change and a cyclic signal with the
studied MTF was shown to illustrate their properties [5]. An Adaptive adjustments
of the MTF are proposed aimed at enhancement of step-wise changes detection and
the low-frequency periodic signals reconstruction [4]. In particular, the described
approach allows for event/change detection of patterns based on historical data.

2 Moving Trend Based Filters—Formal Basis and Properties

Nonstationary time series y(f) may be viewed as the sum of an aperiodic trend function
f(t), a cyclic component C(¢) of time period 7, and a higher frequency zero-average
noise z(¢) [1, 6, 8]:

y(@) =f(0) + C@) +2(1) ey
The periodic component can be written in the form of the harmonic series [10]:

K

C0) = Agsin(orin(t — w), o 2n )
= wTl — . = —
k Tlk k T T
k=1
where i, k = 1, ..., K denote the set of harmonics indices of the consecutive com-

ponents k = 1,...K (e.g. iy = 1,2, 10), Ay—the amplitude of i;th harmonic, tj is
the delay of the kth component.

The nonparametric trend f (f) may be calculated for each time step #,, by a low-pass
digital filter designed in such a way to remove the wr and higher frequency com-
ponents from the original series y(¢). The cyclic component C(f) can be extracted
from the filtering residuals by the Least Square (LS) approximation with the regres-
sion model of the form (2), and then, the regression residuals z(¢) may be viewed as
a high-frequency stochastic process and treated with ARMA approach [2] (if its
homoscedasticity can be assumed) or with GARCH models in case of its het-
eroscedasticity [1].

One of the techniques recommended to calculate the nonparametric trend f(#,)
is a rolling approximation of the series y(f,) with the LS linear approximation in
a window containing M samples, and then averaging of the approximates yr (i, ,,)
obtained for each #, [3]. It is referred to as moving trend based smoothing/filtering,
which may be further used to 4-samples ahead prediction of the series main compo-
nent f (¢, + h) by its extrapolation with a h-samples increment A,f averaged with
harmonic weights [3]:

n—h
Fltuin) =F ) + Anf. Af =D Ci (ki) — f(t) 3)
i—1
1

Co=0, Ci=Cp
0 e L TG k=it D)
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Hereby we propose a generalization of the moving trend smoothing algorithm, by
employing higher order approximating polynomials, with appropriately designed
properties. Let us consider the polynomial of the form (4) in the time interval of M
samples, with the time counted from —M +1 to O:

f
Ve 1) Lo+ biti + byt + bstd + byttt ={-M+1,...,—1,0} (4

The approximates Yry in a window ending at k-th sample can be calculated with the
following LS formula (5):

Yo=Y W, W&o v1o?, w =8t 0 )
i=1,.. Mt=-M+1,...,0

where Y = [y(#1), ..., y@m)], YFr = yr(t1), ..., yr(ty)], U—the model input ma-
trix (M rows u;(t;)), tpx—selected pi-th order monomials, W denoted a constant
M x M filtering matrix, each j-th column w(:, j) of which may be viewed as a FIR
(Finite Impulse Response) digital filter [2, 9] producing a value for yg (i, ;).

The derivatives of yr () at the interval end (#; = 0) can be easily shaped by fixing
selected coefficients by at zero values, which implies different profiles of the LS
approximates yr, as shown in Fig. 1.
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Fig. 1 Properties of the approximating polynomials expressed by Eq. 4 considered to be used
in the moving trend based filters; filter codes z0, z1,..., s3, s4 used in sequel and correspond-
ing nonzero coefficients are listed; vertical dotted line shows the interval end; shadow line
y(t,) = sin(0.5wrt,) sin(wrt,) + sinwrt,) sin(Bewrt,), T =M =52
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In the moving trend algorithms the series splits into three sections. The first
(starting s) section begins at the first (oldest) sample and finishes with the (M — 1)th
one, the filtering window width enlarges from M to 2M — 2, and the number L, of
the approximates yr (i, t,) to be averaged increases from 1 to the M — 1. The second
(central c) section ranges from the M-th to n — M 4 1 samples, the filtering window
width is 2M — 1 (constant), and the number of approximates is M. The third (final f)
section contains the samples from n — M + 2 to n (the newest one), the window width
reduces from 2M — 2 to M, and the number of approximates yr (i, ;) to be averaged
decreases from M — 1 to 1.

The calculations in the sections {s, ¢, f} may be expressed in the FIR filtering
form [1, 7]:

fori=1,...,. M —1:

i+M—1 n
f)y = D" g5 k) Ytim—iy) = D Gylk.i) -yt —k+1)),  (6)
k=1 k=1

.. def .
Gy (k, i) =1gs (i, k), Ou—i—na+1)17,

fori=M,....n—M+1:

2M—1 n
)y =" gel) - y(tim1) = D Gelk, i) - y(tnr11), (7)
k=1 k=1

. def
Ge (k. i) Z[0G-M+1)s Ges Ou—iomny 1",

and for the final section,i=n—M + 2, ..., n:
2M —j—1 n
F@y =2 gG. k) - ytigm—jr) = D Grlk, i) - Y(ta—ir1)s ®)
k=1 k=1

.. def .
Gy (k, i) Z[0¢—m), g7 (G, 17,

where g, gc, gr denote the impulse response vectors of filters in the sections s, ¢, f,
written also as the columns Gy, G, and Gy of the unified smoothing filter matrix
G x(n—1), and the proper filter vector G (k, n).

The impulse response coefficients g.() of the moving trend filters (MTF) attributed
to the sections {s, c, f} are as follows (Eqs.9-11):

e for the starting section s:

min(M—1,k) .
. wiM —k+m,m—j+1) |
k,j) = J=1...M—1,k=1,....,2M -2
g5 (k. j) mz—, i j

€))
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e for the central section c:

min(M k)
wM — k + m, m)
ge (k1) = > m k=1,....2M—1  (10)
m=max((k—M+1,1)
e for the final section f:
minGh M =k m M=+ m)
g (k.j) = > - =l M—1k=1.2M-2
m=max(k—M+1,1) J
(11)

The prediction formula (3) may be written in the following convolution form:

Fln+m) = > Patk) (b it1)
k=1
n—h
Put)E Gk, M = 1) + 3 Ci- (Glk i +h) — Gk, )

i=1

(12)

G Y6, G.. Gy

Notice that Pj, are strongly affected by properties of the proper (the worst) filter
Grlk,M — 1) = G(k, n).

By making the Fourier Transform of the filters g, g, gr and Pj, involving different
approximating polynomial types {z0. ... s4} with different M (see Fig. 1), one may
examine their properties in frequency domain, and select a filtering variant (type, M)
suitable for smoothing and/or prediction demands, usually related to wr viewed as the
cut-off frequency of the designed low-pass filters. The Bode plots of the examined
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Fig. 2 Gain diagrams (vs. @/wr) for the best smoothing filter (central section); vertical point lines
show wr, shadow solid lines—gain diagram for the 1st order recursive filter of the same half-gain
frequency
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filters are shown in Figs.2, 3, 4, 5 and 6. We have stated that the approximation
window width M affects directly g5, gr and P, delays, but it is of almost no effect on
a shape of all the filers gain. Hence M may be taken as the lowest value producing
gains close to 1 for w < wr, near zero for w = wr and close to 0 for v > wr.

Figure 2 shows the central smoothing filters are much better than 1st order recur-
sive ones.

Gain properties of all the smoothing filters in the central section (see Fig.2) are
similar. When assuming M = 1.38*T = 72, the classical filter z1 seems to be the best
due to the pass- and attenuation band properties as well as cut-off frequency gain,
although z3 pass-band and attenuation of z0 look better. However a view on Figs. 3
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point-dotted lines, h = T = 52 point lines

and 4 gives evidence that only z0, s3 and s4 might be accepted from the perspective
of final section smoothing (Fig.3) and prediction (Fig.4) properties. In particular,
very bad pass and attenuation properties (excessive gain) of the classical filter z1 are
clearly seen. Having in mind numerical problems (ill-conditioning) which can be
met in s4 for larger M, one may take that the filter s3 with M = 72(1.387) is the best
choice (its pass-band is noticeably better than that of z0). The same conclusion may
be drawn on a basis of delay properties shown in Figs.5 and 6. In the pass-band a



118 T. Petech-Pilichowski and J.T. Duda
0 0 0 0 —
s ! = = 0
a2 T -20 -20 1 -20 \
P ‘40 -20
2 1 \\ -40 0 ; -40 X i
£ % z0m=52 T=52 21 M=52 T=52 80| 21M=72 7-5;\ 22 M=104T=53,| “°| z3M=104T=5
B0 -G0
-50 0 50 50 0 50 50 0 50 -100 -50 0 50 -100 -50 O 50
sample dely sample delay sample dely sample delay sample dely
0 0 0 y 0 g
cg_ A “—a\\ H
§ 20 20 -20 -20 ™~ -20
% -40 40 .40 -40 -40
z m2 M=72 T=5: 5 -60 | -60 :
E -60 -G0| m3 M=104 T=5 60 1 M=104 T= 53 M=72 T=52 54 M=104 T=52
-50 0 50 -100 -50 0 50 -100 -50 0 50 -50 0 50 -100 -50 0 50
sample delay sample delay sample delay sample delay sample delay
Fig. 7 Delay of smoothing filters and predictors for w7 /2 versus the sample delay

z0M=52 T=52 z1 M=52 T=52 z1 M=72 T=52 22 =104 T=52 Z3IM=104 T=52

1.5 "
. 3
708 § 1 # 1 PR
& & & -
5" g g $
5o Bos Zos <05
&o2 & & &
0 0 bt ] e 0
-50 1] 50 100 150 [1] 100 =100 0 100
e e e

m3 M=104 T=52 s3M=72 T=52 s4 M=104 T=52

T2
0

S50 0 50 100 150 -100 0 100 -100 0 100 -50 0 50 100 150 -100 0 100
time tirme: tinne tirre: tirre:

Fig. 8 Signal step-wise change smoothing and prediction: shadow bold line—signal; bold dotted
line—central segment filter response (h < —M); dotted point line smoothing with h = 40, h = 20
dotted line; bold line final filter response (7 = 0); prediction with & = 5 solid lines, h = 10 dotted
lines, h = 26 point-dotted lines, h = 52 point lines

close to uniform and small delay is required (minimum delay distortion of the trend).
It is satisfied only by zO0 filters, but s4 delay distortion is acceptable and significantly
lower than for the classical filter z1. The delay of predictors is larger than that of
the final filter (2 = 0) by prediction horizon (see Fig.7). It means that the MTF
prediction (Eq. 3) does not differ essentially from Zero Order Hold of the f(z,).

The frequency properties presented above are visible in time domain responses—
see Figs.8 and 9. Step change distortions shown in Fig. 8 are the larger, the greater
irregularities of the pass-band gain and delay.

Figure9 illustrates effects of filtering and prediction of a periodic signal (used
also as the example in Fig.1). The harmonic of @ = wr/2 has to be extracted
(reconstructed), but the signal contains strong components in the filters attenuation
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Fig. 9 Periodic signal processing with the studied filters: shadow bold line—the signal y(t,)
(see Fig. 1); bold line—the main harmonic of y, ® = 0.5w7 (to be extracted), bold point lines—the
main harmonic reconstruction by the central filter response (2 = M), the main harmonic recon-
struction with the final filter—bold dotted lines, and prediction with h = 5 solid lines, h = 10
dotted lines, h = 26 point-dotted lines, h = 52 point lines

band. Hence the attenuation gain profile is of significant effect on the extracted signal
shape. The best reconstruction is reached with z0 filters. The classical (z2) filters
produce highly distorted responses, both is smoothing and prediction cases, while
s3 and s4 yield acceptable results. All predictions are similar in shape to the proper
filter response (2 = 0) and additionally delayed by the prediction horizon—see Fig. 7
(i.e. they do not differ noticeably from ZOH predictions).

The extracted signal distortion in the starting and final sections is significant, hence
separation of the filtering residuals into periodic C(¢) and stochastic z(f) components,
by fitting the regression model (2), should be performed with the central section data
only. Then the periodic component C(¢) should extrapolated on the full data interval
and subtracted from the filtering residuals to get z().

3 MTF Enhancements—Efficiency of the Low-Frequency
Periodic Signals Reconstruction

The signal distortion may be significantly reduced through the signal compression by
the pass-band averaged delay value. A revised package of the gg; filters of the same
amplitude characteristics as g5, but of reduced delays can be obtained by changing
the positions of filters g5, I = —M + 1,...,0, to the positions j = Mrt; (with
canceling the filters previously set at this point) [4].

To avoid the compressed signal distortion, before the final filtration of seasonal
time series, the periodic component from the original series in the final section has
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to be removed. Distortion resulting from varying delay of high-frequency random
components can be reduced by the additional filtration of compressed subseries
by the moving average in the window of the length Ly = 2 -dr + 1, where
dr = max{int(T/50), 1}(Ls value should be ranged between 3 and 11 samples).

The compression and filtering of useful signal cause loss of samples of the final
section (ranged from jao = Mno — dyr + 1 to jo = O (the newest sample), Ly =
—jao~+ 1 samples in total). For prediction efficiency purposes, the essential is reliable
reconstruction of the loss samples, especially the last-sample-estimation.

The estimates can be produced through multi-variant fitting of suitably smoothed
signal profile to the last L4 data. In the paper [4] we specified three stages:

(a) The 4th order polynomial is assumed as an approximating function f4 (,,,), It has
zero-derivative at the end of the fitting interval and three fixed values over the
compressed signal section (m < jao), equal to the compressed signal values
VEfs(tm) * fa(t—La—k) = YEfs(t(—1a — 1), k = {0, 1, db}. By the samples of
k = Oand k = 1 an approximation smoothness is ensured; d> is fixed by trials.

(b) The conditions imposed on the approximate bind parameters ag, ajaz and a4 of
the polynomial with a3 (the fitting parameter; Eq. 13).The model fj is fitted with
az, using the generalized LS method (see Eq. 14). The values for f4 () over the
fitting interval g are calculated as shown in Eq. 15. Equations (14—15) can be
written as the G matrices of digital filters. After joining the corrected filters
matrices gy the full matrix Gy of modified FIR filters for the final segment can
be obtained.

ao = yrps (1-1,) » a1 = ajo+Bias, ax = ax+Baraz, as = aso+Bzaz (13)

YFfs (t—LA —dz) — VEfs (I—LA)

aio _ a1 _
[ a0 a4o} =A YFfs (thAfdz)O yess (t-1y) (13a)
B (—dy)? —d, d? d}
B, | =A7"| (=)’ | A= | ~dy &} a} (13b)
B3 3L3 0 2L, 4L}
a3 = [Yg — vrg(t—1,) — aiotr — axty — asotyl - oplorep]™" (14)

Yr =y (t—ry41) - tr = [1. ..., Lal, og = Biig +Bots + B3ty +13 (14a)

Fa (t=tyt) =Yg (t-1,) + (@10 + a3B1) tg + (a20 + a3B2) tf (15)
+ asty + (aso + a3 B3) ty

(c) The value for d> is selected by trials, to obtain the f4(#,,) approximate for
m = —La, ..., 0 of similar shape to the signal y () at the beginning section
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Fig. 10 Gain diagrams and delay of the final section approximate filters: 4th order (r4 = 4)—upper
figures and 3rd order (r4 = 3)—Ilower figures, for d; increased from d, = 2 to d, = 22

of the final segment (form = —M, ..., jap — 1). In this case, the most appropri-
ate similarity measure is the difference module of the second increments mean
squares of the series fa (#;) and y7 ().

As mentioned in Sect. 3, Egs. (14-15) can be written as the 4 matrices of digital
filters. After joining the corrected filters matrices gy the full matrix G of modified
FIR filters for the final segment can be obtained. Their properties are shown in Fig. 10.

The 4th order filters have much better frequency properties than 3rd order ones
but they generate a low-frequency distortion and pass-band noises stronger than
final section corrected filters. Thus, the signal overestimation is expected near to wr
(c.a. 10-20%) as slightly distorted signals (such effects are much weaker than for
3rd order filters). Delays of the 4th order filters are acceptable.

Efficiency of the described filtering method (4th order filter) in the MTF final
section is illustrated in Figs. 11, 12, 13 and 14, for the periodic signal (nonparametric
trend:f () = sin(2w/(2T,)t) - 0.85 sin(2w/(3T,)t - 0.25 + sin(2w /(4T,)t) - 0.15;
periodic component:C(t) = sin(2w/Tyt) sin(4rw/T,t) + sin(6w /Ty t)).

The proposed method (especially combined with the s3 filter) can significantly
improve the final signal value estimates, in the case of highly noised nonstation-
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Fig.11 Periodic time series filtering: noiseless (upper figures) and including random noise o, = 0.5
(lower figures). Bold, solid line—filtering output (delayed by M — 1 samples related to the current
time/the most recent sample ); bold, dotted line—output of final section filter (causal—concurrent
with real time); bold, dashed line—output of the last corrected final filter (delayed by 7 related to
the current time); bold, grey line—output of the last approximating filter (concurrent with real time);
grey line—original/input signal; dark line—signal analyzed by the final filters (original one after the
cyclic component extraction by regression analysis for the central section); vertical, dotted lines—
the first and the last central segment end; vertical, dashed line: the first analyzed end-point of the
series (current sample). s;¢, s 15,4 denote standard deviations of filtering residuals, central filtering,
corrected final one and approximated one (causal). Reconstructed signal (non-parametric trend):
f(t) = sin(4w/(3T,)t) + sin(2w/(2T,)t) - 0.85 — sin(2w /(3T,)t - 0.25 + sin(2w /(4T),)t) - 0.15;
periodic component: C(t) = sin(2x/T,t) — sin(4mw/T,t) + sin(6r/T,t); random noise: z(t,) =
az(ty, — 1) +0.5(1 —a®)V/2, o = 0.15 (Color figure online)

ary signal with additional harmonic of period 27/3 and amplitude equal to 1 (see
Figs. 11, 12, 13 and 14). This harmonic is passed weakly (referring to lower fre-
quency components) and it significantly affects the filtering residuals in the central
segment (see [4]). Thus identification of the parameters of the periodic component
(Ax and ty) is difficult (useful signal distorted by a strong autoregressive processof
standard deviation 0.5).

Figures 11, 12 and 13 illustrate final-section-filtering results in the subsequent
time instants. The most important filtering results is the trend reconstruction at the
current time with the approximating filter. Sensitive to disruption filtering produce
better results of signal reconstruction than uncorrected final filter and corrected one
(which estimates trend with a delay equal to tp). Figure 13 presents results of the
filtering of the signal such as described in the Fig. 12 but for a longer period (7=261).
Figure 14 shows step-wise final-section filter responses in the moving window.
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Additional description—see Fig. 11
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Fig. 14 Step-wise filter responses. Additional description—see Fig. 11

In all cases illustrated above, satisfactory accuracy of useful signal reconstruction
in the final section is achieved, much better compared to reconstruction without
correction. Especially, good results are produced by the s3 filter where approximates
reach the shape closest to the reconstructed signal. It is in line with expectations
based on time series analysis in frequency domain.

4 Conclusions

The classical moving trend smoothing algorithm (based on linear approximates) is of
low efficiency, when applied to series prediction. Much better smoothing and predic-
tion properties may be reached by employing the 3th order polynomial (s3) including
only a constant and 3th order monomial (only by, b3 are to be tuned by LS method).
The approximation window width M may be easily adjusted by examination the Gain
Plots of the moving trend based filters in frequency domain. The recommended filter
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s3 enables for very effective separation of the series onto low frequency (w < wr)
and high frequency (w > w7r) components, by taking the approximation window
width M = 1.38*T.

Smoothing (reconstruction of low frequency components) is the most effective
(with no delay) in the central segment of the series. In the final section the low fre-
quency signal distortion is significant, mainly due to varying delay of the consecutive
final segment filters, which decreases prediction quality. The distortion produced by
the recommended filter s3 is much weaker than that of the classical moving trend
smoothing.

The periodic component C(#) may be extracted from the filtering residuals by a
regression method applied to residuals in the central section of the processed series.

The adaptive filtering approach described in the paper is based on adjusting the
filter parameters referring to historical data (a specified number of last samples).
Such property can be utilized for event/change detection and similarity analysis of
the sample sequences, in particular patterns.
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The Assessment of the EPQ Parameter
for Detecting H-Index Manipulation
and the Analysis of Scientific Publications

Rafal Rumin and Piotr Potiopa

Abstract The work presents the analysis of mechanisms for determining the
susceptibility of parametric indices (such as the h-index) of evaluation of scientific
articles published on the modification of parameters not resulting from essential value
of the research work. Currently, most methods for verifying the article is focused on
the selection of works potentially strongly influence the international position of a
journal. To this end, editorial offices wide use of parametric methods of assessment.
In addition, the work attempts to identify the used criterion functions, namely the
assessment parameters and guidance, the risks associated with using this type of
method to change the popular parametric indexes for authors and journals. These
parameters are divided into categories and offered their initial verification based on
statistical analysis of already published articles in various journals. Each parameter
has attributed weight function, which allows to define its impact on the total evalu-
ation of an article, and also adaptation of formula to any academic journal. Weight
functions will be determined with the usage of neural networks or genetic algorithms,
aiming to their individual adaptation to particular journal.

1 Introduction

Relentless pursuit of scientific journals to obtain the greatest possible number of
points in the created rankings enhances continuous improvement of parametric algo-
rithms to verify the quality of the article and the assessment of its author (Philadelphia
List, Impact Factor, quoting indicators etc.) [1-3].

All the time created a new methods of evaluation of journals and modifications
of existing criteria result in a situation that merits evaluation of the article can be
replaced by a parametric assessment forced by the publisher [4—12].
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The result is a situation that good, exploratory research publications may be
assessed or unfairly withdrawn from the publications on the ground that have been
poorly prepared for parametric criteria. Thus, the following aspects parameteriza-
tion are to determine the influence of subjective factors in the evaluation of scien-
tific articles in specific journals. Furthermore, there were presented series of factors
which, if they are taken into consideration during writing of scientific articles, they
have a chance to increase probability of obtaining positive review and in effect the
acceptance of publication in renowned journals. In the further process of research
works, realization of automatic information system is planned, which role will be
connected with the verification of the working version of an article, before send-
ing it to the journal and the definition of the probability of obtaining high para-
metric evaluation. Described parametric evaluation will determine the coefficient
EPQ—Estimated Paper Quality. This co-efficiency will be helpful for scientists who
concentrate mainly on essential, and less over the editorial part of their scientific
article. The low value of EPQ should induce the author to analyze and supplement
his publication before sending article to editorial office of the previously chosen
journals.

2 Mathematical Models for Authors Evaluation

Authors of scientific articles are subject to verification by placing in the ranking
reflects their contribution to the development of the field of scientific work. One of
main parameters applied in relation to authors of publication is proposed in year
2005 the Hirsch index (h-index) [13]. As easily can be envisaged, such evaluation
can be sensitive on manipulation on the side of several cooperating with each other
authors, who mutually will quote their works (apart from their essential contribution
into researches). The parametric evaluation of publication issues from the category
of scientific research. Scientific researches require financing, and one of the popular
sources of learning financing are exploratory grants. To obtain financing it is expected
that the scientist will carry out planned investigations and their effect will have visible
influence on a given exploratory field. How such influence is measured?

Most legible measures are publications and their quotations. For this reason,
scientists who have a suitably high Hirsch index, are treated as trustworthy to commit
to them public money on carried researches. Legible dependencies appear between
the financing of research, with the quantity of publication, and with their quotations
which put each other greater chance for future financial resources.

2.1 Mathematical Models for Journals Evaluation

The high quality journal tries to be visible for society of scientists. To found a
difference between quality of journals, the special parametric factors was proposed.
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Below are some of them [14-20]: Source-Normalized Impact per Paper (SNIP),
Relative Citation Rates (RCR), SCImago Journal Rank (SJR), Journal to Field Impact
Score (JFIS), Article Influence (AI), and the most popular—Impact Factor (IF) (1).

“IF” counts all citations from particular calendar year, and it divides them by the
amount of “cited” publications from last two years (C).

Other indicators also reflect the parametric quality rating of journal, but they are not so
popular. Each of them characterizes different factors which influence final evaluation
of journals. Different journal evaluation criteria cause the inhomogeneity in resultant
rankings. Furthermore, algorithms of evaluation are subjected to continuous changes
aiming to the most reliable definition of publications quality. For this reason, the
aim of publishing companies, instead of valuing scientific publications, having less
‘popular’ character (though substantially equally good if not much better), could be
the wish of achievement of the highest parametric coefficients evaluating the other
of their publications.

It can be accepted that, as the evaluation of the given journal is higher in the rank-
ing, an article published in it has the chance to obtain greater range, and consequently
receive greater quantity of quotations. It seems that there exists the conformity of
business among a journal and an author of the article, however this concerns only the
wishes of obtaining the maximum quotations quantity at other publishers through
the large number of scientists.

Willing to check our chances for the publication in the given journal, we often set
incorrect question—Will this journal publish my article?

To show existing dependences and conflicts of interests between an author and an
editor, one ought to set himself the question:

How will my article help the journal to obtain better position in the ranking (more
points in the parametric evaluation of journals)?

The answer depends on many factors, which can subjectively influence the eval-
uation of an article, apart from its essential value. Figure 1 shows a general scheme
of the relations between a publishing house and an author.

2.2 Mathematical Models for Article Evaluation

Each article has its own essential value which cannot be measured automatically. The
article evaluation is limited to a group of parameters defining its quality from the
interest of a journal point of view. Unfortunately this can cause a conflict of interests
between publishing houses and authors [21].

During the evaluation of an article, the essential value can be estimated by addi-
tional parameters: the range of carried out researches, description of theoretical
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Fig. 1 The scheme of the relations between a publishing house and an author

models, simulation models, experiment. If it has only theory it can be classified
lower than articles containing simulation or experiment.

Articles containing the experimental verification of carried researches will be
evaluated as the best ones. Separately, articles containing rich and complex reviews
of the literature from the given field can display significantly high classification,
because this type of articles are quoted often many times. This results from the specific
approach of scientists to carried out researches and wishes of using elaborated earlier
literature review, which often requires a lot of time and belongs to “less attractive”
researches.

Thereby, at the evaluation of articles’ value, nobody can foresee how often he will
be quoted in the future. To put it simply, it can be assumed, that at the initial phase
of article analysis, each has the evaluation for the essential value on the same level.
Since the quantity of elaborated article future quotations cannot be influenced, it can
be influenced who the author quotes in his own publication. This way the quantity
of “gained” quotations from the journal’s point of view, can be controlled. The issue
here is the period of time in which journals are subjected to evaluation in rankings.
For the calculation of Impact Factor, last 2 years are taken into consideration which
means that the auto quotation of other articles which appeared in the same publishing
house within a period of last 2 years have a positive influence on IF indicator increase.
Therefore, the publishing house will be willingly promoting articles which already
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Table 1 Defining parameters for the calculation of the EPQ indicator—basic parameters

P; | Meaning of value substituted to P; Range Formula on Pi
P, | H—authors’ Hirsch index H=[0:inf] | P; = (1 — ﬁ) * Wy
P> | I—the quantity of authors’ indexed publications 1=[0:inf] P, =(1- ﬁ) * Wo

P3| C—quantity of authors’ indexed quotations C=[0:inf] | P3=(1— ﬁ) * W3

Py | S—degree/ the scientific title of the author | S=[0:5] Py=(1- mﬁ)*m
(none/engineer/MSc/the doctor/assistant profes-
sor/professor)

show quotations from their own journal, is a method to obtain higher place in the
ranking. However, if there exists a group of journals given by the common institution,
then cross quotations of other journals belonging to the same publisher constitute also
an added value. Here arises a threat regarding the reliability of one published articles,
because one can apply the mechanism which would permit ranking speculations
between journals. Following the paragraphs of this article, they contain the case
study describing such situations.

3 The New Indicator for the Parametric Evaluation
of an Article—EPQ

All articles can be parameterized by the Estimated Paper Quality coefficient (EPQ).
This model can indicate many factors which participate in the evaluation of given
article. It can be presented as weighted mean of individual parameters, with suitably
assorted weights functions. The value of parameters is standardized so that it contains
itself in the range from O to 1. This type of method descends from Churchman
and Ackoff (1954) researches, under the name Simple Additive Weighting (SAW)
[22, 23]. SAW is one of most popular solutions in Multi-Attribute Decision Making
type (MADM) problems of which undoubtedly is the problem described in the work.
Elaborated process of EPQ calculation is similar to the above methods, however
differences in designating of individual parameters appear. Differences are caused
by different ways of P; parameters of values determination.

EPQ = %Zpi * Wi )

i=1

where P; is appropriate parameter of evaluation with following index n appointed,
and w; is the weight for a given parameter. Below, in the table (cf. Tables 1,2 and 3)
the list of parameters together with their asserted values and ranges is presented. All
parameters P; are situated in the same range: P; € [0, 1].
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Table 2 Defining parameters for calculation of the EPQ Indicator—content rating of an article

P;

Meaning of value substituted to P;

Range

Formula on Pi

Ps

The calculated Gaussian distribu-
tion basing on the quantity of all
quotations contained by an author
in the article, where:

d—the height of the Gaussian curve
top,

x—quantity of all quotations con-
tained by an author in the article,
o—standard deviation of Gaussian
distribution,

pu—expected value, equal average
quantity of quotations devolving on
one article in the given journal,
a—quotations devolving on one
article (k) in the given journal

d=[0:1]
x = [0:inf]
o =[0:inf]

© =[0:inf]
a=[0:inf]
k=[0:inf]

)
Ps=(dxe 27 * W5

Pg

A—the quantity of quotations com-
ing from archival numbers of the
same journal to which the publica-
tion is submitted

A=[0:inf]

Py

B—the quantity of quotations com-
ing from archival numbers of
remaining journals belonging to the
same publishing house to which
publication is submitted

B=[0:inf]

Pg

The indicator of the publication
originality.

O—the quantity of similar articles
earlier published by the author.
D—the sum of “duplicates”, mea-
sured by the coefficient of similar-
ity of genuine text and small pic-
tures between previous articles of
the author, and with his current pub-
lication

O=[0:inf]
D=[0:inf]

o
Il
—~
—

I
I‘_
~—
*
=

oo

Py

Rq—the quantity of cited publica-
tions of the current editor of journal
to which publication is submitted

R4=[0:inf]

R.—the quantity of cited publica-
tions of current reviewer of journal
to which publication is submitted

R.=[0:inf]

3.1

The Methodology of Calculation the EPQ

Calculation of the EPQ coefficient is based on a lot of other indicators described
bellow. Particularly essential from the usage of EPQ indicator point of view, is the
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Table 3 Defining parameters for calculation of the EPQ indicator—other parameters

P; Meaning of value substituted to P; Range Formula on Pi

P J—the quantity of authors’ publi- [0:inf] Php=0- H—LJ) * Wi
cations quoted by a current editor
or reviewer of the journal to which
publication is submitted

Py K—the quantity of authors’ com- [0:inf] P =(1- ﬁ) * W12
mon publication articles and a cur-
rent editor or reviewer of a journal
to which publication is submitted

P13 Z—the quantity of elements from [0:5] Pi3=(1-— m) * W13
the range of carried out researches
(the form of survey): review, the-
ory, model, simulation, experiment,
lack/other

possibility of weights definition w; in way compatible to parametric evaluations
applied by the given journal. The large number of academic journals cause different
approach to the parametric evaluation of accepted articles to editorial office and the
review of article. Basing on the data from previous years, considering all publications
printed within the framework of one publishing-title, we are able to determine weights
of individual parameters individually for the given journal.

For that purpose we will use neural networks with the feedback which will learn to
recognize the influence of the given parameter on the positive acceptance of article
to the publication. In case of the analysis, already printed publications, we will
subordinate the quantity of published articles from the value of individual parameters.
The more articles will have e.g. the high parameter P6, the greater influence on the
printing of publication has the quantity of archival articles quotations laded from the
same journal.

Initial values of the weight parameter w; amount to 1. Due to the implication
of matching algorithm, the weights shall be modified in the O to 1 bracket through
artificial neural networks. The aim of the modification is the selection of appropriate
levels of weights to a given journal.

3.2 The Example of the EPQ Calculation

The definition of the exact value EPQ does not decide about “the success” and the
publication of the given magazine article. This will permit however finishing up and
improving of the editorial part which could not take into the above-mentioned factors
influencing decision of editors and reviewers. System elaborated in such a way, using
the IT network will permit quick definition of the article modification. Outwardly,
basing on obtained result EPQ it will enable to propose the alternative academic
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Table 4 The results from this case are as follows

No Parameter P; Initial data P; results
1 P H=5 0,833
2 P I =100 0,990
3 P C =500 0,998
4 Py S=5 0,990
5 Ps d=1;x2=90;al =80;a2 = 100; a3 = 120 0,882
6 Pg A=2 0,667
7 P; B=2 0,667
8 Pg D=0;0=0 1

9 Py Rd=0 0

10 Py Rc=2 0,667
11 Py J=0 0

12 Py K=0 0

13 P13 Z=3 0,984
Average 0,667
EPQ 0,67

journal which parameters answer to the result. The value EPQ was calculated basing

on

(a)

(b)

(©

the example of the publication based on the Matlab software.
Below, the calculated value of EPQ was presented for a model publication.

Data concerning the author: The current Hirsch index of the author amounted to
5, for 100 indexed publications and 500 of all his connective cited publications.
The author obtains the academic title of professor.

Data concerning a publication: The article contains 90 of citations, from which 2
citations come from archival journal, to which the publication is being composed.
In total, there are 2 citations from other archival issues of journals belonging to
the same publishing house, to which the publication is being composed. The
publication demonstrates original quality, since there have not been any of its
duplicate samples and publications of similar content of the same author. In the
publication there are no citations from the works of the members of editorial
board, however there have been 2. citations of works developed by reviewers.
The publication contains at least 3. elements of scientific publication (e.g. review,
theory, model).

Data concerning the journal: The statistical average number of citations in a
single article published in this journal amounts to 100. Editors and reviewers
have not cited any other works of the author, they have not had any mutual
articles with the author.

The range of the selected parameters together with separate results of the calcu-

lations are depicted above (Table4).
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4 SEOQO, Hirsch Index and Impact Factor

4.1 The Similarity of the Hirsch Index and Impact Factor to Page
Rank, and Threats Resulting from Black Hat SEO Methods

The growth of the Hirsch index and IF strictly depends on the quantity of the given
author’s publication quotations. This model can be compared to the published ranking
of websites (PR—Page Rank) used in Google search engine [24-26]. The similarity
refers to the quantity of quotations which correspond to quantities of returnable links
indicating given page of data sources.

There are known general methods of influencing the algorithm of search engine
in this way, so that the indicated page will be higher in the Search Engine Results
Page ranking (SERP). These methods are divided on the so-called white and black.
White Hat SEO—means the positioning of the website in compliance with offi-
cial guidelines of search engines, which should result in better page adaptation to
Web-crawler’s and engines of search engines requirements. Good preparation of the
website facilitates, quick indexing of it in the search engine base of data, however
increasing number of valuable references to page (gained naturally and resulting from
its popularity and uniqueness) permits its positioning and obtaining of high place in
the SERP ranking. As valuable references are acknowledged, links from pages about
high PR are often visited by users (e.g. thematic, community websites). There also
exists Black Hat SEO which is characterized by the use of all possible gaps in the
search engine, for the purpose of raising the ranking of given website. Such effects
are achieved through the manipulation with the quantity of returnable links and their
“artificial” addition through generating large quantity of pages with links. So many
of manipulation methods constitute the necessity of continuous algorithms change
of search and qualitative selection of websites.

From obvious reasons, exact parameters of the algorithm are not revealed for the
purpose of their protection before the manipulation. There can be only estimated
general dependencies and on their base there can be created algorithms improving
the position of website in ranking of searches. Methods of rankings creating e.g.
PR and IF, and also H-index cause the risk of appearing methods taken from SEO,
which in the artificial way will manipulate results of the above-mentioned rankings.
Probably there is no possibility of obtaining 100 % reliable and objective ranking not
burdened with the above risk.

From this reason, the essential evaluation of publication can be shaken, in the
interest of the parametric evaluation. This can cause the reverse to intended effect
i.e. these rankings will promote less ambitious scientific discoveries, but artificially
will overvalue indexes across the elaboration of their manipulation method. The
case study is presented below, which in the mental experiment, could result with
“artificial” increasing of IF for the journal or with “artificial” increasing of the
H-index for given scientist.
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Fig. 2 Mutual citations of 2 authors

4.2 Threats Resulting from the Usage of Artificial Methods
of Increasing the indexes

Among academic researchers, there is no unambiguous method of scientific achieve-
ments’ evaluation, which would credibly and objectively determine the value of a
research work. There are numerous publications that describe threats connected with
manipulation of indexes [27, 28]. A short analysis of the case that highlights the sus-
ceptibility of the used indexes for artificial manipulation is shown below. It is a
similar situation that the search engine Google encountered. It is subjected to contin-
uous attempts of manipulation of websites’ rankings that are displayed in the first 10
results of a search. The search engine algorithm was evolving, taking into account
increasingly different parameters so as to extract artificial positioning. If the algo-
rithms of calculating the indexes are not modified, the intentional manipulation to
increase indexes is very likely to occur, which is shown below.

4.3 Hirsh Index Manipulation

The Hirsch index has lots of advantages, however it is also subjected to the risk of
being manipulated. Suppose there are at least 2 researchers working in similar field
of study, they may cite each other’s work (Fig. 2), only to increase each other’s Hirsch
index.

Of course the publication that contains several or a dozen of citations of the same
author may focus the attention of the reviewer as far as the legitimacy of citing is
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Fig. 3 The architecture of a proposed IT system to determine EPQ indicator

concerned. In such a case there exists the possibility of developing the model for a
specified group of authors, where division of citations between each other will be
evenly determined so as not to undermine the legitimacy. Furthermore, it is worth to
add that the publication drawn up by an author A that contains more or less 5 citations
of an author B is fully sufficient to increase the Hirsch index from O to 3 level. In the
cooperation of at least 6 authors, the increase of H index to the level 5 for each of
the author will demand only the cooperation in the scope of citing of 5 publications
(6 counting from the first one, which has not been cited before by nobody).

*—for each next publication one person has to cite other person’s all publications
(the number of citations per new publication).

5 Application Realizing EPQ Designation

Determination of the individual parameters can be achieved through the use of avail-
able databases of scientific publications and names of authors like: SCOPUS, WEB
OF KNOWLEDGE, Google Scholar and other smaller databases. The system col-
lects this data, it will turn collecting the following information: author, citations,
journals, publications, and then assessed the parametric analyzed publication. Based
on this evaluation, it can propose suggestions, ref. introductions of changes in the
article or present proposal of the alternative journal to which the parametric eval-
uation was better. The system architecture may be built based on the client-server
methodology which is presented on Fig. 3.
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5.1 The Architectural Schema

On the after-mentioned Fig. 3 the general architectural schema of the system is pre-
sented.
In presented architecture system we distinguish:

1. Presentation layer—a layer of the application responsible for the presentation of
results and communication with user, receiving data from user (proposed article,
survey for the author)

2. Application layer—layer responsible for the resumption of data and processing
of results which consists of:

e citations’ analyzer (module processing the quotation categorizing and counting
quotations of authors works.)

e authors’ data analyzer (module processing data of authors (also reviewers and
editors), checking relations of author with journals across quotations as well
as categorizing his achievement)

e authors’ analyzer (module being supposed for the task to process available
data sources information of used in the algorithm coefficients for journals and
authors)

3. DB—a layer of database recording source data and results of calculations with
application layer, permitting caching of data sources in the situation when data
don’t need to be refreshed at every operation of weight-coefficients calculation
weight-coefficients.

4. Sources—a layer of gaining data from chosen sources dividing into sources
of quotations gaining (“citations sources”), given authors (“authors the date
sources”) and coefficients used in the algorithm of EPQ count (‘“factors sources”).

The system architecture in case of further development can be calibrated because
the module of processing may receive partial results of calculations (weights of
component parameters) from individual modules which can be found on separate
instances of servers. Each module of gaining data can have the separate database
in which it will store the received results of the data sources indexing. In case of
presentation layer, the system can communicate with software of the thin client type
in case of approach users (authors of articles) and with the software of the fat client
type in case of the administrator who can control work of the processing module
(settings control).

6 Conclusion

Determining the actual accuracy of parametric evaluation for scientific journal article
by calculating the proposed EPQ parameter is possible only after verification on
figures. Methodology is based on foundations that a substantially good article can
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be evaluated wrongly due to remaining factors on which reviewers and editors of
journals pay attention to. The elaborated system, proper verifying of targets and
correction of an article before its delivery to publishing houses will permit to carry
out essential research on equally high level and to regard subjective "expectations’
from the side of publishing house in relation to an author. So an improved article has
greater chance for printing in a renowned journal, which can positively rebound on
future publications of many authors.

On the other hand, it will be possible to verify retrogradely articles that have
too high parametric evaluation to indicate potential authors or journals, which were
subjected to artificial mechanisms that are used to increase index parameters. Through
this process it will be possible definition of what elements have been streamlined
parametric evaluation of the use of illegal solutions, which include the use of observed
SEO methods.
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Fuzzy Multi-attribute Evaluation
of Investments

Bogdan Rebiasz, Bartlomiej Gawel and Iwona Skalna

Abstract Most companies have a large number of projects that they would like to
accomplish for various reasons. However, financial and material limitations cause
that only some of the investments can be undertaken, which rises the problem of
selecting the portfolio of the most effective investment projects. Selecting a portfolio
from available project proposals is crucial for the success of each company. This paper
proposes a practical framework for modelling projects portfolio selection problem
with fuzzy parameters resulting from uncertainty associated with decision makers’
judgment. A fuzzy multi-attribute decision-making approach is adopted. A two-step
evaluation model that combines fuzzy AHP and fuzzy TOPSIS methods is used to
rank potential projects. The proposed approach is illustrated by an empirical study
of areal case from steel industry involving fifteen criteria and ten projects. The case
study shows the effectiveness and feasibility of the proposed evaluation procedure.

1 Introduction

Decisions on investment projects have a direct impact on a company’s success. The
quality of these decisions has long-term influence upon the development and com-
pany’s market position. However, financial and material limitations cause that only
some of the investments can be undertaken, which rises the problem of selecting
the portfolio of the most effective investment projects. This problem is particu-
larly difficult to solve, because of the ubiquitous uncertainty associated with any
business activity. Moreover, it can be observed that all branches of economy and
industry are affected by the increase in the variability of products prices, growing
pressure to reduce production costs, increase in competitions etc. This causes that the
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project portfolios selection (PPS) becomes more and more complex decision task,
which motivates managers to utilise modern techniques and tools to optimise capital
allocation. Methods for effective project portfolio selection gained popularity in
early 90s and since then they are of great interest for business activity practitioners.
They are constantly developed and improved by researchers in the field of project
managements.

Nowadays, the company’s investment decision process should take into account
not only financial but also environmental, market, technological and human resources
aspects. For this reason, the decision process can be viewed as a multi-attribute eval-
uation of a project portfolio selection. Obviously, that the more parameters of an
investment project that are subjected to the analysis, the more reliable the selec-
tion process is. Unfortunately, wide spectrum of criteria makes the analysis more
costly. Moreover, the excessive number of criteria may hamper the interpretation
of the results. At present, there are a lot of methods that can be applied to solve
the PPS problem, including Economic Analysis, Decision Theory, Optimisation and
Multi-criteria methodologies. In order to deal with both financial and non-financial
project attributes, the multi-criteria decision making (MCDM) analysis is a preferred
approach.

The goal of the multi-criteria decision making (MCDM) analysis is to “provide
a set of attributes aggregation methodologies that enable the development of mod-
els considering the decision makers’ (DMs’) preferential system and judgement
policy” [1]. Intuition and simple rules do not suffice to reach this goal. Every com-
pany should develop its own MCDM based framework for solving complex decision
problems. In order to select an adequate framework, various factors should be con-
sidered including: the nature of the decision problems, types of choices that have
to be made, measurement scales, dependency among attributes, type of uncertainty,
expectation of decision makers, quality and quantity of available data and judge-
ments [2]. All of this causes that nearly every company and every industry has its
own unique MCDM framework. In general, MCDM methods may be divided into
two groups: multi-objective decision making (MODM) and multi-attribute decision
making (MADM). MADM have been used to solve problems with discrete decision
choices and a predetermined or limited number of alternative choices. A comparative
study on various MCDM methods is presented in [3, 4].

In this paper, an MADM approach to project portfolio selection (PPS), which
is one of the links in project portfolio management chain, is applied. The classi-
cal approach is expanded to deal with uncertainty expressed in the form of fuzzy
numbers. Modelling of uncertainty is of great importance in modern knowledge-
based organisation. It enables to describe errors resulting from the conversion of real
life problems into knowledge representations. There is a range amount of scientific
publications which develop very sophisticated methods for describing uncertainty.
Meanwhile, according to the survey of Hubbard [5], modern enterprises still asses
and mitigate risk using old fashioned methods which have not evolved much for
several decades. This paper attempts to fill out the gap between the theory and prac-
tise. A practical framework to deal with this problem is developed. The reminder of
this paper is organised as follows: Sect. 2 briefly describes problems with modelling
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uncertainty in PPS. It also provides explanation of benefits in using fuzzy approach
to model uncertainty in practise. Sect.3 presents methodological framework of
proposed methods: fuzzy numbers and intervals, fuzzy AHP and fuzzy TOPSIS
are described in details. A numerical example is shown in Sect.5. The paper ends
with conclude remarks.

2 Risk and Uncertainty in Project Portfolio Selection

Nowadays, methods of risk assessment constitute a fundamental tool for
supporting enterprise decision-making process. Parameters of economic calculus are
usually burdened with uncertainty. For many years, the only tool which allowed to
express uncertainty in mathematical language was probability calculus. However, in
numerous decision-making situations, the nature of uncertainty of economic model
parameters does not satisfy the assumptions of the probability theory. This is when
uncertainty stems mainly from insufficient information about model parameters or
when it has an epistemological nature. In practise, it is often not possible to determine
probability distribution or perform probability calculus, especially when there is no
sufficient volume of data to use statistical tests. On the other hand, assumption of “no
data available at all” is not true as well. In general, there is always some information
available. Most often, in the form of experts’ estimates of unknown values.

There is no universally accepted definition of business risk and uncertainty, but in
the PPS context they may be understood as potential problems with availability and
certainty of information, and also imprecise choices. To deal with uncertainty in PPS,
it must be first noted that PPS usually consists of two stages. In the first stage, projects
are selected on the basis of the threshold criteria which are determined by decision-
makers. In order that a project can be passed to the next stage, it must strictly fulfill
these criteris. Typical threshold criteria include financial criteria, e.g., NPV > 0,
IRR > threshold IRR etc. The selected projects are input for MADM method. An
MADM method usually firstly calculate the weights of criteria, and then determines
the ranking of potential projects. Each part of MADM method is associated with
different type of uncertainty.

The main source of uncertainty in determination of criteria weights is impreci-
sion of expert judgements. Due to cognitive biases, decisions may be deviated from
a standard of rationality or good judgement. To take into account these systematic
errors, fuzzy numbers are used instead of crisp numbers. Unfortunately, practical
usage of fuzzy numbers as criteria ratios faces many problems. The most impor-
tant ones are the following: Whether to use crisp numbers or fuzzy numbers to
describe uncertainty? What type of fuzzy sets should be used—fuzzy numbers or
fuzzy intervals? How to transform linguistic description into fuzzy scale? What kind
of representation should it be used to compare choices—fuzzy or crisp form obtained
by defuzzification?

There is no agreement between scientists on how to answer the above questions.
Later in this paper a fuzzy AHP method is used to obtain fuzzy criteria weights.
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Some researchers believe that classical Saaty’s AHP method has some weaknesses
which are connected with uncertainty. In [6] authors points out that mapping experts
judgement to crisp numbers and cognitive biases generates uncertainty which is not
taken into account by the AHP method and may have huge impact on AHP result.
To deal with this problem, some researches fuzzified AHP (e.g., [7] has consid-
ered trapezoidal fuzzy intervals for comparison ratios in AHP and [8] has proposed
approach for triangular case). However, Saaty points out that pairwise comparison
matrix is already fuzzy because it lies in the methods assumption. He believes that
AHP is already a fuzzy process because most criteria for ranking are in fact very
specific fuzzy numbers representation and there is no theoretical proof that fuzzify-
ing the comparison data leads to better results. Therefore, it cannot be proved that
fuzzifying AHP is a confident idea [9]. He also points out that fuzzification of the
process does not give much different results. This work is usually cited as a major
point of criticism against fuzziness in AHP methods. It is important to note that the
main criticism is based on assumption that comparison ratios are based on expert
consensus. In practise, comparison ratios are usually averages of expert ratios. As
long as there are no agreement between experts, everyone of them interprets linguistic
variables in different ways. In this situation, translation of expert verbal possibilities
into numbers should better be better used a fuzzy then crisp numbers.

The second aspect of representing model uncertainty in terms of fuzzy numbers
concerns the problem of which type of fuzzy numbers should be used. Generally
speaking, there are two approach to fuzzification of comparison ratios—fuzzy num-
bers [10, 11] and fuzzy intervals [12]. The empirical study shows [13] that mem-
bership functions of numerical equivalents of linguistic terms are similar to fuzzy
numbers, which are not distributed equidistantly along the possibility scale and which
vary considerably in symmetry and vagueness. Table 1 in Sect.5 provides summary
of translation developed based on this study.

Usually, after the first stage, the calculated criteria weights are defuzzified. In the
proposed approach, fuzzy weights are passed to the second stage. This guaranties
that uncertain judgements of decision-makers are taken into account also during the
second phase of PPS.

The second phase of PPS determines the ranking of potential projects based on
the weights obtained in the first stage. In this phase, uncertainty concerns attributes
of alternatives. The attributes are divided into two groups: objective (numerical)
and subjective (linguistic). A majority of authors argue that only subjective criteria
should be described in terms of fuzzy numbers. In the proposed approach itis assumed
that quantification of financial attributes of investment projects should be modelled
as mixture of possibility and probability distribution. In [14, 15] Rebiasz presents
methods for selection of efficient portfolios in a situation where objective parameters
in the calculation of effectiveness are expressed in form of interactive fuzzy num-
bers and probability distribution. In this paper, a new hybrid fuzzy multiple criteria
approach for project selection is proposed. It includes financial, social, and environ-
mental effects of an investment, strategic alliance, organisational readiness, and risk
of investment.
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3 Methodology

The proposed methodology of selecting an efficient portfolio of investment projects
consists of the following steps. First, multiple criteria that are considered in the
decision-making process for the decision-makers are identified. Then, criteria weights
are calculated according to the fuzzy AHP methodology. After constructing the rela-
tionship of a criteria decision matrix, the fuzzy TOPSIS approach is used to achieve
the final ranking results.

3.1 Fuzzy Numbers

From the mathematical point of view, fuzzy sets generalise classical set theory by
replacing the binary membership function with a function of continuum grades hav-
ing values from the interval [0, 1].

Definition 1 A fuzzy set A C X is characterised by a membership function
mi:X3x— pix) el 1]

The function value i ;(x) is called the grade of membership of x in A.

Definition 2 Given~a fuzzy numbgr A in X and a real number & € [0, 1], then the
a-cut or a-level of A, denoted by A® is the crisp set

AY={xeX | pz(x) = al. )

Definition 3 A fuzzy set A C Ris called a fuzzy number if the following conditions
hold:

1. Alxp € R such that u ;(xo) = 1 (normality),
2. pzx+ (1 =2)y) =2 min{u;(x), uz;(N}, Vx,y € R, VA € [0, 1] (convexity),
3. Vxg € R, Ve > 0 there exists a neighbourhood V (xg), such that
Vx € V(xo) pz(x0) < pz(x) + € (upper semi-continuity),
4. the support supp(A) =cl{x € R | u;(x) > 0} is bounded (compactness).

The set of all fuzzy numbers will be denoted by F(R).
The most commonly used fuzzy numbers are trapezoidal and triangular fuzzy
numbers.

Definition 4 A trapezoidal fuzzy number (fuzzy interval) A € F(R) is represented
by a 4-tuple A = (ay, a2, a3, as) and has the following membership function:
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0 X <a,
X—da
o a1 Sx<a,
mix)y =141 ap < x <as, (2)
as—x
w—a WS XS ag,
X > ay4.

Basic arithmetic operations on trapezoidal fuzzy numbers can be defined using
a-cuts or, as given below, using the 4-tuple representation. Given two independent
trapezoidal fuzzy numbers A= (a1, ay, az, aq) and B = (b1, by, bz, by), their addi-
tion and subtraction are defined as:

0

1 +b1,a2+ b2, a3 + bz, as + by), 3)

+B= (a
— B = (a1 — by, ap — b3, a3 — by, as — by), 4

D

Multiplication and division on trapezoidal fuzzy numbers can be defined in different
ways, and the result is not necessarily a trapezoidal fuzzy number. The following
formulae [16, 17] ensure that property:

A-B= (c1, ¢, 3, cq), Where 5
c1 = min{aby, ai1by, asby, asby},

¢y = min{azby, ayb3, azby, azbs},

c3 = max{azbg, a2b3, (13b2, a3b3},

cq = max{aiby, aiby, asby, asbs},

A/B = (dy, dy, d3.dy), where (6)
dy = min{a1 /b1, a1 /b4, as/by, as/bs},

dy = min{ay /by, az /b3, a3 /b2, a3/ b3},

d3 = max{az/by, az /b3, a3 /b, a3/ b3},

dy = max{ay /b1, ai/bs, as/b1, as/bs}.

In the case of division, it is assunﬂwd that O ¢ [b1, ba].
A trapezoidal fuzzy number A = (ay, a», a3, as) with ay = aj is called a trian-
gular fuzzy number.

3.2 Fuzzy AHP

The Analytic Hierarchy Process (AHP) method developed by Saaty [18] is a powerful
and flexible MCDM tool for complex problems where both qualitative and quantita-
tive aspects need to be considered [19]. The AHP integrates different measures into a
single overall score for ranking alternative decisions. It is based on pairwise compar-
ison judgements. By reducing complex decisions to a series of simple comparisons
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and rankings, then synthesising the results, the AHP not only helps the analysts
to arrive at the best decision, but also provides a clear rationale for the choices
made [8].

The main steps of AHP are the following [8]:

. Define decision criteria in the form of a hierarchy of objectives.

. Build judgement matrices by pairwise comparisons.

. Calculate a priority vector in order to weight the elements of the matrix.

. Calculate global priorities by aggregating all local priorities using a simple
weighted sum.

5. Use the eigenvalue in order to assess the strength of the consistency ratio of

the comparative matrix and determine whether to accept the information. If the

comparison matrices are not consistent, the elements in the matrices should be

adjusted and a consistency test should be carried out until they are consistent.

AW =

The fuzzy AHP [8] is the fuzzy extension of AHP to deal with the fuzziness of the
data involved in the decision making process. Fuzzy AHP enables decision makers to
specify preferences in the form of natural language expressions about the importance
of each performance attribute.

3.3 Fuzzy TOPSIS

Technique for Order Preference by Similarity Ideal Solution (TOPSIS) is another
popular approach to MCDM. It was proposed by Hwang and Yoon [20] and is widely
used in the literature [21]. The main idea behind the method is that the best alternative
should have the shortest distance from the (positive) ideal solution and the farthest
distance from the negative ideal solution.

The TOPSIS process is carried out as follows:

1. Create an evaluation matrix E consisting of m alternatives (rows) and »n criteria
(columns), with the intersection of each alternative and criteria given as e¢;;,
2. Create a normalised matrix R = (7;;)ux» using the following normalisation:

e,‘j
m 2 ’
\/ k=1 Ckj

The normalisation is performed in order to eliminate anomalies with different
measurement units and scales.
3. Calculate the weighted normalised decision matrix

”ij= i:],2,,.,,m,j:],2,...,n,

T = (tij)mxn = (erij)mxn,i =12,....,m

where w; = Wj/Z’}:l Wi, j=1,2,...,n so that Z?:] wj = 1,and W; is
the original weight given to the indicator v, j = 1,2, ..., n.
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4. Determine the worst alternative (A,,) and the best alternative (Ap):
Ap ={{max(t;; |i=1,2,....m)| j € Jo), (min(y; | i =1,2,...,m)| j € J4)}
= {twjlj =1,2,...,n}, (7)
Ay ={(min(y; |i=1,2,....m)| j € J_), (max(t;; | i =1,2,...,m)| j € J1)}
= {tplj = 1.2,....,n}, (3)
where
J+ ={j| 1< j<n,j associated with the criteria having a positive impact},
and
J— ={j| 1< j< n,j associated with the criteria having a negative impact},

5. Calculate the Euclidean distance between the target alternative i and the worst condition
Ay

Z(z,, )20 =1,2,....m

Jj=1

6. Calculate the similarity to the worst condition:
siw = dip/ iy +dip), 0 <55y < 1,i =1,2,...,m
siy = 1 if and only if the alternative solution has the worst condition; and
siyw = 01if and only if the alternative solution has the best condition.

7. Rank the alternatives according to s;,, (i = 1,2, ..., m).

The TOPSIS method has also been extended to deal with fuzzy numbers. In order
that it can be used to deal with fuzzy MCDM problems, several approaches have
been proposed. The simplest one is to change fuzzy MCDM into a crisp one by
using defuzzification. This approach, however, can lead to the loss of information.
Another approach is to define a crisp Euclidean distance between fuzzy numbers.
For example, Chen [22] defines the distance between two triangular fuzzy numbers
A = (a1,a2,a3) and B = (by, bs, b3) as

dGA, By = | ZimL@ =B

3

An approach based on «-cuts can also be found in the literature [23].
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4 Proposed Framework for Project Portfolio Selection

Based on methodology described in Sect.3, a new approach to project portfolio
selection problem is proposed. It consists of five stages.

4.1 Identification of Available Investment Projects and Criteria

In this stage a committee of decision-makers who come from different managerial
levels of the company is formed. They identify m potential investment projects Ay,...,
A and n criteria C1, ..., C, that the projects must fulfil. To properly assess a project,
many factors should be considered. There is a wide area of publications concerning
choosing project investment criteria. McKown and Mohamed [24] presents multi-
criteria project selection where uncertainty of profitability parameters is described by
fuzzy numbers. They point out that the selection of investment projects should consist
of two kinds of parameters—financial (e.g., net present value (NPV), internal-rate-
of-return (IRR) and pay-back period) and non-financial (e.g., social, environmental,
strategic an organisational).

In this paper, a method that allows to aggregate financial and non-financial indi-
cators is proposed. First, the criteria are divided into two groups—objective and
subjective. Objective criteria are described by fuzzy numbers which usually result
from fuzzy modelling or aggregation of historical data. Subjective criteria are qualita-
tive criteria with values that are specified by decision makers in the form of linguistic
variables. In the approach presented here, linguistic variables are transformed into
fuzzy numbers (triangular or trapezoidal). It simplifies further ranking of the projects.

4.2 Calculation of Synthetic Importance Weights

Obviously, the problem of calculating the importance weights of the criteria is a
typical multi-variable and multi-objective optimisation problem. To calculate impor-
tance weights of the criteria we use fuzzy AHP. AHP has been widely used and
successfully applied to many practical decision-making problems. The fuzzy AHP
method is used here because decision makers have different understanding of mean-
ing of linguistic variable. To make a pairwise comparison, linguistic scale which are
shown on Table 1 is developed. Decision-makers use this scale to give their judge-
ment indirectly using pairwise comparison. Then, every judgement is converted into
triangular fuzzy number through a designed rating scale. To obtain pairwise compar-
ison matrix, average value of decision-makers judgement is used. Finally, synthetic
importance weight are obtained by fuzzy AHP algorithm. The final scores of criteria
are also represented by fuzzy numbers.
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Table 1 Comparison of relative importance of criteria for fuzzy AHP (linguistic terms and asso-
ciated fuzzy numbers)

Linguistic terms Crisp intensity of importance Fuzzy intensity
(classical approach) of importance

Equally important 1 1,1, 1)

Moderately more important 3 (1,3,5)

Strongly more important 5 (2,5,6)

Very strongly more important 7 6,7,8)

Extremely more important 9 8,9,9)

4.3 Development of Performance Ratings for Projects

In this stage, the performance ratings of objective and subjective parameters are cal-
culated. All ratings of all subjective parameters for alternative projects are obtained
using preference ratings. Each expert evaluates ratings of subjective criteria in terms
of linguistics variables. Then, all linguistic variables are converted into fuzzy num-
bers. Subsequently, arithmetic mean is used to calculate the rating of each criteria.
The objective variables are also described by fuzzy numbers.

At the end of this stage the threshold selection is made. Only those projects
which have passed the threshold selection are taken into account in the next stage of
the PPS.

4.4 Calculating Hierarchy of Projects Using Fuzzy TOPSIS

In this stage, the hierarchy of projects is established. Both subjective and objective
parameters are combined using fuzzy weights obtained from the fuzzy AHP method.
First, objective and subjective parameters are normalised. Normalisation is acommon
modification process that involves the division of each value by the largest value,
resulting in the range is between O and 1. Then, the overall ranking of projects
is calculated. The ranking allows a decision-maker to select the most appropriate
investment option.

S Numerical Example

The proposed approach was applied for PPS in steel industry. Fig. 1 presents the hier-
archy of criteria. There are five criteria C1, ..., C5—financial, market, technology
and environment, staff and compliance with the company’s strategic objective. Each
of them is divided into subcriteria. The following objective subcriteria were used:
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C4.1 Ability to obtain qualified staff (strong growth, moderate growth, without growth,
reduce employment)

C4.2 Impact on the working cendition _I {no impact, improve condition, degradation]

€4.3 Impact on yment level in

region —I (mewtral, positive, very positive)
C4.4 Possibility of obtaining skilled __I (available, need to train, difficulties in recruiting)
workers
] 5 5.1 Compliance with corporate goals —
c4 Compatibility with Treduction trol. im {one, two, mare than two)
staff Strategicﬂ“"' rey IJE. ion, neutral, increase,
bject! large increase] + .of harmful
objectives effect
]ﬁ—, 1
c3 3.1 Environmental Impact
The criteria —————— Technology and {
l Environment 3.2 Technological level
| [ (highest, widely used)
c1 c2
Financial Market

(small, medium, large)
C2.1 Market size
(growth, stable, declining)
€2.2 Perspectives of
C1.2 IRR market growth .
€2.2.1 Quality (average, best]
C 2.3 Competitiveness *E

CL.1 NPV

€1.3 Payback

€2.2.1 Size '—1 (lower, average, below average) |
period

€2.2.1 Distribution -—| (well-deveioped, extemnal, no network) |

Fig. 1 The hierarchy of project requirements

1. NPV—represents difference between two cash flows: inflows and outflows. It
compares the present value of money today to the present value of money in
future, taking inflation and returns into account.

2. IRR—discount rate at which the net present value of the investment costs equals
the net present value of the benefits.

3. Payback period—represents the amount of time that it takes for a Capital Bud-
geting project to recover its initial cost.

The rest of subcriteria is subjective. There is also the third level of subcriteria for the
C2 criteria. They are called attributes.

To calculate weights of criteria, a team of decision makers make pair-wise com-
parison of criteria. The results of this comparison are presented in Tables 2, 3 and 4.
Then, using the fuzzy AHP global priorities are obtained. They are shown in Table 5.
The priorities are presented in terms of fuzzy numbers. It can be seen that the higher
hierarchy of the criteria is the wider fuzzy number are. For example, fuzzy weight
C2.3.1 range between 0 to nearly 0.3. This illustrates the well-known phenomena of
accumulation of uncertainty. That is why in next step the consistency degree should
be used (e.g., fuzzy preference programming).

In the next step, evaluation matrix is created. Matrix consists of 15 criteria and
10 projects (P1, ..., P10) (Fig.2). The alternatives were as follow:
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Table 2 Pairwise comparison matrices
Criteria
Cl1 C2 Cc3 C4 (68
Cl (1,L,1) (2,5,6) (8,9,9) (8,9,9) (8,9,9)
C2 (0.17,0.2,0.5) (1,1,1) (1,3,9) (1,3,5) (1,3,5)
C3 (0.11,0.11,0.13) (0.2,0.34,1) (1,1,1) (1,1,1) (1,1,1)
C4 (0.11,0.11,0.13) (0.2,0.34,1) 0.2,1,1) (1,L,1) (1,1,1)
C5 (0.11,0.11,0.13) (0.2,0.33,1) 0.2,1,1) 0.2,1,1) (1,1,1)
Table 3 Pairwise comparison matrices—subcriteria
Sub-criteria
Cl.1 Cl.2 Cl3
Cl.1 (1,1,1) (1,1,1) (6,7,8)
Cl.2 (1,1,1) (1,1,1) (6,7,8)
Cl.3 (0.13,0.14,0.17) (0.12,0.14,0.17) (1,L,1)
C2.1 C22 C2.3
C2.1 (1,1,1) (0.12,0.14,0.17) (1,3,5)
C2.2 (6,7,8) (1,1,1) (0.16,0.2,0.5)
C2.3 (0.2,0.33,1) (2,5,6) (1,L,1)
C3.1 C3.2
C3.1 (1,1,1) (6,7,8)
C3.2 (0.13,0.14,0.17) (1,1,1)
Cc4.1 C4.2 C4.3 C4.4
C4.1 (1,1,1) (0.17,0.2,0.5) (0.2,0.33,1) (1,3,5)
C4.2 (2,5,6) (1,1,1) (1,3,5) (8,9,9)
C4.3 (1,3,5) (0.2,0.333,1) (1,1,1) (8.,9,9)
C4.4 (0.2,0.33,1) (0.11,0.11,0.13) (0.11,0.11,0.13) (L,L,1)
Table 4 Pairwise comparison matrices—attributes
Attributes
C23.1 C23.2 C233
C23.1 (1,1,1) (1,3,5) (1,1,1)
C23.2 (0.2,0.333,1) (1,1,1) (1,3,5)
C233 (1,1,1) (0.2,0.333,1) (1,L,1)

e P1—Modernisation of the heavy section mill,
e P2—Increase of the capacity of the hot rolling mill,
e P3—~Construction of the cold rolling mill with the capacity of 1,000 thousand

t/year,
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Table 5 Importance weights of individual requirements

Weight Weight

Cl (0.429,0.633,0.917) C3.1 (0.039,0.056,0.124)
C2 (0.073,0.175,0.372) C32 (0.006,0.008,0.018)
C3 (0.051,0.064,0.122) C4.1 (0.003,0.007,0.039)
C4 (0.051,0.064,0.122) C4.2 (0.013,0.036,0.145)
C5 (0.051,0.064,0.122) C4.3 (0.008,0.019,0.085)
Cl.1 (0.181,0.292,0.471) C4.4 (0.001,0.003,0.013)
Cl.2 (0.181,0.292,0.471) C5.1 (0.051,0.064,0.122)
Cl3 (0.025,0.042,0.072) C2.3.1 (0.002,0.027,0.313)
C2.1 (0.006,0.05,0.307) C23.2 (0.001,0.02,0.264)
C22 (0.018,0.061,0.204) C2.33 (0.002,0.015,0.127)
C23 (0.011,0.063,0.31)

e P4—Construction of the cold rolling mill with the capacity of 1,500 thousand
t/year,

e P5—Construction of the hot dip galvanising line with the capacity: 300 thousand
t/year,

e P6—Construction of the hot dip galvanising line with the capacity: 400 thousand
t/year,

e P7—Construction of the organic coating line with the capacity of 200 thousand
t/year,

e P8—Construction of the organic coating line with the capacity of 300 thousand
t/year,

e P9—Construction of the tinning plant with the capacity of 100 thousand t/year,

e P10—Construction of the wire drawing plant.

The objective criteria are characterised by fuzzy intervals and are taken fuzzy mod-
elling. The level of subjective criteria are specified by experts. The subjective criteria
are translated into triangular fuzzy numbers using procedure as follows:

In the presented example, there are two kinds of subjective attributes—some of
them describe patterns, and some of them judgements. Market size criterion C2.1
and prospects for market growth criterion C2.2 belong to first group. They describe
the belief of decision maker that market for project i will behave in accordance with
some pattern. For example, pattern stable means the dynamic of the market growth
which may be described by the fuzzy number (—1.02, 0, 1.02).

The second group that is subjective criteria represents judgements of experts.
Therefore, they are treated as ordinal fuzzy variables. Since all of subjective criteria
are ordinal (variable with order), thus fuzzy ordinal rank transformation is used. After
translation of linguistic variables—the fuzzy TOPSIS is applied. The obtained final
ranking of projects is presented in Table 6.
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Table 6 Final ranking of

projects Project Rank
P9 0.7154
P10 0.7101
P1 0.7095
P4 0.7011
P3 0.6817
P7 0.6789
P8 0.6782
P5 0.6770
P6 0.6714
P2 0.6615

6 Conclusions

The evaluation and selection of industrial projects is one of the most important
aspects of PPS. This paper proposed a combined fuzzy MADM approach based
on fuzzy AHP and fuzzy TOPSIS techniques. A real world case study from steel
industry was presented to explain approach. The paper introduced fuzzy decision
making concept, when some data is burden with uncertainty. It is argued that if a
fuzzy MADM problem is defuzzified into crisp one to early, then the advantage
of modeling uncertainty becomes negligible. The rational approach is to defuzzify
imprecise values at the very end of methods. Based on this argument, we perform
deffuzzification at the very end of MADM method during calculate weight of criteria.

More research is needed to examine projects interaction and dependency. Further
research is also required with respect to the subjective criteria of project selection.
The problem of quantifying the qualitative factors remains a difficult and sometimes
controversial tasks.
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Theory of Digital Data Transformation
in the ICT

Lubomyr B. Petryshyn

Abstract Functional analysis is crucial for digital data processing. There are a lot
of bases and systems of functions used for the decomposition of signals. This article
presents the results of the research that identified the mathematical interdependence
between bases of functions and coding systems. These results allowed systematizing
and analytically describing the procedure for transforming the form of information
in information systems.

1 Introduction

Modern information and communication systems process and manage large volumes
of digital data. The efficiency of such systems is determined by methods used for
transforming the form and digital processing of information. Since nowadays there
are a lot of mathematical methods of coding and data processing, the choice of
methods for coding and processing data adapted to the nature of information sources
is an important direction of research in the theory of information technology.

Lately, complex information systems that include systems function of creating,
forming, converting, transmitting, processing and documenting digital data [1, 2]
become widespread. When building an information system, the problem of selecting
an appropriate coding system is considered at four levels:

theory of information sources and data formation;

the method for conversion of the form of information;
transmission and receiving of digital data;
processing, displaying and storage of information.
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In order to solve these problems of information forms transformation and digital
data processing this paper analyzes and defines systems of the basic functions and
identified analytical relationship between them. This allowed analyzes functions
systems for creating of code and coding systems. On the basis of the defined functions
systems a transition is realized to appropriate codes and coding systems. The analyzed
code systems are used to solve such problems as creating, forming, converting,
processing, compressing and storing information [2, 3].

The present research focuses on methods of analysis, synthesis and design of
the coding methods, which are applied in discrete devices for transformation of the
information form and process digital data and are based on the theory of orthogonal
series. The main purpose of this work is the development of a unified approach to
solving the number-theoretic transformation and digital data coding. It is based on
the representation of functions systems of the logic algebra by means of orthogonal
or linearly independent series. This approach makes it easier to obtain solutions of
several important problems from the theory of designing digital information systems
[4-8]. In order to do this systems of basic functions for unitary and Libaw-Craig-
Lippel codes have been defined and analytical interdependence between them has
been described. The presented results are obtained on the basis of the cross-cutting
analysis of the main number-theoretic bases [1, 9].

2 Number-Theoretic Foundations of Bases and Coding Systems

The methodology of constructing mutually simple orthogonal functions is presented
in detail using mathematical apparatus [5, 6, 8]. In order to determine the number-
theoretic foundations for the basis of the most common code systems, their corre-
sponding basis functions are investigated and the functional interdependence between
different bases is established. This allows attaining high technical and economical
characteristics in the hardware implementation of converters of the form of informa-
tion. Below, the most widely used systems of functions, codes and coding systems
will be analyzed.

In the theory and technique of digital signal processing, linear-convergent func-
tions are widely applied. Analog signals are represented using non-harmonic basis
of Legendre, harmonic basis is represented by Fourier series (with the sin- and cos-
components) and harmonic-frequency basis [1, 5, 9, 10].

Creating, converting, transmitting and processing of digital signals are strictly
connected with the use of discrete number-theoretical bases. Thus, it is important to
analyze the effectiveness of their application and investigate properties of codes and
code systems which use them.

The problem of analyzing the effectiveness of the relationship between various
discrete bases is repeatedly considered by scientists in the field of digital signal
processing and data conversion [1-5, 9]. Important results were obtained among
others by Gold and Rader [11] for the discrete-harmonic basis, by Huang [12] for
Hadamard basis and by Walsh [13] for multiplicative basis. However, the theoretical
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generalization of full relationships between different systems of functions was not
given. The least is known about the Galois basis and coding systems that use it.
The relationships between different bases and corresponding coding systems was not
established as well, which prevented the full implementation and analytical transition
between bases.

In this paper, the innovative work relies on the analysis of systems of discrete
functions. Mathematical foundations, analytical dependencies, and definitions of
key properties are determined. Based on them the classification of basis, the corre-
sponding code systems and basis matrixes of number-theoretic transformations is
made.

Systems of discrete linear-convergent functions are divided into three groups:
discrete-harmonic, discrete-irregular and combined functions. The analysis of the
number-theoretic basis starts from the first group as such systems of functions play
a key role.

3 Discrete-Harmonic Systems of Functions

The following conditions will help formalize the transition from the real functions
represented with weight p(#) to the binary logic suitable for the synthesis of digital
computing devices [14]:

e intervals of certainty of the basis functions [0, 7], where T'= 27, in some specified
cases [-772, T/2] may be considered;
e linear independence between the functions

B(7) = {Bo(7), 1 (1), ... Bu(T), .. .};

e for non-normalized functions (e.g., Haar functions)

T 0 forn#m
(hi, hj) = Z():hi(t) hi@) - pAL = [1 forn =m

’

where p(t) is the value of the weighting coefficient;

e for graphics, matrix and baseline presentation the following sign-rounding proce-
dure will be realized

1 for x(t) >0
signp(t) =1 —1 for x(t) <O
0 for x(t)=0

this will result in functions in the normalized form.
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Table 1 16-bit unitary code field example

N; uie | Uis Ui4 | U3 up2 | up upo | U9 ug | uz | Ug | Us Ug | U3 uz uj
0 |0 0 0 0 0 0 0 0|0 |0 |0 |O |O |O |O |O
1 0 0 0 0 0 0 0 00 |0 |0 |O |O |O |O |1
2 |0 0 0 0 0 0 0 O /0 |0 O[O O |O |1 1
3 0 0 0 0 0 0 0 0|10 |0 O |O |O |1 1 1
4 10 0 0 0 0 0 0 OO0 |0 |0 |O |1 1 1 1
5 0 0 0 0 0 0 0 010 |0 |0 |1 1 1 1 1
6 |0 0 0 0 0 0 0 010 |0 |1 1 1 1 1 1
7 0 0 0 0 0 0 0 0 |0 |1 1 1 1 1 1 1
8 0 0 0 0 0 0 0 0 |1 1 1 1 1 1 1 1
9 0 0 0 0 0 0 0 1 1 1 1 1 1 1 1 1
10 | O 0 0 0 0 0 1 1 1 1 1 1 1 1 1 1
11 |0 0 0 0 0 1 1 1 1 1 1 1 1 1 1 1
12 |0 0 0 0 1 1 1 1 1 1 1 1 1 1 1 1
1310 0 0 1 1 1 1 1 1 1 1 1 1 1 1 1
14 10 0 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1510 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
16 | 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

Unitary codes, also called thermometric, are used as primary codes in converters
of the form of information, particularly in parallel ADC architectures and unitary
processors [1, 2]. In order to mathematically represent the unitary code, the unitary
functions of the following form are described analytically:

Uni(n, 0, i) = sign[sin(2"70 + 2" (7 /4)i)],

where i = 0, 1, 2, ...,n is the number of functions, 6 is a normalized time
parameter (¢ = t/T, where t is the current time value), n = log, N is the order
of the functions system of number-theoretic transformations and N is a module of
integer basis values.

The functions of lower order n are obtained as a result of pair-wise multiplication
of functions of higher n+1 orders according to the following equation

Uni(n, 0,i) = Uni(n+ 1,6,i) Uni(n + 1,0, i +2"1).

The graphic representation of the first n sets of unitary functions of the third order
are shown in Fig. 1.

The main disadvantage of the unitary functions systems is their non-orthogonality,
which indirectly causes non-compact packing of unitary code elements, which are
presented in Table 1.

Unitary code is characterized by the code element capacity P of the code field:
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Fig. 1 Unitary functions of the third order

P =Nm,

where m is the number of bits of the codeword, N-modulo of coding system.
Because for the unitary coding method N = m, (from Fig. 1 and Table 1), then

P = N2

The unitary coding method requires the use of a data bus, whose number of bits m is
equal to modulo N. This leads to a considerable redundancy of information streams,
especially in remote data transmission. However, the practical implementation of
unitary codes in the data converting devices is an expensive realization and has low
reliability of technical implementation. There is a need for the reduction of the bits
number of format data word m = N to the lowest possible level according to Shannon
relationm = log, N. At the same time, there are examples of application of unitary
codes in digital unitary correlation processors.

In the literature there are no reports on transformation between unitary func-
tions system and other ones. This complicates the solution of the problem of data



162 L.B. Petryshyn

Dyf(0,60) * e e M

Dyf(1,60) %

1
Dyf(1,61) %
Dyf(1,62) o
Dyf(1,63) & |'

DyfLad) Hlo b

Dyf(1,85) 7§

- |
Dyi(1,66) & e e
vy U] . , : :
Dyf(lye;'?) ? o i | l. |. £
b | 6e2i ! i I |
Dyf(2’e;0) ?ﬁ ! m 1 i t
R 4 t
Dyf261) ST L i X
-1 : ' :
Dyf(2,6,2) +D] ! % [ T 7 t
=1 2 i -+ :
Dyf(2,63) * 2 e ML
vi( o i . :

Dyf(3,60)
Dyf(3,61) 1

Fig. 2 System of discrete-phase functions

conversion between different codes and coding systems. To solve the transformation
problem, the author introduces the system of discrete-phase functions, which is the
basis for the creation of Libaw-Craig [15] and Lippel codes [16]. The system of
discrete-phase functions is derived from the system of unitary functions by extend-
ing the definition of the period 7 of unitary functions twice.

Formally, the system of unitary functions of order n—1 defines its period 27 as
a half of period & of the system of discrete-phase functions of order n. Thus, the
even-numbered functions of n order from the system of discrete-phase functions are
a direct reflection of functions of n—1 order from the system of unitary functions
which can be expressed as follows

DF(n, 0,2i) = Uni(n—1,6,i).

The analysis of the graphical representation of functions system (Fig. 1) makes it
obvious that the set of unitary functions of the 2nd order is a set of discrete-phase
functions of the 2nd order in period 07 (Fig.2). The presentation of the system
of discrete-phase functions in the dimension of higher order needs to increase the
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accuracy of transformation. This is achieved by introducing additional intermediate
functions with the phase shifted by the half of the period of the functions of the
highest order.

Discrete-phase functions of order n are described by the following generalized
analytical expression

DF(n, 0, i) = sign[sin(2" 76 + 2"~ (w/4)i))].

The system of discrete-phase functions in the period T=2x reflects the phase shift
AB of sign-procedures over the function sin2w where

AO =T/N =21 /N =21 /2" =m/2" L.

The graphic representation of the first three sets of discrete-phase functions of
order 1, 2, 3 is shown in Fig. 2. It should be noted that the functions of lower orders
are the result of the pair-wise multiplication of the selected functions of higher orders

DF(n,0,i) = DE(n+1,0,i) DF(n + 1,0, i + 2" ).

The proposed system of discrete phase functions is the basis for creating Libaw-
Craig-Lippel codes for which the bits number of data format is equal m = N/2.
Table 2 shows an example of forming the code field for Libaw-Craig-Lippel codes.

Since the Libaw-Craig-Lippel encoding method requires a data bus format, whose
number of bits m is twice reduced respectively to modulo N (M = N/2), then code
element capacity P of the code field is equal:

P=Nm=NN/2=N?)2

Libaw-Craig-Lippel codes are practically applied in the positioning devices of
linear and angular movements.

On the other hand, discrete-phase functions are the basis for the generation of the
systems of Rademacher, Gray and Walsh functions [13, 17, 18]. To show this, it is
necessary to make several discrete trigonometric transformations. Since the complete
set of discrete-phase functions contains all the components of the phase shift of the
function of the form sign[sin(27 4+ Ag)], then with phase shift A¢ = 7 /2 the
function is transformed into function of the type of sign[cos2r].

A set of sin- and cos-components of the basis of discrete-phase functions (Fig. 3)
is represented as:
sign [sin 27 0]

DF(0,6,3) = { sign [cos 2776]
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Fig. 3 Discrete-phase functions (a), sin- (b) and cos-components (c)

DF (2,60, 3) = sign[cos 27 0]
DF (0,0, 2) = sign[sin 476]
DF(1,6,2)
DF(, 6, 1)

sign [cos 47 0]

sign [sin 87 0] .

The sin-components from each of the systems of n-order functions form the basis
of Rademacher, and cos-components the Gray basis:

Rad(n, 6) = DF(n, 0, 0) = sign [sin2"76],
Gry(n, ) = DF(n, 6, 3) = sign [cos 2" 6] .

For example if n = 3, then

Rad(0, 6) = sign[sint0] = DF(0, 9, 0),
Gry(0, 8) = sign[cos 0] = DF(O0, 6, 0),
Rad(1, #) = sign[sin278] = DF(1, 6, 0),
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Table 2 16-bit Libaw-Craig-Lippel codes field example

N; dg dy de ds dy ds ds d;
0 0 0 0 0 0 0 0 0
1 0 0 0 0 0 0 0 1
2 0 0 0 0 0 0 1 1
3 0 0 0 0 0 1 1 1
4 0 0 0 0 1 1 1 1
5 0 0 0 1 1 1 1 1
6 0 0 1 1 1 1 1 1
7 0 1 1 1 1 1 1 1
8 1 1 1 1 1 1 1 1
9 1 1 1 1 1 1 1 0
10 1 1 1 1 1 1 0 0
11 1 1 1 1 1 0 0 0
12 1 1 1 1 0 0 0 0
13 1 1 1 0 0 0 0 0
14 1 1 0 0 0 0 0 0
15 1 0 0 0 0 0 0 0

Gry(1, 0) = sign[cos 2w 0] = DF(1, 0, 2),
Rad(2, ) = sign[sin4w 6] = DF(2, 0, 0),
Gry(2, 0) = sign[cos4m 0] = DF(2, 0, 1),
Rad(3, ) = sign[sin870] = DF(3, 6, 0)

Gry(3, 0) = sign[cos 8w 0] = DF(3, 9, 3).

The graphic representation of the first four Rademacher and Gray functions is
shown in Fig. 3.

The set of Rademacher functions is the basis for the binary number system
(Table 3a) and nowadays is used in most computer technologies and control sys-
tems [4, 5, 17].

The system of Gray functions, which is the basis for building the Gray code
(Table 3b), code scales and converters of the information form, thanks to its unique
properties has also a wide range of applications [17, 19].

Methods of binary and Gray coding used data bus format, whose number of bits
is reduced to Shannon relation m = log, N.

Binary and Gray codes are characterized by the following code element capacity
P of the code field:

P = Nm = Nlog,N.
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Table 3 Examples of the binary (a) and Gray (b) codes with 4-bits data base format

N, 20 2l 22 3 N 2 o P
o o0 o0 0 O 0 1 1 1 0
1 1 0 0 O 1 0 1 1 0
2 0 1 0 O 2 0 0 1 O
3 1 I 0 0 31 0 1 O
4 0 0 1 O 4 1 0 0 O
5 1 0 1 0 5 0 0 0 O
6 0 1 1 0 6 0 1 0 O
7 1 1 I 0 7 1 1 0 O
8§ 0 0 0 1 8 1 1 0 1
9 1 0 0 1 9 0 1 0 1
0 0 1 0 1 10 0 0 0 1
11 1 1 0 1 1 1 0 0 1
12 0 0 1 1 12 1 0 1 1
13 1 0 1 1 13 0 0 1 1
4 0 1 1 1 14 0 1 1 1
15 1 1 1 1 15 1 1 1 1

The main disadvantage of the Rademacher-Gray basis is the low convergence
of numerical series, which does not allow to effectively perform the information
transformation and processing of high-frequency signals [17].

Rademacher and Gray bases are mutually complementary, since the Rademacher
basis contains only the set odd functions (f(#) = —f(—¢)), and the set of Gray
functions contains only even functions (f(#) = f(—¢)). Using Rademacher-Gray
basis, which is shown in Fig.3 in the form of extraction of discrete-harmonic sin-
and cos-components, improves the presentation of the odd and even analyzed signals
by discrete functions.

4 Systems of Discrete-Harmonic Piecewise-Defined Functions

A system of harmonic piecewise-defined functions is a subclass of discrete-harmonic
basis. The basis of positional coding is a theoretical-numerical basis of the Haar
functions, which is described by the following equation [2, 6, 10, 20]:

Har (n, 6, i) = sign [sini2"76].
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Fig. 4 System of sin- and cos-components of the Haar functions

It should be noted that the incompleteness of the aforementioned basis greatly
limits the volume of its practical application and possibilities of mathematical mutual
conversion to other systems of functions. The limitations of this basis are caused by
the fact that it includes only sin-components (Has), which are described by odd
functions f(—¢) = —f(—1). In order to extend the functionality of the Haar basis, it
is proposed here to introduce the basis of cos-components (Hac) of Haar functions,
which will allow to represent even functions f(—¢) = f(¢). A complete Haar basis is
described by the following sin-and cos-components set:

.. | Has(n, 6, i) = sign[sini2"70]
Har (n, 6, 1) = [Hac(n, 0,i) = sign[cosi2"7 0]’
wherei= 1,2, ...,2".
Graphic representation of the complete set of Haar basis functions is shown in
Fig.4.Itis obvious that the Haar basis is generated by the Rademacher-Gray basis by
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Table 4 Example of a 16-bit position code
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masking the selected sin- and cos-components on the period of 27 of basis functions
according to the order n to determine the required period T = 27 *!7:

. Has(n, 0,i) = Rad(n, 0) - 27i
Hm(n’&l)::[Hadn&%i):(hyou9)~2ni'

The Haar basis functions and positional codes that are generated by them have been
widely used: in converters of the form of information, e.g., as intermediate analog-
to-digital converters in the displacement sensors (linear and angular), to initialize the
dispersed elements of computing systems, in particular of memory cells, etc. Table 4
shows an example of a 16-bit position code.

Since for positional code n = N (Table4), the code elements field capacity P is
equal to a unitary code elements field capacity:

P = Nm = N°.

5 Efficiency of Digital Data Presentation

The above facts can be summarized that each method has a certain value for the
efficiency of digital data presentation and conversation. Table 5 shows the analytical
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Table 5 Example of a 16-bit position code
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Fig. 5 Efficiency diagrams of digital coding and data transformation methods

dependencies for each of the above methods of information forms transformation on
which a graph of (Fig.5) is built.

The results allow to quantify the assessment of the efficiency of the considered
coding methods. In the presented class of the parallel coding methods the binary and
Gray coding techniques have minimal redundancy, which led to their widespread use
in ICT.

These results have an intermediate stage of research on the coding systems effec-
tiveness, which continues in the study of the combined information form transfor-
mation methods on the basis of Walsh functions and Galois recursive sequence.

6 Conclusion

This paper analyzes systems of discrete-harmonic functions, identifies analytical rela-
tionship between them and determines their corresponding coding systems. Systems
of basic functions for unitary and Libaw-Craig-Lippel codes are defined; and analyti-
cal interdependence between them is described. Functional relationships between the
discrete-phase functions and bases of Rademacher and Gray functions are defined.
The results of the research on determining the mathematical interdependence between
the function systems allow to systematize and analytically describe the procedure of
the information form transformation in information systems. The efficiency of the
analyzed digital data coding methods is assessed.
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The perspectives of further research were defined; they will focus on the transition
to a class of bases of discrete-irregular Walsh and Galois systems functions, which
possess the best technical and economic characteristics. The use of these functions
systems determines the direction of development of information form transformation
and digital signal processing methods.
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The Opportunities and Challenges Connected
with Implementation of the Big Data Concept

Janusz Wielki

Abstract This paper is devoted to the analysis of the Big Data phenomenon and the
opportunities and challenges connected with it. It is composed of seven parts. In the
first, a general overview of the situation related to the transformation of the economy
from the industrial into the post-industrial one is given. In this context, the growing
role of data and information as well as the rapid increase in the new socio-economical
realities and the notion of Big Data are discussed. In the next section, the notion of
Big Data is defined and the main sources of growth of data are characterized. In
the following part of the paper the most significant opportunities and possibilities
linked with Big Data are presented and discussed. The next part is devoted to the
characterization of tools, techniques and the most useful data in the context of Big
Data initiatives. In the following part of the paper the success factors of Big Data
initiatives are analyzed. The penultimate part of the paper is focused on the analysis
of the most important problems and challenges connected with Big Data. In the final
part of the paper, the most significant conclusions and suggestions are offered.

1 Introduction

The Big Data phenomenon is attracting an increasing amount of attention of managers
of contemporary organizations, as confirmed by the results of various pieces of
research. According to the results of a survey of Fortune 1,000 C-level executives
and executives responsible for Big Data conducted in 2013 by New Vantage Partners,
91 % of those surveyed stated that that their organization had a Big Data initiative
in progress or planned [1]. Also the results of the global survey conducted in the
same year by the EMC Corporation in fifty countries show that there is a significant
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level of interest from organizations in the utilization of solutions belonging to this
IT trend [2].

This fact is also confirmed by data concerning the value of the Big Data technology
and services market. According to the research firm IDC, this market will grow at a
rate of 27 % (year on year) and in 2017 it will reach 32.4 billion USD. It means that
this market is expected to grow at a rate that is six time stronger than the whole IT
market [3].

The fact that organizations are very interested in solutions relating to Big Data is
also confirmed by the expectations of their managers concerning the level of invest-
ment for this purpose. According to the above mentioned results of the research
conducted by New Vantage Partners, 68 % of those surveyed expected that their orga-
nizations would spend in 2013 over 1 million USD for these types of investments,
with the percentage rising to 88 % by 2016 [1].

In the context of the above mentioned facts, there are two important questions
that arise. Namely, what new possibilities does the Big Data phenomenon provide
and what kind of opportunities and benefits can it bring organizations?

2 The Notion of Big Data and the Most Significant Sources
Behind the Growth Of Data

Contemporary organizations are dealing with quickly and ever increasing amounts
of data that are being generated in the socio-economic space. According to the esti-
mations of Siegel, 2.5 quintillion bytes of data are added every day [4]. And it is
emphasized that this amount doubles about every 40 months [5]. This is the result
of the rapidly growing quantity of data that is generated not only by the organiza-
tions themselves but also in the organizations’ business environments by both their
stakeholders and other entities operating there.

But contrary to its name, the Big Data phenomenon does not solely relate to the
issues connected with large amounts of data. The character of the data that organiza-
tions are dealing with has radically changed as well [6]. The data sets are becoming
unstructured to a considerable degree, more and more granular, increasingly diverse,
iterative, fast-changing, and available in real-time.

If the definition of the term Big Data is considered according to the Leadership
Council for Information Advantage, this term is not precise “(...) it’s a characteriza-
tion of the never-ending accumulation of all kinds of data, most of it unstructured. It
describes data sets that are growing exponentially and that are too large, too raw or
too unstructured for analysis using relational database techniques” [7]. On the other
hand, according to the NewVantage Partners “Big Data as a term used to describe
data sets so large, so complex or that require such rapid processing (sometimes called
the Volume/Variety/Velocity problem), that they become difficult or impossible to
work with using standard database management or analytical tools” [8].
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Generally, there have been four significant trends that have caused a considerable
increase in data generation. They are [9]:

1. The growth in traditional transactional databases.
2. The increase of multimedia content.

3. The growth of the ‘Internet of Things’.

4. The growing popularity of social media.

The growth in traditional transactional databases is chiefly connected with the fact
that organizations are collecting data with greater granularity and frequency. This is
due to reasons such as the increasing level of competition, increasing turbulence in
the business environment and the growing expectations of customers. All of these
factors necessitate organizations to react rapidly and with maximum flexibility to the
changes taking place and adjust to them. In order to be able to do this, they are forced
to conduct more and more detailed analysis concerning marketplaces, competition
and the behavior of consumers.

The second trend is connected with the rapid increase in the use of multimedia
in the industries of the contemporary economy. For example, in the health care
sector over 95 % of the clinical data generated is in video format. More generally,
multimedia data already accounts for over half of Internet backbone traffic [9].

The third trend which has caused a growth in the amount of data being generated
is the development of the phenomenon called “The Internet of Things”, where the
number of physical objects or devices that communicate with each other without any
human interference is increasing at a fast pace. As they are equipped with various
sensors or actuators, they collect and send huge amounts of data [10, 11]. By 2015,
the amount of data generated from the ‘Internet of Things’ will grow exponentially
as the number of connected nodes deployed in the world is expected to grow at a rate
of over 30 % per year [9]. It is worth mentioning that in this context more and more
often the broader term is being used. It is the ‘Internet of Everything’, understood as
“the networked connection of people, process, data, and things” [12].

Social media is the fourth extremely significant source of the increase of data. In
the case of Facebook, in 2013 over 1.2 billion of its users generated huge amounts of
data every day. They uploaded an average of 350 million of photos, sent 10 billion
messages, and shared 4.75 billion items [13]. Twitter users sent 500 million Tweets
per day, while in the case of YouTube 100h of video were uploaded every minute
[14, 15]. In addition, smart phones are playing an increasingly important role in
social networks. Although the penetration of social networks is increasing for both
PCs and smartphones, it is significantly higher for smartphones. If frequent users are
considered in the case of PC’s it is 11 % p.a. while in the case of smartphones it is
28 % p.a [9]. This has caused a rapid increase in mobile data traffic which doubled
between the third quarter of 2011 and the third quarter of 2012. It is predicted that
mobile data traffic will grow twelve fold by 2018 [16].
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Fig. 1 Expending of the analytical possibilities connected with development of the Big Data sys-
tems (Source [18])

3 Opportunities and Benefits Connected with Big Data
Utilization

The development of the Big Data phenomenon and its associated tools and tech-
niques, is not something which has been separated from the wider processes which
have been taking place in organizations over recent years. In fact, it is becoming
more and more common in organizations concerned with the field of analytics and
has significantly expanded the possibilities available within the scope of business
intelligence (BI) tools [9, 17] (it especially relates to the areas 4 and 5—see Fig. 1).

Given their role in providing organizations with numerous possibilities and oppor-
tunities in the sphere of analytics, business intelligence systems are well suited for
aggregating and analyzing structured data [19]. But there are, however, some types
of analyses that BI can not handle. These mainly relate to situations where data sets
become increasingly diverse, more granular, real-time and iterative.

Such types of unstructured, high volume, fast-changing data, pose problems when
trying to apply traditional approaches based on relational database models. As a
result, it has become apparent that there is growing demand for a new class of
technologies and analytical methods [7].
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Fig. 2 Tangible benefits expected to be achieved through Big Data initiatives (Source [20])

According to the McKinsey Global Institute, there are five key ways in which the
Big Data phenomenon creates value for organizations. They are [9]:

1. Creating transparency by integrating data and making it more easily accessible
to all relevant stakeholders.

2. Enabling experimentation to discover needs, expose variability, and improve
performance.

3. Segmenting populations in order to customize actions.

. Replacing or supporting human decision making with automated algorithms.

5. Innovating new business models, products and services.

o~

According to the results of a survey conducted in summer 2012 by New Vantage
Partners, among C-level executives and function heads from many of America’s
leading companies, there are seven basic groups of benefits connected with Big Data
initiatives [20] (see—Fig.2).

Better, fact-based decision making and an improved customer experience are the
most important of these benefits, coupled with the overall message that the expecta-
tion is to make better decisions faster. Organizations use Big Data platforms to give
them answers to important questions in seconds rather than months. Thus, the key
value of Big Data is to accelerate the time-to-answer period, allowing an increase in
the pace of decision-making at both the operational and tactical levels [19-21].

Also the results of other surveys confirm that the expectations of executives con-
nected with Big Data mainly relate to the issues connected with the improvement
of the quality of their decision making and that they are counting on the possibility
of faster, fact-based decision making [1, 2]. According to the results of the survey
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conducted by IDC, making better decisions and faster, are the two key goals in the
context of the programs connected with Big Data utilization [3].

As it was mentioned earlier, an extremely important new element, in the context
of decision-making, connected with the Big Data phenomenon, is the possibility for
constant business experimentation to guide decisions and test new products, business
models, and customer-oriented innovations. Such an approach even allows, in some
cases, for decision making in real-time. There are many examples of companies
using this in practice. For example multifunctional teams in Capital One perform
over 65,000 tests each year. They experiment with combinations of market segments
and new products [22]. On the other hand, eBay systematically improves its Internet-
based products based on huge sets of behavioral data generated by users utilizing
them at scale [23]. The online grocer FreshDirect is another example. It adjusts, on
a daily basis or even more frequently, prices and promotions based on on-line data
feeds [6]. On the other hand Netflix, the provider of on-demand Internet streaming
media, captures quick feedback to learn what particular programs have the greatest
audience, using this knowledge to adjust its offer [24].

As for Tesco this company gathers transaction data on its millions of customers
through a loyalty card program and uses it to analyze new business opportunities. For
example how to create the most effective promotions for specific customer segments
and inform them about decisions concerning pricing, promotions, and shelf allocation
[22]. Walmart is another example. This company created the Big Data platform (The
Online Marketing Platform) which is used, among other things, to run many parallel
experiments to test new data models [25]. Also such dot-com giants as Amazon,
eBay and Google have been using testing in order to drive their performance [22].

All of these examples highlight that Big Data is turning the process of decision-
making inside out. It means that instead of starting with a question or hypothesis,
organizations use Big Data techniques and technologies to see what patterns they
can find. When the discovered patterns provide them with a business opportunity or
reveal a potential threat, organizations are then able to determine how to react [19].

There are many other examples of utilization of Big Data concerning various
aspects of companies functioning. Ford intensively and successfully utilizes the
Big Data phenomenon in its business activity and support of the decision-making
processes. Thanks to founding, in various units, analytics centers of excellence, the
company significantly improved its financial results. One of the basic fields of the
utilization of analytics and the Big Data phenomenon is focused on customer pref-
erences and making the best choices concerning the next new models of cars and the
technologies used in them. In this context the company, among other issues, monitors
and analyses social media streams and the signals that emerge in them. Another very
important field where Ford uses business analytics and Big Data is the prediction of
vehicle sales [26].

As in the case of Ford, LinkedIn, the biggest business networking Website, uti-
lizes its own analytical group (Data Science) to develop new product features and
functions. Some of them have had a significant impact on growth and persistence of
the customer [6].
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The utilization of Big Data in competitive intelligence systems has also become
a very significant sphere in the support of decision-making. It relates to such issues
as the usage of various tools for “catching” and analyzing signals (mentioned in
the context of Ford), sometimes every week, generated in social media. This type
of real-time information can be crucial in the context of preempting the actions of
competitors or adjustments of strategy [27]. Such signals can be also used in the
context of making decisions such as when to launch new products or services or help
solving customers’ problems. TomTom, a manufacturer of automotive navigation
systems, is an example of a company functioning in this way. It “catches” and mines
signals coming from the on-line driving community stream for ideas on design and
product features and to quickly troubleshoot new offerings [28].

As far as marketing activities are concerned, apart from the above mentioned
competitive intelligence, there are many fields where the Big Data phenomenon has
been utilized. One of the most important of these fields is targeted advertising i.e.
reaching a consumer with precise, individualized offers prepared on the basis of
knowledge of him or her, generated based on the analysis of various data sets, such
as behavioral ones. The Target Corporation, which is one of the biggest American
retail companies, is an example of an organization which is very successful in this
field. The company very strongly developed its usage of business analytics which
had a significant impact on its revenues. It became famous for the fact that their
business analytics were able to build a model that, based on the shopping habits
of their clients, allowed the company to predict, with a high degree of probability,
which of their customers was pregnant and her delivery date. Linking this information
with other data (client ID, name, credit card number or e-mail address) enables the
company to reach expectant mothers with precise offers for baby items [29, 30].

Activities from the field of targeted advertising are strictly connected with another
quickly developing trend whereby marketers use the tools associated with the Big
Data phenomenon: marketing automation. This refers to dynamic and automated
actions, based on the collection and analysis of any available data and information
about individual customers and their behavior which allows an organization to predict
the best offer for the moment of interaction [31]. Audioteka is an example of an
organization which implements such kind of solutions. The company is the biggest
Internet-based service in Poland, dealing with the sale and distribution of audiobooks.
Its utilization of Big Data allows it to create dynamic segments of clients, providing
it with the possibility of the automation of additional sale and promotion actions
aimed at particular segments of customers. It is possible, as a result of combining and
analyzing data concerning the behavior of consumers visiting the Audioteka web site
with data about the purchase of audiobooks [32]. Google also broadly uses business
analytics of huge, unstructured data sets for the automation and individualization of
advertising offers. In the case of Gmail, the company uses the automated scanning
and processing of sent or received email content [33, 34].

Human resources is a further example of a functional field where the Big Data
phenomenon is being utilized, and in this context the term “people analytics” has
emerged. This means the fast-growing practice of using large amounts of various
data sets generated by employees and business analytics to quantify those already
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employed and to assist in the selection of new ones [35, 36]. Google is one of the
leaders in this field and has completely rebuilt its HR system as a result [35, 37, 38].

Generally, the results of the research conducted in February 2012 among 607
executives from around the world by the Economist Intelligence Unit confirm the
value of Big Data utilization by companies. The surveyed executives claim that
Big Data initiatives have improved the performance of their organizations over the
past three years by around 26 %. Simultaneously they expect that such initiatives will
improve performance by an average of 41 % over the next three years [19]. In addition,
it is worth noticing that according to the results of the research of Brynjolfsson et al.
firms where decision making is based on data and business analytics have 5-6 %
higher output and productivity. Decision making based on data and business analytics
also impacts on other performance measures such as asset utilization, equity return
and market value [39].

As in the case of BI initiatives [40] Big Data systems have been used for two
purposes—human decision support and decision automation. According to the results
of the above mentioned research conducted by the Economist Intelligence Unit, Big
Data is used, on average, for decision support 58 % of the time and for decision
automation around 29 % of the time, based on the level of risk connected with the
decision [19].

4 Techniques, Tools and the Most Useful Data in the Context
of Big Data Initiatives

The effective implementation of Big Data initiatives requires an undertaking of appro-
priate organizational actions, including ensuring organizations are provided with all
the necessary resources to enable analysis of the ever-growing data sets to which they
have access. In this context, the application of proper techniques and technologies
is one of the key issues. In practice, organizations use many various techniques and
technologies to aggregate, manipulate, analyze, and visualize Big Data. They come
from various fields such as statistics, computer science, applied mathematics, and
economics. Some of them have been developed intentionally and some of them have
been adapted for this purpose. Examples of techniques utilized for the analysis of
Big Data are: A/B testing, data fusion and data integration, data mining, machine
learning, predictive modeling, sentiment analysis, spatial analysis, simulation or time
series analysis.

Examples of technologies used to aggregate, manipulate, manage, and analyze of
Big Data are: Big Table, Cassandra, Google File System, Hadoop, Hbase, MapRe-
duce, stream processing, visualization (tag cloud, clustergram, history flow, spatial
information flow) [9].

Increasingly, there are a number of new analytical toolkits for the analysis of Big
Data. Examples of such solutions are [27]:
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e Alterian, TweetReach (network intelligence tools for real-time analysis of the
reactions and responses to changes of industry players),

e NM Incite, Social Mention, SocMetrics, Traackr, Tweepi (sentiment analysis tools
for estimating the buzz around a product or service, influencer intelligence tools
for identifying key influencers and targeting for marketing or insights),

e Attensity, Autonomy (live testing tools for getting direct feedback from users on
new products or ideas, data mining tools for text-analytics to estimate market size).

Inaddition, a very important element of Big Data initiatives is properly trained people.
In this context, a specific type of worker is indicated, known as data scientists, who
are properly trained to work with Big Data. In practice, it means that they should
be people who know how to discover the answers to an organization’s key questions
from huge collections of unstructured data (it is estimated that more than 80 % of
the world’s data is unstructured or semi structured [17]). These people should be a
hybrid of analyst, data hacker, communicator and trusted advisor [41]. In addition to
analytical abilities and substantial and creative IT skills, they should be close to the
products and processes inside the organization [42]. As the acquisition of in-depth
domain knowledge from data scientists typically takes years [43], most organizations
build platforms to close the gap between the people who make decisions and data
scientists, such as that created by Walmart—the Social Genome Platform. It facilitates
cooperation among buyers, merchandisers, product managers and other people who
have worked in retail for years and data scientists [44].

In addition to proper techniques, tools and people, the basic resource required for
Big Data initiatives is appropriate data. As was mentioned earlier, a lot of data from
various sources is currently flowing into contemporary organizations but not all Big
Data sets are equally valuable [18, 45] (see Fig.3). Business activity data such as
sales, purchases, costs etc. is definitely the most important source of data. Office
documentation is the second key source of data, closely followed by social media.
In certain sectors such as healthcare, pharmaceutical, and biotechnology, data sets
from social media are more important that those from office documentation [19].
Generally in the context of Big Data initiatives, the data used should be “smart data”.
That is, it should be accurate (it must be precise enough), actionable (it must drive
an immediate scalable action) and agile (it must be flexible) [46].

5 Success Factors of Big Data Initiatives

Through an analysis of implemented Big Data initiatives, various success factors can
be determined, each with their own set of recommendations. Marchand and Peppard
have identified five important guidelines for the success of a Big Data project. They
include [47]:

1. Placing people at the heart of the Big Data initiative.
2. Emphasizing information utilization as the way to unlock value from information
technology.
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Fig. 3 The Big Data sets which add the most value to organizations (Source [19])

hed

Equipping IT project teams with cognitive and behavioral scientists.

Focusing on learning.

5. Worrying more about solving business problems than about deploying technol-
ogy.

Based on their experiences gained from cooperation with companies from data
rich industries, Barton and Court, on the other hand, came to the conclusion that full
exploitation of data and analytics requires three capabilities [48]:

&

1. Choosing the right data.
In this context two aspects are important:

e creative sourcing of internal and external data,
e upgrading IT architecture and infrastructure for easy data merging.

2. Emphasizing information utilization as the way to unlock value from information
technology.
In this context two aspects are important:

e focusing on the biggest drivers of performance,
e building models that balance complexity with ease of use.

3. Equipping IT project teams with cognitive and behavioral scientists.
In this context two aspects are important:

e creating simple, understandable tools for people on the front lines,
e updating business processes and developing capabilities to enable tools uti-
lization.
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According to Biesdorf et al. any successful Big Data plan should focus on three
core elements. They include: choosing the right data (both internal and external ones)
and integrating them, selecting advanced analytical models and tools. There is one
element which is considered as a critical enabler of the whole Big Data initiative.
This is the organizational capabilities necessary to exploit the potential connected
with Big Data [49].

According to Barth et al. organizations that benefit from Big Data base their
activities on three fundamental issues [42]:

1. Paying attention to data flow as opposed to stocks.

2. Relying on data scientists and product and process developers rather than data
analysts.

3. Moving analytics away from the IT function, into core business, with operational
and production functions.

6 Challenges and Implications Connected with Big Data
Utilization

As in the case of other IT-related initiatives, Big Data also has its own set of
problems and challenges. They include difficulties of a technical, organizational
and legal nature. Those in the first category are connected with such issues as the
selection of the most useful techniques, technologies and tools or the creation of
an efficiently functioning system for feeding the most relevant data (internal and
external) to support the organizational goals.

In the case of organizational challenges, these are connected with such issues
as the selection of the proper people (as it was mentioned earlier the term “data
scientists” is most commonly used), updating business processes and developing
capabilities to enable Big Data tools utilization or changes in organizational culture.
In the context of this last challenge the key issue is to make decisions as data-driven
as possible, instead of basing them on hunches and instinct [5].

If the techno-organizational challenges are considered there are some obstacles
indicated by the executives as the most important impediments to the effective uti-
lization of Big Data for decision-making (see Fig.4).

“Organizational silos” were the most significant barrier, which result from the fact
that data connected with particular organizational functions (i.e. sales, distribution,
accounts receivable etc.) are collected in “function silos” rather than pooled for the
benefit of the entire company. The second, although no less important, issue is the lack
of appropriately skilled people (data scientists) prepared to analyze data. The third
aspect is the excessively long time it takes organizations to analyze huge data sets.
As was mentioned earlier, organizations expect to be able to analyze and act on data
in real time. The fourth barrier is the difficulties concerned with the analysis of ever
increasing amounts of unstructured data. Finally, the inability of senior management
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Fig. 4 The biggest impediments to using Big Data for effective decision-making (Source [19])

to view Big Data in a sufficiently strategic way is the fifth key impediment [19].
Similar results were also obtained in other surveys (see [50]).

As it was mentioned earlier there are also challenges of legal nature. They relate
to such issues as copyright, database rights, confidentiality, trademarks, contract law,
competition law [51]. An additional legal challenge worth mentioning is the risk asso-
ciated with the utilization of Big Data to increase the automation of decision-making.

There is one more important danger which is underlined in the context of Big
Data. It is connected with the fact that Big Data might not be providing the whole
picture for a particular situation. There are several reasons for this i.e. biases in data
collection, exclusions or gaps in data signals or the constant need for context in
conclusions [52].

At the same time, existing pre-Big Data challenges and threats are still developing,
such as the problem of securing collected data and information [53]. These issues
chiefly relate to the problem of how to protect competitively sensitive data and data
that should be kept private by organizations (e.g. various types of consumer data)
[9]. As a result, the problems connected with the broadly defined security of the
IT infrastructure of organizations and protection against various attacks becomes an
even more important issue than previously [54]. The increasing dependence, as a
result of the Big Data phenomenon, of organizations on the efficient and reliable
functioning of their IT infrastructure, means that securing it has become even more
important.

Apart from the above mentioned challenges of a technical, organizational and
legal nature, the development of the Big Data phenomenon and its utilization is
connected with numerous socio-ethical disputes. It is import for companies to find
and maintain a balance between the benefits and tremendous opportunities connected
with Big Data and the potential risks and challenges. This relates to both established
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challenges which have been deepening and to emerging new ones. Organizations
have to remember that technologies connected with Big Data, as with any other
technology, are ethically neutral, but their utilization is not [43].

According to Davis and Patterson, there are four elements which organizations
should address in the context of the challenges connected with Big Data ethics. They
include [43]:

e identity,
e privacy,
e ownership,
e reputation.

If the first issue is considered, it is argued that the identity of people is multifaceted
(according to Poole, identity is “prismatic”), which means that it is hard to be aggre-
gated for a consumption by a single organization. Big Data technologies change
this situation. They provide an organization with the ability to summarize, aggregate
or correlate various aspects of the identity of every consumer without his or her
participation or agreement and to undertake appropriate or inappropriate action [43].

The above mentioned activities of Target are an example of the ethical challenges
related to this issue. Based on the analysis of the shopping habits of their clients, the
company is able to predict, with high probability (about 90 %), which of their clients
is pregnant and the delivery date. Combining this information with other information,
the company can reach expectant mothers with precise offers (in this case coupons
for baby items). But due to a situation where Target knew about a teenage girl’s
pregnancy before her father, made the company aware that in spite of benefits of
business analytics usage, there were also significant risks connected with it. They
relate to questions around how Target was able to identify its pregnant customers
and the problem of potential accusations from clients that the company was spying
on them [29, 30]. This last issue can be important because of the fact that companies
who are providers of Big Data analytics solutions for physical storefronts (such as
RetailNext) collect shopper data from a variety of sources such as POS systems,
RFID tags, and also surveillance video [55].

In the context of identity there are some issues which are extremely impor-
tant. They include: personally identifying information, the anonymization of data
sets, and reidentification or cracking back [43]. These issues have emerged in the
context of activities of companies such as Facebook, MySpace and several other
social-networking sites and were identified a few years ago. Namely, they have been
sending data to advertising companies that could be used to find consumers’ names
and other personal details [54]. These issues are also very important in the context
of the business activities of enterprises called “data brokers”. These companies are
collecting, analyzing and packaging the most sensitive personal information, i.e. that
which is individually identified, and selling it to each other or to advertisers [56].

The second challenge in the context of Big Data ethics is privacy. This aspect
is repeatedly a matter of interest and discussions in the context of the utilization
of information technology and the range of challenges connected with this issue
have significantly increased with the entrance of the Internet into the contemporary
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socio-economic reality. The issues connected with privacy are extremely important
because of the fact that personal data has become a “new asset” in the contempo-
rary economic reality, and as the above mentioned “data brokers” treat them as a
“commodity” [56, 57].

There are numerous questions and issues that arise in this context, but the most
important ones relate to the problem of whether individuals should have the ability to
control data about them and to what extent [43]. These issues are extremely important
in the context of the activities of firms utilizing business analytics such as Google,
Facebook, but also for “data brokers” (e.g. Axciom).

In the case of Google, it relates to activities such as the above mentioned automated
scanning and processing of e-mail content for emails that are sent or received by
Gmail users. Particular reservations are connected with the fact that the company also
applies the scanning to e-mails sent to Gmail users from other e-mailing systems by
people who haven’t accepted its privacy policy [33, 34]. Another example connected
with Google relates to its bypassing of the privacy settings of millions of people
using Safari Web browser on their iPhones and computers. This allowed Google to
track the Web-browsing habits of users who had knowingly blocked this kind of
monitoring [58].

In the case of Facebook, the company is currently being sued over claims that
it mines users’ private messages. Users believed that they had a private and secure
mechanism for communication with their acquaintances and friends and they felt the
company had breached that princple [59].

As far as Axciom, the largest “data broker”, is concerned, this company recently
launched a Website which gives consumers some control over the data collected
about them. Namely, they can review, edit and restrict the scope of distribution of
their personal data collected by the company [56, 60].

The third challenge in the context of Big Data ethics is ownership. This issue is
connected with answers to such questions as [43]:

e who owns data?
e can rights to data can be transferred?
e what are the obligations of companies who use data?

The issues connected with ownership were previously a subject of challenges sev-
eral years ago in the context of early dot-com retailers (see the case of HealthCentral
.com—/[61]), and their significance grows in the Big Data era. The issues are con-
nected with such situations as the above mentioned case of Facebook who mined
private messages of its users to advertisers or Barclays who started selling informa-
tion on their 13 million clients’ spending habits to other companies. In this last case,
the bank has stated that location data derived from any mobile device used by their
customers can be collected as well, enabling the bank to pinpoint where in the world
a customer is at any particular moment in time) [59, 62]. The issues relating to own-
ership are particularly important from the point of view of such sensitive sectors as
health care, which is strongly involved in Big Data utilization [9, 18]. They are also
significant in the context of the activities of such companies as the above mentioned
“data brokers” [56].
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Reputation is the fourth challenge connected with Big Data ethics. In this context
it is necessary to note that issues related to this aspect are on one hand connected
with companies implementing programs relating to the utilization of the Big Data
phenomenon, while on the other hand with the reputation of their clients. The above
mentioned activities of Google (users of Gmail or Safari Web browser) or Facebook
(mining users’ private messages) influence their reputation and image in a decid-
edly negative way. In the case of banks (Barclays) reputation is a key issue, so an
announcement about the selling of information about clients’ spending habits to other
companies will not reflect positively on them. As far as Target is concerned, in its
case the duality of influence of Big Data phenomenon can be clearly noticed. On the
one hand suspicions of spying on clients can lead to a public-relations disaster, and
consequently influence the financial results of the company. On the other hand, there
are issues connected with the impact on the reputation of its clients. In this case the
teenager who was a recipient for advertisements for baby items from Target, before
she had made her situation widely known.

In the context of reputation it is worth mentioning that there is one more significant
challenge connected with the utilization of data in Big Data systems. This aspect
relates to the issue of how to determine what data is trustworthy. It is an important
challenge because of the fact that the amount of data and the ways organizations can
interact with them is increasing exponentially [43].

7 Conclusions

The rapidly increasing amounts and diverse sources of data and information which
organizations have at their disposal are connected with a growing number of possibil-
ities which offer rapidly developing analytical tools that are having an increasingly
significant impact on their functioning and competitive advantage. Because of this,
an increasing number of organizations have been implementing Big Data initia-
tives in order to utilize opportunities connected with business analytics usage. They
include such issues as enabling experimentation to discover needs, expose variabil-
ity and improve performance, better segmenting populations in order to customize
actions, replacing or supporting human decision making with automated algorithms
or innovating new business models, products and services.

But if initiatives aimed at the practical usage of Big Data sets are to be successful
at giving an organization a competitive advantage and be of value, it is not enough to
just collect and own the appropriate data sets. In fact, this is only the starting point of
every Big Data initiative. Further essential elements are suitable analytical models,
tools, skilled people, and organizational capabilities. Lack of all of these necessary
components can lead to a situation whereby instead of expected benefits there is only
disappointment and a belief that Big Data initiatives are only the next wave in a long
line of management fads.
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In the context of such initiatives, a number of challenges, typical for IT-related
projects, emerge (technical, organizational, legal etc). But in the case of the projects
connected with Big Data, one sphere is at the forefront. This is the sphere of ethical
challenges. It is connected with the fact that Big Data creates, compared to other
IT-related initiatives, a much broader set of ethical challenges and concerns. They
especially relate to a broadly understood privacy, which is the issue which is more
and more commonly publicly noticed and discussed [56].

So if organizations want to be able to utilize emerging opportunities connected
with the Big Data phenomenon, these issues must be especially carefully addressed
by them. It is particularly important that every company utilizing Big Data imple-
ments internal practices which will reinforce proper data management [Brown, 2014],
including establishing ethical decision points which should assure the existence of
a proper relationship between the values held by organizations and aligning those
values with the actions undertaken by them [43].

Generally, although Big Data solutions have a huge potential for both commercial
organizations and governments, there is uncertainty concerning the speed with which
they can be utilized in a secure and useful way [63].
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