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Preface

Agent systems are being used to model complex systems like societies, markets
and biological systems. Our broader interest lies in understanding the dynamics as
well as in analysing the properties which emerge from the interactions that occur
in such systems. More specifically, in this work we investigate issues of agent sys-
tems related to convergence and interactivity. We have been using techniques from
agent-based modelling to simulate complex systems. The work described in this
book makes four main contributions to the fields of convergence and knowledge
processing in agent systems.

First, we propose a definition for the stability of multi-agent systems. The system
is perceived as a discrete time Markov chain with a potentially unknown transition
probability distribution. It is considered to be stable when its state has converged
to an equilibrium distribution. The definition proposed is the only one which takes
into account the game nature of multi-agent systems, is relevant to systems with
a varying number of agents and is supported by the mathematical framework of
stochastic systems. Several artificial ecosystems have been implemented and used
to verify the proposed definition and carry out an analysis of the stability of multi-
agent systems.

Second, we investigate knowledge exchange among agents in a market scenario.
The forces that drive it are identified as well as its effects on the overall behaviour,
and especially the convergence of the system. Knowledge exchange is known to be
beneficial for industry, but in order to explain it, authors have used high-level con-
cepts like network effects, reputation and trust. Even though the model we present
does not include any such concepts, information exchange naturally emerges as a
successful, profitable behaviour. This behaviour is shown to increase the efficiency
of the market.

Third, we show how information provided through interaction of users in a sce-
nario can be used to optimise the queries submitted. The proposed algorithm is
based on the observation that documents are often found to contain terms with high
information content which can summarise their subject matter. Experiments carried
out demonstrate that our approach significantly shortens the web search sessions as
well as the number of documents viewed.
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Fourth, we describe a pricing strategy for a realistic large-scale distributed sys-
tem. This system consists of automatic personal assistants (PAs) that can book time
slots in each other’s diaries, and that have to pay for doing so. Stability of strategies
is first studied in an evolutionary context early in this book. We call the strategy
stable if it prevents deadlock in the network, when none of the PAs buys or sells
resources anymore. A stable strategy is robust if substantial noise on the parameters
and the initial conditions maintains stability.

Empirical results validate all four contributions within a number of domains.
The generality of the contributions is verified by applying them to simulations of
complex market, social and biological systems. Ultimately, this book sheds light
upon the complex interrelation between interactivity/exchange of knowledge and
convergence in multi-agent systems.

We would like to thank all our collaborators in the EEII (Appendix A) and DBE
(Section 4.2) projects for the inspiration and the useful discussions. The second au-
thor would like to thank Drs. Nader Azarmi, Ben Azvine, and Lyndon Lee at British
Telecom (BT) for a collaboration that spanned several years, and for suggesting
many inspiring problems. Their promotion of multi-agent systems and the need for
analysis of such systems has been forward-looking.

Birmingham and Edinburgh, UK, Maria Chli
March 2009 Philippe De Wilde
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Chapter 1
Introduction

Intelligent agents are software entities that carry out a set of operations on behalf of
a user or another program. They operate with a certain degree of autonomy, employ-
ing some knowledge of the user’s goals. Multi-agent systems are complex systems
comprised of multiple intelligent agents that act either independently or in coopera-
tion with one another.

According to Jennings et al. [1998], multi-agent systems share a number of key
characteristics: (a) each agent has incomplete information or capabilities for solving
the problem and, thus has a limited viewpoint; (b) there is no system global control;
(c) data is decentralised; and (d) computation is asynchronous. The aforementioned
characteristics make multi-agent systems a suitable method for modelling, simula-
tion and analysis of real-life complex systems. In recent years, many researchers
have contributed valuable work in multi-agent systems, which is applicable to many
disciplines including economics [Kaihara, 2001], sociology [Rodrigues et al., 2003],
organisation and management science [Huin, 2004] and biology [Guo et al., 2005].

In complex systems such as organisms, ecosystems, markets or societies the issue
of convergence is often important. It is a fairly broad notion, and its exact meaning
might vary in each context. Researchers, [Lee et al., 1998; De Wilde et al., 1999a;
Bredin et al., 2000; Schillo et al., 2001], have been investigating whether the systems
they study converge, and under which circumstances.

Interaction, and in particular cooperation through knowledge exchange, among
agents in a multi-agent system is another central and widely studied problem. Inter-
action can take place in a multitude of ways [Doran et al., 1997], having a significant
impact on the overall behaviour of the system.

The objective of this book is to understand the dynamics and analyse the proper-
ties which emerge from the interactions that occur in multi-agent systems. In partic-
ular, we study the effect agent interactions have on the convergence of a system
using agent-based modelling to simulate complex systems. Multi-agent systems
offer strong models for representing real-world environments with an appropriate
degree of complexity and dynamism [Luck and McBurney, 2005]. Simulation of
economies, societies and biological environments are typical application areas. The
work described in this book can be summarised in four main contributions:

M. Chli and P. De Wilde, Convergence and Knowledge Processing in Multi-Agent Systems, 1
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1. Analysis of stability of multi-agent systems and proposal of a formal definition
for this notion.

2. Study of the necessary conditions which give rise to exchange among agents in
an economy as well as of the effect exchanging information has on the efficiency
of a market .

3. Investigation of cooperation among users in a scenario. Proposal of an algorithm
which enables searchers to interact in order to enhance their queries.

4. Development of a computational model of a realistic large-scale distributed sys-
tem which carries out resource management tasks.

1.1 Background to the Research

This book investigates the inter-relation between agent interaction, knowledge ex-
change and system convergence in multi-agent systems. While not many researchers
have studied the two issues in conjunction, there has been previous work examining
them independently. A more complete review of the related research can be found
in Chapter 2. There have been several approaches to examining as well as defin-
ing the notion of convergence in multi-agent systems. In De Wilde et al. [1999a]
and Lee et al. [1998] the stability of such systems has been investigated within the
framework of stochastic processes. The related notion of robustness has been de-
fined in Schillo et al. [2001] in terms of the effect several perturbations incur on the
performance of the system. Another common treatment of system convergence has
been the game theoretic one [Bredin et al., 2000] where the system convergence is
associated with the Nash equilibrium.

Agent interaction can occur in various ways. They range from a “streamline”
type of cooperation where an agent completes its task before handing over to the
next agent as in Moukas and Maes [1998], to emergent cooperation in which the
agents appear to be working together, whereas in fact they act independently as is
the case in ant colonies [Dorigo and Gambardella, 1997], to more complex types of
cooperation which involve coordination or negotiation [Conlon, 2003; Vidal, 2002;
Li et al., 2006].

The goal of the research presented in this book is to illustrate emergent converg-
ing behaviour of a complex system from the interactions of agents which follow
simple strategies.

1.2 Approach

Agent-based modelling has been used to simulate various scenarios of complex sys-
tems including load transportation, virus spreading and market scenarios. The sys-
tems have been modelled from an ecological viewpoint. In other words, there are
no central controlling powers and all properties of the system arise from distributed
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interactions. The agents are lightweight, with bounded rationality and no complex
reasoning capabilities. In many cases the simulation results are analysed with the
aid of statistical analysis.

1.3 Contributions

The work described in this book makes four contributions.

1. We investigate the fundamental concepts behind the stability of multi-agent sys-
tems. We view the system as a discrete time Markov chain with a potentially
unknown transition probability distribution. The system will be considered to be
stable when its state has converged to an equilibrium distribution. The definition
proposed is the only one which takes into account the game nature of multi-agent
systems, is relevant to systems with a varying number of agents and is supported
by the mathematical framework of stochastic systems. We describe some artifi-
cial multi-agent ecosystems that were developed and we present results based on
these systems. The results confirm that this approach qualitatively agrees with
our intuition.

2. We investigate knowledge exchange among agents, the rationale behind it and
its effects on the ecosystem. This investigation is performed in a market set-
ting. Knowledge exchange is known to be beneficial for industry, but in order to
explain it, authors have used high-level concepts like network effects, reputation
and trust. We attempt to formalise a plausible and elegant explanation of how and
why organisations adopt information exchange and why it benefits the market as
a whole when this happens. This explanation is based on a multi-agent model
that simulates a market of software providers. Even though the model does not
include any high-level concepts, information exchange naturally emerges dur-
ing simulations as a successful profitable behaviour. The conclusions reached by
this agent-based analysis are twofold: (1) A straightforward set of assumptions is
enough to give rise to exchange in a market. (2) Knowledge exchange is shown
to increase the efficiency of the market.

3. We investigate how information provided through interaction with the system can
be used to optimise its performance. The results of this work are illustrated in the
context of the Internet retrieval process. The expansion of the Internet has made
the task of searching a crucial one. Internet users, however, have to make a great
effort in order to formulate a search query that returns the required results. Many
methods have been devised to assist in this task by helping the users modify
their query to give better results. In this work we propose an interactive method
for query expansion. It is based on two observations: (1) documents are often
found to contain terms with high information content which can summarise their
subject matter and (2) some users are more proficient in formulating accurate
queries than others. We present experimental results which demonstrate that our
approach significantly shortens the time required in order to accomplish a certain
task by performing web searches.
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4. To the examples developed in Chapters 3 and 4 — trading, load transportation,
virus spreading and software services — we add a fifth one, the trading of time
slots associated with staff and material resources. This combines resource man-
agement with scheduling . We follow an agent-based approach, and study con-
vergence. We develop a computational model of the resource management tasks
of a general personal assistant. The scheduling of time slots is crucial in this. By
assigning values to resources , we propose a micro-economic trading strategy for
the PAs. This is a free market strategy with inflation and discount on bankruptcy.
We simulate the network of PAs using this strategy, with a random stream of in-
coming requests for time slots. We find that the strategy is stable and robust. We
have developed an automatic multi-agent-based system that can take on most of
the resource and scheduling tasks of a personal assistant.

This work demonstrates the fact that interaction and convergence in multi-agent
systems are significantly interrelated. Simulations applied to a number of domains
in market and social scenarios confirm the validity of all four contributions.

1.4 Reader’s Guide to the Book

The remainder of this book is structured as follows:

Chapter 2 explores research issues related to the work described in this book pre-
senting previous approaches to the problems discussed. Sections covering more
specific background information are included in each of the chapters 3, 4 and 6.

Chapter 3 presents the definition of stability we propose and shows how it is
applied to a set of simple games as well as more complex multi-agent systems.
Part of the work described in this chapter has been published in Chli et al. [2003]
and De Wilde et al. [2003].

Chapter 4 investigates information exchange in a market scenario. The minimal
set of assumptions required to give rise to knowledge exchange among competi-
tors in a market is studied. Additionally, in this chapter, it is shown that these
interactions lead to higher market efficiency levels. This work is included in Chli
and De Wilde [2009].

Chapter 5 proposes an algorithm for collaboration among users in a context.
Experimental results testify the effectiveness of the approach in shortening the
search sessions. Part of the work described in this chapter is published in Chli
and De Wilde [2005].

Chapter 6 describes a stable strategy for a realistic large-scale distributed system.
This system consists of automatic personal assistants (PAs) that can book time-
slots in each other’s diaries. Stable strategies for PAs are analysed in the light of
the definitions in Chapter 3. A computational model of the resource management
tasks of a general PA is developed.

Chapter 7 concludes the book by summarising what has been achieved and
pointing directions for further work.



Chapter 2
Research Issues

Abstract In this chapter, previous work as well as several general research issues
that are connected to the work described in the chapters to follow are discussed.
Additionally, relevant background work is reviewed in more detail in each of the
following chapters separately.

2.1 Multi-agent Systems

Multi-agent systems are computational systems in which several semi-autonomous,
intelligent agents, such as software programs or robots, interact or work together to
perform some set of tasks or satisfy some set of goals [Lesser, 1995]. Their inter-
actions can be either cooperative or selfish. That is, the agents can share a common
goal (as in an ant colony), or they can pursue their own interests (as in the free
market economy).

In Maes [1994], intelligent agents were defined as software entities, that inhabit
some complex dynamic environment. Within that environment, they carry out some
set of operations on behalf of a user or another program with some degree of inde-
pendence or autonomy, and in so doing, employ some knowledge or representation
of the user’s goals or desires.

Most work in multi-agent systems can be roughly divided into two classes: (a)
research concerned with modelling of complex systems and performing simulations
(e.g. SWARM simulations [Daniels, 1999]), and (b) research concerned with in-
vestigation of real-life multi-agent systems, their design and deployment as well as
agent strategies.

In the first class, multi-agent systems simulations have been used in many dis-
ciplines. Some examples include modelling immune systems [Guo et al., 2005] in
biology as well as modelling social exchanges among individuals in societies in the
discipline of sociology [Rodrigues et al., 2003]. In economics, multi-agent systems
have been used to model markets and supply chains as in Kaihara [2001] and in
organisation and management science in modelling enterprise resources planning
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and project management [Huin, 2004]. Agent-based modelling is reviewed in more
detail in Section 2.2 below.

In the second class, research concerned with investigation of real-life multi-agent
systems, researchers engage in managing the ways in which the agents interact. For
example, they have developed agent communication languages [Horling and Lesser,
2005] and protocols for agent interaction that are suitable for different settings [Shen
et al., 2005] (e.g. auctions, negotiation). Researchers have been recently utilising
argumentation [McBurney and Parsons, 2004] theory, the philosophy of argument
and debate, to design richer languages for agent interaction which are able to sup-
port argument and nondeductive reasoning. There has also been significant work
proposing several agent architectures [D’Inverno et al., 2004] to facilitate the de-
velopment of real-life multi-agent systems. In this class, a very active research area
is the investigation of issues of trust and reputation [Ashri et al., 2005] among the
agents within an electronic marketplace based either on using a history of interac-
tions or on recommendations from other agents. Other very active research areas are
the development of strategies for different types of automated negotiation [Nguyen
and Jennings, 2005; Li et al., 2006] and auction [Fatima et al., 2005; Likhodedov
and Sandholm, 2005].

2.2 Agent-based Modelling

Agent-based modelling according to Tesfatsion [2005] “is a method for studying
systems exhibiting the following two properties:

1. the system is composed of interacting agents; and
2. the system exhibits emergent properties, that is, properties arising from the inter-

actions of the agents that cannot be deduced simply by aggregating the properties
of the agents.”

Agent-based modelling has been recently used in economics research work to
study markets and their characteristics [Kirman and Vriend, 2001], in computing-
economics interdisciplinary work to study information economies of autonomous
agents [Kephart et al., 1997], in Social Sciences to study emergent behaviour [Ep-
stein, 2002] and in other disciplines.

The issue of how agents form interaction networks is addressed by [Kirman
and Vriend, 2001] in the context of agent-based computation. This work presents
a model of the actual wholesale fish market in Marseilles, France. Two features
characterising this market are: (a) loyalty relationships between particular buyers
and sellers; and (b) persistent price dispersion unexplainable by observable charac-
teristics of the fish. Although the model does not make any assumptions that would
result in these two characteristic features to be present in the simulation results, loy-
alty relationships indeed emerge naturally between particular buyer-seller pairs as
the buyers and sellers co-evolve their trading rules over time. Buyers learn to be-
come loyal to particular sellers while, at the same time, sellers learn to offer higher
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payoffs to their more loyal buyers. Moreover, this evolving trade network supports
persistent price dispersion over time.

A scenario of retailing information is presented in Kephart et al. [1997]. Broker
agents gather information from producers and distribute it to the consumers. The
dynamical behaviour of the brokers, and especially their price-setting mechanisms,
are studied in the context of a simple information-filtering economy. The broker
agents follow a simple price-setting strategy based solely on the system’s current
state, without prediction of the future. Results show that the system’s dynamical be-
haviour in such “myopic” cases results in an unending cycle of competitive “wars”
in the price/product space.

In Epstein [2002] a spatial agent-based model is used to explore civil revolu-
tion. A central authority uses “cops” to arrest (remove) actively rebelling citizens
from the society for a specified jail term. In each time step, each agent (cop or citi-
zen) randomly moves to a new unoccupied site within its limited vision. A rebelling
citizen’s estimated arrest probability is assumed to depend on the ratio of actively
rebelling citizens to cops that the citizen perceives in its vicinity. Each citizen in
each time step decides whether to actively rebel or not depending on this perceived
ratio as well as on the hardship and “illegitimacy” of the citizen. It is shown how
the complex dynamics resulting from these simple assumptions can generate em-
pirically interesting macroscopic regularities that are difficult to analyze using more
standard modelling approaches.

In models like those presented in the chapters to follow, where the interaction
of the agents leads to emergent phenomena, mathematical analysis is typically very
limited in its ability to derive the dynamic consequences. For this reason, agent-
based modelling and simulation are deemed practical methods for analysis of the
arising properties of the systems under investigation.

2.3 An Ecosystem Perspective of Multi-agent Systems

The notion of an ecosystem originates from biology and can be defined as an entity
composed of living organisms interacting with each other and with the environment
in which they inhabit. Central controlling powers do not exist in ecosystems, all
properties of the system arise from distributed interactions. Although the capability
of each organism on its own may be very simple, the collective behaviours emerging
from their interactions exceed the capacities of any individual organism [Van Dyke
Parunak et al., 1997].

An ecosystem-inspired approach provides to the researcher the ability to design
decentralised and dynamic systems that are suitable for modelling real-life situa-
tions. Ecosystems have been a source of inspiration to a number of developers of
agent systems [Moukas and Maes, 1998; Van Dyke Parunak et al., 1997; Bousquet
and Page, 2004].

Ecosystem inspired ideas are employed in the Amalthaea architecture presented
in Moukas and Maes [1998] for information filtering. The system is populated with
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two different categories of agents: filtering agents which model and monitor the
interests of a user and discovery agents which model the information sources. The
agents evolve, compete, and collaborate in a market-like ecosystem. Agents that are
useful to the user or other agents are allowed to reproduce, while low-performing
agents are destroyed.

A “synthetic ecosystems” approach, which uses the interaction of many simple
agents to solve problems, is proposed in Van Dyke Parunak et al. [1997] for the
design of multi-agent systems. The main focus is on defining the specification of
such ecosystems as well as the types of interactions among the agents. This approach
is contrasted to that of sophisticated processing at the individual agent level.

A review of ecosystem-inspired agent systems which use agent-based models to
assist in the management of natural ecosystems is presented in Bousquet and Page
[2004]. It is argued that researchers in the field of ecosystem management can use
multi-agent systems to go beyond the role of the individual and to study more deeply
and more effectively the different forms of organisation (spatial, networks, hierar-
chies) in a natural ecosystem as well as interactions among different organisational
levels.

The design of the multi-agent systems presented in the chapters to follow is
based on ecology principles. Agents share the environment resources and interact
with each other in a way that loosely parallels the relationship of biological organ-
isms and their natural environment. The agents implemented are lightweight and
of bounded rationality in a way similar to that presented in Sandholm and Lesser
[1997]. However, the cost of computation is not explicitly taken into account as is
the case for Sandholm and Lesser [1997]. The agents are lightweight in the sense
that they do not exhibit any complex behaviour on their own and they do not have
complete information about the state of the system. Agents may exchange informa-
tion in order to realise their objectives. The dynamics of these ecosystem-inspired
multi-agent systems and their emerging properties are investigated.

2.4 Convergence Issues

In this section we review several approaches to convergence of multi-agent systems.
As the notion of convergence is fairly broad, several diverse treatments of the is-
sue exist. The papers discussed below are representative samples of the different
approaches. In De Wilde et al. [1999a] a multi-agent system scenario is presented
in which the agents execute tasks that produce resources. The agent system can be
abstracted as a stochastic Markov process. Stability, is regarded as a property of an
equilibrium as in Lee et al. [1998]. Although a concrete definition is not given it
is intuitively argued that a multi-agent system is in equilibrium when the statistical
properties of its performance indicators remain stationary for a given variation in the
system’s external load. For example, in De Wilde et al. [1999a] a system is deemed
stable when the proportion of agents that execute tasks is stationary.
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A notion related to stability is that of robustness of multi-agent systems. In
Schillo et al. [2001] robustness is quantitatively defined by the expected change
of the performance measure in four perturbation scenarios, namely (a) increase of
population size, (b) change of task profile over time, (c) malicious agent intrusion,
and (d) drop-outs of agents.

Another approach to convergence in the multi-agent system context is the game
theoretic one. Many researchers associate system convergence with Nash equilib-
rium. For example, in Bredin et al. [2000] the problem of resource allocation in a
network of mobile agents competing for computational priority is considered. The
problem is formulated as a multi-agent game with the players being agents purchas-
ing service from a common server. The system is shown to reach a Nash equilibrium
under certain conditions.

2.5 Interaction and Knowledge Exchange

Agent interaction is often presented as one of the key concepts which differentiates
multi-agent systems from other related disciplines such as distributed computing,
object-oriented systems, and expert systems. Franklin [Doran et al., 1997] (see Fig-
ure 2.1) discriminates between different types of agent interaction/cooperation in
the context of multi-agent systems.

Interaction
in MAS

evitarepooCtnednepednI

Discrete
Emergent

Cooperation Communicative
Non-

Communicative

Agents deliberate Agents negotiate

according to Doran et al., 1997

Fig. 2.1: Interaction in MAS according to Franklin [Doran et al., 1997].

According to Franklin’s classification a multi-agent system can be either inde-
pendent or cooperative. A system is classified as independent when each of its agents
pursues its own agenda independently of the other agents in the system. Independent
systems are subdivided further to discrete systems and systems that exhibit emer-
gent cooperation. In a discrete system the agendas of the agents bear no relation to
one another. Discrete systems involve no cooperation between the agents. An ex-
ample of a discrete multi-agent system is the Amalthaea [Moukas and Maes, 1998]
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where two general species of agents exist: information filtering agents and infor-
mation discovery agents. The former are responsible for the personalisation of the
system and for keeping track of the interests of the user. The latter are responsible
for information resources handling and finding the actual information that the user
is interested in. The agents have no point of contact with one another.

In systems that exhibit emergent cooperation agents cooperate with no inten-
tion of doing so. Ant colonies, like the ones described in Dorigo and Gambardella
[1997], are instances of such systems. Ants search for food sources in their habi-
tat, independently depositing pheromone along their paths. The better the path, the
stronger the pheromone deposition along its trail. In this manner, pheromones ac-
crue more along optimal routes. Ant movements in turn are governed by pheromone
concentrations, so that the search is confined to better regions of the search space.
Cooperation is an emergent behaviour of the system in that, from an observer’s
viewpoint, the agents appear to be working together, but from the agent’s viewpoint
they are not. They are simply carrying out their own individual behaviour.

A review of systems that use biologically inspired design methodologies and
exhibit emergent cooperative behaviour can be found in Nitschke [2005]. The re-
search results reviewed in that work were from three problem domains, those of
swarm-based systems, pursuit and evasion systems and RoboCup Soccer. Swarm-
based systems include simulation models of social organisations of ant colonies,
like the model described in Dorigo and Gambardella [1997], as well as swarm-
bots. Swarm-bots are systems concerned with applying biologically inspired de-
sign principles in the simulation of groups of mobile robots that exploit concepts
such as self-assembly and self-organisation in order to accomplish collective goals,
e.g. [Mondada et al., 2002]. Pursuit-evasion systems deal with scenarios in which a
team of pursuers try to capture a group of evaders within a certain environment, e.g.
[Vidal et al., 2002]. The goal of research in pursuit-evasion systems is often to il-
lustrate emergent cooperative behaviour from the interactions of pursuers following
simple pursuit strategies. Finally, RoboCup Soccer is a field of research dedicated
to the design of multi-robot systems for playing a robot form of soccer. Note that
not all systems reviewed in Nitschke [2005] strictly comply with Franklin’s [Doran
et al., 1997] definition of systems that exhibit emergent cooperation. Nevertheless,
an important point which is made in the review is that in most cases, in all three prob-
lem domains, the mechanisms responsible for the observed cooperative behaviour
were not clearly identified by the researchers. In other words, the application of bi-
ologically inspired design principles to current artificial social system simulations
lacks proven methodologies that allow for effective analysis and evaluation of the
mechanisms that motivate the emergence of cooperation.

The complement of independent systems are those in which the agendas of the
agents include cooperating with other agents in some way, creating cooperative sys-
tems. Such cooperation can either be communicative in that the agents communicate
through the intentional sending and receiving of signals with each other, or it can
be non-communicative. In the latter case, agents coordinate their cooperative ac-
tivity by each observing and reacting to the behaviour of others, as in a repeated
prisoner’s dilemma situation [Conlon, 2003]. Communicative systems can take two
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forms; agents can deliberate or they can negotiate. In deliberative systems agents
jointly plan their actions so as to cooperate with each other. Such a system is de-
scribed in Vidal [2002] where agents coordinate in order to find optimal solutions
in task-oriented domains. Negotiating systems, such as [Li et al., 2006], are like
deliberative systems, except that they have an added dose of competition.



Chapter 3
Stability of Multi-agent Systems

Abstract This chapter attempts to investigate the fundamental concepts behind the
stability of multi-agent systems. We view the system as a discrete-time Markov
chain with potentially unknown transition probability distribution. The system will
be considered to be stable when it has converged to an equilibrium distribution.
Faced with the nontrivial task of establishing the convergence to such a distribution,
we propose a hypothesis testing approach according to which we test whether the
convergence of a particular system metric has occurred. We describe some artificial
multi-agent ecosystems that were developed for analysis and verification purposes.
We present results based on these multi-agent systems that confirm that the proposed
approach qualitatively agrees with our intuition. 1

3.1 Introduction

In this chapter we focus on the concept of stability, with regards to multi-agent sys-
tems. Having examined the concept of stability in real-world systems, we propose
a definition that is supported by the mathematical framework of stochastic systems.
Consecutively, we present the most representative of the experiments we carried out
on different multi-agent systems, and apply our definition to test whether they are
stable or not.

We are interested in understanding the dynamics of agent interactions [De Wilde
et al., 1999a, 2003; Chli et al., 2003]. This effort fits within the framework of the
Evolution and Ecology of Interacting Infohabitants (EEII) project. The overall goal
of the EEII project was to explore the use of ecological methods within the devel-
opment of agent-based information systems. The project focused on studying agent
systems from an ecological standpoint and properties of agent systems such as scal-
ability [Marwala et al., 2001], openness [Abramov et al., 2001], stability [Chli et al.,

1 Part of this paper is based on Stability of Multi-agent Systems, by M. Chli et al. which appeared
in Proceedings of the 2003 IEEE International Conference on Systems, Man and Cybernetics. 2004
IEEE. Reprinted by permission of IEEE.
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2003] and adaptability [Simoes-Marques et al., 2003] were investigated. A concise
review of the EEII project is given in Appendix A.

The objective work described in this chapter was to extend an earlier developed
notion of stability [De Wilde et al., 1999a; Lee et al., 1998] from an agent context
to an ecology of infohabitants context. In these works the system of agents was
considered stable if the proportion of agents that executed tasks was stationary. This
notion of stability has been refined and adapted so that it is suitable for multi-agent
systems with a varying number of agents (ecosystems). The proposed definition
for stability is inspired from Markov Systems . The notion of stationarity, which is
related to the population dynamics theory [Weibull, 1995], is not relevant here.

For illustration and verification purposes the proposed definition was applied
to simple games. It was then applied to more complex agent systems/ecosystems,
specifically to two models (trading and load transportation) that were implemented
for this purpose. Extensive experiments were conducted on these models, and quan-
titative measures were used to devise whether they were stable under a wide range
of conditions.

The rest of the chapter is organised as follows. The following section reviews
other approaches to stability and explains why they are not suitable for multi-agent
systems. In Section 3.3 the proposed definition of stability of multi-agent systems is
presented and its application is illustrated on multi-agent games. Section 3.4 details
the models used for the investigation as well as the experiments performed and the
results produced. Section 3.5 concludes the discussion.

3.2 Background

Multi-agent systems is a growing field mainly because of the recent development
of the Internet as a means of circulating information, goods and services. Many
researchers have contributed valuable work in the area in recent years. The global
properties of multi-agent systems (e.g. openness, scalability) have been widely in-
vestigated. However, what is still missing is a clear notion of the stability of multi-
agent systems.

The agents of a multi-agent system are computer programs in a distributed envi-
ronment that execute tasks on behalf of their human owners. These tasks often in-
volve decision making. Stability, understood intuitively as the property of a system
that exhibits bounded behaviour, is perhaps the most desired feature in the systems
we design. It is important for us to be able to predict the response of a multi-agent
system to various environmental conditions prior to its actual deployment. This is
why we believe that a clear mathematical definition of the concept will allow us
to develop tools and methods for its analysis. This definition must differentiate the
notion of stability in multi-agent systems from that of stationarity [De Wilde et al.,
1999b]. A stationary variable has the property that the mean does not change over
time [Weibull, 1995]. Stationarity can be defined in precise mathematical terms, but
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for our purpose we mean a flat looking series, without trend, a constant autocorre-
lation structure over time and no periodic fluctuations.

Computer scientists often talk [Balakrishnan et al., 1997; Thomas and Sycara,
1998] about stable or unstable systems without having a concrete and uniform defi-
nition of stability. For example, in Thomas and Sycara [1998] stability is referred to
in a way similar to the game theoretic definition, specifically, focussing on how to
get the agents to distribute themselves among resources such that none of them have
incentives to switch. In game theory an equilibrium point is a set of strategies from
all players wherein each strategy is the best reply to others. An equilibrium point
is considered stable if no player has any incentive to deviate from this equilibrium.
In some other computer science work stability of a system is interpreted differently.
For instance, in Balakrishnan et al. [1997] two forms of stability are identified and
analysed: spatial stability, which determines the variation in the observed parameter
for an entity in comparison to its neighbours, and temporal stability, which deter-
mines the time scales over which various observed parameters are valid. In that work
stability is approached from a stochastic point of view in terms of an equilibrium
distribution.

On the other hand, control engineers have a very well-established definition
[Khalil, 1995], which however, is not suitable for multi-agent systems. This is
mainly because we model the behaviour of agents that have to make decisions
which is different from changing the values of variables, performing arithmetical
operations or differentiation and integration and is harder to automate. In addition
to this, the stability notion of control theory does not allow for oscillations (e.g.
sinusoidal oscillations) in the system, in this way favouring stationary systems.

The widely accepted notion of stability, which comes from the field of dynam-
ical systems [Perko, 2001; Glance et al., 1991], is not appropriate for multi-agent
systems either. It states that an equilibrium is stable if after a small perturbation the
system returns to its equilibrium “voluntarily” (e.g. as a pendulum does). This defi-
nition is restricted for closed systems. Agents, as they act on behalf of humans, are
not isolated from the real world. They constantly have to deal with new concepts
and changing input.

Similarly the definition of stability in the context of population dynamics is not
adequate [Weibull, 1995]. In evolutionary game theory the research concentrates on
grouping agents into types and studying how populations of different types evolve
by looking at the size of the population. A population is in an evolutionary stable
state if its genetic composition is restored by selection after a disturbance. How-
ever, in multi-agent systems used to model complex phenomena the agents may not
always fall into classes, as they are independent individuals.

We propose that considering agents as utility-maximising players who take de-
cisions in a game, instead of computer programs, would be a more appropriate ap-
proach that concentrates on the actions of the agents rather than implementation
issues. In addition, we want to account for systems that are as close to reality as
possible. In order to do this we have to cater for systems with a varying number
of agents, which is why we work with ecosystems of agents. In an ecosystem, new
agents can appear and existing agents can vanish from the system.
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In this work we propose a definition of stability for multi-agent systems based
on the stationary distribution of a stochastic system. This is the only definition that
takes into account the game nature of multi-agent systems, is valid for systems with
varying number of agents and is fully supported by the mathematical framework of
stochastic processes. We provide example systems to illustrate this.

3.3 Stability in Games

3.3.1 Stochastic Systems Primer

This section presents a brief and by no means exhaustive introduction to the the-
ory of Markov chains, which underlies the approach taken in this work to defining
stability. More comprehensive introductions to Markov chain theory and stochastic
processes in general are available in Norris [1997] and Cox and Miller [1984].

The first part is an overview of the fundamentals of Markov chains reviewing
the basic definitions and the markovian property. We consequently introduce the
definition of stability of multi-agent systems.

3.3.1.1 Definition and Basic Properties of Discrete-Time Markov Chains

Let I be a countable set. Each i∈ I is called a state and I is called the state-space. We
say that λ = (λi : i ∈ I) is a measure on I if 0 ≤ λi < ∞ for all i ∈ I and a distribution
if additionally ∑i∈I λi = 1.

If X is a random variable taking values in I and we have that λi = Pr(X = i) then
λ is the distribution of X . We say that a matrix P = (pi j : i, j ∈ I) is stochastic if
every row (pi j : j ∈ I) is a distribution.

We will extend our familiar notions of matrix and vector multiplication to cover
a general index set I that may potentially be infinite in size. Namely we will define
the multiplication of a matrix by a measure as a new measure λP given by

(λP)i = ∑
j∈I

λ j pi j. (3.1)

We shall now describe the rules for a Markov chain by a definition in terms of
the corresponding matrix P.

Definition 3.1. We say that (Xn)n≥0 is a Markov chain with initial distribution λ =
(λi : i ∈ I) and transition matrix P = (pi j : i, j ∈ I) if:

1. Pr(X0 = i0) = λi0 and
2. Pr(Xn+1 = in+1 | X0 = i0, . . . , Xn = in) = pinin+1 .

We abbreviate these two conditions by saying that (Xn)n≥0 is Markov(λ ,P). The
following theorem is an easy consequence of condition 2.
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Theorem 3.1. A discrete-time random process (Xn)n≥0 is Markov(λ ,P) if and only
if for all N and i0, . . . , iN we have

Pr(X0 = i0, . . . ,XN = iN) = λi0 pi0i1 . . . piN−1iN . (3.2)

This theorem depicts the structure of a Markov chain. Namely, it illustrates the
relation with the stochastic matrix P and reveals the time-invariance property of a
Markov chain.

Theorem 3.2. Let (Xn)n≥0 be Markov(λ ,P). Then for all n,m ≥ 0
(i) Pr(X = j) = (λPn) j ,
(ii) Pr(Xn = j | X0 = i) = Pr(Xn+m = j | Xm = i) = (Pn)i j.

We sometimes denote (Pn)i j as p(n)
i j . So in light of Theorem 3.2 we define p(n)

i j
as the n-step transition probability from i to j.

We now introduce the concept of an invariant distribution. We say that λ is
invariant if

λP = λ . (3.3)

The following theorem links the existence of an invariant distribution which is
an algebraic property of the matrix P with the probabilistic concept of an equilib-
rium distribution. It applies to a somewhat restricted class of chains, namely those
with irreducible and aperiodic stochastic matrices. There is, however, a multitude
of similar results for other types of chains for which we refer to Norris [1997] and
Cox and Miller [1984]. This result is only provided as an indication of this family
of theorems. An irreducible matrix P is one for which for all i, j ∈ I and for suffi-
ciently large n, p(n)

i j > 0. It is aperiodic if for all states i ∈ I we have p(n)
ii > 0 for all

sufficiently large n. We can now state:

Theorem 3.3. Let P be irreducible and aperiodic, and suppose that P has an invari-
ant distribution. Let λ be any distribution. Suppose that (Xn)n≥0 is Markov(λ ,P).
Then

Pr(Xn = j) → π j as n → ∞ for all j ∈ I (3.4)

and
p(n)

i j → π j as n → ∞ for all i, j ∈ I. (3.5)

3.3.2 Definition of Stability

We view the system as a countable set of states I with implicitly defined transitions
P between them. At time n, the state of the system is the random variable Xn. The
key assumption of this work is that (Xn)n≥0 is Markov(λ ,P).

Definition 3.2. A system considered under those terms will be said to be stable
when the state of the system converges into an equilibrium distribution. In other
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words, when
Pr(Xn = j) → π j as n → ∞ for all j ∈ I. (3.6)

Our definition can also be stated by: A Markov process x1,x2,x3,x4, . . . is stable
if, the probability distribution of xm becomes independent of the time index m for
large m.

Most Markov chains with a finite state space and positive transition probabilities
are examples of stable systems because after a “burn-in” period they settle down on
a stationary distribution.

Below, we provide example games to illustrate our definition of stability.

3.3.2.1 Dealing with a Varying Number of Agents

We require that the definition of stability we propose applies to systems with a
varying number of agents. It is therefore important to be able to portray whether
an agent is present in the system. The system state will be represented by a finite
vector X, with dimensions large enough to cope with a reasonable amount of agents
present in the system. The state vector will consist of one or more elements for
each agent in addition to a number of elements to describe general properties of the
system state that are not particular to any single agent. We model an agent as being
“dead”, i.e. not being present in the system, by setting the vector elements for that
agent to some predefined value.

3.3.3 Example Games

A couple of the example “toy” games we dealt with are given below. We will explain
how the proposed definition of stability applies to them and then investigate how
more complicated games can be treated.

The method we follow to assess the stability of system is first to derive the tran-
sition matrix P of the process from the rules of the game. The transition matrix
is used to predict whether the multi-agent system game under investigation has an
equilibrium distribution, to conclude whether it is stable or not.

3.3.3.1 The 3-Player +/− Game

The three players of this game, can each be in one of two states “+” or “−”.

• If two players are in the same state the third player goes into that state.
• If all three players are in the same state, there is probability 0.9 that they will all

remain in that state and probability 0.1 that they will all change state.

This game has eight states which are shown in Table 3.1.
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Table 3.1 The states and
transition matrix for the 3-
player +/− game. (a) The states

Id State
1 − − −
2 − − +
3 − + −
4 + − −
5 + − +
6 − + +
7 + + −
8 + + +

(b) The transition matrix

State Id 1 2 3 4 5 6 7 8
1 0.9 0 0 0 0 0 0 0.1
2 1 0 0 0 0 0 0 0
3 1 0 0 0 0 0 0 0
4 1 0 0 0 0 0 0 0
5 0 0 0 0 0 0 0 1
6 0 0 0 0 0 0 0 1
7 0 0 0 0 0 0 0 1
8 0.1 0 0 0 0 0 0 0.9

The state transition probabilities can be derived from the rules of the game. For
example, the probability of going to state 8 (+ + +) from state 1 (− − −) is 0.1,
the probability of remaining in state 8 (+ + +) 0.9, the probability of going to state
8 from state 7 (+ + −) is 1, or the one of going to state 4 (+ − −) from state 6
(− + +) is 0 and so on. Thus the 8 × 8 state transition matrix shown in Table 3.1
is constructed.

The transition matrix is often referred to as P . Once we have this we can check
whether an equilibrium distribution exists by solving the following simultaneous
equations for π:

πP = π, (3.7)

∑πi = 1. (3.8)

If one or more solutions exist then the system is stable. In the case where only
one solution exists, this solution will be the equilibrium distribution into which the
system will converge. If more than one solution exist, this means that the system
can converge into one of many stable solutions/distributions of states. It is un-
certain in which one the system will fall, but as soon as it does it then remains
in that one forever and thus it is considered stable. For the 3-player +/− game
described in this section, one solution exists, yielding an equilibrium distribution
π = [0.5 0 0 0 0 0 0 0.5]T .

With the aid of this example it has been illustrated how state transition probabil-
ities can be derived from the rules of a game, which was formulated from a multi-
agent system scenario. These transition probabilities allow us to predict whether the
system will eventually reach an equilibrium distribution, in other words whether the
system is stable.
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3.3.3.2 The Simple Random Walk

An example of an unstable system is the simple random walk. Starting in state 0 at
each time-step, if we are in state K, we go either to state K +1 or to state K−1 with
equal probabilities. It can be shown that the distribution of the state Xm, where m
is the time, is centered on zero but its variance is proportional to

√
m which means

that the p.d.f. is not independent of m, making the system unstable.

3.3.3.3 A Coin Game

In another slightly more complicated game, N players toss a coin in pairs.

• The winner gives to the loser a unit of its wealth.
• Players are destroyed if their wealth is below 1 and can generate another player

if their wealth is more than 4.
• The sum of all players’ wealth should be 6.

When this game is played with three players its state space consists of 19 states.
A state of the game is of the form W1W2 · · ·Wn, where Wi is the wealth of the ith

player. A “−” denotes an agent that is no longer in the game because its wealth has
reached 0. The state space is shown in Table 3.2(a).

The transition matrix P of the process is derived from the rules of the game.
This is a 19× 19 matrix which shows the probability of reaching state j given that
the current state is i. The transition matrix is used to predict whether this multi-agent
system game has an equilibrium distribution, i.e. whether it is stable. Below is an
example of how the transition matrix is formulated.

Suppose the system is in state 12 (213), i.e. Agent1 has wealth = 2, Agent2 has
wealth = 1 and Agent3 has wealth = 3. There are three possibilities, each with equal
probability of taking place: either Agent1 plays with Agent2, or Agent2 with Agent3,
or Agent1 with Agent3.

Each agent has equal probability of winning the game, i.e. taking one of its op-
ponent’s wealth.

We find from the probability tree, shown in Figure 3.1, that each of the six final
possibilities have probability 1

2 ×
1
3 = 1

6 to take place. Therefore, when the system
is in state 12 has probability 1

6 to go to each of the states 2, 8, 10, 14, 16 and 17 in
the next step and probability 0 to go into any other state.

We repeat this for each one of the 19 states in the game. The 19×19 state transi-
tion matrix is shown in Table 3.2(b). Solving the system of simultaneous equations
given by we equations (3.7) and (3.8) we show that the game has an equilibrium
distribution

π = [0.0625 0.0625 0.0625 0.0521 0.0521 0.0521
0.0521 0.0521 0.0521 0.0312 0.0313 0.0312
0.0313 0.0312 0.0312 0.0312 0.0937 0.0938 0.0937]T .
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(a) States

Id State
1 33-
2 3-3
3 -33
4 42-
5 4-2
6 -42
7 24-
8 2-4
9 -24
10 123
11 132
12 213
13 231
14 312
15 321
16 222
17 114
18 141
19 411

(b) Transition matrix

State Id 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
1 0 0 0 1

2 0 0 1
2 0 0 0 0 0 0 0 0 0 0 0 0

2 0 0 0 0 1
2 0 0 1

2 0 0 0 0 0 0 0 0 0 0 0
3 0 0 0 0 0 1

2 0 0 1
2 0 0 0 0 0 0 0 0 0 0

4 1
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

2
5 0 1

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
2

6 0 0 1
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

2 0
7 1

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1
2 0

8 0 1
2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

2 0 0
9 0 0 1

2 0 0 0 0 0 0 0 0 0 0 0 0 0 1
2 0 0

10 0 0 1
6 0 0 0 0 0 1

6 0 1
6

1
6 0 0 0 1

6
1
6 0 0

11 0 0 1
6 0 0 1

6 0 0 0 1
6 0 0 1

6 0 0 1
6 0 1

6 0
12 0 1

6 0 0 0 0 0 1
6 0 1

6 0 0 0 1
6 0 1

6
1
6 0 0

13 1
6 0 0 0 0 0 1

6 0 0 0 1
6 0 0 0 1

6
1
6 0 1

6 0
14 0 1

6 0 0 1
6 0 0 0 0 0 0 1

6 0 0 1
6

1
6 0 0 1

6
15 1

6 0 0 1
6 0 0 0 0 0 0 0 0 1

6
1
6 0 1

6 0 0 1
6

16 0 0 0 0 0 0 0 0 0 1
6

1
6

1
6

1
6

1
6

1
6 0 0 0 0

17 0 0 0 0 0 0 0 1
6

1
6

1
6 0 1

6 0 0 0 0 1
3 0 0

18 0 0 0 0 0 1
6

1
6 0 0 0 1

6 0 1
6 0 0 0 0 1

3 0
19 0 0 0 1

6
1
6 0 0 0 0 0 0 0 0 1

6
1
6 0 0 0 1

3

Table 3.2: The states and transition matrix for a coin game for three players.

State 12:
(213)

Agent1
vs

Agent2

Agent1
vs

Agent3

Agent1
wins

State 2:
(3-3)

Agent2
wins

State 10:
(123)

Agent2
vs

Agent3

Agent2
wins

State 16:
(222)

Agent3
wins

State 8:
(2-4)

Agent1
wins

State 14:
(312)

Agent3
wins

State 17:
(114)

Fig. 3.1: Coin game for three players: Probability tree for state 12.
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Note that even for a simple game with such a small number of players the number
of states is significant. The state space size rises dramatically with the number of
players. For example, the same game with four players instead of three has a state
space of around 70 states.

At least theoretically, one could evaluate the transition probabilities of the multi-
agent system under investigation and find its equilibrium distribution, if it exists.
In practice, due to the state space explosion problem in more realistic multi-agent
systems, this approach is not viable. We therefore propose statistical analysis as a
means of testing for the probabilistic behaviour of more complex systems.

Multi-agent systems are often used to analyse problems such as trading in a stock
exchange or transportation problems. This type of situation can be formulated as
games and their stability can be analysed in the way proposed in this section, or
with statistical analysis. In the next section, it is shown how a trading scenario,
a loads transportation scenario and a virus-spreading scenario are formulated as
games and their stability is comprehensively analysed. The results obtained from
extensive simulations and statistical analysis are presented.

3.4 Experiments

In order to test the proposed definition of stability we have experimented with vari-
ous models of multi-agent systems that have been implemented in Java. These mod-
els, being closer to real-life systems, are governed by significantly larger and more
complicated rule sets than the example games described in the previous section. It is
therefore not practical to go about determining the state space and the transition ma-
trix of each one of them. Instead, several indicative metrics are examined to assess
whether they reach a stationary distribution after the system has been left to run for
a while. With the aim of exploring the whole range of the parameter space for our
models an automated mechanism to carry out a large number of experiments was
set up. In the sections that follow, the models are described and the most indicative
experiments are shown.

3.4.1 Trading Simulation Model

3.4.1.1 Initial Setting

There is an array of N different resources in this model. There are M traders each
with its wealth, its discounting percentage and its available resources. All traders
are endowed with the same amount of wealth; the amount of each resource given
to each trader is randomly calculated. A discounting percentage is used when the
trader recalculates its prices. Its function is explained in more detail in “Pricing
of the Resources” below. Finally, the scenario involves tasks that are generated by
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agents. A task requires some resources and produces some others, loosely modelling
generic economic activity.

At each clock-tick every trader with its turn issues a task and advertises it
amongst the other traders. Each task carries a random combination of required and
produced resources.

Every trader in the multi-agent system gives an offer for the task (provided that
they possess the required resources). The cheapest offer is selected. If the issuer
cannot pay for any offer then the task is not executed. Otherwise, it selects an of-
fer and the task is executed. The required resources are subtracted from the task
executor’s set of resources, the produced resources are added to the issuer’s set of
resources and the issuer pays to the executor an amount of money equal to the price
for executing the task. The flow of the algorithm is illustrated in Figure 3.2 below.

Pricing of the Resources

The price each trader sets for each resource is different. After the execution of a task
all the traders that gave offers for that task recalculate their prices. Only the prices
of the task’s required resources are altered on recalculation; the rest remain as they
were. There are three ways in which recalculation occurs:

1. The trader whose offer was accepted increases the prices of the required re-
sources of the task as follows:
resourcePrices[i] +=
this.resourcePrices[i] * discountingFactor;

2. The traders whose offers were not accepted decrease the prices of the required
resources of the task as follows:
resourcePrices[i] -=
(1 - selectedPrice/myPrice)*
this.resourcePrices[i] * discountingFactor;

3. In case no offer was accepted all traders that gave offers for the task decrease the
prices of the required resources of the task as follows:
resourcePrices[i] -=
(1 - maxPricePayable/myPrice) *
discountingFactor * this.resourcePrices[i];

Generation and Destruction of Agents

When a trader is sufficiently rich, i.e. its wealth exceeds a certain threshold, it gen-
erates a new trader to which it gives half its wealth. Also, the parent trader endows
the child trader with half of its resources. The new trader inherits its generator’s
discounting factor. Conversely, when a trader’s wealth goes below zero, then it is
destroyed and removed from the system.
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TASK

My resources>=
Required resources?

My resources >=
Required resources?

My resources >=
Required resources?

 

Trader 1 Trader 2 Trader 3 Trader 4

  

Compute cheapest

Recalculate
prices

Recalculate
prices

Recalculate
prices

Recalculate
prices

Publicise Task Publicise Task Publicise Task

Offer Offer Offer

Accept offer

Produced Resources

Pay for task

TIME

My resources >=
Required resources?

Fig. 3.2: Flow diagram of the trader’s simulation model algorithm during one time
tick.

3.4.1.2 Stability Conditions

In order to consider the system stable, its state must reach a stationary distribution
when it has been left to run for a sufficient amount of time. A strong indication of
stability would be that system metrics such as

• the proportion of traders that execute tasks,
• the number of traders,
• the prices of the resources and
• the wealth per trader

would all reach stationary distributions when the system has been left to run for a
while.

3.4.1.3 Experiments

In order to explore the entire parameter space, an extensive and exhaustive set of ex-
periments was performed, for as many combinations of initial parameter values and
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perturbation sizes as possible. The parameter values that were varied for this model
were the following: the order of magnitude of the prices, resources and discount-
ing factor as well as the initial, generation and destruction wealth of the traders.
A selection of the most interesting experiments performed is presented below.

An Unstable System

An experiment was performed with 50 traders and 10 different types of resources.
The simulation was left to run for 10,000 rounds. Each trader was endowed with 106

monetary units and a random amount of each of the 10 resources. The amount from
each resource it gets was of the order of 1000 (calculated randomly). The resources’
prices were initially of the order of 100 monetary units (calculated randomly). The
discounting factor’s initial order of magnitude was 10−3. A trader could generate a
new trader if its wealth exceeded 150,000 monetary units and it was removed from
the game if its wealth went below 0. The parameters of this experiment are shown
in detail in Table 3.3.

The graphs in Figure 3.3 show how the number of traders, the price of one of the
resources, the wealth per trader and the tasks executed per trader vary during the
course of the simulation. These are all metrics that we observe to assess whether the
system is stable. Statistical analysis was used to evaluate the stability of the system.
The aim is to show whether the metrics mentioned above reach a stationary distri-

bution, after the system has been left to run for some time. For this to happen the
values for each metric must fall into a distribution. Hypothesis testing was used to
establish whether this is the case. Some concepts from statistical hypothesis testing
are explained in Appendix B.

Also in Appendix B hypothesis testing is performed on two samples of the tasks
executed per trader metric. The test for the means succeeded. However, the test
for the variances did not succeed. This means that there is no significant evidence
that the two samples come from the same distribution. Therefore, the system is not
stable when run with the initial conditions mentioned above.

Similar tests were performed for all of the metrics, which show analogous results.
In general, in order to accept that a system is stable it is required that all of the
metrics exhibit stability.

A Stable System

If the experiment described above is rerun with the same initial parameters, only
changing the discounting factor’s order of magnitude from 10−3 to 10−13 and the
prices’ order of magnitude from 103 to 104, the system’s behaviour is significantly
different. The parameters of this experiment are given in detail in Table 3.4.

It is evident from the graphs in Figure 3.4 that the system is more stable than
in the previous experiment. Hypothesis tests for each metric were performed as de-
scribed above. For all of them there was significant evidence in the 5% significance
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Simulation Parameters
Number of runs 10,000
Number of traders 50
Number of resources 10
Discounting factor’s order of magnitude 0.001
Initial wealth 100,000
Prices’ order of magnitude 100
Resources’ order of magnitude 1000
Generation wealth 150,000
Destruction wealth 0

Table 3.3: Trading Scenario, an unstable system: Experiment parameters.
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Fig. 3.3: Trading scenario, an unstable system. To conclude that a system is stable it
is required that all the metrics reach a stationary distribution after the system has been left to run
for a while. It is evident from the graph that at least the tasks per trader metric does not fall in a

stationary distribution. This observation is justified by statistical analysis.
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Simulation Parameters
Number of runs 10,000
Number of traders 50
Number of resources 10
Discounting factor’s order of magnitude 10−13

Initial wealth 100,000
Prices’ order of magnitude 100
Resources’ order of magnitude 10,000
Generation wealth 150,000
Destruction wealth 0

Table 3.4: Trading scenario, a stable system: Experiment parameters.
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Fig. 3.4: Trading scenario, a stable system. It is evident from the graphs of the
characteristic metrics that the system is stable. This observation is justified by the

statistical analysis.
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level the metrics reached a stationary distribution. Therefore the system is stable
when run under those specific initial conditions.

Table 3.5 contains the details of the tests performed for the metric tasks per trader.

(a) t-test for equality of means

Significance Level 0.05
Sample 1 Sample 2

Mean 0.237453 0.237049
Variance 0.001678 0.001752
Observations 4001 4001
DoF 8000
t stat 0.435980226
P(T <= t) 2-tail 0.662862846
t crit. 2-tail ±1.960261216
t stat in crit.region No
Accept H0 Yes

(b) F-test for equality of variance

Significance Level 0.05
Sample 1 Sample 2

Mean 0.237453 0.237049
Variance 0.001678 0.001752
Observations 4001 4001
DoF 4001 4001
F stat 0.957581019
F crit. 2-tail lower 0.939893954
F crit. 2-tail upper 1.063949817
F stat in crit.region No
Accept H0 Yes

Table 3.5: Trading scenario, a stable system.: Statistical analysis on the metric
tasks per trader. Because the original hypotheses are both accepted we may conclude

that both samples come from the same distribution.

Introducing Perturbations

It is interesting to observe the response in the behaviour of the system when its
normal running is disturbed by introducing a perturbation. An experiment was set up
with the same initial conditions as the first one described (which was unstable). At
time tick 4000, a shock was injected into the system; the prices of all the resources of
each trader were increased arbitrarily by 500%. The simulation was allowed to run
until time tick 10,000. Full details on the parameters of this experiment are shown
in Table 3.6. The graphs for this experiment are shown in Figure 3.5.

While the wealth per trader or the number of traders are not significantly affected
by the shock introduced, we note that the tasks per trader ratio seems to follow a
much more stable trend after recovering from the shock at time tick 4000. Statistical
analysis confirms that at the 5% significance level there is significant evidence that
the values for the metric tasks executed per trader after the shock come from a
common distribution. On the other hand, the price of resource 5 progresses into a
transient recovery phase after the perturbation; however, it does not become stable.
The perturbation causes the prices to rise; for example, for resource 5 the mean price
before the shock was 16.8, whereas after the shock it fluctuates around 21.1.

In another experiment, the system was started with the same initial parameters
as the stable system shown above. Full details on the parameters of this experiment
are shown in Table 3.7. At time tick 4000 the following shock was injected into
the system. The wealth of each trader was increased by 60%. Figure 3.6 shows that
the effect of the perturbation was significant. It was shown using hypothesis testing
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that after the recovery from the perturbation the values of each of the metrics fell
into a common distribution. In general, the system after the substantial effect of the
perturbation has elapsed went into a stable phase.

Simulation Parameters Perturbation Parameters
Number of runs 10,000 Start shock at tick 4000
Number of traders 50 Shock duration (ticks) 1
Number of resources 10 Parameter to shock Prices
Discounting factor’s order of magnitude 0.001 Shock magnitude (%) 500
Initial wealth 10,0000
Prices’ order of magnitude 100
Resources’ order of magnitude 1000
Generation wealth 150,000
Destruction wealth 0

Table 3.6: Trading scenario, perturbation 1: Experiment parameters.
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Fig. 3.5: Trading scenario, perturbation 1. The shock at round 4000 does not affect the
wealth per trader and the number of traders. Statistical analysis shows that the tasks per trader
ratio falls into a distribution after a recovery phase. On the other hand, the price of resource 5 is

considerably affected but is not stabilised.
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Simulation Parameters Perturbation Parameters
Number of runs 10,000 Start shock at tick 4000
Number of traders 50 Shock duration (ticks) 1
Number of resources 10 Parameter to shock Wealth
Discounting factor’s order of magnitude 10−13 Shock magnitude (%) -60
Initial Wealth 100,000
Prices’ order of magnitude 100
Resources’ order of magnitude 10,000
Generation wealth 150,000
Destruction wealth 0

Table 3.7: Trading scenario, perturbation 2: Experiment parameters.
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Fig. 3.6: Trading scenario, perturbation 2. The perturbation introduced at round 4000
has a considerable effect on the metrics shown. Statistical analysis shows that after the system

recovers it becomes stable.



3.4 Experiments 31

3.4.2 Load Transportation Model

3.4.2.1 Initial Setting

We define a number N of cities and a map of interconnections between these cities.
Some cities are directly connected to each other while some others are not. The
distance between two cities that are directly connected takes one day to travel. For
example, if the cities A and B are connected via city C (i.e.: A → C → B), it takes
two days to travel from A to B. The simulation operates with a granularity of one
day.

A number of M lorries travel around the map, each of them being at a city at
any particular day. Up to M lorries can be at a given city at any time. Loads are
generated at a certain rate at each city and have a specific city as a destination, e.g.
a load can be generated at city A and be destined for city B. Each lorry can carry
up to K loads, from which it earns rewards. Rewards are added to the lorry’s wealth
after the delivery of the load.

Load Allocation and Distribution

The loads located at a city are allocated to the lorries present at that city randomly.
A lorry has an algorithm which decides the route it will follow based on information
such as the city it currently is in and the destinations of the loads it carries.

Taxation

Every D number of days the lorries are required to reduce their wealth by a certain
amount. This is a form of taxation.

Generation and Destruction of Agents

When a lorry’s wealth exceeds a certain threshold, it generates a new lorry at the
city it currently is and endows it with half its wealth. When a lorry’s wealth is below
a certain threshold then it is destroyed.

Example of the Model

Here we show how the model is applied in a scenario with two lorries that start trav-
elling in a network of ten cities. The map of interconnections used in this example
is shown in Figure 3.7(a).

The maximum capacity of a lorry is three loads. Lorries start with wealth equal
to five and pay tax equal to one monetary unit every five days. A lorry is destroyed
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Fig. 3.7: Load transportation: An example of the model in a setting with ten inter-
connected cities and two lorries.

when its wealth goes to zero. A lorry can generate a new entity when its wealth is
greater or equal to 10, by keeping half its wealth and giving the other half to the new
lorry. A description of the running of the simulation is given below, which also is
depicted in Table 3.8.

On Day 0, Lorry1 (L1) starts at city A and Lorry2 (L2) starts at city B. A load
with X = 4 (the potential reward) destined for city I waits in A and a load with X = 5
destined for city F waits in B. Also, there is a load in city C destined for J with X = 4
as well as two loads in city H; the first destined for D with X = 3 and the second for
I with X = 2. This situation is illustrated in Figure 3.7(b).

On Day 1, L1 takes the load that was waiting in A and L2 takes the load that was
waiting in city B. At this moment, each lorry has enough space to carry two more
loads as shown in Figure 3.7(c). Each lorry plans the route it will follow in order
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to reach the destination of the oldest load it carries while following the shortest
possible path. Details are shown in Table 3.8. On Day 3, both L1 and L2 are in city
H. In the same city there are two loads, l1 and l2, waiting for transportation. As
the two lorries have space available they are interested in taking the loads. The load
allocation is done as follows. The two lorries are arranged in a queue randomly. This
is L2,L1. This means that L2 is offered the chance to choose the load it prefers first
and L1 second.

On Day 4, L1 delivers in I the load it took in A and is rewarded 1 monetary unit.
It then plans the route it has to follow in order to deliver the other load it carries.
On Day 5 it delivers this load in D. Day 5 is also Tax Day so 1 monetary unit is
deducted from each lorry’s wealth.

L1 remains in city D until a load is generated there for transportation. On Day
10, L2’s wealth is −5. It is immediately destroyed. However, on Day 11 L1’s wealth
reaches 10, so it generates a new lorry. L1’s wealth as well as that of the new lorry
will be 5 monetary units.

3.4.2.2 Stability Conditions

According to the proposed definition of stability, the system will be considered sta-
ble if its metrics show evidence that they reach a distribution after some time the
system has been running. The metrics observed to decide on whether the system is
stable are:

• the proportion of lorries that carry loads,
• the proportion of loads that have been carried,
• the loads carried per lorry,
• the wealth per lorry, and
• the number of lorries.

3.4.2.3 Experiments

An Unstable System

An experiment was carried out with 100 lorries and a network of 500 cities con-
nected to one another with a connectivity percentage of 40%. The simulation was
left to run for 20,000 rounds. Each lorry was endowed with 10 monetary units. The
maximum capacity of a lorry is three loads. A lorry can generate a new agent if its
wealth exceeds 50 and it is destroyed if its wealth goes below 0 monetary units. Tax
equal to 2 monetary units is deducted every five rounds. A new load is generated in
each city every three rounds. The maximum number of loads that can be waiting in
a city at any given time is five. The full list of the experiment parameters is given in
Table 3.9.

The graphs in Figure 3.8 show how the characteristic metrics vary with time.
Statistical analysis, comparing the last 4000 rounds to the 4000 rounds before those,
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Simulation Parameters
Number of runs 20,000
Number of lorries 100
Number of cities 500
Connectivity 40%
Tax period 5 days
Tax amount 2
Initial wealth 10
Generation wealth 50
Destruction wealth 0
Load generation frequency 1 load every 3 days
Load reward 3
Max loads in city 5

Table 3.9: Load transportation scenario, an unstable system: Experiment parameters.

was performed in order to decide on the system’s stability. Hypothesis testing at the
5% significance level showed that after the system has been left to run for some
time, most of the metrics mentioned above reach a stationary distribution.

This is not the case for the metric number of lorries. The statistical tests reveal
there is significant evidence that the values for this metric do not fall into a specific
distribution and for that reason we shall consider the system unstable. The details of
these tests are shown in Table 3.10.

(a) t-test for equality of means

Significance Level 0.05
Sample 1 Sample 2

Mean 410.7813 408.9997
Variance 129.4789 127.6887
Observations 4001 4001
DoF 8000
t stat 7.027085512
P(T ≤ t) 2-tail 2.28214−12

t crit. 2-tail ±1.960261216
t stat in crit.region Yes
Accept H0 No

(b) F-test for equality of variance

Significance Level 0.05
Sample 1 Sample 2

Mean 410.7813 408.9997
Variance 129.4789 127.6887
Observations 4001 4001
DoF 4001 4001
F stat 1.01401972
F crit. 2-tail lower 0.939893954
F crit. 2-tail upper 1.063949817
F stat in crit.region No
Accept H0 Yes

Table 3.10: Load transportation scenario, an unstable system: Statistical anal-
ysis on the metric “number of lorries”. As the original hypotheses for the equality
of means and variances are not both accepted, we conclude that the two samples do

not come from the same distribution.



36 3 Stability of Multi-agent Systems

0.2 0.6 1 1.4 1.8
x 104

8

12

16

x 10−2

Time tick

C
ar

rie
d 

lo
ad

s/
A

ll 
lo

ad
s

(a) Carried loads ratio

0.2 0.6 1 1.4 1.8
x 104

0.4

0.8

1.2

1.6

Time tick

Lo
ad

s/
Lo

rr
y

(b) Loads per lorry

0.2 0.6 1 1.4 1.8
x 104

2

3

4

x 10
2

Time tick

N
um

 o
f l

or
rie

s

(c) Number of lorries

0.2 0.6 1 1.4 1.8
x 104

5

10

15

20

25

30

Time tick

W
ea

lth
/L

or
ry

 (
m

on
et

ar
y 

un
its

)

(d) Wealth per lorry

0.2 0.6 1 1.4 1.8
x 104

3

5

7

9

x 10−2

Time tick

W
or

ki
ng

 lo
rr

ie
s/

A
ll 

lo
rr

ie
s

(e) Working lorries ratio

Fig. 3.8: Load transportation scenario, an unstable system. All the metrics ex-
cept “number of lorries” reach a stationary distribution. The system is therefore

considered unstable.
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A Stable System

The previous experiment was rerun keeping the initial conditions the same with the
exception of the intercity connectivity percentage. It was raised from 40% to 90%.
This way, the map was more homogeneous.

Full details about the parameters of this experiment are shown in Table 3.11. The
results obtained are shown in the graphs in Figure 3.9.

Simulation Parameters
Number of runs 20,000
Number of lorries 100
Number of cities 500
Connectivity 90%
Tax period 5 days
Tax amount 2
Initial wealth 10
Generation wealth 50
Destruction wealth 0
Load generation frequency 1 load every 3 days
Load reward 3
Max loads in city 5

Table 3.11: Load transportation scenario, a stable system: Experiment parameters.

(a) t-test for equality of means

Significance Level 0.05
Sample 1 Sample 2

Mean 442.1032 442.0002
Variance 130.6010 124.5572
Observations 4001 4001
DoF 8000
t stat 0.407763224
P(T ≤ t) 2-tail 0.683458432
t crit. 2-tail ±1.960261216
t stat in crit.region No
Accept H0 Yes

(b) F-test for equality of variance

Significance Level 0.05
Sample 1 Sample 2

Mean 442.1032 442.0002
Variance 130.6010 124.5572
Observations 4001 4001
DoF 4001 4001
F stat 1.048522604
F crit. 2-tail lower 0.939893954
F crit. 2-tail upper 1.063949817
F stat in crit.region No
Accept H0 Yes

Table 3.12: Load transportation scenario, a stable system: Statistical analysis on the met-
ric “number of lorries”. As the original hypotheses are both accepted, we conclude that the two

samples come from the same distribution.
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Fig. 3.9: Load transportation scenario, a stable system. All the characteristic
metrics reach stationary distributions. The system is therefore considered stable.

The graphs depict a fairly stable system. This observation is verified using statis-
tical hypothesis testing on the characteristic metrics which compared the last 4000
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rounds to the 4000 rounds before those. Table 3.12 shows the tests performed on the
metric “number of lorries”.

Introducing Perturbations

The initial conditions for this experiment are the same as those for the previous ex-
periment where the system was stable. This time, at time tick 4000, the minimum
wealth a lorry has to have in order to be able to generate a new lorry is increased
from 50 monetary units to 5×107 monetary units, keeping all other parameters the
same. The parameters of the experiment are presented in Table 3.13. The graphs
associated to the experiment are shown below in Figure 3.10.

Simulation Parameters Perturbation Parameters
Number of runs 20,000 Start shock at tick 4000
Number of lorries 100 Shock duration (ticks) 1
Number of cities 500 Parameter to shock Generation
Connectivity 90% wealth
Tax period 5 days Shock magnitude (%) 108

Tax amount 2
Initial wealth 10
Generation wealth 50
Destruction wealth 0
Load generation frequency 1 load every 3 days
Load reward 3
Max loads in city 5

Table 3.13: Load transportation scenario, perturbation 1: Simulation and per-
turbation parameters.

This perturbation will naturally cause the frequency of new lorry generation to
decrease. Due to the decrease in the number of lorries, there are more jobs for the
remaining lorries to carry out; therefore the working lorries ratio increases dramat-
ically, as is the wealth per lorry ratio and the loads per lorry ratio. However, the
remaining lorries do not seem to be enough to cope with the number of loads that
are generated in the system. As a result, the carried loads ratio drops after the per-
turbation occurs. It was shown in the previous experiment that the system is stable
under those specific initial conditions. It is evident from the graphs that the load
transportation system was driven to instability as a result of the shock that was in-
jected. In this instance, a perturbation caused an originally stable system to become
unstable. In another experiment that was performed it was shown that it is possi-
ble for the opposite to happen, i.e. a system which is initially unstable can become
stable after it has suffered a perturbation.
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Fig. 3.10: Load transportation scenario, perturbation 1. The perturbation intro-
duced at round 4000 causes the system to destabilise.

The simulation was started with the same initial parameters as the experiment
for the unstable system shown above. A shock was injected at time tick 4000. The
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maximum number of loads in each city was decreased by 80%. The parameters for
this experiment are shown in Table 3.14 and the graphs associated to it are shown in
Figure 3.11.

As there are now fewer loads in the network of cities, there are fewer jobs for
the lorries, hence the decrease in the number of lorries. Consequently, the remain-
ing lorries have a greater workload to cope with. This is apparent in the graph that
shows the loads per lorry. This ratio was fluctuating around 50% before the pertur-
bation was introduced and is fluctuating around 57% after. The working lorries ratio
increases from 42% to 88%.

Simulation Parameters Perturbation Parameters
Number of runs 20,000 Start shock at tick 4000
Number of lorries 100 Shock duration (ticks) 1
Number of cities 500 Parameter to shock Max loads
Connectivity 40% in city
Tax period 5 days Shock magnitude (%) 80
Tax amount 2
Initial wealth 10
Generation wealth 50
Destruction wealth 0
Load generation frequency 1 load every 3 days
Load reward 3
Max loads in city 5

Table 3.14: Load transportation scenario, perturbation 2: Simulation and per-
turbation parameters.

The load transportation system seems to work much more efficiently after the
injection of the shock, as the carried loads ratio is boosted from 15% to 30%. In
addition to all these, statistical hypothesis testing confirms that after the system has
recovered from the shock, the metrics examined all fall in stationary distributions.
Therefore, it is deduced that there is significant evidence that after a small transient
phase the system is stable. This experiment demonstrated how an unstable system
could be driven to stability after a perturbation has disturbed it.
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Fig. 3.11: Load transportation scenario, perturbation 2. The perturbation intro-
duced at round 4000, makes the characteristic metrics to fall in equilibrium distri-

butions.
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3.4.3 Virus Spreading Model

Setting

This model represents a network of nodes arranged in a 2D lattice array. The nodes
can suffer from partial or total infection, and can also infect their neighbours. In
addition, there is a species of antiviral agents, that traverse this network and can
“disinfect” the nodes, at the cost of their own strength.

The whole arrangement is modelled after the immune system of living organisms,
but can loosely be applied to a network of interconnected computer hosts that suffer
from computer virus infections, as well as mobile agents that roam the network in an
effort to stop the spread of the computer viruses. The whole experiment is monitored
graphically on a 2D canvas in real time. New infections occur at random points in the
network but can also be generated dynamically by the experimenter by clicking on
the desired point on the canvas with the mouse. Each node’s infection is determined
by a “level of infection” parameter that can vary continuously between 0 for an
uninfected node and 1 for a fully infected node. Figure 3.12 shows a screenshot of
the system with a legend shown in Table 3.15.

Fig. 3.12: A screenshot from the virus spreading simulation running.
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Infected node
Antivirus walking randomly about the canvas (pa-
trolling mode)
Antivirus walking towards a specific destination. This
can interrupt its journey when called by a peer to fight
a virus. (travelling mode)
Antivirus on alert (on alert mode)
Canvas (uninfected/healthy node)

Table 3.15: Virus spreading scenario legend.

Interaction

Viruses are generated on random locations of the canvas every certain amount of
rounds. Viruses spread to adjacent nodes if not attacked by an antiviral.

An antiviral can be in one of three modes at a time in this scenario. In the first
mode it walks randomly about the canvas (patrolling mode), jumping from one lo-
cation to another. In the second mode, it chooses randomly a specific destination
and walks towards that location (travelling mode). Antivirals in either of these two
modes will call for help whenever they come across an infection. Only antiviral
agents in the second mode that are located within a certain radius (to which we refer
as the alert radius) from the point the infection was encountered will be called to
help. These will change their mode from “travelling” to “on alert” (the third mode
an antiviral can be in). While “on alert” an antiviral travels to the destination where
the infection was spotted and cannot be called for help elsewhere. As soon as it
reaches the destination, it goes into patrolling mode. When an antiviral has been in
patrolling mode for a set amount of time, it then switches to travelling mode.

Antivirals have a health attribute and nodes have a level of infection,2 as men-
tioned above, associated with them. These are the factors that determine who is the
winner in a battle between a virus and an antiviral.3 An antiviral is destroyed when
its health attribute reaches 0.

The scenario is characterised by the rate of virus creation and the rate of antiviral
production. These are the main elements that affect the model; there are setups for
which the infection dominates the canvas and others for which the antivirals manage
to control the infections generated. Other important parameters of the model are the

2 Shown on canvas in a scale from a green to red, green being “no infection” and red being “max
level of infection.”
3 int m = Math.min(health, nodeInfectionLevel);
health -= m;
panel.setInfectionLevel(row, col, nodeInfectionLevel-m);
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rate of virus spreading, the dimensions of the canvas, the initial number of antivirals
and the alert radius.

3.4.3.1 Stability Conditions

An obvious situation of stability is that in which the canvas is fully infected (all
nodes are red). This is a case of stable equilibrium from which it is not possible
to escape. In other words, in this situation the system would be stationary. Another
situation that should be considered stable, perhaps more interesting than the previ-
ous one, is that in which the total level of infection and the number of antivirals on
the canvas do not increase or decrease too much. In fact, according to the proposed
definition of stability they should both show evidence that they converge to a distri-
bution after some time the system has been running and remain in this distribution
forever.

3.4.3.2 Experiments

Unstable Systems

An experiment was set up on a 70× 100 node canvas, initially with 300 antivirals,
initially half of them in patrol and half of them in travelling mode. An infected cell
contaminates its neighbours (according to the rate of virus spreading) by increasing
their level of infection by 1

30 of its own level of infection at each time tick. New
infections start every 100 time steps at random locations on the canvas. New antivi-
rals are created every 400 time steps and the alert radius is 20 nodes. The full list of
parameters is shown in Table 3.16 whilst the graphs associated with this experiment
are shown in Figure 3.13.

Simulation Parameters
Number of runs 10,000
Number of antivirals 300
Canvas dimensions 70×100
Rate of virus spreading 1

30
Rate of virus creation 1

100
Rate of antiviral production 1

400
Alert radius 20

Table 3.16: Virus spreading scenario, unstable system 1: Experiment parameters.

The rate of antiviral production is much smaller than that of antiviral creation
and as a result the infections cannot be controlled. It is quite clear from the graphs
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Fig. 3.13: Virus spreading scenario, unstable system 1. The rate of antiviral pro-
duction is much smaller than that of virus creation, making the infections hard to

control and resulting in an unstable system.

of the two metrics that the system is unstable when run under the parameters stated
above.

In another experiment that was performed all parameters were kept the same with
the exception of the rate of antiviral creation which was made four times bigger than
that of virus creation. The parameters of the experiment are set out in Table 3.17 and
the relevant graphs in Figure 3.14.

Simulation Parameters
Number of runs 10,000
Number of antivirals 300
Canvas dimensions 70×100
Rate of virus spreading 1

30
Rate of virus creation 1

100
Rate of antiviral production 1

25
Alert radius 20

Table 3.17: Virus spreading scenario, unstable system 2: Experiment parameters.

It is evident from the graphs that the system is not stable in this experiment either.
This observation is verified by the statistical hypothesis tests. The tests performed
for the metric “total level of infection” are shown in Table 3.18. The antivirals are
still not enough to control the large area of the canvas and bring about stability.
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Fig. 3.14: Virus spreading scenario, unstable system 2. Despite the rate of antivi-
ral production being bigger than that of virus creation, the large area of the canvas

cannot be effectively controlled.

(a) t-test for equality of means

Significance Level 0.05
Sample 1 Sample 2

Mean 232.3956 80.60334
Variance 437378.4 38828.61
Observations 4001 4001
DoF 8000
t stat 13.91349079
P(T <= t) 2-tail 3.717×10−43

t crit. 2-tail ±1.960261216
t stat in crit.region Yes
Accept H0 No

(b) F-test for equality of variance

Significance Level 0.05
Sample 1 Sample 2

Mean 232.3956 80.60334
Variance 437378.4 38828.61
Observations 4001 4001
DoF 4001 4001
F stat 11.26433404
F crit. 2-tail lower 0.939893954
F crit. 2-tail upper 1.063949817
F stat in crit.region Yes
Accept H0 No

Table 3.18: Virus spreading scenario, unstable system 2: Statistical analysis on
the metric “total level of infection.” As the original hypotheses are not accepted, we

conclude that the two samples do not come from the same distribution.

A Stable System

Another experiment that was performed had significantly different parameters than
the ones described above. The canvas was considerably smaller and the initial num-
ber of antivirals was much less. Antivirals were produced a hundred times more
often than infections. The full parameters of the experiment are shown in Table 3.19
and the related graphs can be found in Figure 3.15.



48 3 Stability of Multi-agent Systems

The statistical tests (Table 3.18) show that the system this time converges to
a stationary distribution. It is apparent in the graphs that the number of antivirals
remains stationary to what it was set to initially. Even though the infections are
generated with a considerably smaller rate than the antivirals, it is evident from the
“total level of infection” graph that infection on the canvas was not minor. The fact
that the canvas is much smaller than in the previous experiments, makes it more
manageable for the antivirals to keep any infections that appear under control.

Simulation Parameters
Number of runs 10,000
Number of antivirals 5
Canvas dimensions 7×10
Rate of virus spreading 1

50
Rate of virus creation 1

100
Rate of antiviral production 1

1
Alert radius 10

Table 3.19: Virus spreading scenario, a stable system: Experiment parameters.
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Fig. 3.15: Virus spreading scenario, a stable system. The fact that the canvas is
much smaller than in the previous experiments, makes it more manageable to the

antivirals to keep any infections that appear under control.
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(a) t-test for equality of means

Significance Level 0.05
Sample 1 Sample 2

Mean 19.63059 21.33541
Variance 2450.811 2604.132
Observations 4001 4001
DoF 8000

t stat −1.516720579
P(T <= t) 2-tail 0.129376793
t crit. 2-tail ±1.960261216
t stat in crit.region No
Accept H0 Yes

(b) F-test for equality of variance

Significance Level 0.05
Sample 1 Sample 2

Mean 19.63059 21.33541
Variance 2450.811 2604.132
Observations 4001 4001
DoF 4001 4001
F stat 0.941123796
F crit. 2-tail lower 0.939893954
F crit. 2-tail upper 1.063949817
F stat in crit.region No
Accept H0 Yes

Table 3.20: Virus spreading scenario, a stable system: Statistical analysis on the
metric “total level of infection.” As the original hypotheses are both accepted, we

conclude that the two samples come from the same distribution.

Introducing Perturbations

In order to test the response of the system when its normal running is disturbed a
series of experiments was performed during which perturbations were introduced in
certain parameters. The experiments shown here were started with the same initial
parameters as the stable system described above.

For this experiment, at time tick 4000 the infection level of all the cells was set
to full (parameter “maximum level of infection”). The graphs in Figure 3.16 show
how the system responded to the shock. The parameters of the experiment are in
Table 3.21.

Simulation Parameters Perturbation Parameters
Number of runs 10,000 Start shock at tick 4000
Number of antivirals 5 Shock duration (ticks) 1
Canvas dimensions 7×10 Parameter to shock Infection
Rate of virus spreading 1

50 level
Rate of virus creation 1

100 Shock Magnitude (%) 100
Rate of antiviral production 1

1
Alert radius 10

Table 3.21: Virus spreading scenario, perturbation 1: Experiment parameters.

It is known from the previous experiment that the system is stable when run under
those specific initial parameters. It is obvious from the graphs that the perturbation
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causes a brief period of instability. When a t-test for the means and an F-test for
the variances were performed for two samples, Sample 1 and Sample 2 containing
data for time ticks 5999− 7999 and 8000− 10000, respectively, it was shown that
the system did not stabilise after the perturbation. The tests are shown in Table 3.22.
This was a case where the introduction of a perturbation causes a stable system to
destabilise.
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Fig. 3.16: Virus spreading scenario, perturbation 1. The perturbation introduced
at round 4000 destabilised the system, as is verified by the statistical analysis.

(a) t-test for equality of means

Significance Level 0.05
Sample 1 Sample 2

Mean 21.68265 22.74162
Variance 2008.611 2566.356
Observations 2001 2001
DoF 4000
t stat −0.700347142
P(T <= t) 2-tail 0.48375188
t crit. 2-tail ±1.960261216
t stat in crit.region No
Accept H0 Yes

(b) F-test for equality of variance

Significance Level 0.05
Sample 1 Sample 2

Mean 21.68265 22.74162
Variance 2008.611 2566.356
Observations 2001 2001
DoF 2001 2001
F stat 0.782670521
F crit. 2-tail lower 0.939893954
F crit. 2-tail upper 1.063949817
F stat in crit.region Yes
Accept H0 No

Table 3.22: Virus spreading scenario, perturbation 1: Statistical analysis on the
metric “total level of infection.” As the original hypotheses are not both accepted,

we conclude that the two samples do not come from the same distribution.
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In another experiment that was performed the initial parameters were kept the
same. However, a different perturbation was introduced. At time tick 4000 all the
antiviral agents that were present on the canvas were eliminated. The parameters of
the experiment are shown in Table 3.23 and the graphs associated with it in Figure
3.17.

The effect of the perturbation is obvious from the graphs. The antivirals do not
get the chance to recover from the shock. The infection spreads throughout the can-
vas and the level of infection reaches the maximum possible. The number of antivi-
rals oscillates between 0 and 1, and this is not enough to tackle the vast infection
that dominates the canvas. Unlike the previous experiment, we see that the system
stabilises shortly after the shock.

Simulation Parameters Perturbation Parameters
Number of runs 10,000 Start shock at tick 4000
Number of antivirals 5 Shock duration (ticks) 1
Canvas dimensions 7×10 Parameter to shock Number of
Rate of virus spreading 1

50 antivirals
Rate of virus creation 1

100 Shock magnitude (%) −100
Rate of antiviral production 1

1
Alert radius 10

Table 3.23: Virus spreading scenario, perturbation 2: Experiment parameters
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Fig. 3.17: Virus spreading scenario, perturbation 2. The system stabilises shortly
after the shock introduced in round 4000.
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3.4.4 The Market Demonstrator

The market demonstrator was a joint programming effort integrating the research of
all the partners of the EEII project consortium. Its aim was to help identify links and
interdependencies among the ecology properties openness [Abramov et al., 2003],
adaptability [Marques et al., 2003] and stability [Chli and De Wilde, 2003] of multi-
agent systems. Each partner programmed the part of the market demonstrator that
was related to the the ecology property they were studying. We contributed the code
supporting the stability screen, screenshots of which are shown on following pages,
as well as some code for the core of the demonstrator.

In this section, the model used for the market demonstrator is described along
with the observations from the experiments that were carried out.

3.4.4.1 Setting

The market demonstrator, is essentially a trading environment in which the agents
can interact with one another having the role of buyers or sellers in a market. The
market system environment is considered to be a set of network hosts where agents
can inhabit.

The system uses hybrid agents. Each user agent comprises static and mobile
components, referred to as static and mobile agents. The static agent stays on a
host and can generate mobile agents to interact with other static or mobile agents.
This way, in each host can reside several agents, which can be all buyers, all sellers
or mixed.

The static agents have decision support capabilities in order to help users to per-
form trading tasks or to work in an autonomous way on behalf of a user. The mobile
agents can search the world looking for products to buy, or may travel advertis-
ing products to sell. These agents are also used to share the knowledge held by the
corresponding static agent among other static agents in a voluntary basis.

The mobile agents can access information centers associated to hosts and their
residents. The information provided includes:

• identification
• trader’s role (buyer or seller)
• products traded

The information collected by the mobile agents is provided to the dispatching
static agent to give it a picture of the trading world. Therefore, whenever for ex-
ample, a buyer static agent wants to buy a specific product it can focus its main
search effort on hosts where there is previous information about sellers that trade
the product.

Static agents can share some of their knowledge when they talk with mobile
agents, by giving and receiving data about the market. The amount and type of the
knowledge exchanged is dictated by the level of openness [Abramov et al., 2003] of
the system. The knowledge transferred is not necessarily specific about a product.
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Mobile agents do not have the same knowledge about the market their corresponding
static agents possess, but they are provided with some of that knowledge so they can
exchange information with the other static agents. The information collected from
the environment by a mobile agent is provided to its static agent on the return of a
trip to the market and is integrated with the previously existing data.

Sellers adjust the prices based on supply and demand law principles. They set
the price based on the flow of traded products they manage to sell. If products sold
are less than a defined reference value the profit margin is reduced. On the contrary,
whenever the number of sold products is high then the profit margin is increased.
The price adaptation mechanisms are defined by the seller adaptation model [Mari-
ano et al., 2003; Marques et al., 2003].

Any badly performing agent will be eliminated from the system. Sellers will be
removed whenever their profit is below 2% and buyers will be removed whenever
their performance is below 0.5. After a static agent’s removal, there is a time period
after which it is replaced, with a certain probability, by a new one. The parameters
pertaining to the selling and buying process of the new agent are randomised. The
other parameters of the agent do not change. The agent starts with a new wealth
amount.

A detailed analysis of the market algorithm can be found in the documentation
which accompanies the market demonstrator [Mariano et al., 2003].

3.4.4.2 Stability Conditions

Stability analysis studies how the market system evolves along time. In order to
achieve this, a couple of metrics that characterise the system are monitored. These
are the tasks executed per trader and the the wealth per trader. Real-time graphs for
these metrics are shown in the stability screen of the market demonstrator.

If the market system is stable then the system state will reach a stationary dis-
tribution. Metrics such as the tasks per trader and the wealth per trader will reach
such a distribution as well. However, the graphs are not enough to check if this has
happened. This is the reason statistical hypothesis testing is used.

3.4.4.3 Experiments

In order to explore the parameter space, a large number of experiments was per-
formed for as many combinations of initial parameter values. It is not possible to
perform perturbations in the market demonstrator.

For both metrics two samples of size 50 each were taken. One is made up of the
latest 50 values of each metric and the other contains the 50 values before those. At
each time step we calculate the values of the t-test for the equality of means and the
F-test for the equality of variances. If none of them lies in the critical region after
a while, then we may say that the metric has converged to a stationary distribution.
At the 5% significance level, for two samples of size 50 each, the critical region for
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(a) An unstable system. Neither of the metrics has converged
to a distribution.

(b) An unstable system. Wealth per Trader has not converged
to a distribution.

Fig. 3.18: Market demonstrator. Snapshots of the stability screen depicting unsta-
ble systems.

the t-test is T ≤ −1.98 and T ≥ 1.98 whereas the critical region for the F-test is
F ≤ 0.57 and F ≥ 1.75.

When both metrics are shown by the statistical tests to have converged to a sta-
tionary distribution then we may say that the system is stable.

Figures 3.18 and 3.19 show a set of snapshots of the stability screen during some
experiments performed.
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(a) An unstable system. Tasks per Trader has not converged
to a distribution.

(b) A stable system. Both metrics have converged to a distri-
bution.

Fig. 3.19: Market demonstrator. Snapshots of the stability screen depicting an
unstable and a stable system.

3.4.4.4 Discussion

For some of the experiments performed, the system showed evidence of instability,
i.e. the two metrics never converged throughout the running of the simulation. For
many of the combinations of initial conditions, however, the system metrics even-
tually converged but only after a long period of instability. In fact, in experiments
when the agent adaptability was enabled, periods of convergence were succeeded
by periods of instability before the system permanently converged. We conjecture
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that agent adaptation led to constant change of conditions in the system until a final
equilibrium was reached.

Another remarkable interdependency relation was observed when experiments
with varying levels of openness [Abramov et al., 2001, 2003] were performed. The
higher the openness levels the faster the characteristic metrics converged to equilib-
rium distributions. Especially, for levels of openness greater than 60% most of the
combinations of initial conditions led to stable systems. This is an indication that
increasing openness is bound to increase stability.

More work is needed in order to fully investigate the effects that global system
properties such as adaptability and openness might have on the stability of a multi-
agent system.

3.5 Conclusion

3.5.1 Limitations and Future Work

Our current methodology depends on analysing a multi-agent system through a
number of metrics that are representative of its state. The process of finding these
metrics at the moment is purely based on our intuition and understanding of the
system.

In the future we would like to develop a formal way of discovering the most
descriptive metrics of the systems we study.

While this project has provided considerable insight to the stability of ecosys-
tems, it has unveiled a number of paths that deserve further investigation. Hopefully
this work will lay the groundwork for further research in the area.

3.5.2 Achievements

This work has been a study of the concept of stability of ecosystems. We began by
evaluating definitions of stability that already existed in well-established fields of
mathematics. We then explained the reasons these definitions are not suitable for
application in the context of multi-agent systems and ecosystems. Subsequently, we
proposed a definition of stability which is the only one which is relevant to multi-
agent systems with a varying number of agents and is supported by the mathematical
framework of stochastic systems.

The study included the design and development of two experimental multi-agent
platforms which we analysed, with the intention of illustrating the validity of our
definition. Moreover, we introduced statistical hypothesis testing as a means of ap-
plying our definition analytically to quantify the stability of complex multi-agent
systems.
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The study of interdependencies between ecology properties using the market
demonstrator unveiled the effect adaptability and openness of the agents have on
the stability of a multi-agent system. Agent adaptability led to changing conditions
and eventually delayed the convergence of the system. On the other hand, openness,
the degree to which agents were willing to exchange information between them, led
to faster convergence. This result motivates the work described in the rest of the
book. In Chapter 4, agents in a market environment are allowed to adapt and deter-
mine themselves whether they will be open to exchange of information and at which
degree. It is shown that a straightforward set of assumptions is enough to give rise
to exchange. In addition, knowledge exchange is shown to increase the efficiency of
the market.



Chapter 4
The Emergence of Knowledge Exchange:
An Agent-based Model of a Software Market

Abstract We investigate knowledge exchange among commercial organisations,
the rationale behind it and its effects on the market. Knowledge exchange is known
to be beneficial for industry, but in order to explain it, authors have used high-level
concepts such as network effects, reputation and trust. We attempt to formalise a
plausible and elegant explanation for how and why companies adopt information
exchange and why it benefits the market as a whole when this happens. This expla-
nation is based on a multi-agent model that simulates a market of software providers.
Even though the model does not include any high-level concepts, information ex-
change naturally emerges during simulations as a successful profitable behaviour.
The conclusions reached by this agent-based analysis are twofold: (1) A straightfor-
ward set of assumptions is enough to give rise to exchange in a software market. (2)
Knowledge exchange is shown to increase the efficiency of the market.

4.1 Introduction

The growth of the Internet as a medium of knowledge exchange has stimulated a
lot of scientific interest originating from various disciplines. The willingness of in-
dividuals, organisations and commercial firms to share information via the Internet
has been remarkable. In some sectors such as scientific research, the communication
of newly acquired knowledge and expertise in a field is considered vital for their ad-
vancement. On the other hand, in other sectors, the benefits of such exchanges may
not be obvious. For instance, it might even be considered damaging for pharma-
ceutical companies to make public any innovations generated by their research and
development (R&D) process. In spite of this view, exchange of intellectual prop-
erty in some industries occurs quite frequently and in various different ways. These
include the forming of strategic partnerships, the participation in open source soft-
ware projects and the publication of scientific papers by research labs that are part
of commercial companies.

M. Chli and P. De Wilde, Convergence and Knowledge Processing in Multi-Agent Systems, 59
Advanced Information and Knowledge Processing,
c© Springer-Verlag London Limited 2009
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We study the knowledge exchange that occurs in the software industry. In partic-
ular, we focus on analysing the rationale behind this exchange as well as its effect
on the industry. The complexity of software requirements is a characteristic that dis-
tinguishes the software market from others. However, the findings of this work may
be relevant to other industries as well. This effort fits within the framework of the
digital business ecosystem (DBE) project. The DBE project is an attempt to develop
a distributed environment which will interlink European small and medium enter-
prises (SMEs) that are software providers and foster collaboration between them.

Our broader interest lies in understanding the dynamics of ecosystems (see Chap-
ter 3 and [Chli et al., 2003; De Wilde et al., 2003; Yamasaki and Ushio, 2002]). Fur-
thermore, we are interested in analysing the global system properties which emerge
from the interactions that occur in a market ecosystem. We have been using tech-
niques from agent-based modelling to simulate the DBE environment. The main
aspects of the DBE market are captured in a model where the SMEs are agents with
bounded rationality. This model is then studied using simulations of various settings,
and a number of observations are made. One of the most interesting observations is
that exchanges between the agents similar to the ones that happen in real-life arise
in the system. This behaviour emerges in the market even though the model does not
explicitly account for social issues of trust, network effects or managerial strategies.

The chapter is organised as follows. The following section gives an insight to
the digital business ecosystem project and the characteristic of the market that will
be developed. In Section 4.3 we sketch the background of this work, namely we
review the types of exchanges that occur in markets, giving particular attention to
the software market. Section 4.4 details the model used for the investigation carried
out. Section 4.5 analyses the experiments performed and the results produced and
Section 4.6 concludes.

4.2 Digital Business Ecosystem

In this section we give a brief overview of the digital business ecosystem project,
highlighting its aims and motivation. The characteristics of the end-product are
identified and special attention is given to the efficiency of the market that will be
formed.

4.2.1 A DBE Economy

It is stated in Luck et al. [2003] that virtual organisations make dynamic coalitions
of small groups possible. In this way the companies involved can provide more
services and make more profits. Moreover, such coalitions can disband when they
are no longer effective. At present, coalition formation for virtual organisations is
limited, with such organisations largely static.
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The overall goal of the DBE project1 [DBE, 2002] is to launch a new technol-
ogy paradigm for the creation of a digital business ecosystem that will interlink
SMEs and especially software providers. The project is encompassed by the Eu-
ropean Union’s initiative to become a leader in the field of software application
development and to strengthen its SME industry. An open source distributed en-
vironment will support the spontaneous evolution, adaptation and composition of
software components and services, allowing SMEs that are solution and e-business
service providers to cooperate in the production of components and applications
adapted to local business needs. This will allow small software providers in Europe
to leverage new distribution channels providing niche services in local ecosystems
and extending their market reach through the DBE framework. Easy access and large
availability of applications, adapted to local SMEs, will foster adoption of technol-
ogy and local economic growth. It will change the way SMEs and EU software
providers use and distribute their products and services.

The main objective of this work, which was carried out as part of the DBE
project, was to study the properties of this new type of market. It is clear that the in-
teractions and exchanges between the SMEs within the digital business ecosystem
environment will have an effect on the dissemination of information and subse-
quently to the efficiency of the market.

4.2.2 Market Efficiency

Within the environment of the DBE, business alliances, networks and supply chains
require much less effort to be formed. This will promote cooperation and easier
dissemination of information between the member SMEs. On the other hand, com-
petition for a share of the market between SMEs will become more direct. It is to
be hoped, that these factors will raise the levels of efficiency in the DBE market in
comparison to a traditional market. While these aspects of the DBE are very inter-
esting and the subject of future research, this work studies how market efficiency
is affected by the exchange of information between SMEs. The experiments carried
out on our model, confirm that as the agents engage in more information exchanges
between them, with time the market efficiency of the system rises.

Efficient markets theory, as proposed by [Fama, 1970], is a field of economics
which seeks to explain the operation of an asset market. Specifically, it states that
at any given time, the price of an asset reflects all available information [Bodie
et al., 2002; Damodaran, 2001]. The efficient market hypothesis implies that it is
not generally possible to make above-average returns in the stock market over the
long term by trading lawfully, except through luck or by obtaining and trading on
inside information.

The DBE environment is different from an asset market, so the definition of ef-
ficiency needs to be modified, retaining the spirit of the efficient market hypothesis.

1 The web page of the project can be found at www.digital-ecosystem.org.
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In the model of the DBE used in this work, the market is driven by demand which
is fixed and unaffected by the supplied DBE services. In this case the market is
efficient if, at any given time, the supply of a service reflects all available informa-
tion. This means that the services supplied are such that they satisfy the underlying
market needs optimally. In other words, the SMEs are not concentrating on cater-
ing for some needs while others are left unsatisfied. In an efficient DBE market, all
the needs will be satisfied evenly, assuming that there is equal demand for each of
them. To draw a parallel between the traditional definition of an efficient asset mar-
ket and the proposed definition for the efficiency of the DBE market, consider the
following. In an inefficient asset market, a trading agent can earn excessive returns
by buying a particular stock which she believes to be undervalued. Similarly, in an
inefficient DBE market a company may make excessive profits by satisfying a need
which it knows is not sufficiently satisfied. To invert the argument, in an efficient
asset market, asset prices adjust instantaneously and in an unbiased fashion to pub-
licly available new information, so that no excess returns can be earned by trading
on that information. Similarly, in an efficient DBE market, the supply of services
will adjust immediately to any arising information about the underlying needs.

Cooperation, symbiosis [Jing et al., 1999; Eguchi et al., 2006] as well as the
efficiency [Sysi-Aho et al., 2004; Savit et al., 1999] of adaptive multi-agent systems
has been studied in the context of the simple games. In Sysi-Aho et al. [2004] no
verifiable definition of efficiency is given, whereas in Savit et al. [1999] the system
is considered to be in an efficient market phase when all information that can be
used by the agents’ strategies is traded away, and no agent can accumulate more
points than an agent making random guesses would. In the work presented in this
chapter, market efficiency, cooperation and competition are studied in the context of
a more realistic economic market.

4.3 Background

In this section we list a number of ways in which exchange of knowledge between
companies happens in a market, and the rationale for each of them is briefly re-
viewed. As this work focuses on SMEs that are software providers, we survey the
key characteristics of the software industry and the exchanges that take place in this
particular market.

4.3.1 Exchange in Economic Markets

In an economic market there are many ways in which the firms engage in exchanges
between them. These include the forming of strategic partnerships, the participation
in open source software projects and the publication of scientific papers by research
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companies such as HP Labs and Microsoft Research. In the discussion that follows
we will briefly examine the rationale behind these different forms of exchange.

For a strategic partnership to be formed, the partners must mutually benefit from
the experience, expertise and talent that all the parties bring to the partnership. There
usually is an immediate worthy goal or objective that the partners concerned wish to
achieve. For instance, they may wish to operate in a new market, or to bring about
a change of leadership in the industry they operate in. Hagedoorn [2002] reports a
dramatic rise especially in R&D partnerships, over the past 40 years. These partner-
ships are mostly limited-time project based collaborations as opposed to long-term
alliances. The main motives behind them are reported to be related to cost-cutting
as well as risk minimisation whilst the partners attempt to enter new technological
areas.

There are a number of reasons behind outsourcing of some operations of a com-
pany. Most of these focus on cost management, and revolve around the ability to
leverage an outsourcing agent’s resources – people, process, infrastructure and in-
tellectual property. Economies of scale can bring significant cost savings in each
of these areas especially when the companies concerned are small to medium size
(SMEs) [Narula, 2004].

Recent economics and management research has studied the phenomenon of
commercial firms contributing to open source projects. The main motive indicated
by these analyses is strategic [Grand et al., 2004], as set out in more detail in Sec-
tion 4.3.2 where the specifics of the software industry are analysed. This seems to
be consistent with the fact that it is not the leaders in the industry who engage in
open source development, but the followers.

Another form of exchange, which at first might seem counter intuitive, is the
publication of scientific papers containing the findings that the research commercial
companies perform. It may be argued that it would be in the interest of those com-
panies to keep their innovative work to themselves. Another argument, however, is
that by publicising their research they invite others to endorse it, add to it and in
effect advance it further. Then, they can use the knowledge acquired by this process
to better their products.

The model of a software market that we propose as part of this work is simple
in the sense that the agents/firms do not have the ability to reason about complex
situations. They cannot make decisions to operate in new markets, or form part-
nerships in order to change the leadership in the industry. They are not equipped
with an understanding of operational costs or of the concept of outsourcing and they
cannot devise strategies to undercut their competitors. However, they operate in a
capitalistic economy where the best of them succeed whilst the worst perish. They
are thus equipped with a simplistic mechanism of reinforcement learning, i.e. being
rewarded or punished for choices that prove to be good or bad, respectively. When
given the opportunity to engage in exchange of services between them, they learn
with time under which circumstances this is beneficial to them and they proceed
with it without ever being biased by external factors towards exchanging.
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4.3.2 The Software Industry

Complexity is a key characteristic of software which distinguishes the software in-
dustry from others. Typical software products carry a large number of features, with
innumerable [Bessen, 2006] interactions between them. For a program to be suc-
cessful in the market, it is necessary that it has the right set of features to satisfy the
customer base and that these features operate successfully together.

The market of proprietary software providers/publishers is dominated by large
companies, not SMEs. Microsoft Corporation holds the lion’s share in the software
market with companies such as Oracle, IBM, Hewlett-Packard and Sun follow with
smaller shares.2

At the same time, the open source3 movement has been quite successful in de-
veloping relatively complex software products such as Linux, Apache or sendmail
that are serious competitors of well-established proprietary software [Schmidt and
Schnitzer, 2003]. Networks of thousands of volunteers have contributed to these
highly complex products. This appears, as it is pointed out in Bessen [2006], to
counter the economic intuition that private agents, without property rights, will not
invest sufficient effort in the development of public goods because of free-rider ex-
ternalities.

Lerner and Tirole [2002] justify the volunteers’ motivation for contribution to the
open source movement as an opportunity to “signal their quality”. In other words,
the volunteers believe it will enhance their career prospects, as the names of the
contributors are always listed in open source projects. Other individual motivations,
such as altruism or opportunity to express creativity, are also mentioned.

It is important to point out that in recent years, open source projects have not
only received contributions by individuals. There have been organised efforts by
firms such as Sun, IBM and others that have endorsed such projects. A survey by
Bonaccorsi and Rossi [2004] which was conducted among firms, as well as the ac-
count of Gabriel and Goldman [2002] of Sun Microsystems and Grand et al. [2004]
list strategic reasons behind the motivation of firms to contribute to open source
projects. These reasons include efforts to undercut rival products, gaining a wider
tester base for their own products, initiating a gift economy culture between the firm
and the open source developer community (where the firm provides the software for
free and the community provides debugging or more source code in return) and
giving out the software to clients in order to charge for its maintenance and support.

Previous work in this area includes that of Johnson [2002] and Bessen [2006]
who have used mathematical models to explain the emergence of the open source

2 The information reflects the year 2002–2003 and was obtained from IBIS World, a strategic
business information provider.
http://www.ibisworld.com/snapshot/industry/default.asp?page=industry&industry id=1239
accessed on 27/05/2005.
3 In open source software, the source code for a program is made open and available for anyone to
screen. There are different open source licenses which prescribe what one is allowed to do with the
source code e.g., screen it, interpret it, make changes etc. This is in contrast to proprietary software
licenses where the source code is protected by property rights against modification.
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initiative. Johnson focuses more on analysing the individual motives and establish-
ing the relationship between the size of the developer base and whether the devel-
opment goes on. On the other hand, Bessen concentrates on the firm motives for
participation in open source initiatives. Bessen models software as a bit string, each
bit being a certain feature of the software. In this way the notion that the number
of combinations of features grows exponentially with the number of features is cap-
tured, depicting the complexity the software can have. He compares open source de-
velopment with proprietary, prepackaged provision of software and concludes that
the two complement each other, recognising that they serve different groups of cus-
tomers. The latter suits customers with standard, noncomplex software needs, while
the former serves customers who have software development capabilities and who
need more complex software products.

Bonaccorsi and Rossi [2003] have designed a multi-agent system simulation with
which they explore the circumstances for adoption of open source software. They
also conclude that proprietary and open source software will coexist in the future.
Their model of the diffusion of the two competing streams of software production
takes into account issues such as the effect of advertising, network externalities and
achievement of critical mass as in Loch and Huberman [1999].

The stylised model presented in this work simulates a market in which the com-
panies try to satisfy a set of underlying software needs with the services that they
develop. The companies follow simple, high-level rules imposed by a capitalistic
economy. Interestingly, exchanges between the agents similar to the ones that hap-
pen in real software markets, arise in the system. This behaviour emerges in the
system even though we have avoided modelling issues such as social or strategic
motives of the contributors or network effects.

4.4 An Agent-based Model of the DBE

4.4.1 Agent-based Modelling

A new generation of computing techniques analysed in Goonatilake and Treleaven
[1995], commonly known as “intelligent systems”, has been applied to a variety
of financial and business modelling tasks. These techniques include genetic algo-
rithms, neural networks, dynamical systems models, expert systems, rule induction,
fuzzy systems and hybrids of these techniques.

Agent-based modelling has been recently used in economics research work to
study models of markets, e.g. the Santa Fe artificial stock market [LeBaron, 2002;
Bonabeau et al., 1999], and their characteristics [Kirman and Vriend, 2001], in
computing-economics interdisciplinary work to study information economies of au-
tonomous agents [Kephart et al., 1997; Kephart, 2002; Griffiths and Luck, 2003; De
Wilde, 2004; Sim and Wong, 2001] and business processes [Huang, 2001], in so-
cial sciences to study emergent behaviour [Epstein, 2002], issues of trust [Falcone
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and Castelfranchi, 2001] and to perform syndromic behaviour surveillance [Carley
et al., 2006] and in other disciplines.

Much research in multi-agent systems explores how refinements to one agent’s
reasoning can affect the performance of the system [Brenner, 2004]. Significant ef-
fort has been directed towards formally defining emergence in agent-based systems.
According to Bar-Yam [2004] a strong emergent property is a property of the sys-
tem that cannot be found in the properties of the system’s parts or in the interactions
between the parts. Additionally, in Van Dyke Parunak et al. [2004] the notion of
universality is studied: systems whose elements differ widely may have common
emergent features.

Agent-based modelling according to Tesfatsion [2005] “is a method for studying
systems exhibiting the following two properties:

1. the system is composed of interacting agents; and
2. the system exhibits emergent properties, that is, properties arising from the inter-

actions of the agents that cannot be deduced simply by aggregating the properties
of the agents.”

In models such as the one proposed below, where the interaction of the agents is
determined by past experience and the agents continually adapt to that experience,
mathematical analysis is typically very limited in its ability to derive the dynamic
consequences. In this case, agent-based modelling may be the only practical method
of analysis.

We follow a “bottom-up” approach, after a brief overview of the methods used in
Section C which follows, in Sections 4.4.2 and 4.4.3 we describe the first principles
of agent behaviour and in Section 4.5 we analyse the macro-properties emerging
from the agent interactions.

4.4.2 The Setting

In this section, the model used for the simulation of the DBE environment is set out.
SMEs are modelled as agents in a multi-agent system. The services the SMEs pro-
vide are modelled as bit strings in the same manner software services are modelled
in Bessen [2006], each bit symbolising a feature of the service. Finally, the under-
lying market is modelled by a set of requests (market needs) which are exogenous
and are generated randomly. A request is a bit string of the same size as a service
bit string.

Each SME has a population (or portfolio) of services. This population is not
static throughout the lifetime of the SME. If a service is successful, the SME tends
to add similar services to the portfolio while an unsuccessful service is usually dis-
carded. The whole process is modelled quite elegantly by a genetic algorithm (GA)
within the portfolio which involves mutation and crossover with survival of the
fittest. Through this population each SME can choose which request it will try to
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satisfy. The genetic algorithm represents the R&D businesses perform in order to
improve their services. An overview of genetic algorithms is given in Appendix C.

The use of genetic algorithms is a natural and simple way to model R&D, with
minimal assumptions. However, other algorithms can be used in place of the GA to
model R&D. The GA captures the following characteristics:

1. trying to find a solution to a particular problem,
2. using a population of possible solutions.

Any other method that can capture the above two characteristics may be used in
place of the GA.

The objective of an SME is to increase its fitness. Each SME maintains a portfolio
of candidate services, only one of which will be submitted to the market. Each
candidate service receives a rating according to how profitable it would be for the
SME if it was submitted to the market. This calculation is performed using the
services submitted by all other SMEs in the previous round. The rating of each
candidate service within the SME portfolio is used to: (a) decide on which service to
submit to the market and (b) evolve the best services in the portfolio (with mutation
and crossover) and eliminate the worst services.

The fitness of a service measures how profitable it is to its owner. The profitability
of a service depends on:

1. how close the service is to the market needs (service-request similarity) and
2. how many other services satisfy those needs (limited demand) .

The fitness of an SME equals the fitness of the service it offers.
In the section that follows we discuss the factors that affect the fitness (or prof-

itability) of a service.

4.4.2.1 Service-Request Similarity and Limited Demand

Assume there are m SMEs in the market, each one offering a single service. Con-
sider a service S and a request R, each represented by a bit string of fixed length.
Similarity is measured by the percentage of shared bit values between S and R, de-
noted by d(Ri,S j),0 ≤ d ≤ 1. If the market requests are R1,R2, ...,Rn, services in
the market are S1(t), . . . ,Sm(t), the fitness of a service S j(t) is

Uj(t) =
n

∑
i=0

(φ(Ri,S j(t))×ρi(t)), (4.1)

where

φ(Ri,S j(t)) = e−
1−d(Ri,S j(t))

α2 . (4.2)

The variable φ is used to parametrise the fitness landscape (make maxima more or
less pronounced), α being a shape parameter. Figure 4.1 shows the relationship of
φ with with the similarity d. The weight/discounting factor ρ is given by
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ρi(t) = min
{

1,
1

∑ j=1 φ [Ri,S j(t)]

}
. (4.3)

The variable ρ models the fact that the demand in the market is limited. When a
request is saturated (i.e. too many services try to satisfy it) then ρ < 1. Subsequently,
the fitness of the service is discounted. Otherwise, when ρ = 1 the fitness of the
service equals φ .
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Fig. 4.1: The relationship of φ with the service-request similarity d for a = 0.2. The
variable φ is used to parametrise the fitness landscape (make maxima more or less

pronounced).

The fitness of an SME is equal to the fitness of the service it submits to the
market.

4.4.2.2 Satisfaction of Requests and Market Efficiency

An additional useful measure is the degree to which a request is satisfied. This is a
metric of how saturated it is , in terms of how many services try to satisfy it and how
similar their features are to those of the request. The degree of satisfaction Qi(t) of
a request Ri at round t is given by:
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Qi(t) =
m

∑
j=1

φ [Ri,S j(t)]. (4.4)

This measure is necessary for assessing the efficiency of the DBE market. As dis-
cussed in Section 4.2.2, in an efficient DBE market all the market requests will be
equally saturated , assuming there is the same demand for all of them. Thus, we
calculate the standard deviation σ(t) of the satisfaction values of all the requests in
the market at round t. The smaller it is, the more similar to each other the saturation
levels of the requests are.

σ(t) = stdev{Q1(t), . . . ,Qn(t)} (4.5)

The mean of the saturation values will be constant due to the demand in the model
being fixed.

4.4.3 Exchange of Services

As outlined in 4.3.1 exchange of services may encompass many real-life situations
that occur in a market. These include the forming of strategic partnerships of compa-
nies, outsourcing of operations, participation in free/open source projects and others.
The setting described here is a loose model of such situations which aims to identify
the basic factors that lead to this general behaviour of exchanging. In our model, the
exchange involves selecting a set of services from one SME’s portfolio and swap-
ping them with the corresponding set of services of the other SME’s portfolio. When
a company chooses to swap a set of services, this means that after the exchange has
taken place it won’t have these services in its portfolio any more. The services in a
portfolio of a company are sorted according to their fitness (i.e. how profitable they
are to the SME that owns them). The model in its current state supports exchange
of services that are in the same rank, in the two portfolios, e.g. the 5th service in the
portfolio of one SME with the 5th service in the portfolio of the other.4

At each time tick, the SMEs need to decide whether they want to exchange some
of their services with one of the other SMEs. A statistical classification algorithm
is used to model the decision problems an individual agent faces. An overview of
statistical classification is given in Appendix C.

4.4.3.1 Exchange Decisions

Every SME has a classifier system which it uses to decide on whether they want
to exchange some of their services with one of the other SMEs. The rules of the

4 Experiments have shown that the rank of the services being exchanged is not of much signifi-
cance, assuming that services of the same rank are being exchanged, but we plan to investigate this
further in the future.
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classifier are shown in Table 4.1 below. The objective of an SME at all times is
to increase its fitness. The rules’ condition part refers to the rank of the SME in
the market with respect to the rank of its colleagues. The action part examines the
potential partner’s rank and prompts the SMEs either to engage in an exchange with
a specific type of partner or abstain from exchanging. For simplicity, the SMEs are
clustered in three5 groups according to their rank. Therefore we have upper, middle
and lower-ranked SMEs. For an exchange to take place both parties need to agree.

We experiment both with settings in which the rank is based on the fitness of each
company and others where the rank is not linked to SME performance in any way.
For example, in experiments where rank is based on SME performance, the SME
with the highest fitness will have rank = 1, whilst the SME with the lowest fitness
will have rank = number o f SMEs. On the other hand, in experiments where rank
is unrelated to performance in the market the rank of an SME may be its id number.
In Section 4.5 we analyse these experiments and present the effect the different
meanings rank may take have on the learning that occurs.

if my rank = lower then exchange with lower cluster, s1
if my rank = lower then exchange with middle cluster, s2
if my rank = lower then exchange with upper cluster, s3
if my rank = lower then do not exchange, s4
if my rank = middle then exchange with lower cluster, s5
if my rank = middle then exchange with middle cluster, s6
if my rank = middle then exchange with upper cluster, s7
if my rank = middle then do not exchange, s8
if my rank = upper then exchange with lower cluster, s9
...

...
...

Table 4.1: A few example rules of the classifier which an SME uses to decide on
what type of partner to choose for an exchange.

The classifier system operates as follows [Kirman and Vriend, 2001]. First, it ex-
amines the if part of each rule to determine and shortlist the rules whose conditions
are satisfied at a given time t. It then assigns a score b to the shortlisted rules, sk
being the strength of the kth rule:

bk(t) = sk(t)+ ε,where ε � N(0,σ). (4.6)

The rule with the highest score b becomes the active rule.
After the active rule has been executed and has generated payoff ω during the

previous round t −1, the classifier system updates its strength s:

5 Experiments have been carried out which showed that model behaviour doesn’t vary significantly
with cluster size. Three is the optimal number of clusters with respect to having a model which is
realistic enough while taking a reasonable amount of time to execute and giving us the ability to
present the results in an efficient and clear way.
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sk = sk(t −1)− csk(t −1)+ cω(t −1),where c ∈ [0,1]. (4.7)

In other words, Δsk(t) = c[ω(t −1)− sk(t −1)]. Therefore, as long as the payoff
in round t − 1 is greater than the strength of the rule on that round, the strength
will increase. If the selection of the rule led to a small payoff being generated, the
strength of the rule will decrease, making it less likely to be activated in the future.
The strength of each rule converges to some weighted average of the rewards ω
generated by the environment in response to that specific rule.

In our implementation of the model all the rules have initial strength 0. The rule
strengths are adjusted as the simulation goes on. The strength of each rule that is
activated is updated at every round using the following payoff from the external
environment: ω(t) = Uj(t)−Uj(t −1). In other words, the payoff is the difference
in the fitness of the company between the current and the previous round. The payoff
may be negative, zero, or positive according to the change in fitness.

4.4.3.2 Exchange Decisions Resolution

Once the companies that have decided to participate in an exchange have selected
the type of partner they prefer, they are teamed up accordingly. For instance, an
SME in the cluster of middle-ranked SMEs, who has decided to exchange with a
high fitness company will be coupled with a high-ranked company who wants to
exchange with a middle-ranked one. If a suitable partner is not found the exchange
does not happen. The strength of the rule that was activated in that case will still be
updated even if the transaction was not carried out. This reflects the effect choosing
a partner who is unwilling to collaborate has on the fitness of the company.

4.4.4 Discussion

The model outlined above is simple in that it has captured the main aspects of a
digital business ecosystem. It is the model of a market in which the companies try to
satisfy a set of underlying requests. They do so by producing and making available
services that are as close as possible to the specified requests. Each company has its
own R&D portfolio of services that it evolves. At each round the companies go to
the market with what they believe is the best service in their portfolio. In addition,
the companies have an option to exchange services with partners that they select
themselves.

The simplicity of the model is also inherent in the behaviour of the agents. The
agents have to find which is the best service to make available, based on the services
that were submitted to the market during the previous round. Also, they need to
decide whether and with whom to exchange their services based on their rank in
the market. These are all abstractions from reality. We do not assume any network
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effects in the market. Also, there are no indicators about value of the brand of a
company.

4.5 Analysis of the Model

In this section the experiments carried out using the model of the DBE are described.
The analysis focuses on two main findings:

1. The companies discover themselves that under certain circumstances it is bene-
ficial to them to exchange services between them.

2. Allowing exchange to take place in the market, makes for greater market effi-
ciency levels.

It is important at this point to stress that the choice to exchange services is not
a practice that is imposed by the model mechanism. Instead, it is a feature that
emerges from the classifiers as it is a gainful practice for the companies under certain
circumstances.

The model behaviour is quite general and has been observed for a very wide
range of parameters and initial conditions. The graphs and figures shown below
come from randomly selected runs of the simulation, unless it is stated otherwise.

4.5.1 Service Exchange

4.5.1.1 Exchange Decision

As described in Section 4.4.3 each agent/company uses a classifier to decide whether
or not to exchange some of its services. The decision is based on the company’s
rank in the market. Figures 4.2(a) and 4.2(b) show the average strength of the rules
of all the companies’ classifiers at the end of a simulation which lasted for 10,000
iterations. The companies are ranked according to their fitness. The fittest company
will have rank 1 whilst the least fit company will have rank equal to the number of
companies in the market. To make for less time-consuming simulations and more
readable graphs the companies are grouped into three clusters according to their
rank; so they are divided into lower-, mid- and upper- ranked SMEs. Figure 4.2(a)
was generated from a run of the simulation where the DBE market consisted of
21 SMEs, each having 20 services in its portfolio. Each service had ten features.
There were four software requests in the market, generated randomly. The run of
the simulation which produced Figure 4.2(b) had largely similar parameters, the
difference being that there were 30 services in the SMEs’ portfolios and there were
five requests in the market.

The strongest of the rules at each situation is the one which is more likely to be
activated. In other words, it is shown in Figures 4.2(a) and 4.2(b) that if a company
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belongs to the mid or lower cluster it is likely that it will choose to participate in an
exchange (preferably with a upper-ranked company) while if it belongs to the upper-
ranked cluster it will avoid engaging in any exchange activities. The graphs show
that in the less successful, lower-ranked SMEs the classifier rules that correspond
to exchange actions have higher strengths than the rule that leads SMEs not to
exchange. The opposite holds for higher-ranked SMEs, i.e. the rule that corresponds
to a not exchange action has higher strength than the exchange rules. For
mid-ranked SMEs, a rule prompting the firm to exchange is the stronger of all, but
exchanging is not always a profitable practice; the rule that leads the SME to avoid
exchanging is often stronger than some exchange rules.

The generality in the behaviour of the model is confirmed by Figure 4.2(c).
A wide range of parameters and initial conditions were varied in a total of 200 ex-
periments, keeping the number of SMEs in the market constant (21). Figure 4.2(c)
shows the average values of the SME classifiers’ strengths over those 200 experi-
ments. The general trend which emerges is that the average performing (mid cluster)
and worst performing (lower cluster) SMEs learn that it is to their advantage to ex-
change services with others while the top performers (upper cluster) learn to avoid
exchanging .

To understand better the behaviour of the system we performed experiments with
different rankings of the SMEs. Amongst the ranking methods we tested were vari-
ants of the fitness ranking, as well as rankings unrelated to SME performance alto-
gether. The results seem to indicate that information exchange emerges as long as
the ranking is in some way related to SME performance. We show in Figure 4.3(a)
the rule strengths in the case the SMEs were ranked according to fitness growth rates

ΔUj(t) = Uj(t)−Uj(t −1), (4.8)

rather than fitness itself. The graphs produced are similar in pattern to those in Fig-
ure 4.2(c). These strengths imply that the rules are significant and learning has taken
place in the system. Similar results, shown in Figure 4.3(b), were produced when
SMEs were ranked according to the N-moving average of their fitness, given by

μ =
1
N

t

∑
T=t−N

Uj(T ). (4.9)

On the other hand, in Figure 4.3(c) a typical case of a ranking that is unrelated to
SME fitness is shown. In that particular case we gave the SMEs an arbitrary ranking
that remained fixed throughout the simulation. The rule strengths indicate that no
rule is significantly more important than any other one implying that the rules are
not relevant and no learning has occurred. We also tried a completely random and
constantly changing SME ranking which produced similar results, shown in Figure
4.3(d).
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Fig. 4.2: Average exchange rule strength – 1. The graphs show the strength values of each rule
at the end of a simulation averaged out over all SMEs’ classifiers. The SMEs decide whether to
participate in an exchange of services according to their rank. The classifier each SME has is as

follows:
if my rank = lower then exchange with lower cluster, s1
if my rank = lower then exchange with middle cluster, s2
if my rank = lower then exchange with upper cluster, s3
if my rank = lower then do not exchange, s4
if my rank = middle then exchange with lower cluster, s5
if my rank = middle then exchange with middle cluster, s6
if my rank = middle then exchange with upper cluster, s7
if my rank = middle then do not exchange, s8
if my rank = upper then exchange with lower cluster, s9
...

...
...

For Figures 4.2(a) – 4.2(c) and 4.3(a) – 4.3(b) the rank of the SMEs is based on measures related to
their fitness, while Figures 4.3(c) and 4.3(d) were created for settings in which the SME rank was
unrelated to fitness. The graphs show that in settings where the rank is associated with some fitness
measure the SMEs that are further down in the rank learn that is beneficial to them to participate

in an exchange.
4.2(a) Run 1 parameters: 21 SMEs, each having 20 services in its portfolio. Each service had ten

features. There were four different software requests in the market.
4.2(b) Run 2 parameters: 21 SMEs, each having 30 services in its portfolio. Each service had ten

features. There were five different software requests in the market.
4.2(c) Average values over 200 experiments This figure confirms the generality of the behaviour
of the model. A wide range of parameters and initial conditions were varied in a total of 200
experiments, keeping the number of SMEs in the market constant (21). The rank was based on the

fitness value of the SME.
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(a) Rank based on fitness growth rate
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(b) Rank based on fitness moving average
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(c) Rank based on SME id which is random and
static throughout the simulation
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(d) Rank based on SME id which is random and
constantly changing throughout the simulation

Fig. 4.3: Average exchange rule strength – 2. The graphs show the strength values
of each rule at the end of a simulation averaged out over all SMEs’ classifiers. Each
SME decides whether to exchange services with another according to its rank. The
classifier each SME uses is explained in the caption of Fig. 4.2 and in Section 4.4.3
For Figures 4.2(a) – 4.2(c) and 4.3(a) – 4.3(b) the rank of the SMEs is based on
measures related to their fitness, while Figures 4.3(c) and 4.3(d) were created for
settings in which the SME rank was unrelated to fitness. The graphs show that in
settings where the rank is associated with some fitness measure the SMEs that are
further down in the rank learn that is beneficial to them to participate in an exchange.
4.3(a) and 4.3(b) Average exchange rule strength based on SME performance
measures. The SMEs decide on whether to participate in an exchange of services
according to their performance (fitness). In Figure 4.3(a) the performance measure
deciding the rank of the SMEs is their fitness growth rate, while in Figure 4.3(b) it
is the 20-moving average of the SME fitness. As long as the ranking of the SMEs is

performance related, information exchange always emerges as a gainful strategy.
4.3(c) and 4.3(d) Average exchange rule strength not based on SME perfor-
mance measures. In Figure 4.3(c) the SMEs decide whether to participate in an
exchange of services according to their unique id. In Figure 4.3(d) the ranking of
the SMEs is random and constantly changes. In both cases, the ranking is unrelated
to SME fitness or any other performance measure. The rule strengths indicate that
no rule is significantly more important than any other one implying that the rules

are not relevant and no learning has occurred.
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4.5.1.2 Choice of Exchange Partner

An interesting result which arose from the experiments is the choice of potential
partners for the companies who decide to exchange. In all three situations (if my
rank is upper, if my rank is mid and if my rank is lower) the
strength of the rules that prompt SMEs to exchange reveal a decreasing preference
from left to right between upper-, mid- and lower-ranked partners. That result is
entirely intuitive and confirms the validity of the model.

A result that may not be so obvious is the fact that the lower-ranked SMEs ben-
efit from exchanging even between themselves. This is reflected in the fairly high
strength of the relevant rule and it is better illustrated in Figure 4.4.

Fig. 4.4: This is an experiment that illustrates that exchange among lower-ranked
SMEs is beneficial to them. Every 400 rounds the underlying requests in the market
change. Every 200 rounds (but not when the requests change), the lower-ranked
SMEs exchanged services between them. In most instances the exchange drives the

under-performers up, in terms of fitness.

The experiment that yielded Figure 4.4 is as follows. To make for a more intelli-
gible graph, there are only six SMEs in the market and two distinct requests. Every
400 rounds the underlying requests in the market change. Every 200 rounds (but not
when the requests change), the lower-ranked SMEs exchanged services between
them. As the purpose of this experiment was to verify the finding that exchange
among lower-ranked SMEs is beneficial, the exchange was done deliberately and
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not using the classifier. As shown in Figure 4.4, in round 200 the exchange does
not upset the equilibrium too much as the SMEs have more or less the same fitness.
In round 600 the exchange drives the lower-ranked SMEs up, whilst damaging the
fitness of the others in the market. In round 1000 the exchange not only drives the
under-performers up but also causes one of them, SME1 to join the upper cluster.

The experiment described above illustrated that exchanges between low-ranked
SMEs can be highly beneficial. This is because the fusion of their portfolios may
yield services that enable them to operate in a new market segment, in other words
it may lead them to satisfy another request which was previously not catered for.
This can cause their rank in the market to improve and even bring about a change of
leadership in the industry.

4.5.2 Market Efficiency

As discussed in Section 4.2.2, the increased flow of information within the DBE,
will make it easier for the participating companies to find the right trading partners.
Consequently, it will make for greater market efficiency levels in comparison to a
conventional market (e.g. the software industry). An interesting observation which
emerged from the analysis of the simulations carried out is that allowing the SMEs
to exchange services between them, increases the efficiency further.

A DBE market is considered efficient when all the requests are equally saturated.
In an efficient DBE market, the supply of services will adjust immediately to any
arising information about the underlying requests. In other words, there is no excess
profit to be gained by an SME choosing to satisfy another request than the ones
it currently does. As mentioned in Section 4.4.2.2, the degree of satisfaction of a
request R is given by Equation (4.4). In order to assess the level of efficiency in the
market we need to calculate the standard deviation σ(t) of the satisfaction values
of all the requests in the market, as given by Equation (4.5). The smaller it is, the
more similar to each other the saturation levels of the requests are. It is important
to mention at this point that the mean of the saturation levels remains constant,
because in the model we assume equal demand for all of them, and it is equal to
number of services in the DBE

number of requests .
Figure 4.5 shows the standard deviation σ(t) of the saturation values Qi(t) of

all the requests {R1, . . . ,R4} in the market, for two different runs of the DBE sim-
ulation. Both runs had been initialised with the same parameters, for one of them
exchange between the SMEs was not permitted, whereas for the other one the SMEs
were free to exchange services with one another according to the procedure detailed
in Section 4.4.3. In order to train the classifiers used for the exchange decisions,
every 500 rounds all SMEs’ portfolios were reset to the services they had at round
0. To make comparison easier, the resetting of the portfolios was also done during
the run where exchange was not allowed. In effect, in this experiment, “history” re-
peats itself every 500 rounds. This is the reason spikes occur in the graph every 500
rounds. When exchange is permitted, the SMEs are given the chance to exchange
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services with one another at rounds 250, 750, 1250, 1750, etc. The graph shows a
period of 5000 rounds, when the classifiers have been sufficiently trained.

Fig. 4.5: Market Efficiency: We assess the level of market efficiency by plotting
the standard deviation of the saturation degrees of the requests in the DBE Market.
The smaller the standard deviation, the greater the market efficiency. The graph
contrasts these data for a situation in which the SMEs are allowed to exchange
services with one another and for a situation where exchange is not allowed. The
standard deviation of the saturation degrees of the requests is significantly smaller
when exchange is allowed, indicating a more efficient market. For classifier training
purposes every 500 rounds all SMEs’ portfolios were reset to the services they had
at round 0. In the case where service exchanges are allowed, these happen in the

middle of each cycle, i.e. at rounds 250, 750, 1250, 1750, etc.

It is evident from the graph, that when exchange of services between SMEs is
allowed, the standard deviation of the requests saturation values is considerably
smaller. In other words, the requests in the market are more evenly satisfied. This
result is quite invariant to initial conditions and parameters of the simulation. So in
the system described, not only will SMEs adopt information exchange as beneficial
to their individual progress, but it will also result in a global improvement to the
efficiency of the market. Again this is in agreement with what is observed in real
economies where open standards, publication of innovations and dissemination of
ideas lead to highly efficient markets.
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4.6 Concluding Remarks

The aim of this work has been to study the rationale as well as the effect of knowl-
edge exchange in economic markets. We focus especially on the software industry;
our findings, however, to some extent apply to other industries as well. Sharing of
information between commercial firms is considered controversial. Although it is
acknowledged that when two companies join forces to develop an innovative prod-
uct they can both benefit, sharing trade secrets is not undertaken lightly. Our main
aim has been to formalise a plausible and elegant explanation of how and why com-
panies adopt information exchange and why it benefits the market as a whole when
this happens.

An agent based model of a digital business ecosystem market has been imple-
mented to assist us in understanding the dynamics of the market mechanisms. Firms
are modelled as agents with minimal reasoning capabilities. We investigated the
properties that emerge from the agent interactions that occur in the market. Specif-
ically, we examined two key characteristics that we observed in the simulations
carried out. Namely, the fact that the agents discover themselves that under cer-
tain circumstances it is beneficial for them to exchange services and that allowing
exchange to take place in the market, makes for greater market efficiency levels.

The technological infrastructure of the DBE will facilitate the dissemination of
knowledge among the member SMEs, increasing the volume and the speed of the
information flowing in the market. As a result, it is expected that it will allow for
greater market efficiency levels in comparison to a conventional market. Admittedly,
it is difficult to compare the market efficiency of two different markets. However,
an interesting result arose when we performed simulations of the DBE contrast-
ing settings in which exchanges among SMEs were permitted with settings where
exchanges were not permitted. Exchanges among SMEs within the DBE further in-
crease the efficiency of the market, which is in agreement with the common intuition
that exchanging information is ultimately beneficial for the entire market.

The second and most important conclusion that emerged from the DBE simula-
tion is that exchanges between the agents similar to the ones that happen in real-
life arise naturally in our system. At regular time intervals, the SMEs were given
the chance to decide whether they wanted to choose a partner and swap some of
their services. The decision was taken using classifiers, which were separate for
each agent. The agents were not preprogrammed or biased in any way to engage
in exchanges. The SMEs, on their own, discovered in which cases exchanging is
beneficial for them and what type of partner is the best. Exchange is a practice that
emerges, and is not forced upon the agents.

This work does not directly advocate knowledge exchange as a means of increas-
ing profitability of software companies. Knowledge exchange, is indeed an already
existing phenomenon in industry as explained in Section 4.3.1. The results presented
merely serve as a demonstration of a parsimonious set of assumptions that give rise
to exchange in a software market. In other words, we identify the substance of this
phenomenon, ridding it from unnecessary assumptions, such as network effects,
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social issues of trust, or managerial strategies and show the minimal set of assump-
tions that allow it to emerge.



Chapter 5
Collaborative Query Expansion

Abstract The expansion of the Internet has made the task of searching a crucial one.
Internet users, however, have to make a great effort in order to formulate a search
query that returns the required results. Many methods have been devised to assist in
this task by helping the users modify their query to give better results. In this work
we propose an interactive method for query expansion. It is based on two observa-
tions: (1) documents are often found to contain terms with high information content
which can summarise their subject matter, and (2) some users are more proficient
in formulating accurate queries than others. We present experimental results which
demonstrate that our approach significantly shortens the time required in order to
accomplish a certain task by performing web searches. Furthermore, we propose a
scheme under which summaries produced from other searchers’ queries are used to
propose terms for expansion that lead to reduction of uncertainty about the type of
document required.

5.1 Introduction

The growth of the Internet and the increasing availability of online resources have
stimulated interest in the field of information retrieval. Information retrieval con-
centrates on developing algorithms to locate and select documents from a corpus of
material that are relevant to a given query. The development of online information
retrieval tools, such as search engines many of which utilise hyperlink analysis [Hou
and Zhang, 2003], has been greatly beneficial to Internet users. However, many of
the users find the current process of searching the web unsatisfactory. This dissat-
isfaction is not necessarily attributed to the search engine program as much as to
the inability of the user to formulate the appropriate query. A user has often only a
vague idea of what the relevant query terms may be and has to rely on an iterative
process in which the retrieved query results are used to formulate the next query.
Interactive query expansion, to which this chapter contributes, is an approach that
attempts to assist in this iterative process.

M. Chli and P. De Wilde, Convergence and Knowledge Processing in Multi-Agent Systems, 81
Advanced Information and Knowledge Processing,
c© Springer-Verlag London Limited 2009
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We have implemented a system which proposes to the users of a search engine
terms that could potentially enhance the search results and lead them more quickly
to the target documents. This is done by post-processing the results the search engine
produces. Terms from the text of the results are identified based on their information
content. This set of terms can serve as a summary of the different types of retrieved
documents. In Chapter 4 we illustrated how information exchange between com-
panies can be beneficial both for the companies and for the market. In this chapter
we will show how exchanges between individuals in an internet search scenario can
make for more efficient search sessions. Summaries produced from other searchers’
queries are used to propose terms for expansion that lead to reduction of uncertainty
about the type of document required.

Experiments carried out with human users have shown that the terms proposed
for expansion by our system, can significantly shorten the session of a web search.
These experiments and the results they produced are presented in Section 5.4.

5.1.1 Query Expansion

Research by Spink et al. [2001] has shown that most search engine users typically
formulate very short queries of two to three words. Such short queries lack many
useful words and do not sufficiently describe the subject that the user wants to search
on. In the same work it is suggested that web users tend to go more often from broad
to narrow formulation in queries since the most common query modification is to
add terms.

The aim of query expansion is, given the user’s initial query, to propose possible
terms to add to that query so that the quality of the retrieved results is improved.

A number of methods for performing query expansion have been developed. An
extensive review on the subject has been produced by [Efthimiadis, 1996].

Early methods involved extracting terms from thesauri which attempted to find
more suitable vocabulary as in Gauch and Smith [1991] or performed word sense
disambiguation [Voorhees, 1993]. As these proved to be labour-intensive, researchers
turned to methods such as lexical co-occurrence [Vechtomova et al., 2003] as well as
several forms of clustering [Sparck-Jones, 1971; Leuski, 2001; Loupy et al., 1998;
Khan and Khor, 2004]. Lexical co-occurrence is the process of developing relation-
ships between words based upon their co-occurrence in documents. In clustering,
documents that share a significant number of terms are grouped together and repre-
sentative words from each cluster are used for the expansion of the original query.
Several algorithms have been proposed for clustering for query expansion. For ex-
ample, in Loupy et al. [1998] a classification algorithm based on hierarchical clus-
tering is presented, while in Khan and Khor [2004] a hybrid neural network is used
to perform the clustering. Most systems, however, that used clustering for query ex-
pansion reported rather pessimistic conclusions on their performance [Efthimiadis,
1996]. The similarity of the method proposed here with the methods of lexical co-
occurrence and clustering is that the source which provides the candidate terms for
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the expansion is the set of the retrieved documents as opposed to some knowledge
structure, as is the case with the thesaurus-based approaches . As a consequence,
if the user chooses terms that do not yield results from the expected domain, the
terms a query expansion algorithm will suggest are not likely to be helpful to the
user. Coping with this situation without employing strong prior information is too
difficult and will not be dealt within this work. See Bodner and Song [1996] for a
review of knowledge-based techniques for query expansion.

In this work, it is assumed that the user provides an initial search string which
is fairly general and yields results that contain the required class of documents as a
subset.

Another method to perform query expansion, perhaps the most effective of all,
is that of relevance feedback [Robertson et al., 1986]. It has been used both as in-
teractive [Harman, 1988] as well as an automatic [Mitra et al., 1998] method for
expansion. In this method the user submits a query which yields an initial set of
results. In the interactive case, the user selects from the set of retrieved documents
those he/she believes to be relevant. In the case of automatic query expansion, the
system selects the top retrieved documents as the more relevant ones. The system
expands the query based upon the terms in the selected documents. Despite the sig-
nificant improvement in the quality of results this method produces, the research
carried out by [Spink et al., 2001] shows low use of the relevance feedback facilities
provided in search engines . The low use should not necessarily be attributed to the
interactive nature of this method. Sometimes when a user has already found a set
of relevant documents they may not wish to expand the query further. Also, rele-
vance feedback algorithms are only useful when relevant documents are returned
within the top ranked documents of the results. The method we propose does not
have this drawback as it examines a large number of the documents retrieved, much
larger than what a human user would realistically be able to examine, to propose the
discriminatory terms that will lead to the relevant documents.

More recent methods to perform query expansion involve collaboration of sear-
chers utilising mining user logs [Cui et al., 2003] compiled from the documents
the user clicks on as well as constructing user profiles [Nikravesh et al., 2002].
Preliminary results produced by these methods have been promising. The major
disadvantage, however, of the methods that rely on implicit user cooperation is the
issue of privacy [Cooley et al., 1999]. The method for user collaboration outlined
in this chapter, is non-intrusive in the sense that it does not use data associated with
the identity of the users. Performed queries are centrally stored, however, without
being associated with particular users.

Soft computing methods have recently been used in information retrieval. Ex-
amples include fuzzy query [Choi, 2003] and fuzzy grammar [Wang, 2000], which
work by attaching weights to the terms of the initial query, as well as the soft se-
mantic web [Martin and Azvine, 2003], a mesh of information linked up in a fuzzy
way so that it is easily processable by machines but at the same time efficiently rep-
resents the relationships of different notions. Additionally, there has been work that
utilises fuzzy association rules [Martin-Bautista et al., 2004] to perform query ex-
pansion. Soft computing seems a promising alternative; however the contributions
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cited above have not yet presented results that compare their performance to those
of crisp methods.

Query expansion can be performed manually, interactively or automatically. In
interactive and automatic query expansion, the candidate additional terms are pro-
vided by the system. The difference between the two methods is that for the inter-
active method the selection of the terms that are actually added to the query is a
decision taken by the user as opposed to the system as is the case for the automatic
method. Magennis and van Rijsbergen [1997] and Ruthven [2003] as well as others,
have tried to evaluate and compare the efficiency of the two methods. However, in
most of the cases, their experiments were based on simulations and not on real hu-
man users, with the exception of the “inexperienced” users experiment in Magennis
and van Rijsbergen [1997]. Nevertheless the results of the experiments showed that
interactive query expansion has the potential to be an effective technique. Even if
these results are to be disregarded, the interactive method gives more control to the
searcher who knows her utility better than any automated system.

In this chapter we present an interactive method for query expansion. It is
founded on the following facts:

1. Documents contain terms with high information content that can summarise
them.

2. Terms from queries performed by potentially more experienced searchers can be
used to complement a general query string, to optimally reduce the search space
for subsequent queries.

We demonstrate query expansion results that testify to the validity of our approach.
The rest of the chapter is laid out as follows: In Section 5.1.2 the rationale be-

hind the method of extracting discriminative terms from the retrieved documents is
laid out with Section 5.2 giving details of the metrics used to assess the informa-
tion content of each word. Subsequently, in Section 5.3 the implementation of the
system is described. In Section 5.4 the experiments conducted for the evaluation of
the quality of the discriminative terms are reported. The method for collaboration
among searchers is described in Section 5.5.

5.1.2 Discriminative Document Terms

Our fundamental observation is that documents contain discriminative words that
can summarise the document content. This is particularly true for the majority of
commercial websites whose authors try to condense the content of the page in small,
effective messages. The common characteristic of these discriminative words is the
rarity of their occurrence in the corpus of all documents in the database. Borrowing
from information-theoretic concepts, we can say that an infrequent word is normally
associated with high information content. This implies that such words are normally
very good candidates for expanding a query with the exception of two situations.
Namely, when the discriminative word is common within the set of the retrieved
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documents, although it is rare in the corpus, or it is extremely rare in the set of
retrieved documents as well as in the corpus. In the first case, that word obviously
does not carry any discriminatory power and in the second case the word is likely to
have appeared by chance.

A word which falls in one of these two situations is probably not a good candidate
for query expansion and should therefore be somehow disqualified. If this intuition
is used for expanding the query then these two extremes should be disregarded. In
the next section we formalise these intuitions and motivate the term selection model
used.

5.2 Term Value

The method proposed is to assign a weight w to each word that appears in the re-
trieved documents.

Define for a set of documents S and a term t, the set S[t] ⊂ S consisting of the
documents that contain t. Assume we are working within a corpus of documents C.
After the user submits the initial query, a set of documents R ⊂ C is retrieved. Our
basic assumption (justified experimentally in Spink et al. [2001]) is that the initial
query will be general enough to contain the required document in its results. The
goal for the system is then to produce a candidate term for expanding the query.
The user is then asked about the relevance of the candidate term t, say, and gives
back a “yes”/ “no” answer, essentially selecting between the set of documents which
contain t, R[t], and the set of documents which do not contain t, R−R[t]. We require
a good candidate term to have the following two properties:

1. The expected reduction in uncertainty as a result of the user’s choice should be
maximised.

2. It must be clear to the user, whether this term is relevant or not with the target
document.

The first property can be quantified using entropy. Before the inclusion/exclusion
of term t by the user, the required document is one of |R| equiprobable documents.
So the associated entropy of this is

Hinit = |R|×
(
− 1
|R| × log

1
|R|

)
= log |R| (5.1)

When the user is asked to include or exclude documents containing term t, entropy
will be reduced to either log |R[t]|or log |R−R[t]|. If the two possible replies are
considered equiprobable, the mean reduction in entropy caused by t will be

ΔHt = log
|R|

|R[t]|1/2 ×|R−R[t]|1/2 . (5.2)
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The second property is harder to measure theoretically and yet it is a crucial
part of the system. Used on its own, the first property will produce a multitude
of candidate terms which may provide good uncertainty reduction but which may
not be helpful to the user. The heuristic we apply here is the specificity part of the
traditional TF.IDF scheme (IDF term) which is given by

IDFt = log
|C|
|C[t]| . (5.3)

This measure is known in work by Salton and Buckley [1988] using TF.IDF to
favour rare, information-rich terms. In our case it acts as an artificial negative bias
that will eliminate possible candidate terms that happen to satisfy the first require-
ment purely by chance. A potential problem of this approach is that it may also bias
candidates towards rare, over-technical and potentially unfamiliar terms for the user.
In practice, for the document sets tested in this work this effect is minimal.

The two terms described above are combined into a single term, to which we
refer as weight w:

w(t) = ΔHt × IDFt . (5.4)

Another useful measure is that of the effectiveness of a query. For a query q and
its associated set of high-information content terms t, effectiveness e is defined as
follows:

e(q) =
1
n

n

∑
i=1

w(ti), (5.5)

An effective query is one which yields a homogeneous set of retrieved documents.
As a result, the set of high-information content terms t associated with it will have
small weights w, i.e. low discriminative power.

5.3 Implementation

In summary the algorithm for extracting discriminative document terms proceeds as
follows:

1. The user submits a query to a search engine.
2. The first K results the search engine returned are collected and parsed.
3. Stemming is performed on every term that appears in the collection.
4. The value of every term is calculated, as discussed in Section 5.2.
5. The terms are sorted according to their cost and a list of the first N of them is

presented to the user, as candidate terms for expansion.

In the rest of this section we discuss the algorithm in more detail.
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5.3.1 Initial Phase

The procedure is started by the user typing in a query. This query is then executed
by a search engine. Since our method is applied during a post-processing phase,
it can be used with any information retrieval system which returns a list of docu-
ments. The Google search engine was used during the experiments we carried out.
Stemming and stop word removal on the query were left to the search engine to do.
Subsequently, the first K result pages returned by the search engine are read in and
parsed, in order to extract from them their actual textual content lemma by lemma.
For the experiments described in Section 5.4, 200 result pages were read in each
time. Multiple occurrences of a lemma within the same document are not taken into
account.

5.3.2 Stemming

The next step is to perform stemming on the terms of the retrieved documents.
A stemming algorithm tries to reduce a word variant to its root form. The root is
the form of a word after all affixes have been removed. We have implemented a
form of the KSTEM stemmer proposed by Krovetz [1993] which works by remov-
ing suffixes from a word variant piece by piece and after each removal looks up the
reduced word in the dictionary. In our version we use WordNet, a lexical database
for the English language [Miller, 1995]. Krovetz originally used LDOCE, the Long-
man’s Dictionary of Contemporary English . The basic idea is that, if a word is in
the dictionary, this means that it has a different meaning from its root and it should
not be stemmed further. For example the verb “fought” will be reduced to “fight”
and the noun “fairies” to “fairy”, however it will not be further reduced to the word
“fair”. Additionally, the word “cooked” will not be reduced to “cook” as WordNet
recognises it in its initial form as an adjective. KSTEM has been found to improve
retrieval effectiveness over the well-known Porter stemmer [Porter, 1980] which
does not stop stemming until it reaches the root of a word [Sanderson, 1999].

This practice of reducing all the encountered lemmas to their root form ensures
that terms with the same stem, meaning and information content such as the words
“memorise”, “memorised” and “memorising” will not be counted twice in the same
document.

5.3.3 Common Word Filtering

As laid out in Section 5.2, where the term value calculation is described, an impor-
tant parameter is the information quantity of a word; a measure of its rarity in the
corpus of all documents. An alternative, simpler approach would be to employ a
stop list of very common words. While this was also seen to produce good results,
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using a database of term frequencies in the corpus and calculating the information
quantity of each encountered term is a more elegant approach that allows for smooth
filtering. A term that is quite commonly used in the corpus, but is used even more
frequently in the collection of retrieved documents is potentially one of high sig-
nificance in the domain that is being searched. It is also likely to be beneficial if
used for the expansion of the initial query. A stop list would eliminate such a word,
whereas the use of a database allows it to proceed.

In the initial stages of the implementation, the frequency statistics database used
was the Brown Corpora list of 2000 most common English words [Francis and
Kucera, 1979]. This list has been compiled from a large number of English lit-
erary texts. Although it did filter out numerous of the most common words of the
English language such as “the” and “a”, it allowed words such as “link” and “email”
to occupy the top of the lists of words suggested for query expansion for most of
the experiments carried out. As one would probably expect, the vocabulary used in
English texts found on the Internet is somewhat different to what is used in the lit-
erary texts. In order to overcome this problem, a list of common words encountered
on the Internet, similar to Brown’s had to be specially compiled from English web
pages. The employment of this list as the frequency statistics database of the system
greatly improved the results of the experiments performed.

5.3.4 Term Selection

As soon as the user has entered his or her query, the results are returned from the
search engine and all the encountered lemmas are read in; then the score is calcu-
lated for each word in the retrieved documents, as described in Section 5.2.

The user is subsequently presented with the candidate words clustered according
to the documents they appear in. The user selects the lemmas she sees fit, which are
then added to the original query with the connectives AND, or AND NOT.

This process is repeatedly applied to any subsequent set of results.

5.4 Evaluation

In order to evaluate the quality of the discriminative terms extracted, a set of exper-
iments has been carried out. Human users have been asked to perform a series of
tasks by carrying out web searches. The Google search engine has been compared
to the system we propose and a significant decrease in the length of the web search
sessions has been recorded. This section describes the experiments in detail and lays
out the results they produced.
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5.4.1 Experiments

As stated in Section 5.1.1, the algorithm proposed operates under the assumption
that the initial search string that is provided by the user of the system is fairly gen-
eral and yields results that contain the required class of documents as a subset. This
assumption is supported by research carried out by Spink et al. [2001], which sug-
gests that web users tend to go more often from broad to narrow formulation in
queries since the most common query modification is to add terms. The method we
propose will process the retrieved documents and will propose to the user a set of
words that in a way summarise the types of retrieved documents. At this stage, the
users are asked to use these terms to expand their initial query, narrow down the re-
trieved documents and eventually, after a number of iterations, isolate the required
subset of results.

One way to evaluate the system is to test the ability of the proposed algorithm
to identify discriminative words which reflect the existence of discrete subsets of
documents encapsulated in the collection of retrieved results. A method to do this
is to form queries which can be semantically interpreted in more than one way.
Such queries are expected to yield several groups of documents, each group cor-
responding to a different sense of the query. It will be interesting to see whether
the implemented system actually suggests words from the retrieved documents that
reflect those distinct meanings.

For example, when our users were given the task, “Find two websites where
several British customs are described” many of them formed the query, “British
customs”. This query can be interpreted in at least two ways. The word “customs”
may mean a “specific practice of long standing”, or it may mean “money collected
under a tariff” [Miller, 1995]. Performing a trial search on Google one may see re-
sults related to HM Customs and Excise web page, news articles that report recent
activities HM Customs have been involved with, web pages that describe British
traditions, etc. When the above query is given as input to the implemented system
and the first 200 results that Google returns are read in and processed, the first 30
suggestions the user is presented with are the following: tradition, excise, include,
carry, issue, create, HM, comment, party, condition, medium, regard, cigarette, de-
partment, duty, thousand, organisation, follow, source, parliament, soldier, country,
investigation, serve, traveller, citizen, law, drug, nation, vehicle.

The word “tradition” is included in the list representing one of the interpretations
of the query as well as the words “excise”, and “HM” which are associated with the
second interpretation. The user selects the word “tradition”. This time the user does
not need to incorporate any more terms to the query as the search engine returns
documents that are of interest to the user on the top of the first page of results.

In the experiment described above, only two iterations were enough to prune the
enormous amount of retrieved documents and to lead the user to the documents she
was looking for. Research carried out by Spink et al. [2001] suggests that the mean
and median number of queries per user session were 4.86 and 8, respectively. If
we assume that during a session a user enters an initial query, observes the results,
then modifies the original query and tries again, this statistic shows that the user has
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to do quite a few query modifications before they are presented with the required
documents.

5.4.1.1 Experimental Setting

The evaluation of the system was not based solely on ambiguous queries. For a
wider assessment we used the tasks defined for the Interactive Track of TREC-10
[Hersh and Over, 2001; White et al., 2001] plus some others defined by us. The
searches were run on the Internet instead of a precompiled collection, to provide for
a more realistic setting.

In total, 24 subjects participated in our experiments. All subjects were educated
to graduate level and were recruited from various departments of the University of
Cambridge, including the Departments of Engineering, Classics, Computer Science,
Physics, Biological Sciences and Medicine. The average age of the subjects was
27.06 with a standard deviation of 5.27 years. All users used computers and the
Internet frequently as part of their work. The average experience of online searching
among the subjects was 6.38 years. All users cited Google as their favourite search
engine. Native English speakers were 40% of the users. The following are the tasks
used in the experiments.

1. Find a website likely to contain reliable information on the effect of second-
hand smoke.

2. Tell me three categories of people who should or should not get a flu shot and
why.

3. List two of the generally recommended treatments for stomach ulcers.
4. Identify two pros or cons of taking large doses of vitamin A.
5. Get two price quotes for a new digital camera (3 or more megapixels and 2x or

more zoom).
6. Find two websites that allow people to buy soy milk online.
7. Name three features to consider in buying a new yacht.
8. Find two websites that will let me buy a personal CD player online.
9. I want to visit Antarctica. Find a website with information on organized tours/

trips there.
10. Identify three interesting things to do during a weekend in Kyoto, Japan.
11. Identify three interesting places to visit in Turkey.
12. I’d like to go on a sailing vacation in Australia, but I don’t know how to sail.

Tell me where I can get some information about organized sailing cruises in that
area.

13. Find three articles that a high school student could use in writing a report on the
Titanic.

14. Tell me the name of a website where I can find material on global warming.
15. Find three different information sources that may be useful to a high school

student in writing a biography of M. Jordan.
16. Find a book with lots of information for a high school report on the history of

London.
17. Find two websites where several British customs are described.
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18. Identify two rules of American and two of European football.
19. Name one of the dangers jaguars face.
20. Name a bond considered among the strongest in 2002.

Each user was asked to complete a set of ten tasks selected randomly from the list
above. These were in turn randomly divided in two groups of five tasks, one group to
be completed using Google and the other using Google and query expansion terms
suggested by the proposed system. A researcher observed each user while carrying
out their assigned tasks and noted the queries they used, the iterations it took them
to complete each task and the number of documents they viewed. The users were
allowed to read the summaries of the documents Google provides, but only the sites
they clicked on counted towards the documents viewed.

5.4.2 Evaluation Results

As can be seen in Table 5.1 the proposed system diminishes significantly the aver-
age number of iterations and documents per user search session in comparison to
Google.

Google Proposed
System

Average iterations 1.9375 1.425
Average documents viewed 4.2 1.8625

Table 5.1: Average iterations and documents viewed per user session.

The fact that Spink et al. [2001] recorded much longer user sessions in their
work (the mean and median number of queries per user session were 4.86 and 8,
respectively) for sessions carried out using Excite than we recorded for tasks carried
out on Google may be due to several reasons. Apart from the search engine used
being different, the users in our experiments were all of a graduate level of education
and had quite some experience in web searching. In addition, the tasks the users
were given were fairly well specified. In many cases users search without having in
mind a complete specification of the problem they are trying to solve.

In Tables 5.2 and 5.3 some of the queries used by users for the execution of the
given tasks are presented as well as the first 30 words that the system suggested for
expansion of each one of the queries. These words give an overview of the set of
retrieved documents without the user having to look at the documents one by one
and make for shorter user sessions.

We use a variant of k-means clustering in order to group the retrieved words
according to the documents they appear in together. In this technique, instead of a
mean of a cluster of terms, we used the term in the cluster with the minimum average
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distance to other terms in the cluster. The distance between two terms was given by
the number of documents containing both terms. In the two tables the clusters are
shown in different rows.

Initial Query Suggested Terms for Expansion
British customs duty, excise, issue, create, HM, comment,

condition, media, cigarette, vehicle,
department, carry, thousand, organisation,

source, soldier, drug, law,
investigation, traveller, citizen

serve, tradition, include, party, follow
parliament, country, regard, nation

book London booking, offer, reservation, attraction,
discount, airport, deal, travel, budget,
rooms, facility, rooms, facility, luxury,

tour, ticket, park, secure, star, city,
night, accommodation, garden, shop, stay,
apartment, restaurant, street, map, location

ISBN, publisher
football rules winner, overtime, scores, tie, played,

interception, playoff, playing,
guard, kickoff, offence, consist,

pick, scoring, touch, completion,
quarterback, tied, punt, roster,

touchdown, defensive, injury, fumble,
sport, defence, foot, coin, regulation,

soccer

Table 5.2: Tested queries and suggested expansion terms.

A few interesting aspects about some of the results are pointed out below. “book
London” query: The results are dominated by sites which advertise their services
on hotel and flight bookings and reservations. The terms “ISBN” and “publisher”
though, are an indication that a few sites on books on London have been retrieved
as well.

“football rules” query: The list of results is flooded with football terminology
and this was to be expected; however, it is interesting to see the word “soccer”
included.

“jaguar” query: The results are mostly populated by the most commercial of
the meanings, that of the car. Nevertheless the presence of the terms “cat”, “tail”
and “panther” depicts the existence of a number of websites that refer to the animal.

“bond 2002” query: The query yields an interesting mix of results. This is due
to the multiple meanings of the word bond. The majority of the keywords in the



5.4 Evaluation 93

Initial Query Suggested Terms for Expansion
jaguar car, feature, picture, photo, club, logo,

engine, frame, racing, enthusiast, join,
drive, tip, sport, event, classic, rally,
driver, jag, model, tail, forum, item,

driving, preview, video, speed
cat, tail, panther

bond 2002 tv, villain, actor, gadget, EON, Thanksgiving,
soundtrack, upload, autograph, spy,
poster, Jinx, trailer, boxed, instal,

james, marathon, baddie, stunt, convertible
investment, coupon, portfolio, treasuries
headline, yield, upgrade, swap, dividend,

chemical
yacht ft, meters, frame, schooner, specification

wooden, swan, sabre, boatbuilder,
keelboat, creek, craft, motor,sailing

club, cruise,sail, racing, regatta,
bay, event, marina, fleet, sailor,ocean

charter, marine, crew, sea, championship,

Table 5.3: Tested queries and suggested expansion terms (cont’d).

list is related to the James Bond film: villain, actor, gadget, EON (the producing
company), Jinx (a character in the film), convertible (referring to a car in the film),
etc. The words “Thanksgiving” and “marathon”, although looking unrelated to the
subject, refer to a James Bond film broadcasting marathon to be screened by a U.S.
television network on Thanksgiving day, an event which as is apparent from the
retrieved documents, had been heavily advertised on websites related to the film.
One of the suggested words is associated with chemical bonds. The rest of the results
reflect the financial meaning of the term “bond”: investment, coupon (as in coupon
rate), treasuries, yield, swap and dividend. The word “headline” is very common in
sites which refer to financial bonds and this is the reason it appears in the top 30
suggestions.

“yacht” query: The terms that the system proposes to the users for expanding
the query, in a way answer the question that was given in the task: “Name three
features to consider in buying a new yacht.” One of the clusters is populated by
terms which are either features of yachts or different types and brands of them. As
it is apparent from the contents of the other cluster, there is a group of websites
retrieved that concern regattas and racing.
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5.5 Introducing User Collaboration for Query Expansion

A fundamental observation that motivated this work is that some users are more
proficient in formulating effective query strings than others. This may be attributed
to their background, their expertise in the subject being queried or their experience
in searching. Terms from queries performed by experienced searchers can be used to
complement a query string formulated by less precise searchers, to optimally reduce
the search space and lead to the desired document faster.

The algorithm set out in Section 5.2, returns as output a set of terms with high
information content. This set acts as a summary of the types of retrieved documents.
As shown in Tables 5.2 and 5.3 the terms are clustered according to collocation in
documents. The clustering often reveals different groups of documents in the re-
trieved set. For example, there were two clusters in the set generated from the query
“British customs” reflecting the dual meaning of the term “customs”. An experi-
enced user would have perhaps used the query “British traditions” in order to solve
the task “Find two websites where several British customs are described.” The term
“tradition” is shortlisted as a term with high information content; however, it stands
among other less discriminative terms.

While this method produces intuitive results, it relies upon the user specifying the
number of clusters which is inconvenient in practice. The collaborative method pro-
posed in this section, employs effective query strings used by other searchers in the
past to give the high-information content terms shortlisted a meaningful ordering.

5.5.1 Collaboration Procedure

The method of collaboration proposed in this section uses the database of stored
queries to rank the discriminative terms produced by the current query. More specif-
ically, a discriminative term’s rank improves according to (a) the number of effective
stored queries it appears in, and (b) the number of terms in these queries that appear
in the set of discriminative terms.

The algorithm used for the collaborative query expansion is as follows:

1. Every time a user performs a query the system generates a list of the 30 terms
with the highest information content extracted from the set of retrieved docu-
ments as described in Section 5.2.

2. The effectiveness of the query is calculated as per Equation (5.5).
3. The set of discriminative terms of the current query is compared to each of the

queries stored in the database. The method used for this comparison is described
in Section 5.5.2 below.

4. Each stored query is assigned a score according to its effectiveness and to the
number of terms it has in common with the set of discriminative terms.
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5. The high information content terms associated with the current query are ranked
according to the score of the stored queries they appear in. Subsequently, the best
of them are presented to the user as candidates for expansion.

6. The current query is stored centrally in the database along with its effectiveness
value.

5.5.2 Comparing Sets of Terms

Assume the database holds m stored queries. Each stored query qi in the database
is associated with a value of effectiveness ei. This is calculated using Equation (5.5)
(ei = 1

n ∑n
i=1 w(ti)). Further assume that the current query yields a set of discrimina-

tive terms t.
Define qi = (α1,α2, . . . ,αn) and t = (β1,β2, . . . ,βn), where n is the number of

terms in the corpus and αk,βk ∈ {0,1} depending on whether the kth term is con-
tained in the vector.

The match between qi and t is defined as the similarity:

sim(qi, t) = qT
i V t, (5.6)

where V is the matrix:

V =

⎡
⎢⎢⎢⎣

v1 0 0 0
0 v2 0 0

0 0
. . . 0

0 0 0 vn

⎤
⎥⎥⎥⎦ (5.7)

and vk is the IDF weighting of the term k, vk = log( |C|
|Ck| ), as given in Equation

(5.3).
The score si of each stored query qi is calculated as follows:

si = ei × sim(qi, t). (5.8)

Subsequently terms in t are assigned a score u j according to the score of the
stored queries they appear in.

u j = ∑
∀i, t j ∈ qi

si. (5.9)

The top scoring stored terms in t are shortlisted and presented to the user as
candidates for expansion.
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5.5.3 Example of Collaboration

For the collaboration to be effective, multiple participants with intersecting goals
should be involved. The more queries are stored in the database the greater the pre-
cision of the proposed expansion terms. In this section we give an example of how
the task “Name a bond considered among the strongest in 2002.” can be effectively
solved with the aid of the collaborative query expansion method proposed.

The user enters the query “bond 2002” and the list of discriminative words shown
in Table 5.3 is generated. The discriminative terms are shown in the second column
of Table 5.4, ordered according to their discriminative power w [Eq. (5.4)]. This
query is not effective enough as it produces results related to three different areas:
the James Bond films, the financial sector and chemistry.

Each stored query is compared to the set of discriminative terms. As an indica-
tion, the five top ranked stored queries are the following: “James Bond”, “James
Bond trailer”, “chemical bonds tutorial”, “Bond portfolio”, “treasury bond divi-
dends”. The third column of Table 5.4 shows the discriminative terms ordered ac-
cording to the score u [Eq. (5.9)].

It can be seen in Table 5.4 the terms that appear in high scoring stored queries
(e.g. “James”, “trailer”, “chemical”, “portfolio”, “treasury”, “dividends”) occupy
the top of the list when the score u is used to rank the discriminative terms.

5.6 Limitations and Future Work

As with any query expansion method that uses the set of retrieved documents as its
source from which to extract candidate terms for expansion, this method requires
that the user inputs an initial query which is reasonably broad. If the set of retrieved
results does not contain as a subset the documents the user is interested in, the words
that will be suggested will not be useful for query expansion. However, they may
still serve as a summary of the retrieved results and help the user to reformulate the
original query.

Another potential limitation arises from the fact that a significant amount and
diversity of stored queries is required to produce recommendations which are bene-
ficial. In other words, for the collaboration to be effective multiple participants with
various but intersecting goals should be involved.

Future work plans include improving the collaboration protocol such that the
time and computational power required for post-processing is minimised.

Another avenue of future work is to make it possible for the proposed terms for
expansion to be presented to the user in the form of a semantic web instead of a
ranked list. It is stated in Han et al. [2006] that just as the ranking of documents
is a critical component of today’s search engines , the ranking of relationships will
be essential for tomorrow’s search engines that will potentially support discovery
and mining of the semantic web. However, ranking a set of interconnected entities
and relations is more complex than ranking a set of documents or paths of semantic
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Rank Before collaboration After collaboration
ordered by w ordered by u

1 tv James
2 investment trailer
3 villain chemical
4 actor portfolio
5 coupon treasury
6 gadget dividends
7 eon actor
8 thanksgiving spy
9 soundtrack yield
10 upload jinx
11 portfolio dividend
12 autograph swap
13 treasuries villain
14 spy soundtrack
15 poster coupon
16 headline stunt
17 jinx autograph
18 yield gadget
19 chemical upgrade
20 trailer tv
21 boxed convertible
22 instal poster
23 upgrade headline
24 swap instal
25 marathon eon
26 baddie upload
27 dividend marathon
28 stunt boxed
29 convertible thanksgiving
30 James baddie

Table 5.4: Order of discriminative terms for the query “bond 2002”, before and after
the collaborative query expansion algorithm was applied. Note how the terms that
appear in high scoring stored queries (e.g. “James”, “trailer”, “chemical”, “portfo-
lio”, “treasury”, “dividends”) occupy the top of the list when the score u is used to

rank the discriminative terms.

associations. The semantic ranking approach considers the total number of entities
and relations that match a user’s interests by assigning a value of calculation to
each of them. How to compute the semantic similarity is a critical issue in semantic
ranking . We plan to expand our work by developing an approach that will take into
consideration such criteria as the similarity between two entities and their similarity
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reflected in context in terms of the documents they appear in. User-friendliness can
be improved by building a network of nodes that contain information. The nodes
will be connected by links that indicate similarity. The similarity measure is based
on co-occurrence of terms in documents.

5.7 Conclusions

In this chapter we have presented an interactive method for query expansion based
on subdivision of retrieved documents as well as user collaboration. The method is
founded on two facts: (a) the expertise of some searchers might be useful to others,
and (b) documents contain some terms with high information content which can
summarise their subject matter.

High-information content terms are extracted from the collection of the retrieved
results. The information quantity they carry as well as their ability to prune down
the search space, is then assessed. To evaluate the quality of terms produced, ex-
periments were carried out with human users. The users were given a set of tasks
to complete, using a mainstream search engine. Top-ranking words extracted from
the retrieved documents were presented to the users as a list of candidate terms for
expansion. Tasks carried out on our system were compared with others carried out
on Google alone. In terms of both the number of iterations and the number of doc-
uments viewed until each task was completed, the user sessions recorded on the
proposed system were significantly shorter.

The collaborative query expansion method proposed further improves the per-
formance of the expansion term recommendation mechanism. Using a database of
stored queries and their associated list of high information content terms it suggests
suitable terms for query modification, in the same way a more experienced searcher
would assist a novice one in formulating an precise query.

To our knowledge, this method is the only collaborative technique that is non-
intrusive. In other words, unlike other collaborative methods, such as profiling or
user log mining, it does not invade the privacy of the users by recording data that
is associated with their identity and preferences. Instead it records the query strings
the users enter, a practice already common among search engines.



Chapter 6
Micro-economic Control of Distributed
Intelligent Personal Assistants

Abstract In this chapter, we describe a stable strategy for a realistic large-scale
distributed system. This system consists of automatic personal assistants (PAs) that
can book time slots in each other’s diaries, and that have to pay for doing so. We
analyse stable strategies for PAs in the light of the definitions in Chapter 3. We
develop a computational model of the resource management tasks of a general PA.
The scheduling of time slots is crucial in this. By assigning values to resources,
we propose a micro-economic trading strategy for the PAs. This is a free market
strategy with inflation and discount on bankruptcy. We simulate the network of PAs
using this strategy, with a random stream of incoming requests for time slots. We
find that the strategy is stable and robust.

6.1 Stable Strategies

Stability of strategies was first studied in an evolutionary context [Hines, 1987]. We
cannot use this concept, because our network of personal assistants does not evolve
as a population, the number of PAs is fixed. We have dealt with a varying number of
agents in Section 3.3.2.1, but this is a level of sophistication that we will not need in
this chapter. A related notion of stable strategies arises in the context of dynamic or
differential games [Olafsson, 1995]. If we wanted to use these games for modeling
the evolution in time of the diaries of the PAs, the resulting dynamic system would
contain time delays due to the forward booking of time slots, and this would make
it very difficult to analyze the stable solutions. The stability of nodes with a strategy
can also be seen as a control problem [Åström and Wittenmark, 1995]. In this case,
the set of individual strategies is the control action, and the function to be optimized
is some positive definite combination of how far the individual nodes are from a
local optimum. We have not adopted this stable control because we do not think that
is practical to derive it for the network of PAs.

Instead, we choose an economic approach, using market mechanisms for allo-
cating the time slots of the PAs. The PAs are software agents in an information
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economy, and engage in dynamic pricing of their services, as in Kephart et al.
[2000]. This allows the PAs to buy and sell time, and to adapt their prices. This
can be called micro-economic control of distributed systems, and was developed in
Zlotkin and Rosenschein [1996]; Rosenschein and Zlotkin [1994] and [Sairamesh
and Kephart, 2000; Tesauro and Kephart, 2000]. The strategies of our PAs are pa-
rameterized, i.e. every PA has the same strategy, only differing in the values of the
parameters. We call the strategy stable if its prevents the network from “freezing,”
where none of the PAs buys or sells anymore. A stable strategy is robust if sub-
stantial noise on the parameters and the initial conditions maintains stability. In this
chapter, we investigate the robustness of one strategy, via simulations.

The resources that the PAs buy and sell are the time slots they own. The time
slots, their prices, and the cash a PA owns, together constitute the state of a PA. (We
will talk of value rather than price in the rest of this chapter. Value is numerical, but
can include more than monetary value.). This state is a random variable, because the
requests for time slots are generated stochastically. This causes randomness in the
trades of the time slots, and ultimately in the state of the PAs.

We will only consider trading strategies that are based on the current state of
the PA. This differs from trading on the stock market, for example. A trader on the
stock market may take into account the history of his or her successful trades, when
making a trade. As our trading strategies do not take past states into account, and
are stochastic, the resulting evolution of the state of the whole system of traders has
the Markov property. This is an approach that we have taken throughout this book.
There are many reasons why an agent may want to ignore the past. Speed of decision
making is one factor . Multi-agent systems tend to be complex, and the states of the
other agents provide a lot of information already. Moreover, if a market is efficient in
terms of the efficient market hypothesis [Elton et al., 2006], then all information is
included in the present state, it is not possible to learn from the past. Another reason
for ignoring the past is that there is always a bias in analysing the past. What time
window to use? Discount events that occurred a long time ago? Apply smoothing?

Once we accept the Markov property, we can use the definition of stability from
Theorem 3.2: the system of trading PAs is stable if the system converges to an
equilibrium distribution. In this chapter, we add the condition of no “freezing,” i.e.
at least some PAs have to be able to continue trading time slots. This is merely ruling
out trivial equilibrium distributions, where all states have a probability of either 0
or 1. In this chapter, we also add the notion of robustness, which is stability under
perturbation of the parameters. We will investigate robustness via simulations in
this chapter because we lack the explicit knowledge of the transition matrix of the
Markov chain to derive formal perturbation results for the system of PAs.

Micro-economic approaches are not the only successful ones for scheduling .
Fuzzy logic has been successfully applied to scheduling [Lee and Pan, 2004; Martin
and Azvine, 2003]. It captures aspects of how humans can exploit uncertainty in
reaching an agreement about time slots. Fuzzy methods can be implemented on top
of the system we propose here. Agents have also been used extensively for schedul-
ing [Zhang et al., 2006; Maldonado et al., 2005]. Agents are good at modeling nego-
tiation strategies, and rationality (such as in BDI agents). Agent-based approaches,
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because they are good at modeling deviations of rationality, are often less optimal
than micro-economic approaches.

6.2 Network of Intelligent Personal Assistants

In the sequel, PA or automatic PA refers to a computer. The term “real PA” refers
to a human being. A PA’s user can be a real PA or the boss of a real PA. Many
statements apply to automatic PAs as well as real PAs.

6.2.1 Definition of the Automatic PA

Intelligent time management is more than keeping a diary. It is necessary to be
flexible, and to be able to reschedule the diary. Extra time may need to be made
available, by borrowing time allocated to other activities. The owner of the diary will
have a preference for a particular time allocation. This can be modeled by attaching
a value to the time, so that an allocation has a value, and that the allocation with
the lowest value or cost can be preferred. The value of time may depend, not only
on the moment of the day, but also on other allocations that have been made. Five
minutes between two meetings will have another value than the same five minutes
on an empty day.

In scheduling time, the physical location has to be taken into account. Two con-
tiguous time slots should have the person in the same or in adjacent locations. A sys-
tem that schedules time slots, with a value and location attached, can be used to
schedule any resources. This can be money, investments, goods, a store, etc. It can
even be other personnel, with their own diary and time management.

A PA also gathers information. Whereas time scheduling gives information about
what will happen at some future point in time, the information that a PA collects is
about activities that have happened at some past moment in time. This symmetry
between past and future will be essential in our computational model of an intelli-
gent PA. An activity is first scheduled, it is in the future. Then it becomes current,
and while it is taking place, it is documented or described. Once the activity has
taken place, its description becomes information about a past event. As an example,
consider a meeting. At first, it is scheduled in a diary. The diary contains an agenda.
Then, the meeting is held, and minutes are taken. The minutes of the meeting form
a record that can be inspected later.

The basic structure for the intelligent PA will be, for every resource, its location
in time, its value as a function of time, and its description as a function of time. If
there are n resources, we will denote by li(t) the location of resource i at time t, by
vi(t) the value of resource i at time t, and by di(t) its description. We assume that
the locations are numbered, so that li(t) is a number. The value vi(t) is de facto a
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number. The description di(t) is a file that may contain text and drawings. We will
discuss later why d does not include voice.

Consider again the example of a meeting. Employee i has to attend the meeting
between the times t1 and t2. Say the room number is location 3. Then

li(t) = 3, t1 < t < t2.

The employee knows that the first five minutes of the meeting are seldom interesting,
because some participants usually are late. The value function could be (we assume
time is measured in minutes)

vi(t) =
{

0, t1 < t < t1 +5,
4, t1 +5 < t < t2,

indicating the employee values his time at four units per minute during the effective
part of the meeting.

The function l could change, if it is decided to change the location of the meeting,
or the start or finishing time. The function v can change if, for example, it becomes
known that somebody will participate who is usually very late, and without whom
the meeting cannot start.

The meeting is in the future for t < t1, and d will then contain only the agenda.
During the meeting, minutes are taken, and directly entered into a file. For times
t > t2, the description d contains the minutes of the meeting.

6.2.2 Further Specifications

Existing project planning software is often perceived as inflexible by its users, be-
cause the predefined time slots are not appropriate. Our model avoids this by defin-
ing time slots so small, that time becomes virtually continuous. One-minute time
slots are motivated by the observation that some manager’s interactions are as short
as 2 minutes.

The near-continuous time has other advantages. Priority is modeled by attaching
a value to a resource . This value is a function of time, just as the location. By
making the time increments small, the value can change independently from the
location. This was illustrated in the example where the value of the first 5 minutes
of a meeting was smaller than the value for the rest of the meeting.

The reason why we use value instead of priority is that priority does not make
sense for past times. The value of a resource in the future is its estimated or budgeted
price. The value in the past is the price the resource had when it was current. For
example: the value of a specific workstation in 2 years’ time may be estimated at
£2000 (actual price in 2 years’ time). Value of a specific workstation 2 years ago
was £4000. If t is the current time, this means v(t +2yr) = 2000, v(t −2yr) = 4000.

The description consists of ASCII text and graphics, but not voice. This is be-
cause d has to be archived, and also exchanged with other nodes. We assume a
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record is kept of every voice contact. For a computer unfamiliar with the origina-
tor’s voice, it would be impossible to search for a particular content, or word, if the
speech was not transcribed into text. Therefore we will assume that every voice con-
tact is transcribed into text, either by a speech recognition system, or simply by the
person talking, taking written notes on a keyboard, as journalists conduct interviews
nowadays. Sketches, or whole pictures can be added to this. Later, when d has to
be searched, the text can be searched for occurrence of keywords, and the pictures
can be searched with pattern matching techniques. The ability to retrieve the record
d is important, because a large part of a PA’s work consists in research of informa-
tion. Putting information into d, even if it can’t be automated right now because of
limitations of speech recognition, has to become a way of (intelligent) being.

Transcription into text at the PA’s site also allows the use of a speech recognition
system fine-tuned to one user. A real PA talks 75% of the time, so it is important
to have fast speech recognition. Text coding is very efficient for speech. A whole
year’s talking of a real PA would only take about 50 megabytes storage, if coded in
text.

A PA’s work consists in scheduling resources and finding out information. Both
tasks require communication with other PAs. This means that the locations, values
and descriptions have to be available. Giving read or write access to certain other
PAs can do this. Thus, for every l(t), v(t), and d(t), there will be a list of PAs that
have read access or write access. We assume that write access implies read access.
For example, your PA will give the PA of the organizer of a meeting write access for
the location of that meeting. If somebody important organizes the meeting, you may
allow the organizing PA to change the time of the meeting, but not in a weekend,
for example. The organizing PA would then have write access for l(t), for values of
t outside the weekend.

In order to regulate the access of other PAs or their users, they have to be known.
If the other PA is an automatic one, or a real one on the phone or a video link,
this just means caller identification. If an employee wants to talk in the office to
another employee who has an automatic PA, an electronic badge could signal the
identity of the visiting employee to the PA. Moreover, in such a situation, the PA
would use speech recognition to note down what is being discussed, or one of the
two employees would type a summary of the discussion into a computer.

6.2.3 The Intelligent Automatic PA

We will compare here the intelligent PA with the different notions of intelligence.
Psychometric tests caused us to include pattern recognition in an intelligent system.
In the intelligent PA, pattern recognition is used while searching d. This can be
matching of keywords, or approximate matching of figures.

Factor models are used to distinguish several kinds of intelligence. They are not
applicable here because the intelligent PA is a specialized piece of software, with
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data structures adapted to the work of a PA. A PA can only be intelligent as a PA,
and not as anything else.

According to Piaget [1964], the intelligent being makes a special use of struc-
tures. So does our PA. The structures are the functions l, v, and d, and the access
lists. We have described before how these functions are defined and modified by sev-
eral PAs. The information is contained in the times, locations, access lists, values,
and description of resources.

From Piaget we now borrow the notion of creation of new structures. Assume
that in a meeting, it is decided to hire a new member of staff, or buy a new piece of
equipment. At that moment, new data structures l, v, and d are created for the new
entity. The structures are not only created, their existence in time varies as well. Ten
years’ time may be much too far ahead to predict anything about certain entities.
Take for example the computer you are currently using. Will you need to know its
location and value in 10 years’ time? If not, it’s l, v, and d (the state it’s in, the
data it still contains), will be undefined for values of time 10 years ahead. For the
same reason you may want to purge data that is old. Its description becomes then
undefined. It is now clear that the data structures in our intelligent PA can be created
and destroyed. They can also become temporarily undefined. They have a dynamics
very close to the dynamics of Piaget’s structures.

The intelligent PA adapts to its environment. It is open to changes. Time, loca-
tion, and description change as circumstances change. They can also be altered by a
restricted number of other PAs.

Another way in which project planning software is seen as inflexible is that it
does not take into account that other partners in the project have their own planning.
This is our reason for considering a network of PAs. Only in the network can in-
telligence emerge. A single PA, isolated from its environment of other PAs, cannot
function.

6.2.4 Negotiating and Optimizing Agents

A diary is filled with commitments that bind the owner of the diary. The commit-
ments are made with respect to a network of other diaries or PAs. If one PA alters its
functions l, v, or d, the functions of other PAs may have to be altered as well. This
makes a network of PAs into a dynamical system.

This shows the need for a negotiating agent in a PA. If another PA wants to
change, for example, the time of a meeting, the negotiating agent will check whether
this is possible, and either accept, or issue another proposal for a time change. If all
goes well, the agents will settle for a mutually agreeable time.

This negotiating process has to be refined. The fact that a value is attached to
time allows us to model the borrowing of time. In this model, the PA starts with a
total amount of money or units of value, and will try to make this amount as large as
possible over time. Participating in a meeting will earn money. Organizing a meeting
will cost money, to be paid to the participants. Buying material or hiring somebody
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to work for you costs money. The cumulation of the value function over time is
nothing else but the account. By pricing resources and time, the intelligent PA can
do the accounting.

The PA does resource allocation in the micro-economic sense. It can borrow and
lend. This can be taken to a sophisticated level, where the PA tries to predict missing
information, for example a value function to which it has no access.

The above model of a PA assumes rational behaviour. This is not a defect. The
individual PA is optimizing several subjective quantities. Any optimizing strategy is
rational. In fact, some economists have defined rationality as optimizing behaviour.

6.2.5 An Example

This example traces the functions of three resources during one day. The resources
are: my own time, my computer, and my personal library. The other automatic per-
sonal assistants involved are my wife (W), the head of department (H), the director
of undergraduate studies (U), a PhD student (P), and an employee of a company for
whom I consult (B). The access levels are -, r, and w, where - stands for no access, r
for read access, and w read-and-write access. An access of rwr-r means read access
for my wife, write access for head of department, read access for director of under-
graduate studies, no access for PhD student, and read access for the employee. The
value v(t) is cumulative over the time slot. It takes into account earnings, but also
subjective gains.

These examples have been specifically constructed to illustrate the flexibility of
the intelligent PA. Write access to l means that the location can be changed. The
head of department can change the location where I have lunch, but not the PhD
student (he has read access, and may join me). That my wife can decide what car
I take to work, is also indicated by write access to the location. The head of de-
partment can decide to put my computer elsewhere: he has access to its location.
The value of a resource is under read access for other PAs that need to know it. If
someone wants to use my computer, he needs to know the value I attach to it, so that
he can pay me for the use he makes. No access to the value means that the resource
cannot be used in a negotiation. The director of undergraduate studies has no ac-
cess to the value of my computer at moments when undergraduate students cannot
use the computer. Remark that the Director of undergraduate studies represents the
undergraduate students here. In a more realistic situation, all undergraduates would
also have PAs, and the access list would be much longer. The employee has write
access to the value of my work time, because he pays for it! Read access to the value
of my library means that borrowing is allowed. No access means that borrowing is
not allowed. When I mention a person here, I actually mean a person’s PA.

The access to the description d works in the same way. A person with write
access to the description of my time can decide what I do during that time slot.
Read access to the computer’s description means that the other PA is allowed to
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t l(t) access v(t) access d(t) access
8.35 VW wr— -20 wrrrr car trip to college rrrrr
9.15 9 w—- -1 wrrrr deposit L in nursery wrrrr
9.25 802 rwrrr 1 rrrrr email and www rrrrr
9.35 802 rwwww 10 rrrrr admin: interview rejects rr—

10.30 508 rrwrr 15 rr-rr fuzzy systems course rrrrr
11.20 508 rwwrr 1 rrrrr available for students rrrrr
11.30 802 rwwrr 15 rr-rr prepare next lecture: λ cuts rrrrr
12.30 SCR wwwrr -3 r—- lunch wwwrr
13.00 802 rrr-w 25 r—- consultancy: timetable r—r
14.00 802 wwrrr 30 rrrrr research Lagrangian formalism rrrrr
16.00 805 rrrwr 22 rrr– meeting A, discuss energy function rrrwr

17.30 9 w—- -2 wrrrr collect L from nursery wrrrr
17.45 VW wr— -20 wrrrr car trip home rrrrr
18.25

Table 6.1: PDW’s diary.

t l(t) access v(t) access d(t) access
0.00 802 —– -1 -r-r- available for group batch jobs -r-r-
9.25 802 rwrrr 1 rrrrr email and www rrrrr
9.35 802 rwrrr -5 -r-r- available for group batch jobs -r-r-

11.30 802 rwrrr 15 rrrrr prepare lecture λ cuts slides rrrrr
12.30 802 —– -1 -r-r- available for group batch jobs -r-r-
24.00

Table 6.2: PDW’s computer.

t l(t) access v(t) access d(t) access
0.00 802 rrrrr 0 —– index of library rrrrr
9.35 802 rrrrr 0 —– index of library rrrrr

10.30 508 rrrrr 1 —– index of library rrrrr
13.00 802 rrrrr 1 rrrrr index of library rwrwr
17.30 802 rrrrr 0 —– index of library rrrrr
24.00

Table 6.3: PDW’s library.
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know what processes are running on the computer. Write access to the index of the
library means that a book can be borrowed.

Tables 6.1-6.3 describe the resource at a day in the future. During that day, the
intermediating agents will turn the description d into a trace of what has happened.
The computer will log the commands, processes, and the email. The planned lecture
will become the notes of the lecture. The slides to be prepared will become the slides
themselves, stored in electronic form. The car trip will become a trace of the trip, the
mediating agent being a GPS (global positioning system). The index of the library
will become the modified index, after borrowing.

The value will also change after the day has passed. An activity may get a greater
value if it has been unexpectedly successful. The value of a lunch may initially be
negative (it costs you money), but if you can strike a deal during a business lunch,
the value may become positive. A computer that is not being used has a negative
value, it costs you money. But if several users make use of it, the value can become
positive. In summary, the value has a dual purpose. It can be used as a negotiating
tool, for example when an activity has to be rescheduled and replaced by another
one. Its other purpose is to do accounting. At the end of the day, the sum of the
values (or, the integral of v(t) over t) indicates a gain or a loss.

In case the timetables seem difficult to specify and too detailed, it has to be
kept in mind that they are used by an automatic PA only. The actual table would
be constructed via a user-friendly programme (another mediating agent), that could
account automatically for the many recurrent activities as lectures, trips to work,
etc.

6.3 Finding a Stable Strategy

6.3.1 The Discrete Event Simulator

The program simulates a number of personal assistants that interact with one an-
other. For every moment in time, the PA has a location, a cost of its time, a de-
scription of its state, and an accumulated value (“money”). The time is discrete in
one-minute intervals.

The PAs interact by attempting to change each other’s locations and descriptions.
In employee-terms, changing a location means that one employee tells another to
go to a particular location during a period in the future. Changing the description
means telling somebody what to do. These changes are not always allowed: there
are access restrictions, e.g. only certain employees can tell you what to do. A PA
who changes another PAs location or description has to pay for this, according to
the cost of the other PAs time. So the PAs earn money from other PAs that are telling
them what to do, and they spend money by telling other PAs what to do.

The period, during which a PA wants to change another PA’s location, descriptor,
or both, is uniformly distributed between 2 and 60 minutes. The change will start at



108 6 Micro-economic Control of Distributed Intelligent Personal Assistants

a certain moment in the future. This moment too is uniformly distributed between 0
(immediate change) and a maximum value.

There are as many locations as there are PAs. Some PAs can be in the same lo-
cation, e.g. during a meeting. Every PA has write access to its own location, value,
and descriptor (l, v, and d). The descriptor contains at most 10 words per minute.
The number of words is uniformly random and the upper limit is inversely propor-
tional to the length of the period (in minutes) during which a PA is committed to
a location. If a PA changes another PAs descriptor, the number of words added per
minute is again random and the upper limit is inversely proportional to the period
for which the changes are made.

The access from a PA to another PA’s location is uniformly distributed between
no access, read access, or write access. The access to another PA’s time value is
uniformly random too, but it has to be at least as strict as the access to the location,
and it is never write access. The access to the descriptor is random, but it is at most
as strict as the access to the location. So the access restriction to the descriptor is the
weakest, and the access restriction to the time value is the strongest.

Every minute, one PA tries to change the l or d of another PA. Which PA is
chosen, depends on a strategy.

6.3.2 A Stable Strategy

The access restrictions determine which PAs can interact which each other, but they
also leave a degree of freedom to the PAs. The PA can exploit this to maximize some
personal, local goal. This means that the PAs act as economic agents.

We will use the accumulated value

mi(t) =
t

∑
t ′=0

vi(t ′) (6.1)

to determine whether PA i can act. The accumulated value mi has to be positive,
otherwise PA i cannot change anything to another PA.

If i changes l j(t) from t1 to t2, then mi(t) decreases with v j(t) every minute (PA
i “pays”), and m j(t) increases with v j(t) (PA j “receives”). This means

mi(t2)−mi(t1) = −
t2

∑
t ′=t1

v j(t ′), (6.2)

and

m j(t2)−m j(t1) =
t2

∑
t ′=t1

v j(t ′). (6.3)

If the descriptor is changed instead of the location, the change per minute to mi
is −v j(t) multiplied by the fraction of the total descriptor length of d j that i wants
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Fig. 6.1: The accumulated values mi for a network of 10 PAs, simulated over a week.
The PAs continue earning and paying, the system does not get stuck.

to add. The change to m j is similar, but has opposite sign. If both location and
descriptor are changed, the changes in mi are as for the location only.

The balancing of accumulated value in this strategy (paying and receiving) im-
plies that the sum of the accumulated values of all PAs is constant:

∑
i

mi(t) = c. (6.4)

This is a conservation law. The initial values mi(0) are uniformly distributed be-
tween 0 and the maximum time it can take between the initiating of a change and
the end of the actual change. This is an arbitrary choice, and it is part of our strategy.

Initially, the values are uniformly distributed between 1 and 10. The strategy is
as follows. The PA i that initiates a change looks for the cheapest PA j that can
do the change over the given period, given the access restrictions. PA j increases
its m j, and adds 1 to its values for all moments in time. If the initiating PA has
now mi < 0, it halves all the values of its time. This can be expressed as follows,
in a simplified way. The cheapest PA for a job is always chosen. The one that got
the job increases its rates by 10% after the job. If a PA goes bankrupt, it halves its
rates. This strategy we will call free market with 10% inflation and 50% discounting,
abbreviated FM(10,50).
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Fig. 6.2: A network of 10 PAs, simulated over a week. The cheapest PA is not cho-
sen, and the initial endowment is 1000 times smaller than in Figure 6.1. The mi do
not change any more; the PAs are stuck in a trivial equilibrium where their location
does not change any more, and they can only change their descriptor themselves.

We can now look at the evolution of the accumulated values, or capital values,
of the PAs. Figure 6.1 shows a simulation for 10 PAs, during one week (5 days of
8 hours). Changes can take effect up to 3 days in the future. The changes in the mi
reflect changes in the PA’s location and descriptor, the PAs are “moving around” and
“doing things”. This we will call a nontrivial equilibrium. We have commented on
the nature of the equilibrium in Section 5.1. The nontrivial equilibrium means that
not all agents are “frozen”, some agents (not necessarily the same ones over time)
keep trading. Calculating the equilibrium distribution π j from Theorem (3.6) is not
feasible, because there are too many different states. However, the PAs trade without
taking the past states into account, so we are assured of the Markov property. This
assures us of the equilibrium, and Figure 6.1 assures us of the nontrivial equilibrium,
the agents keep trading. We will see later that this is independent of the time limit
of the simulations.

We will show via simulations that the strategy FM(10,50) has to be changed
significantly for this nontrivial equilibrium to disappear. In other words, we will
show that the strategy FM(10,50) is stable. Stability here is meant in the sense of
an equilibrium distribution of a stochastic process. We will make this clear later, in
the mathematical model.
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Fig. 6.3: The same network as in Figure 6.1, but now showing the evolution in time
of the standard deviation of mi.

The trivial equilibrium occurs when the PAs run out of money (mi < 0), and they
are all frozen in their locations, and they can only change their own descriptors. In
an organization this would mean that the employee’s do not interact any more, they
just sit at their desks and everybody decides for himself what he is going to do. In
this case the values mi stay constant. This is illustrated in Figure 6.2.

The conditions are the same as in Figure 6.1, but the strategy FM(10,50) had
to be altered significantly. The cheapest PA is not chosen any more, just the first
PA whose access restrictions allow the changes. The initial endowments mi(0) are
1000 times smaller than in FM(10,50). Just to show how stable FM(10,50) really
is, initial endowments 100 times smaller would still give a nontrivial equilibrium as
in Figure 6.1.

It is important to check the behaviour of a strategy such as FM(10,50) over a
longer period, to see whether all PAs do not accidentally run out of money at the
same time. In that case, a trivial equilibrium would occur. In order to have a clearer
graph, we will plot the standard distribution of the mi(t) at a certain moment t in
time. Figure 6.3 shows this for 10 PAs, all other parameters and the strategy are the
same as for Figure 6.1.

If the simulated period is three months, with changes taking effect at last within a
week (you can book somebody’s time at most a week beforehand), we obtain Figure
6.4 for the standard deviation of the mi. The equilibrium continues to be nontrivial.
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Fig. 6.4: A network of 10 PAs, simulated over three months, with the free market
strategy FM(10,50). The equilibrium is nontrivial, the mi fluctuate, indicating that

the locations and descriptors change.

This indicates that it is a good choice to have the initial endowment uniformly dis-
tributed between 0 and the maximum time it can take between the initiating of a
change and the end of the actual change.

If the initial endowment is smaller, the strategy is still stable, provided that the
cheapest PA is chosen. This is illustrated in Figure 6.5 for an initial endowment
1000 times smaller than in Figure 6.1.

The equilibrium is nontrivial. If any available PA is chosen, we obtain the trivial
equilibrium of Figure 6.2.

Figure 6.3 shows that the difference between “rich” and “poor” PAs stays approx-
imately the same during the simulation. This becomes different when the bankrupt
PAs do no discounting, a strategy FM(10,0). Figure 6.6 shows that the standard
deviation of the capital or accumulated value increases. Some PAs will occasionally
be severely bankrupt (remember that the sum of mi over all PAs stays constant), but
they will be able to overcome this, because the other PAs are choosing the cheapest
PA they can find. The equilibrium is nontrivial, even without discounting, only the
difference between “rich” and “poor” PAs increases.

Simulations over one week are sufficient to indicate this trend. The simulations
over three months in Figure 6.7 confirm this.
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Fig. 6.5: A network of 10 PAs, with initial endowment 1000 times smaller than in
Fig. 6.1, but with the cheapest PA chosen.

0

500

1000

1500

2000

2500

3000

3500

4000

4500

0 500 1000 1500 2000 2500

st
de

v(
m

)

time (min)

standard deviation of the capital values of the PA’s

Fig. 6.6: The network without discounting on bankruptcy. The standard deviation
of the mi increases.
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Fig. 6.7: The same network as in Figure 6.6, but now simulated over three months
instead of one week. The increase of the standard deviation is confirmed.

6.4 Conclusion

We have presented a realistic model of an intelligent personal assistant. A network
of such assistants will continue operating without deadlock if the personal assis-
tants can buy and sell time slots in a free market with inflation and discount on
bankruptcy. We found that this strategy is robust. This result is complementary to
[Kephart et al., 1997].

If time slots are seen as a paradigm for general resources, we have found a strat-
egy to coordinate exchange of resources in a distributed system. This strategy was
based on a micro-economic model of the distributed system. Do our PAs trade in
an efficient market? Yes, if we adopt the definition of market efficiency of Section
4.5.2. As the PAs keep trading, the incoming requests for time slots will be fulfilled
to some extent. We cannot show that our trading strategy for the PAs is optimal.
What we have been able to show is that the equilibrium is nontrivial, i.e. the PAs
keep trading. Note that the definition of market efficiency from 4.5.2 is related to the
definition of efficient production, as it is used in economy [Mas-Colell et al., 2004].
In 5.1 we have mentioned the notion of efficient trading in the stock market [Elton
et al., 2006]. We cannot show that our market of trading PAs is efficient in terms
of an efficient stock market, because we have restricted our trading algorithms to
those that ignore the past. Investigating all possible trading algorithms, also those
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that are non-Markov , would require considerable more work. We do not consider
this worthwhile, because we have found a robust algorithm that uses only the current
state of the system: a free market with inflation and discount on bankruptcy.

The number of agents was assumed constant. A varying number of agents re-
quires a different treatment, using evolutionary dynamics, see Section 3.3.2.1 and
[De Wilde, 2002; De Wilde et al., 2003].



Chapter 7
Conclusions and Future Work

Complex systems such as societies, markets and biological systems can be effec-
tively modelled using multi-agent systems. Motivated by the need to understand
the dynamics as well as analyse the properties which emerge from the interactions
that occur in such systems, this work contributes to the fields of convergence and
knowledge exchange in multi-agent systems. This chapter reviews the book’s scien-
tific contributions (Section 7.1) and then discusses promising directions for future
research in this challenging class of domain (Section 7.2).

7.1 Contributions

The four main contributions of this book are summarised as follows:

1. A definition of stability in multi-agent systems has been proposed after the fun-
damental concepts behind the notion were investigated. The system is viewed
as a discrete time Markov chain with a potentially unknown transition proba-
bility distribution. It is considered to be stable when its state has converged to
an equilibrium distribution. The definition proposed is the only one which takes
into account the game nature of multi-agent systems, is relevant to systems with
a varying number of agents and is supported by the mathematical framework of
stochastic systems. Several artificial multi-agent ecosystems were developed and
their properties were analysed in order to confirm the validity of the proposed
definition.

2. It is shown that in an ecosystem of networked businesses: (a) A straightforward
set of assumptions is enough to give rise to information exchanges among the
companies, and (b) This information exchange is shown to increase the efficiency
of the market. The importance of these findings lies in the fact that even though
high-level concepts such as network effects, reputation and trust are not taken
into account in the model of the market used for the simulation, information
exchange naturally emerges as a successful profitable behaviour. Knowledge ex-
change is known to be beneficial for industry, but in order to explain it, authors
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have used high-level concepts. The investigation we performed in a setting of
software providers offers a plausible and elegant explanation of how and why
organisations adopt information exchange and why it benefits the market as a
whole when this happens.

3. A method of optimising the performance of a system with information provided
through interaction with it is proposed. The results of this work are illustrated
in the context of the Internet retrieval process. The expansion of the Internet has
made the task of searching a crucial one. Internet users, however, have to make
a great effort in order to formulate a search query that returns the desired results.
Many methods have been devised to assist in this task by helping the users modify
their query to give better results. In this work we propose an interactive method
for query expansion. It is based on two observations: (a) documents are often
found to contain terms with high information content which can summarise their
subject matter and (b) some users are more proficient in formulating accurate
queries than others. We present experimental results which demonstrate that our
approach significantly shortens the time required in order to accomplish a certain
task by performing web searches. Furthermore, knowledge exchange between
individual searchers is utilised to make for more efficient search sessions.

4. By using a multi-agent based approach, and after developing the notions of equi-
librium and convergence in Chapter 3, we were able to find a strategy for the
agents in an important resource management and scheduling problem. By as-
signing values to resources, we proposed a micro-economic trading strategy for
the PA’s. This is a free market strategy with inflation and discount on bankruptcy.
For an observer of the current world economy, it is probably no surprise that we
found a free market strategy to be convergent and robust. In Chapter 4 we found
inspiration in the Marseille fish market, in Chapter 6 we found inspiration in the
global world economy. We do not claim to have improved economies. Instead,
we have taken inspiration in economics to improve the mechanisms of multi-
agent systems, and the strategies of individual agents. The applications we have
developed throughout this book: trading, load assignment, software services, and
scheduling are wide ranging. With small adaptations the reader should be able to
devise convergent and robust strategies for his or her problem, too. The authors
keep working in this exiting area, and are always willing to give advice.

We have shown in the book that Markov models are sufficiently complex to
model a wide range of applications, and to analyse the convergence. Of course our
simulations have not shown all possible behaviours that can occur. Now that the
link between Markov process and multi-agent systems has been established, how-
ever, the whole realm of results on Markov chains, developed over the last century,
can be used. If the reader analyses a multi-agent system using our techniques, and
observes behaviour that is not covered in this book, then he or she should consult a
book on Markov chains. Cox’ book [Cox and Miller, 1984] is an old favourite, and
still very useful. We have used it extensively. Ross [1996] is more modern, and very
useful for the practitioner as well as the student. Stirzaker [2005] can also be recom-
mended. Physicists have developed a good understanding of pathological behaviour
in stochastic systems, and Gardiner [2004] will be useful.
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7.2 Future Directions

Much of our current work has been focused on empirical understanding of com-
plex systems. We have investigated, using agent-based modelling, the reasons that
cause complex systems such as markets, societies and ecosystems to exhibit cer-
tain macro-regularities. In the future, we would like to extend our work to achieve
normative understanding of such systems. In other words, we want to create realis-
tic, accurate models that will enable us to make decisions relevant to the real-world
systems we investigate, in order to achieve optimal results. These decisions may
concern design choices (e.g. market mechanisms, economic policies, infrastructure
decisions) or parameter values (e.g. level of taxation in a market).

A realistic model will give us qualitative insight of the complex system under
investigation and it will enable us to generate theories that can be used in a predic-
tive manner. This will help clarify existing macroscopic phenomena and possibly
predict new ones. Finally, in this process we will also be making contributions to
the methodology of agent-based modelling.

7.2.1 Ecosystems of Networked Businesses

Networked business ecosystems are believed to be the future of business to business
(B2B) relationships. The formation of Internet business communities will enable
companies to collaborate through loosely coupled business services. Participants
will register business services that others can discover and incorporate into their
own business processes. Companies will be able to build on each other’s services,
creating new services and linking them into business models that will potentially
transform the industry [Tenenbaum and Khare, 2005].

• Further work needs to be done to address critical issues that concern the infras-
tructure of these networks, inter-enterprise integration and collaboration, in or-
der for business ecosystems to materialise. Multi-agent systems provide an ideal
platform for modelling networked business communities and evaluating different
architectures and hierarchies [Nahm and Ishikawa, 2005].

• The investigation of the interactions among the companies in a networked busi-
ness ecosystem constitutes another avenue for future work. Inspiration can be
drawn from ecology and biological processes where an entity or a structure is
progressively modified to give better performance in an environment as well as
from social network analysis, which deals with interactions inside networks of
humans.

• Issues of cooperation and competition among companies in a Network Business
Ecosystem are of particular interest. The term co-opetition, defined as simulta-
neous cooperation and competition was introduced by Brandenburger and Nale-
buff [1996]. Co-opetition was correlated to strategic alliances between European
SMEs in a case study produced by Eikebrokk and Olsen [2005]. In a network
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business ecosystem, cooperation and competition will be significantly facilitated.
Using multi-agent systems as well as ecology theories concerning symbiosis and
competition the effect on businesses as well as the market can be investigated.

• Finally, placing this work in an actual business context e.g. travel industry, sup-
ply chain management, load distribution and transportation will help us draw
conclusions that can be used in a predictive way.

7.2.2 Exchange in Natural Ecosystems

Biological reserves created to conserve endangered species as well as issues con-
cerning their size in area and the number of species they contain are the subject of
recent research. The inhabitants of these nature reserves are evolving populations
rather than static biological entities. Specialists are interested in determining the
factors that affect sustainment costs along with attaining both the ecological and
economic optimum when establishing a new nature reserve. We intend to apply our
findings regarding exchange and adaptation of populations described in Chli and De
Wilde [2009] and De Wilde et al. [2003] to investigate this problem.

Economic considerations in the optimal size and number of reserve sites were
studied by Groeneveld [2005] . The debate among ecologists on the optimal number
of reserve sites under a fixed maximum total reserve area is known as the “single
large or several small” (SLOSS) problem. Along similar lines Hamaide et al. [2005]
studied the trade-off between species abundance and species diversity in biological
reserves. Requiring representation of each species in at least one parcel in the system
and seeking the minimum number of parcels in the reserve system to achieve this is
termed the ‘species set covering problem’ (SSCP). Factors that are taken into con-
sideration are the ability to hold as many species as possible and have low extinction
rates while keeping the costs of nature conservation low.

In De Wilde et al. [2003] it was shown using population dynamics that if main-
taining diversity is to be successful, i.e. without lowering too much the payoff for
the non-endangered strategies/species, it has to go on forever, because the non-
endangered strategies still get a good payoff, so that they continue to thrive.

In Chli and De Wilde [2009] population exchange was shown to increase the
efficiency of a market in the sense that all the needs were equally satisfied. We intend
to combine our results of Chli and De Wilde [2009] and De Wilde et al. [2003] to
examine what effect they have in the context of diversity in a population as well as
investigate how they can be applied in order to provide answers to problems such as
SLOSS and SSCP.
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7.3 Concluding Remarks

Empirical results validate all four contributions within a number of domains. The
generality of the contributions is verified by applying them to simulations of com-
plex market, social and biological systems. Ultimately, this work demonstrates the
fact that interactivity/exchange and convergence in multi-agent systems are issues
that are significantly interrelated with direct influence to each other.



Appendix A
The EEII Project

The EEII project focused on exploring the possibility of using ecological methods
within the development of agent-based information systems. The project web page
can be found at http://www.ee.ic.ac.uk/research/neural/eeii.html. The partners were
Imperial College London, Eindhoven University of Technology and Universidade
Nova de Lisboa. Within the project, agent systems were studied from an ecological
point of view and properties of agent systems such as scalability [Marwala et al.,
2001], openness [Abramov et al., 2001], adaptability [Simoes-Marques et al., 2003]
and stability [Chli et al., 2003]1 were investigated.

Scalability [Marwala et al., 2001] is viewed as the relationship of any parameter
with respect to the number of agents in the population. For the purpose of this inves-
tigation a market environment was simulated with the traders modelled as agents.
Soft computing (neural networks and fuzzy algorithms) as well as genetic algo-
rithms were utilised to model the decision making component of the traders. It was
shown using simulation that the number of agents participating in the trading game
modelled is directly proportional to the computational time taken to run the simu-
lation. It was further observed that no player had a monopolistic advantage on the
prediction of the market.

The concept of openness [Abramov et al., 2001] of a multi-agent system allows
for more than one interpretations. One of the contributions of the EEII project has
been a classification of the different types of openness as well as a generic definition.
An agent system has being developed as a basis for the study of openness-related
properties. This agent system was used to conduct a set of experiments to allow the
study of several types of openness.

Adaptability is the ability of the agents to adapt in a dynamic environment. In
Simoes-Marques et al. [2003] an agent model of a market buyer/seller scenario was
developed. The agents adapt in order to maximise their fitness using both classical
and fuzzy computing methods. Sellers seek to maximise the profit they obtain on
trades, while buyers seek to maximise the degree of acceptance of the goods they

1 Our contribution and the part of the EEII project included in this book is the investigation of
stability of multi-agent systems.
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buy. This degree is affected by price and user preference constraints. Both classical
and fuzzy computing methods are used for the adaptation of agents. The proposed
model was shown to be effective as adaptable agents were more successful in the
competitive trading environment.

Artificial adaptation of populations was studied in De Wilde et al. [2003] with
simulations of an ecosystem of interacting software agents. The agents have a strat-
egy, and receive a payoff for executing that strategy. Unsuccessful agents become
extinct. The repercussions of maintaining a diversity of agents were investigated.

It was shown that if maintaining diversity is to be successful, i.e. without lower-
ing too much the payoff for the nonendangered strategies, it has to go on forever,
because the nonendangered strategies still get a good payoff, so that they continue to
thrive, and continue to threaten the endangered strategies. For example in the animal
and plant kingdoms, the number of endangered species seems much smaller that the
number of nonendangered ones, although there is great uncertainty on the numeri-
cal data. In this situation, it is shown using replicator dynamics that it is possible to
conserve the endangered species, if the effort is spread over all other species.

On the other hand, it is shown that this is not sustainable if the number of endan-
gered species is of the same order as the number of nonendangered ones. In other
words, one should not try to control the pure Darwinian evolution in a population of
competing agents by artificially maintaining a diversity of agents. If the number of
endangered species is much smaller than the others, they will have little influence
on the dynamics of the system, and whether the others sustain them or not will make
little difference again.



Appendix B
Statistical Analysis

Some concepts from statistical hypothesis testing are explained here. An effort was
made to make this chapter self-contained but the reader is encouraged to refer to any
statistics textbook such as Fisher [1970]; Crawshaw and Chambers [2001] for more
in-depth information.

B.1 Statistical Hypothesis Testing

Statistical hypothesis is the assumption that a parameter of some distribution has a
certain value. Null hypothesis H0 is a hypothesis we may test by accepting it in the
first place. Alternative hypothesis H1 is the hypothesis, which is accepted once the
null hypothesis is rejected. It is therefore the assumption that H0 is wrong. The ob-
ject of a statistical test is to test the value of a population parameter using a random
sample and observing the corresponding sample parameter. To do so, a function of
the sample parameter of a known probability distribution may be used, called the
test statistic. By accepting the null hypothesis we establish that the test statistic has
a certain probability to lie within a certain range considered likely. The probability
to lie outside this certain range, considered unlikely, is known as the significance
level. If, given that H0 is true, the observed value of the test statistic is in a range
that it has small probability to lie (equal to the level of significance, e.g. 0.05 or 5%)
then we reject H0 and conclude that the test is significant. Otherwise we accept H0
and resolve that the test is not significant.
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B.2 Tests for Showing That Two Samples Come from the Same
Distribution

To determine whether the two samples come from the same distribution a t-test for
the mean and then an F-test for the variance are performed. The methods used are
described below.

The tests are performed on two samples of the “Tasks executed per trader” metric
from the unstable system experiment described in Section 3.4.1.3. The data obtained
for each of the metrics in this experiment is split in two groups. Sample 1 contains
data for rounds 1999 to 5999 and Sample 2 contains data for rounds 6000 to 10
000. Any data recorded at the start of the experiment, which is regarded as a burn-in
period, is not taken into account. The methods for carrying out the tests for the mean
and variance are illustrated below.

The above tests are mainly intended for normal populations. However, they may
be used for non-normal ones provided that the sample size is sufficiently large. This
is because according to the central limit theorem, even if the population is non-
normal, X is appropriately N (μ , σ2

n ). Furthermore, if the population variance σ2 is

not known it may be replaced by σ̂2 = ∑x2−nx2

n−1 for large samples. Our samples are
of the order of 1000, therefore they can easily be considered as large samples.

1. Test for the variance
H0: Two unpaired random samples (Sample 1 and Sample 2) come from popula-
tions of equal means.
H1: Sample 1 and Sample 2 come from populations of unequal means

If two random samples (not necessarily of the same size) are {X1,X2, . . . ,Xn} and
{Y1,Y2, . . . ,Ym} the best unbiased estimators for the population variance, in each
case, are

S2
x = ∑(x− x)2

n−1
and S2

y = ∑(y− y)2

m−1

Then the test statistic F = S2
x

S2
y

has a F(n − 1,m − 1) distribution, i.e. an F-

distribution with degrees of freedom n− 1 and m− 1, the first parameter cor-
responding to the numerator and the second to the denominator.
H0: The variance for task/traders samples 1 and 2 is the same.
H1: The variance is different.

We calculate:
S2

x = 2.04×10−3 and S2
y = 1.86×10−3, so we obtain F = S2

x
S2

y
= 1.095. The critical

values for F0.05(4000,4000) are 0.94 and 1.06. F-distribution is associated with
the χ2-distribution which, contrary to t-distribution, is not symmetric. As a result
we need to consider separately the upper and lower critical values for a two-tailed
test.
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The test statistic lies in the critical region so we may say that the test is signif-
icant at the 5% significance level and that the two samples are not drawn from
populations with the same variance.

2. Test for the means
Since the variances of the two samples are not known, the test statistic will be

T =
X −Y

Sp

√
1
n + 1

m

where Sp =
(n−1)S2

x +(m−1)S2
y

m+n−2

The variable T is not a normal variable but has a t-distribution with parameter
ν = n− 1, i.e. T (n− 1). It is worth noting here that as ν → ∞ the t-distribution
approaches the normal distribution.
We calculate:
X = 0.067,Y = 0.066,S2

x = 0.002,S2
y = 0.0019 and therefore S2

p = 0.002 and
T = 0.553.
In this case the question is focused on whether the means are different. Hence the
critical region (shaded) in Figure B.1 has to be two sided. Testing at the 5% sig-
nificance level yields two critical values ±1.96 and T does not lie in the critical
region so we may say that there is no significant evidence that the populations’
means are different.
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Fig. B.1: Z distribution for 8000 degrees of freedom. The critical region for the 5%
significance level.
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The test for the means succeeded. However, the test for the variances did not
succeed. This means that there is no significant evidence that the two samples come
from the same distribution. Therefore, the system is not stable when run with the
initial conditions mentioned above.

Similar tests were performed for all of the metrics, which show analogous results.
In general, in order to accept that a system is stable it is required that all of the
metrics exhibit stability.



Appendix C
Methodology: Evolutionary Algorithms

In order to model evolution in populations as well as learning we have used several
evolutionary algorithms in our model. In this section we give a brief overview of
these algorithms.

Evolutionary algorithms [Brazdil, 1993] “is an umbrella term employed to de-
scribe computer-based problem solving systems which use computational models
of some of the known mechanisms of evolution as key elements in their design
and implementation.” A variety of evolutionary algorithms have been proposed by
several researchers. The major ones are: genetic algorithms, evolutionary program-
ming, evolution strategies, classifier systems and genetic programming. They all
share a common concept of simulating the evolution of objects/structures using the
processes of selection, mutation and reproduction. The processes depend on the
performance/fitness of the individuals under consideration as defined by their envi-
ronment and quantified by a fitness function.

According to Spears [2000], “evolutionary algorithms maintain a population of
structures that evolve according to rules of selection and other operators, that are
referred to as search operators (or genetic operators), such as recombination and
mutation. Each individual in the population receives a measure of its fitness in the
environment. Reproduction focuses attention on high fitness individuals, thus ex-
ploiting the available fitness information. Recombination and mutation perturb those
individuals, providing general heuristics for exploration. Although simplistic, these
algorithms are sufficiently complex to provide robust and powerful adaptive search
mechanisms”.

A genetic algorithm (GA) [Goldberg, 1989] is a model of machine learning
inspired by the mechanisms of genetics, which has been applied to optimisation.
It operates with an initial population containing a number of trial solutions. Each
member of the population is evaluated (to yield a fitness) and a new generation is
created from the better of them. The process is continued through a number of gen-
erations with the aim that the population should evolve to contain an acceptable
solution. In Ribeiro Filho et al. [1994] it is stated that GAs are particularly suitable
for solving complex optimization problems and hence for applications that require
adaptive problem-solving strategies. In order to make genetic algorithms reach an
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optimal solution faster, parallel implementations of GAs are often used [Cantu-Paz,
1998]. Genetic algorithms are used for a number of different application areas. Ac-
cording to Sumathi et al. [2008], “an example of this would be multidimensional
optimisation problems in which the character string of the chromosome can be used
to encode the values for the different parameters being optimised”.

In practice, therefore, we can implement this genetic model of computation by
having arrays of bits or characters to represent the chromosomes [Sumathi et al.,
2008]. Simple bit manipulation operations allow the implementation of crossover,
mutation as well as other operations. Crossover involves combining strings to swap
values, e.g. 101001+111111 → 101111. Mutation involves spontaneous alteration
of characters in a string, e.g. 000101 → 100101. Although a substantial amount of
research has been performed on variable-length strings and other structures, the ma-
jority of work with genetic algorithms is focused on fixed-length character strings.

Statistical classification is a type of supervised learning algorithm which takes
a feature representation of an object or concept and maps it to a classification label.
A classification algorithm [Winkler et al., 2007] is designed to learn, or in other
words, to approximate the behaviour of a function which maps a vector of features
[X1,X2, ...,Xn] into one of several classes by looking at several input–output exam-
ples of the function.

An instance of a classification algorithm is called a classifier. Learning classifier
systems [Holland, 1976] are a machine learning technique which combines evolu-
tionary computing and reinforcement learning to produce adaptive systems. It is a
minimal form of modelling learning in the sense that it is not necessary to make as-
sumptions about the way the agents perform their reasoning. In addition to that, the
absence of any assumptions or biases in the learning process leads to results that can
be generalised. A classifier consists of a set of rules, which have a condition C (if
part) an action A (then part) and a strength measure s. An example of a classifier
system is shown in table C.1.

if C1 then A1, s1
if C2 then A2, s2
if C3 then A3, s3
if . . . then . . . . . .
...

...
...

Table C.1: An example of a classifier system.

In the model described in detail in Section 4.4.2, genetic algorithms and classi-
fication algorithms have been used to model evolution of populations of solutions
and learning.
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ACE, xv
adaptability, 13, 53, 56–58, 123
agent

boundedly rational, 3, 8, 60
cooperation, 1, 2, 5, 9–11, 61, 62, 83, 119,

121
definition, 1
interaction, 6, 9–11
lightweight, 3, 8
mobile, 9, 44, 53, 54
static, 53, 54

agents
varying number of, v, 3, 14–16, 18, 57, 99,

115, 117

central limit theorem, 126
classifier, see learning classifier
co-opetition, 119
complex systems, 1
control theory, 15, 99, 100

DBE, vi, xv, 60–62, 65, 69, 71, 72, 77–79
discriminative

power, 85, 86, 96
term, 83, 84, 86, 88, 89, 94–97

ecosystem, 1, 7, 13, 60, 79, 117, 119–121
artificial, v, 3
digital business ecosystem, see DBE
of agents, 7, 15, 61, 71
stability, 57
synthetic, 8
varying number of agents, 14

EEII, vi, xv, 13, 53, 123–124
emergence

definition, 66
strong emergent property, 66

universality, 66
entropy, 85
equilibrium

distribution, v, 3, 13, 15, 17–20, 22, 57, 100,
110

evolutionary algorithms, 128–130
evolutionary programming, 129
genetic algorithms, xv, 65–67, 123, 129, 130

mutation and crossover, 66, 67, 129, 130
statistical classification, see learning

classifier

fitness, 67–77, 123–130
fuzzy

association rules, 83
grammar, 83
logic, 100, 123
query, 83
systems, 65, 123

game theory, 2, 9, 15
equilibrium point, 15
evolutionary, 15
Nash equilibrium, 2, 9

hypothesis testing, see statistical test

information retrieval, 3, 81, 83, 87
information theory, 84
Internet retrieval, see information retrieval

learning classifier, 69, 70, 72–75, 77–79, 129,
130

rule strength, 70–73, 76, 130

machine learning, 129, 130
reinforcement learning, 63, 130
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market efficiency, v, 2–4, 58–80, 100, 114,
117, 120

efficient market hypothesis, 61, 62, 100
efficient markets theory, 61

Markov chain, v, 3, 14, 16–18, 100, 115, 117,
118

invariant distribution, 17
Markov process, 8, 118
Markov property, 100, 110
random variable, 16, 17
state, v, 3, 8, 17–22, 24, 54, 57, 100, 104,

107, 110, 115
definition, 16

state space, 16, 18, 20, 22
stationary distribution, 15, 18, 22, 24–26,

28, 37, 39, 42, 49, 54, 55
time-invariance, 17
transition matrix, 16, 18–20, 22, 100
transition probability, 17–19
transition probability distribution, v, 3, 13,

117
markov chain

aperiodic matrix, 17
irreducible matrix, 17

MAS, see multi-agent systems
multi-agent systems, xv

characteristics, 1
convergence, v–vi, 1, 2, 4, 8–9, 13, 58, 117,

118, 121
definition, 5–6
ecosystem perspective, 7–8
global properties, 14, 57, 60, 123

adaptability, see adaptability
openness, see openness
scalability, see scalability
stability, see stability

interaction, v, 1–7, 9–11, 118
knowledge exchange, v, 1–5, 8–11, 53,

58–80, 102, 114, 117–121

negotiation, 2, 6, 11, 100, 104–105, 107
network effect, v, 3, 59, 60, 65, 72, 80, 117
neural network, 65, 82, 123

object-oriented system, 9
open source software, 59, 61, 63–65, 69
openness, 13, 14, 53, 57, 58, 123

pattern recognition, 103
population dynamics, 14, 15, 120

stationarity, 14
price wars, 7
prisoner’s dilemma, 10
proprietary software, 64–65

query expansion
evaluation metrics

number of documents viewed, v, 91, 98
methodology, 82

clustering, 82, 88, 91, 94
knowledge-based, 83
lexical co-occurrence, 82, 94
relevance feedback, 83
thesaurus-based, 82, 83
user-log mining, 83

word sense disambiguation, see word sense
disambiguation

query formulation, 3, 81, 82, 94, 96

rationality, 3, 8, 60, 100, 105
reputation, v, 3, 6, 59, 80, 117
resource value, 4, 100–102, 104, 105
RoboCup soccer, 10
robustness, 2, 9, 100

Santa Fe artificial stock market, 65
satisfaction of market needs, 62, 64, 65, 67–69,

77
saturation, 68, 69, 77, 78

scalability, 13, 14, 123
scheduling, 4, 99, 101, 103

fuzzy logic approach, 100
micro-economic approach, 100
multi-agent approach, 101

search space, 84, 98
semantic

ranking, 97
similarity, 97
web, 83, 96

service-request similarity, 67, 68
simple random walk, 20
SLOSS, 120
SME, xv, 60–62, 66–73, 76–79
soft computing, 83, 123
soft semantic web, 83
speech recognition, 103
SSCP, 120
stability, v–vi, 1–4, 8–9, 13–58, 99–100, 110,

117, 123, 128
in computer science, 14

spatial stability, 15
temporal stability, 15

in control theory, 15
in dynamical systems, 15
in evolutionary game theory, 15
in game theory, 14
in population dynamics, 15
in stochastic systems, 2, 15, 110
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of multi-agent systems, v, 2–4, 8, 13, 14, 16,
18, 22, 25, 36, 42, 47, 53, 57, 100, 117

conditions, 24, 35, 46, 54
definition, 17–18

of strategies, vi, 99, 100
statistical test, 13, 22, 25, 28, 36, 39, 42, 47,

49, 51, 54, 55, 57, 125–128
stemming, 87

KSTEM, 87
Porter stemmer, 87

stochastic systems, v, 2, 3, 8, 13, 15–17, 57,
100, 110, 117, 118
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