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Preface

The genesis of this book was a proposal by Dr. Panagiotis Kosmas and Prof. Yifan
Chen to co-author a review paper which would provide an overview of the current
state of the art in both microwave breast imaging and microwave breast tumour
classification techniques. Later, following discussions with Springer, it was decided
that this work might be of interest to a broader community of researchers and the
Springer book would be a suitable format for such a review document.

Together with Dr. Martin O’Halloran, they wrote an abstract for a Springer book
which broadened the scope of the original document to include quantitative and
qualitative imaging methods, as well as a review of existing prototype systems. With
this in mind, the team of authors was broadened to include Dr. Tonny Rubæk and
Dr. Johan Mohr (microwave tomography); Mr Muhammad Adnan Elahi, Dr. Dallan
Byrne, Dr. Edward Jones and Dr. Martin Glavin (confocal microwave imaging);
and Ms Marggie Jones and Dr. Raquel Conceição (microwave classification). Since
then, the editorial team has been composed of Johan Mohr, Raquel Conceição and
Martin O’Halloran.

The team would like to express their thanks to Ho Ying Fan, Karin Louzada,
Catherine Rice, Tom Spicer and Cindy Zitter at Springer for their continued support
in the development of this book. While the coordination of the book with a large
team of contributors has been challenging, it has been equally as rewarding.

The editorial team would also like to acknowledge our many colleagues, whose
work has contributed to each and every chapter. In particular, we would like to thank
the following researchers (listed in alphabetical order):

• Ms. Bárbara Oliveira
• Dr. Brian McGinley
• Dr. Daniel Flores-Tapia
• Mr. Diego Rodriguez-Herrera
• Dr. Fan Yang
• Dr. Fearghal Morgan
• Mr. Hugo Medeiros
• Prof. Stephen Pistorius.
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• Electrical and Electronic Engineering, National University of Ireland, Galway,
Ireland

• Institute of Biomedical Engineering, Department of Engineering Science, Uni-
versity of Oxford, United Kingdom

• Instituto de Biofísica e Engenharia Biomédica, Faculdade de Ciências, Universi-
dade de Lisboa, Lisbon, Portugal

• King’s College London, Strand London, United Kingdom
• Medical Device Research Group, Translational Research Facility, National

University of Ireland, Galway, Ireland
• Newcastle University, Newcastle upon Tyne, United Kingdom
• South University of Science and Technology of China, Shenzhen, China

Also, we would like to acknowledge the various funding agencies who have
supported our work during the completion of this book (listed in alphabetical
order):

• EPSRC with grant numbers: EP/J00717X/1 and EP/J007293/1
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BPD/79735/2011 and the strategic plan of the Instituto de Biofísica e Engenharia
Biomédica PEst-OE/SAU/UI0645/2011
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missions. The book itself is very much aligned with the goals of the MiMed Action,
in terms of sharing experience and expertise, and the development of long-lasting
collaborative networks.
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Galway, Ireland Martin O’Halloran
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Chapter 1
Introduction

Johan Jacob Mohr, Martin O’Halloran, and Raquel Cruz Conceição

Over the last two decades, microwave imaging (MWI) has been investigated as a
novel imaging and diagnostics technique for detection of breast cancer. A number
of early small-scale clinical experiments have clearly illustrated the potential of
the technology, while also revealing some significant remaining challenges. These
technical challenges must be addressed before MWI is accepted as a viable
alternative (or complement) to other medical imaging techniques such as X-ray,
ultra-sound, and magnetic resonance imaging.

The purpose of this book is two-fold: firstly, we wish to present the background
and theory of the most basic MWI and diagnostic techniques at a level which is
accessible to graduate-level newcomers to the field; secondly, we wish to give an
overview of the most recent and relevant developments in the field of MWI. In
this way, we hope to bridge the gap between more easily accessible overviews of
MWI, e.g. [2–5, 7], which presents broad overview of results and techniques, but
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2 J.J. Mohr et al.

lacks the detail required to gain a complete understanding of the systems, and the
very detailed texts such as [1, 6] which attempt to include a complete treatise of
the theory, but can appear technically daunting to novices in the field. It should be
noted that MWI for breast cancer detection is a growing field of research, and as
such many new and promising research groups are continually emerging. As such,
this book can only present work from the established leading research groups at the
time of publishing.

The book begins by describing breast anatomy and cancer development. Both
of these topics are addressed from the perspective of MWI. Next, a summary of
both historical and more recent studies of the dielectric properties of breast tissue
is presented, and how these studies contribute to the current understanding of the
microwave breast imaging problem is discussed.

Chapter 3 examines the underlying principles of Microwave Tomography, an
imaging technique where the coarse dielectric profile of the breast is reconstructed.
In this chapter, the scattering problem is presented, in the form of integral equations,
and methods for solving the non-linear imaging problem are described.

Chapter 4 is focused on Confocal Microwave Imaging or radar-based imaging.
Rather than seeking to reconstruct the dielectric profile of the breast, radar-based
methods aim to identify the presence and location of significant dielectric scatterers
within the breast. In this chapter, a representative range of algorithms are described
and evaluated on simulated data-sets, and general trends are drawn in the context of
different levels of dielectric heterogeneity. The emerging idea of contrast enhanced
imaging is also considered.

Apart from using reflected microwave energy to reconstruct images of the
breast, the tumour reflections (or radar target signatures) may contain additional
information on the shape and size of the tumour. This information could potentially
be used for tumour classification. In Chap. 5, Tumour Classification, different
numerical models are first presented, which can be used to realistically mimic the
size, shape, and growth patterns of breast tumours in electromagnetic numerical
models. Next, a range of tumour classification algorithms based on the radar target
signatures of tumours is presented.

Finally, the book concludes with a snap-shot of current Experimental Systems.
For clarity, these systems have been categorised into three groups: operational,
tomographic, and radar-based. The main characteristics of each system are pre-
sented and how they have been evaluated is discussed. Importantly, references to
the most recent studies are included, rather than the earliest, which are often found
to be obsolete.

Overall, this book provides a comprehensive but accessible map of the
microwave imaging and diagnostic research, and will act as a useful introductory
guide for novice researchers in this promising field of medical imaging.
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Chapter 2
Anatomy and Dielectric Properties
of the Breast and Breast Cancer

Martin O’Halloran, Dallan Byrne, Raquel Cruz Conceição, Edward Jones,
and Martin Glavin

In this chapter, the anatomy of the breast is presented first. The anatomy of the breast
is described primarily from the perspective of microwave imaging, with a focus on
the various layers and structure of the breast with differing dielectric properties.
Next, the disease of breast cancer is discussed, including the cellular origins of the
disease, the variants or types of the disease and the grading of breast cancer. The
chapter concludes with an in-depth review of both historical and recent studies of
the dielectric properties of healthy and cancerous breast tissue.

M. O’Halloran (�) • E. Jones • M. Glavin
Electrical and Electronic Engineering, National University of Ireland, Galway, Ireland
e-mail: martin.ohalloran@nuigalway.ie; edward.jones@nuigalway.ie;
martin.glavin@nuigalway.ie

D. Byrne
Faculty of Engineering, University of Bristol, Bristol, UK

formerly at Electrical and Electronic Engineering, National University of Ireland, Galway, Ireland

Department of Electrical & Electronic Engineering, University of Bristol, Bristol, UK
e-mail: dallan.byrne@bristol.ac.uk

R.C. Conceição
Faculdade de Ciências, Instituto de Biofísica e Engenharia Biomédica, Universidade de Lisboa,
Lisbon, Portugal
e-mail: raquelcruzconceicao@gmail.com

© Springer International Publishing Switzerland 2016
R.C. Conceição et al. (eds.), An Introduction to Microwave Imaging for Breast
Cancer Detection, Biological and Medical Physics, Biomedical Engineering,
DOI 10.1007/978-3-319-27866-7_2

5

mailto:martin.ohalloran@nuigalway.ie
mailto:edward.jones@nuigalway.ie
mailto:martin.glavin@nuigalway.ie
mailto:dallan.byrne@bristol.ac.uk
mailto:raquelcruzconceicao@gmail.com


6 M. O’Halloran et al.

2.1 Anatomy of the Breast

The shape and size of the breast, and the properties and distribution of the
constituent tissues, will significantly influence the design of a microwave breast
imaging system [7, 26]. The anatomical transformation of the breast during the
lifetime of the woman from puberty to menopause and beyond must also be con-
sidered. Several general anatomy texts provide very comprehensive examinations
of the development and structure of the normal healthy breast [9, 10], and a brief
summary is presented here.

At maturity, the breast has a protruding conical form with a circular base (with a
typical diameter of between 7 and 8 cm). The breast consists of between 15 and
20 pyramid-shaped lobes of glandular tissue arranged in a wheel-spoke fashion
emanating from the nipple. The nipple is surrounded by a ring of pigmented skin
called the areola, which is usually 2.5 cm in diameter. Each lobe is composed
of approximately between 20 and 40 lobules that can be subdivided further into
functional units known as acini. The acini of the breast are small glands where milk
is produced in response to normal hormonal changes. Adipose (fatty) tissue fills
the gaps between the lobes and extends throughout the breast, giving the breast
its size and shape. Fibrous connective tissue forms a supporting and stabilising
framework for the lobes, and is often referred to as Cooper’s ligament. Finally, the
retromammary fat separates the breast from the major pectoral muscle.

A non-lactating breast normally weighs between 150 and 225 g, with a lactating
breast increasing in weight to 500 g. The mean volume of the breast is approximately
285 ml. The breast of a nulliparous woman (a woman who has never given birth)
typically has a hemispherical shape with a noticeable flattening above the nipple.
The multiparous breast (belonging to a woman who has given birth two or more
times) is usually larger and more pendulous, due to the normal hormonal stimulation
experienced during pregnancy and lactation.

The breasts of younger women are composed primarily of dense glandular tissue,
with a small percentage of the overall breast volume being fat. Therefore, they tend
to be more firm and dense than the breasts of older women. In the fortnight before
menstruation, the breast ducts enlarge as the overall breast changes in size and
consistency. This change is in response to increased levels of the hormone prolactin.
During pregnancy (again prompted by hormonal changes), the blood supply to the
breasts increases and significant duct, lobular and alveolar growth occurs. As the
pregnancy progresses, the breasts tend to enlarge with dilation of the superficial
veins. Finally, with the loss of oestrogen during the menopause, a significant change
in the consistency of the breast occurs where the lobes of the breast are replaced by
fat, and the overall breasts becomes less dense and less firm.

From the perspective of microwave imaging, the anatomy of the breast can be
simplified to the following:

• An adipose layer directly below the skin. This layer consists of vesicular cells
filled with fat which are collected into lobules and then separated by Cooper’s
ligament;
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• The innermost tissue of the breast consists of mammary glands (lobules that
produce milk). Each breast has about 15–20 sections termed lobes with many
smaller sections of mammary glands, which are arranged in a circular fashion.
These lobes and ducts are also surrounded by ‘Cooper’s ligament’, which has the
function of maintaining the inner structure of the breast and supporting the tissue
attached to the chest wall;

• Posterior to the breast is the major pectoral muscle, and the 2nd to 6th rib.

Breast tumours typically originate in glandular tissue. The formation of these
tumours will be discussed in detail in the next section.

2.2 Breast Cancer

Breast cancer is most common in older women [17] potentially due to the fact that
cells have to undergo multiple genetic alterations before becoming malignant [15].
There is also a higher incidence of breast cancer when a family history of the
disease exists, or when the patient previously developed breast or any other type
of cancer [17].

Breast cancer is generally categorised as either invasive or in situ (also called
non-invasive). Invasive cancers are those in which there is a dissemination of cancer
cells outside the basement membrane of the ducts and lobules into the surrounding
healthy tissue. Conversely, in situ cancers are those in which cancer cells remain
within the basement membrane of the lobules and the draining lactiferous ducts [8].

Some of the most frequently occurring breast cancers are as follows:

• Invasive ductal carcinoma (IDC) is the most common type of breast cancer
(70–80 % of breast cancer cases) and occurs in the cells that line the ducts of
the breasts;

• Invasive lobular carcinoma (ILC) represents about 10 % of breast cancer cases
and occurs in the cells that line the lobules of the breast;

• The ductal carcinoma in situ (DCIS) is a type of cancer in which cancerous cells
are present inside the ducts, but have not spread to other regions of the breast or
body;

• The lobular carcinoma in situ (LCIS) is not a type of cancer per se, but the
presence of this disease suggests an increased risk of developing cancer.

In general, breast cancer is defined as a growth of undifferentiated (or unspe-
cialised) cells which form a lump. Usually the immune system is capable of
destroying the undifferentiated cells which can lead to the formation of a tumour
through a process called apoptosis (cell self-destruction). However, if too many
mutations occur in cells at the same time, the immune system may not be able to
respond appropriately, and masses of tumour cells will be formed [17].

The manner in which proliferation of tumour cells occurs may indicate whether
a tumour is benign or malignant. For benign tumours, the growth is controlled and
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may only be of concern if nearby organs are compressed or if the tumour releases
unwanted hormones. Conversely, for malignant tumours the growth is uncontrolled
due to a high rate of replication. Malignant cancer usually spreads to other parts of
the body by metastases and destroys surrounding healthy tissues [17].

The grade of malignancy of the tumour can be determined by pathologically
analysing how premature the cells are within the tumour. The less mature the tumour
cells, the older and more widespread the malignant tumour is likely to be, and
therefore the lower the chances of successful treatment. The different grades of
development at which cells can be found are referred to as differentiation [17].
The cytoskeleton of tumour cells becomes disorganised due to the decrease and
disorganisation of microfilaments and microtubules [3], causing the original shape
of the cell to be lost (becoming more round) and the process of mitosis (cell
replication) to become chaotic leading to both an uncontrolled growth of tissues
and a loss of genetic information. Because the surface of the cells changes, the
membrane permeability is altered and the regular osmosis process is also affected,
causing the tumour tissues to retain more fluid than normal cells. This extra fluid, in
the form of bound water, changes the dielectric properties of the tissue.

Additionally, cancer cells are not contact-inhibited, which means that huge
masses of cancer cells grow over each other forming multiple layers, and are able
to coexist in high concentrations. Furthermore, due to the large growth of cells
in tumours, particularly in malignant tumours, networks of capillaries are created
in order to nourish the newly formed cells [2]—a process called neoangiogenesis.
In [23], it is noted that neoangiogenesis, i.e. growth of new blood vessels, is induced
by tumours with a dimension of at least 3 mm. As the size of tumours becomes
larger, these networks of capillaries may develop into small veins and arteries which
will connect to major blood supply vessels [2].

The increased volume of water within cancerous tissue is responsible for the
strong electromagnetic scattering associated with microwave imaging. The increase
of sodium and water, particularly in bound water, within the tumour cell leads
to greater conductivity and permittivity of tumour tissues [18, 27, 29]. Another
feature that may help detect the presence of malignant tumours is the existence of
calcifications. However these are only formed when severe necrosis has occurred,
i.e. disorderly apoptosis, resulting in groups of dead cells which are not naturally
absorbed by the organism [29].

Finally, some additional characteristics inherent to benign and malignant tumours
have potential to be helpful in tumour classification. These characteristics include
tumour shape, margins, surface texture, depth, localisation and packing density
[2, 20, 23, 28]. A subset of these characteristics may be useful for tumour clas-
sification using microwave imaging: tumour shape and surface texture. Malignant
tumours usually present the following characteristics:

• Irregular, ill-defined and asymmetric shapes;
• Blurred boundaries (lack of sharpness);
• Rough and complex surfaces with spicules or microlobules;
• Non-uniform permittivity variations;
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• Distortion in the architecture of the breast;
• Irregular increase of tissue density (due to masses and calcifications).

Conversely, benign tumours tend to have the following characteristics:

• Spherical, oval or at least present well-circumscribed contours;
• Compact;
• Smooth surfaces [1, 2, 16, 25, 28].

In the next section, the dielectric properties of both healthy and cancerous tissue at
microwave frequencies are described in detail.

2.2.1 Historical Dielectric Studies

Several historical studies have examined the dielectric properties of the breast and
breast cancer. These results are summarised here first for completeness, before the
results of more recent studies are presented.

In general, the dielectric properties of normal and cancerous tissue of various
human organs have long been the subject of various studies [11–14]. However,
focussing on the breast in isolation, in 1984, Chaudhary et al. [5] measured the
dielectric properties of ex vivo normal and malignant breast tissue between 3 MHz
and 3 GHz at 25 ıC. The variation of the dielectric properties of normal and
malignant tissue with frequency as established by Chaudhary is shown in Fig. 2.1.

Chaudhary concluded that significant differences existed in the dielectric prop-
erties of normal and malignant tissues of the human breast, with the greatest
permittivity difference occurring at frequencies below 100 MHz.

In 1988, Surowiec et al. [31] measured the dielectric properties of ex vivo
infiltrating breast carcinoma and its surrounding tissue at frequencies between

Fig. 2.1 The variation of the relative permittivity (a) and conductivity (b) of normal and malignant
tissue between 3 MHz and 3 GHz as reported by Chaudhary et al. [5]. Images reproduced courtesy
of The Electromagnetics Academy
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Fig. 2.2 The variation of (a) the relative permittivity and (b) the conductivity of tumour tissue,
the surrounding tissue, and peripheral tissue across the frequency band of 0.02 and 100 MHz as
reported by Surowiec et al. [31]. Images reproduced courtesy of The Electromagnetics Academy

20 KHz and 100 MHz. The results were fitted to Cole–Cole dielectric relaxation
models [32]. Three categories of tissue were considered by Surowiec et al.:

• The central part of the tumour;
• The tissue immediately surrounding the tumour;
• The peripheral tissue at a distance of approximately 2 cm from the centre of the

tumour.

The Cole–Cole models of permittivity and conductivity for the centre of the tumour,
the surrounding tissue and peripheral tissue, as reported by Surowiec et al. [31],
are shown in Fig. 2.2. Surowiec again observed significantly higher permittivity
values for the central part of the tumour and the infiltrating margins compared to
tissue taken from the periphery of the tumour. Surowiec suggested that the high
permittivity associated with the infiltrating margins of the tumour could be attributed
to tumour cell proliferation, and, based on the results the dielectric contrast between
normal and malignant tissue, could be potentially used for the detection of breast
cancer.

In 1992, Campbell and Land [4] measured the complex permittivity of female
breast tissue at 3.2 GHz. Campbell and Land’s specific aim was to provide detailed
information for microwave thermography applications on the dielectric properties
of human female breast tissue at 3.2 GHz. Campbell contended that the dielectric
measurements made by Surowiec et al. may have been inaccurate at microwave fre-
quencies due to the fact that the samples were collected and stored in physiological
saline and that the results at microwave frequencies could be more representative
of the saline than the breast tissue sample itself. In [4], four types of tissue were
examined: fatty tissue, normal tissue, benign breast tumour tissue and malignant
breast tissue. The results are outlined in Table 2.1. While Campbell and Land [4]
noted a significant dielectric contrast between normal (fat tissue and all other breast
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Table 2.1 Dielectric properties of female breast tissue at 3.2 GHz as reported by
Campbell and Land [4]

Tissue type Relative permittivity Conductivity (S/m) Water content (%)

Fatty tissue 2.8–7.6 0.54–2.9 11–31

Normal tissue 9.8–46 3.7–34 41–76

Benign tissue 15–67 7–49 62–84

Malignant tissue 9–59 2–34 66–79

Fig. 2.3 The variation of (a) the relative permittivity and (b) the conductivity of normal and
malignant tissue between 50 and 900 MHz as reported by Joines et al. [19]. Images reproduced
courtesy of The Electromagnetics Academy

tissue) and tumour tissue, they also suggested that due to the similarity in dielectric
properties of malignant and benign tumours, it might not be possible to distinguish
between the two based on dielectric properties alone.

In 1994, Joines et al. [19] measured the dielectric properties of normal and
malignant breast tissue from 50 to 900 MHz. The measured permittivity and
conductivity are shown in Fig. 2.3. Across the range of tissues examined, Joines
observed an average difference in permittivity and conductivity of 233 and 577 %,
respectively.

In 2000, Meaney et al. [24] used a clinical prototype of a tomographic microwave
imaging system to estimate the dielectric properties of normal breast tissue in vivo.
Meaney measured the average permittivity and conductivity of cancer-free breast
tissue. The results of this study are shown in Table 2.2. Meaney noted that the
average permittivity values of normal tissue at 900 MHz were significantly higher
than those previously published in Joines et al.’s ex vivo study [19]. Meaney also
suggested that a correlation existed between the average permittivity values and
the radiographic density of the tissue, since patients categorised radiographically as
having breast tissue with high fat content had an average permittivity value of 31,
while patients categorised as having breast tissue with heterogeneously dense tissue
had average relative permittivity between 35 and 36.
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Table 2.2 Average dielectric properties of female breast tissue at
900 MHz measured in vivo using an active microwave imaging system
developed by Meaney et al. [24]

Patient Age Average permittivity Average conductivity (S/m)

1 76 17:22 ˙ 11:21 0:5892 ˙ 0:3547

2 57 31:14 ˙ 4:35 0:6902 ˙ 0:3650

3 52 36:44 ˙ 6:24 0:6869 ˙ 0:3156

4 49 35:43 ˙ 3:93 0:5943 ˙ 0:3841

5 48 30:85 ˙ 7:22 0:6350 ˙ 0:3550

Fig. 2.4 The variation of (a) the relative permittivity and (b) the conductivity of normal and
malignant tissue between 0.5 and 30 GHz as reported by Choi et al. [6]. Images reproduced
courtesy of The Electromagnetics Academy

2.3 More Recent Dielectric Studies

In 2004, Choi et al. [6] measured the dielectric properties of breast cancer tissue,
along with the properties of metastasised lymph nodes and normal lymph nodes in
the frequency band between 0.5 and 30 GHz. The results of the measurements are
shown in Fig. 2.4, once again illustrating a dielectric contrast between normal and
malignant tissue.

One of the most recent, and arguably most comprehensive examinations of the
dielectric properties of normal and malignant tissue was completed by Lazeb-
nik et al. [21, 22] in 2007. Lazebnik sought to compensate for some of the
apparent weaknesses of previous studies, such as small patient numbers, the fact
that many studies did not exceed 3.2 GHz in frequency, and the limited types of
tissues examined. In her first study [21], Lazebnik examined normal breast tissue
exclusively. This tissue was obtained from breast reduction surgeries. One of the
most significant differences between Lazebnik’s first study and previous studies was
the histological categorisation of the samples. Each sample under consideration was
quantified in terms of the percentage of adipose, glandular and fibroglandular tissue
present in the sample.
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Fig. 2.5 The relative permittivity (a) and conductivity (b) of normal breast tissue as measured
by Lazebnik et al. [21] over the frequency band 0.5–20 GHz. Group 1 represents 0–30 % adipose
tissue, group 2 represents 31–84 % adipose and group 3 represents 85–100 % adipose tissue

In order to effectively summarise the data, Lazebnik et al. formed 3 groups of
tissue:

• Group 1 contained all samples with 0–30 % adipose tissue (99 samples).
• Group 2 contained all samples with 31–84 % adipose tissue (84 samples).
• Group 3 contained all samples with 85–100 % adipose content (171 samples).

Median permittivity and conductivity curves were created by calculating the fitted
values for each sample in the group at 50 equally spaced frequency points. Secondly,
the median value at a particular frequency was calculated across all samples
within a group. Finally, Cole–Cole equations were used to fit these median values.
The Cole–Cole representations for permittivity and conductivity for each tissue
group are shown in Fig. 2.5. Lazebnik found significant dielectric heterogeneity in
normal breast tissue, as previously suggested by Campbell and Land [4]. Lazebnik
suggested that the reason that this level of heterogeneity was not found in previous
studies was the location from which samples of normal tissue were taken. In
previous studies, the samples of normal tissue were taken from regions distinct
from the tumour site, and since tumours typically occur in glandular tissue, these
normal samples were likely to have a higher adipose content compared to the
glandular tissue surrounding the tumour. Therefore, the dielectric heterogeneity
of breast tissue was underestimated. Lazebnik also concluded that the dielectric
properties of breast tissue was primarily a function of the adipose content of the
tissue. Adjusting for adipose content, Lazebnik found that there only existed a 10 %
difference between the conductivity of normal tissue and malignant tissue, and an
approximate 8 % difference in permittivity at 5 GHz. Adjusting for adipose and
fibroconnective tissue, Lazebnik found no statistical differences between normal
glandular and malignant glandular tissues in the breast. This presented a much more
difficult imaging scenario than that previously assumed.
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Fig. 2.6 The median relative permittivity (a) and conductivity (b), (50th percentile) Cole–Cole
curves for groups 1, 2 and 3 for normal tissue obtained from reduction surgeries and cancer
surgeries. The median relative permittivity (50th percentile) curve of the dielectric properties of
samples that contained at least 30 % malignant tissue content is also shown for comparison

The dielectric properties of normal, benign and malignant breast tissues were
further addressed in Lazebnik’s later study [22]. Once again, Lazebnik attempted to
address discrepancies and gaps in previous studies by undertaking a study with a
large population size across a very wide frequency band from 0.5 to 20 GHz. The
results are summarised in Fig. 2.6.

The measured dielectric values for malignant tissue agreed well with previous
studies by Chaudhary [5], Surowiec [30] and Joines [19]. Adjusting for adipose
content, Lazebnik et al. found that there only existed a 10 % difference between
the conductivity of normal tissue and malignant tissue, and an approximate 8 %
difference in permittivity at 5 GHz. Adjusting for adipose and fibroconnective
tissue, Lazebnik et al. found no statistical differences between normal glandular
and malignant glandular tissues in the breast. Without adjusting for adipose or
fibroconnective tissue, Lazebnik et al. observed a 10:1 contrast between normal high
adipose tissue and malignant tissue.

Finally, in 2009, Halter et al. presented results from a small-scale clinical study in
which estimates of the dielectric properties of malignant breast tissue were obtained
using three different methods:

1. Electrical impedance tomography;
2. In vivo measurement using both electrical impedance spectroscopy (EIS) and

microwave impedance spectroscopy (MIS) probes;
3. Ex vivo breast cancer specimens, again using EIS and MIS probes.

The importance of this particular study is that it involves in vivo measurements.
While the dielectric properties of normal tissue were in general agreement with
Lazebnik’s studies, Halter observed a significant change in dielectric parameters
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after tissue excitation and attributed those changes to variations of temperature,
tissue dehydration and ischemic effects. Moreover, they also noted that those
changes occur within seconds after extraction and may stabilise for hours thereafter.
Halter also found that the dielectric properties of in vivo cancerous tissue were
significantly higher than those estimated by either electrical impedance tomography
or by ex vivo measurements. However, it could be argued that since the dielectric
probe was inevitably not sampling the exact same tissue volume in vivo and ex vivo
(since the probe had to be removed for tissue excision), it is difficult to draw very
definite conclusions from this particular study. Therefore, Lazebnik’s studies still
remain the main reference study for the estimation of the dielectric properties of
healthy and cancerous breast tissue. However, this dielectric heterogeneous breast
as presented by Lazebnik suggests quite a challenging imaging scenario from the
perspective of microwave imaging.
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Chapter 3
Microwave Tomography

Tonny Rubæk and Johan Jacob Mohr

This chapter details microwave tomography for breast cancer detection. It includes
a description of the scattering mechanism and introduces the object function and
the forward problem, which defines the non-linear inverse tomographic problem.
This is followed by a brief overview of the linear approximations which historically
have been applied for solving the inverse problem. The major part of this chapter
is devoted to introducing the algorithms which have been proposed for solving the
non-linear tomographic problem. This includes local gradient-based methods and
global evolutionary methods as well as a description of the use of multi-frequency
data and a priori knowledge.

3.1 Introduction

Microwave tomography is a term used for describing methods in which measured
perturbations of an electromagnetic field caused by a given object are used to derive
information about the shape and electromagnetic parameters of that object.
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Tomographic methods currently used in biomedical applications include ultra-
sound tomography [53, 71, 72], X-ray computed tomography (CT) [1, 8, 43],
positron emission tomography (PET) [4, 61], amongst others.

The use of microwave tomography dates back to the 1970s with some of the earli-
est reports of biomedical applications made in the beginning of the 1980s [5, 57, 59].
Compared to many of the other tomographic techniques, microwave tomography
often requires more computational power since the objects under investigation are
of the same size as the wavelength and the dielectric contrast are large.

In the last half of the 1990s, the spread of more affordable and powerful
computers meant that the use of microwave tomography became more widespread—
both for biomedical and other applications. In particular, the use of microwave
tomography for breast cancer detection received massive attention in the late 1990s
and early 2000s.

In this chapter, the use of microwave tomography for breast cancer detection is
described. We start by introducing the integral form of the scattering problem which
forms the basis for the microwave-tomography problem. After this we give a short
introduction to linear microwave tomography based on the Born approximation.
This type of tomography has little use in imaging for breast cancer detection but is
included here for historical completeness.

Following the section on linear tomography, we describe non-linear tomography
in detail in Sect. 3.4. Two different approaches are described: the gradient-based
local algorithms and the evolutionary, randomised global methods. The main focus
is on the more widely used gradient-based methods and the section also includes a
treatment of the different regularisation schemes which have been suggested for use
in microwave tomography.

Throughout this chapter, the frequency dependence is denoted by e�i!t, with
i being the imaginary unit and ! the angular frequency, is assumed and omitted
wherever the frequency-domain phasor notation is used.

3.2 Problem Formulation

The aim of microwave tomography is to determine the distribution of the consti-
tutive electromagnetic parameters of an object under test (OUT) positioned inside
an imaging domain by means of measurements made with a number of antennas
outside the imaging domain.

A schematic of a two-dimensional imaging setup is shown in Fig. 3.1. In this
figure, the antennas are positioned in a circular configuration outside the imaging
domain in which the OUT is completely enclosed. The field used to irradiate the
domain is most commonly created by using one or more of the antennas in the
measurement setup as transmitters, although other sources can also be used. By
irradiating the target from multiple sources, in turn, it is possible to obtain a large
number of measurements with the system.

The constitutive parameters of the object are the complex permittivity, �, and
the magnetic permeability, �. In most imaging situations, it is safe to assume that
the permeability of the target is equal to that of free-space, �0. Hence, the material
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Fig. 3.1 Schematic of the
tomographic imaging
problem. The object under
test (OUT) is positioned
inside a known region in
space, the imaging domain,
and measurements are carried
out with antennas placed
outside this domain

Imaging domain Antennas

Object Under Test (OUT)

Background

properties at a given point r in the imaging domain are completely characterised
by the complex permittivity which can be expressed using the real part of the
permittivity �0 and the effective conductivity � as

�.r; f / D �0.r; f / C i�00.r; f / D �0.r; f / C i
�.r; f /

!
: (3.1)

In this expression, both the permittivity and conductivity are assumed to depend on
the frequency f .

The complex wavenumber is also used extensively throughout this chapter and is
given as

k.r; f / D 2� f
p

�.r; f /�0: (3.2)

Above, the complex wavenumber and permittivity are given as functions of
frequency. In the following sections, this frequency dependence will be ignored
in order to improve readability but should be kept in mind by the reader. Also, it
is worth noting that the complex permittivity of the background, i.e. everywhere
outside of the OUT, is assumed to be known, and will be denoted �bg while the
wavenumber in the background will be denoted kbg.

3.2.1 Forward Problem

In order to determine the distribution of the electromagnetic parameters in the
imaging domain, it is necessary to have an expression for the electromagnetic field
from a given distribution. At any given position, the electric field can be expressed as

E
t
.r/ D E

i
.r/ C E

s
.r/ (3.3)
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wherein E
t
denotes the total field. The field E

i
is the incident field, i.e. the field at the

observation point r when there is no scattering object present, and E
s

is the scattered
field, which is defined as the additional field caused by the scattering object.

When operating in the frequency domain, the scattered field can be expressed
using the object function as [10, Chap. 8]

E
s
.r/ D i!�0

Z

V

NNG.r; r0/ � E
t
.r0/�.r0/ dv0: (3.4)

Here, the object function � is defined as the contrast between the scatterer and the
known background

�.r/ D �i!
�
�.r/ � �bg

�
: (3.5)

The dyadic Green’s function, NNG, is defined as the solution of the vector wave
equation with a Dirac delta function as excitation, i.e.

r � r � NNG.r; r0/ � kbg2
.r/ NNG.r; r0/ D NNIı.r � r0/ (3.6)

where NNI is the identity dyad.
The total field at any given point is thus given by the expression

E
t
.r/ D E

i
.r/ C i!�0

Z

V

NNG.r; r0/ � E
t
.r0/�.r0/ dv0. (3.7)

This expression is non-linear with respect to the object function � since the total
field E

t
is present both on the left-hand side and in the integral on the right-hand

side. The non-linearity of the expression is easily seen by inserting the expression
for the total field in the integral on the right-hand side of the expression, resulting in

E
t
.r/ D E

i
.r/ C i!�0

Z

V

NNG.r; r0/ � E
t
.r0/�.r0/ dv0

D E
i
.r/ C i!�0

Z

V

NNG.r; r0/

�
�

E
i
.r0/ C i!�0

Z

V

NNG.r0; r00/ � E
t
.r00/�.r00/ dv00

�
�.r0/ dv0.

(3.8)

Given the similarity between (3.4) and the expression for the electric field radiated
by a current distribution [10, Chap. 7], J.r/,

E.r/ D i!�0

Z

V

NNG.r; r0/ � J.r0/ dv0 (3.9)
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it is straightforward to introduce the equivalent scattering current, J
eq

, as

J
eq

.r/ D E
t
.r/�.r/ (3.10)

which leads to the expression

E
s
.r/ D i!�0

Z

V

NNG.r; r0/ � J
eq

.r0/ dv0. (3.11)

Hence the scattered field can be seen as the result of a radiated field from a current
distribution equal to the product of the field in the imaging domain and the object
function.

Expressions like (3.4) and (3.7) are known as forward problems and provide
expressions for the measurable field as function of the distribution of the object
function. However, in microwave tomography, we seek to solve the related inverse
problem, i.e. determine the distribution of the object function from measurements
of the field.

3.2.2 Measured Signals

In (3.7), the field at a given point in space is expressed as a function of the
object function. However, an imaging system does not provide us with information
about the field at a given point in space, but rather the signals measured on the
terminals of the antennas. We can express the measured signal St in the same way
as we did with the electric field, i.e. as a sum of an incident signal Si, which is the
signal measured when there is no scattering object present, and a scattered signal Ss,
which is the change in the measured signal caused by the presence of the scattering
object, i.e.

St D Si C Ss: (3.12)

To obtain an expression which relates the signals measured by the antennas with the
distribution of dielectric parameters in the imaging domain, we apply the theorem
of reciprocity, e.g. [60, Chap. 1] or [11, Chap. 1].

The theorem of reciprocity states that for two electromagnetic scenarios, sce-
nario a and scenario b, the following relation holds true in the absence of magnetic
currents

Z

S

�
Eb.r/ � Ha.r/ � Ea.r/ � Hb.r/

� � On ds

D
Z

V

�
Ea.r/ � Jb.r/ � Eb.r/ � Ja.r/

�
dv. (3.13)
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Fig. 3.2 The two different setups used for obtaining the expression for the scattered signal. In
scenario a, the antenna is acting as a transmitter in a setup with no OUT and in scenario b,
the antenna is acting as a receiver with the scattered field from the scatterer represented by the
equivalent current J

eq
. The model of the antenna system consists of (A) the measurement system

encased in PEC, (B) an antenna, and (C) a coaxial cable connecting the measurement system with
the antenna. The integration surface is indicated by the red lines and consists of four parts: (1) a
sphere with infinite radius, (2) a surface along the PEC encasement of the measurement system and
outer conductor of the coaxial cable, (3) a cylinder with infinitesimal radius connecting surface 1
and 2, and (4) a surface going through the coaxial cable. (a) Scenario a, (b) Scenario b

That is, the surface integral of the difference of the cross products of the magnetic
and electric fields, E and H, in the two electromagnetic scenarios is equal to the
volume integral of the difference of the dot products of the fields and the electric
currents, J, in the two scenarios. On stands for the normal vector to the surface S.

The two scenarios used for obtaining an expression for the signal as a function
of the dielectric properties of the OUT are shown in Fig. 3.2. In scenario a, the
antenna is used as a transmitter and the imaging domain is empty. In scenario b, the
antenna is acting as a receiver while the field originates from a current distribution
J

eq
, corresponding to the equivalent scattering current introduced in (3.10). The

measurement hardware is assumed to be encased in an enclosure made of perfectly
electrical conducting (PEC) material and the antenna connected to the measurement
system via a coaxial cable. This cable is assumed to consist of a loss-less dielectric
material and have inner and outer conductors made of PEC. The cable is matched
to the measurement hardware but may have a mismatch with the antenna. Other
configurations can be chosen, e.g. lossy materials, non-perfect conductors, and
mismatch between the coaxial cable and the measurement hardware, which will
make the derivations below more cumbersome but lead to the same result.

The integration surface in the two scenarios (as indicated in Fig. 3.2), indicated
by the red lines in the figure, is divided into four parts.

1. The first is a sphere with infinite radius. The contribution from this part is zero
since the fields in both cases satisfy the Sommerfeld radiation condition [11,
Chap. 1], implying that the two cross products in the integral are equal.
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Fig. 3.3 Layout of
coordinates on integration
surface 4. The antenna is
located towards Oz ˆ

f̂

ẑ

2. The second part of the surface integral covers the PEC enclosure and a part of the
PEC outer conductor of the coaxial cable. On this surface, the electric fields have
no tangential components, implying that the contribution from this part equals
zero.

3. The third part of the surface integral is a thin tube which connects the integration
surface around the PEC structure with the spherical surface with infinite radius.
The radius of this tube may be chosen arbitrarily small, and so this part leads to
zero contribution to the surface integral.

4. This leaves the fourth and only non-zero part of the surface integral: the plane
covering the cross section of the coaxial cable. This part of the integration surface
is shown in Fig. 3.3 with local cylindrical coordinates �, �, and z.

The antenna is located towards positive z and the unit vector Oz is thus equal to the
negative normal vector, i.e. Oz D �On.

In the plane, the fields are only non-zero between the inner and outer conductors.
When the antenna is acting as a transmitter (scenario a), the fields can be expressed
as [60, Chap. 2]

E
a
.�; �/ D Va 1 C 	

� ln ro

ri

O� (3.14a)

and

H
a
.�; �/ D Va 1 � 	

2��Zc
O�. (3.14b)

In these expressions, Va is the voltage of the incident electric wave in the coaxial
waveguide, 	 is the reflection coefficient of the antenna defined in the plane of
integration, and Zc is the characteristic impedance of the coaxial cable. The radius
of the inner conductor is ri and the radius of the outer conductor is ro.

When the antenna is operating as a receiver (in scenario b), the fields in the plane
of integration are given by

E
b
.�; �/ D Vb 1

� ln ro

ri

O� (3.15a)
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and

H
b
.�; �/ D �Vb 1

2��Zc
O� (3.15b)

where it has been assumed that the measurement system is matched to the coaxial
line, thereby eliminating reflected waves.

The cross products of the surface integral in (3.13) can now be evaluated, leading
to the following two expressions:

E
a
.�; �/ � H

b
.�; �/ D VaVb 1 C 	

2�Zc�2 ln ro

ri

On (3.16a)

and

E
b
.�; �/ � H

a
.�; �/ D �VaVb 1 � 	

2�Zc�2 ln ro

ri

On (3.16b)

which results in

E
a
.�; �/ � H

b
.�; �/ � E

b
.�; �/ � H

a
.�; �/ D VaVb 1

�Zc�2 ln ro

ri

On. (3.16c)

The surface integral can thus be given as

2�Z

0

roZ

ri

VaVb 1

�Zc�2 ln ro

ri

� d� d� D 2VaVb

Zc
. (3.17)

Since there is no current in the volume in scenario a, only the first dot product in the
volume integral on the right-hand side of (3.13) contributes to the integral and after
rearranging the terms, we obtain

Vb D �Zc

2Va

Z

V

E
a
.r0/ � J

eq
.r0/ dv0. (3.18)

We now have an expression for the measured voltage as a function of the equivalent
current distribution J

eq
. From (3.11) it is observed that the field from this distribution

is equal to the scattered field and the field E
b

is therefore the scattered field and Vb

is the voltage measured on the receiver due to the scattered field. Using (3.10), the
equivalent current can be expressed as the product of the object function � and the
field E

tr
resulting in

Vb D �Zc

2Va

Z

V

E
a
.r0/ � E

tr
.r0/�.r0/ dv0. (3.19)

Here it is important to realise that the field E
tr

is the total field composed of a known

incident part and a scattered part which is equal to the field E
b
.
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If the measurements are performed in terms of the scattered S-parameters, i.e.
the ratio between the voltage of the received signal divided by the voltage V tr of the
excitation signal used for transmitting the field E

tr
, the expression becomes

Ss D �Zc

2VaV tr

Z

V

E
a
.r0/ � E

tr
.r0/�.r0/ dv0. (3.20)

A similar expression can be found for other feeds, e.g. for a rectangular waveguide
operating in TE10-mode, in which case the expression is given by Dahlback
et al. [13]

Ss
r;t D �ZTE

AaAtrxy

Z

V

E
a
.r0/ � E

tr
.r0/�.r0/ dv0 (3.21)

where ZTE is the TE-wave impedance, x and y are the side lengths of the waveguide,
Aa is the complex amplitude of the TE excitation used in scenario a, and Atr is the
complex amplitude of the TE-excitation used for generating E

tr
.

It is not possible to measure the field distribution E
tr
, since this includes the

field inside of the OUT. The field E
a

can be measured under certain conditions, but
this is often difficult. Hence the two field distributions have to be evaluated using
numerical methods.

3.3 Linear Tomography

As shown in the previous section, the expression for the scattered field and thus
the contribution from the scattered field to the measured signal is non-linear with
respect to the distribution of the unknown complex permittivity. This implies that
obtaining the solution to the inverse problem is non-trivial.

The easiest method to overcome the challenge is by approximating the non-linear
expression in (3.7) with a linear one. Different approximations have been suggested
in the literature, but in this chapter we will focus on the Born approximation, which
was applied in some of the earliest experiments with microwave tomography for
biomedical imaging.

3.3.1 Born Approximation

One way of approximating the expression for the electromagnetic field in (3.7) is
by means of a Born series [6]. The field expressed by the Born series is most easily
written as

E
t
M.r/ D E

i
.r/ C i!�0

Z

V

NNG.r; r0/ � E
t
M�1.r0/�.r0/ dr0 (3.22)
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wherein E
t
M.r/ is the M-order Born approximation of the field and the zero-order

Born approximation is the incident field. The first-order Born approximation of the
electric field is thus given by

E
t
1.r/ D E

i
.r/ C i!�0

Z

V

NNG.r; r0/ � E
i
.r0/�.r0/ dr0 (3.23)

while the second-order Born approximation is given by

E
t
2.r/ D E

i
.r/ C i!�0

Z

V

NNG.r; r0/ � E
t
1.r0/�.r0/ dv0

D E
i
.r/ C i!�0

Z

V

NNG.r; r0/

�
0

@E
i
.r0/ C i!�0

Z

V

NNG.r0; r00/ � E
i
.r00/�.r00/ dv00

1

A�.r0/ dv0.

(3.24)

As we can see from this expression, the use of higher-order Born approximations
results in a forward problem which is non-linear with respect to the unknown object
function. Hence, in order to obtain a linear expression for the total field, the first-
order Born approximation must be applied.

Under the Born approximation, the expression for the scattered S-parameters
given in (3.20) reduces to

Ss D �Zc

2VaV tr

Z

V

E
a
.r0/ � E

i
.r0/�.r0/ dr0. (3.25)

where E
i

is the incident field produced by the transmitting antenna. The inverse
problem can thus be reduced to a Fredholm integral equation of the first kind

Ss
r;t D

Z

V

Kr;t.r
0/�.r0/ dr0 (3.26)

with the kernel

Kr;t D E
a
r.r

0/ � E
i
t.r

0/. (3.27)

Herein, the subscripts r and t indicate different receivers and transmitters which will
result in different fields in the kernel.

Numerous texts have been published on how to solve such integral equations,
e.g. [3, 27, 34], but a more common, and computationally cheaper approach is to
use diffraction tomography, as described in Sect. 3.3.3.
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3.3.2 Validity of the Born Approximation

When we compare the expression for the first-order approximation in (3.23) with the
expression in (3.7), we can see that the first-order Born approximation corresponds
to approximating the total field with the incident field, i.e.

E
t
.r/ � E

i
.r/ (3.28a)

and thus, from (3.3), the scattered field must be much weaker than the incident field

jEs
.r/j � jEt

.r/j. (3.28b)

It is intuitively clear that for the scattered field to be much smaller than the
incident field, the scattering object must be small and with limited contrast to
the background. The limits of the contrast and size of the object in which the
Born approximation is valid have been investigated by several authors [44, 70].
By analysis of the dyadic Green’s function, it can be shown [10] that for the Born
approximation to hold, the following relation must be satisfied for electrically small
objects

j�.r/

�bg
� 1j � 1. (3.29)

Electrically small objects are defined as objects with a maximum extent of L for
which kbgL � 1. For electrically large objects, i.e. objects for which kbgL � 1,
the following relation must be fulfilled for the first-order Born approximation to
hold [10, Chap. 8]

kbgLj�.r/

�bg
� 1j � 1. (3.30)

From this expression (3.30) and (3.29), it is observed that the requirements for the
contrast of electrically large objects are much stricter than that for the contrast of
electrically small objects.

3.3.3 Diffraction Tomography

Although the inverse microwave tomography problem based on the first-order Born
approximation can be approached as a Fredholm integral equation of the first
kind and solved using one of the numerous standard methods, a more widespread
approach for solving the problem is the so-called diffraction tomography.
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With this method, E
a
r and E

i
t are represented using their wave spectra, i.e. the

Fourier transform of the fields under the assumption that the OUT is in the far
field of the antennas. The resulting expressions map the measured data to a Fourier-
domain representation of the OUT, i.e. the spatial Fourier transform of the object
function �.r/.

These wave spectra can, for example, be expressed using the plane-wave
spectrum, the cylindrical-wave spectrum, or the spherical-wave spectrum [2, 35, 62],
depending on what is best suited for the topology used in the imaging system.
In an ideal illumination and measurement setup both transmitters and receivers
completely surround the imaging domain. In that case, the measurements map to
a volume in the three-dimensional Fourier domain corresponding to a sphere with
radius 2kbg centred at the origin. A low-pass filtered version of the distribution of
� can then be found by performing an inverse Fourier transform on the data. For
non-perfect illuminations and measurements, the volume in the Fourier domain is
not completely filled, but by imposing restrictions on �.r/ and/or by using multiple
frequencies this can be mitigated to some extent.

Diffraction tomography has been suggested for breast cancer detection [30, 31]
and other biomedical applications [42]—including some of the first published
biomedical applications [5, 57, 59]. In general, these methods suffer from the fact
that the objects must satisfy the requirements set in (3.29) and (3.30), i.e. the
scattering object must be small and have low contrast. This is rarely the case
in biomedical applications of diffraction tomography, but by imposing a priori
knowledge, it is still possible to obtain useful results for some simple problems.

3.4 Non-Linear Microwave Tomography

Although the approaches described in the previous section have been successfully
applied for creating tomographic images in low-contrast scenarios, they are of
limited use for biomedical imaging where the OUT is often highly heterogeneous
with large regions of unknown permittivity. In such cases, the simplification of
assuming that the total field can be approximated as the known incident field is
not accurate and the inverse tomography problem cannot be linearised. Instead, the
problem must be solved as a non-linear problem. Solving this non-linear problem
is difficult because the problem is ill-posed in the classical sense. That is, the
inverse problem has no unique solution and the solution is not stable, i.e. does not
depend continuously on the measured data. Furthermore, the presence of noise and
modelling errors implies that a solution might not exist.

To solve the problem, we first discretise the imaging domain into Q subvolumes
in each of which the object function is assumed to be constant, i.e.

�.r/ D �q for r 2 Vq (3.31)
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where Vq (q 2 Œ1I Q
) is the qth subvolume. The distribution of the object function
in the imaging domain can thus be written as a Q-element vector � in which each
element corresponds to a subvolume in the imaging domain.

Two different approaches can be used for solving such non-linear inversion
problems: gradient-based local algorithms and global algorithms. In both types of
algorithms, the tomographic problem is formulated as a minimisation problem in
which a cost function is sought to be minimised through an iterative process. The
imaging problem thus reduces to

� D arg min fjF.�/jg (3.32)

where F is the cost function and the vector � is a vector holding the contrast in each
of the subvolumes in the imaging domain. The cost function can be expressed as

F.�/ D �
Fd.�/ C Fra.�/

�
Frm.�/ (3.33)

where Fd.�/ is a term related to the measured data, Fra.�/ is an additive regulari-
sation term, and Frm.�/ is a multiplicative regularisation term.

The term related to the measured data, Fd, is given as the difference between the
measured data and the corresponding calculated data, i.e.

Fd.�/ D
TX

tD1

RX

rD1

jSm
r;t � Sc

r;t.�/j2 (3.34)

where Sm
r;t is the measured signal for the antenna combination with receiver r and

transmitter t with total number of transmitters T and receivers R. The corresponding
calculated signal, when the distribution of the object function � is present in the
system, is given by Sc

r;t.
The cost function is often expressed in vector form as

F.�/ D
�
����

"
F

d
.�/

F
ra

.�/

#�����

2

2

���F
rm

.�/
���

2

2
D ��F

��2

2
. (3.35a)

Here, F
d

is the data vector which holds the difference between the measured and
calculated signals, i.e.

F
d
.�/ D S

m � S
c
.�/. (3.36)

The minimisation problem can be solved by either using local, gradient-based
methods or global methods. With local methods, a solution is sought in the space
around an initial distribution �0, by iteratively linearising the cost function on the
basis of the gradient of the function. With global methods, we do not constrain
ourselves by using the gradient, but attempt instead to search the entire solution
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space, e.g. by using particle swarm or genetic algorithms. However, for each new
proposed solution in these methods, it is necessary to calculate the elements in the
vector S

c
. For three-dimensional tomography systems this can be a time-consuming

task, lasting hours, even on high-performance computers. Therefore, the most
widespread methods are the gradient-based—even though these have the drawback
of being susceptible to getting trapped in local, erroneous minima which the global
methods avoid. Hence, the majority of this section will be used to describe gradient
methods, while a brief review of global methods is given in Sect. 3.4.5.

The initial distribution �0 is most often chosen to be the empty system, that is,
the object function is set to zero throughout the imaging domain. However, schemes
have been proposed in which a priori knowledge about the object function is used
to obtain an initial distribution closer to the assumed solution.

In the local gradient-based methods, which are also known as Newton methods,
the cost function is minimised through an iterative process. In the most basic form,
the object function is updated in each iteration p 2 Œ1; 2; 3; : : : ; P
 using

�pC1 D �p C ˛��p (3.37)

where ˛ is the scalar Newton step with a value between 0 and 1. Under the
assumption that the cost function can be approximated as

FpC1 � Fp C J
p
��p (3.38)

where J is the Jacobian matrix holding the first-order partial derivatives of the cost

function with respect to the elements in �p. The update vector ��p can thus be
found as

��p D �J�1

p
Fp (3.39)

where J�1

p
is the inverse of the Jacobian matrix.

The use of this simple algorithm for determining the update is, of course, only
possible when the Jacobian matrix can be inverted, which is not always the case.
And in cases where the matrix is invertible, it might not be the optimum way to
determine the update. Different methods for determining the update are described
below.

3.4.1 Determining the Update: Derivative
of the Measured Signal

In order to linearise the cost function, it is necessary to find the derivative of the
measured scattered signal with respect to a change in the object function in a single
subvolume. By following a procedure similar to that used in Sect. 3.2.2 to determine
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an expression for the scattered signal, the partial derivative of the scattered signal
with respect to the object function in a given subvolume of the imaging domain is
found to be

@ Sr;t

@ �q
D @ Ss

r;t

@ �q
D �Zc

2V recV tr

Z

Vq

E
rec

.r0/ � E
tr
.r0/ dv0. (3.40)

In this expression, E
rec

is the field in the subvolume Vq when the receiver is

transmitting with an excitation voltage of V rec, and E
tr

is the field in the imaging
domain when the transmitter is transmitting with excitation voltage V tr. Both of
these fields are the fields in the imaging domain when the distribution of the object
function � is present in the domain, and not the empty system which is used in the
expression for calculating the scattered field in (3.20).

3.4.2 Regularisation of the Calculation of Updates
in Gradient Methods

The most well-known implementation of a gradient-based method is the Gauss–
Newton method [54, Chap. 8] in which the distribution of the object function is
updated using

�pC1 D �p �
�

JH
p

J
p

��1

JH
p

Fp, (3.41)

wherein JH
p

is the conjugate transpose of the Jacobian matrix. This implies that the

algorithm determines the update by solving the normal equations of the problem
in (3.39). Since the matrix JH

p
J

p
is symmetric and positive semi-definite, this

expression can be used in many cases where the inverse of J
p

is non-existing and it

is therefore impossible to use the simple expression in (3.39).
In microwave tomography algorithms it is often the case that the explicit

regularisation terms Fra and Frm are omitted from the cost function (3.33), leaving
only the data-related Fd in the cost function. The regularisation of the inverse
problem is then obtained instead by applying regularisation in the calculation of the
update ��, i.e. in the expressions in (3.39) and (3.41). Such methods are sometimes
referred to as inexact or modified Newton algorithms [14, 19, 20, 54].

3.4.2.1 Tikhonov Regularisation

One of the most commonly applied regularisation schemes in linear inverse
problems is the Tikhonov regularisation [58, 73] and as a result of its widespread
use, it has also been applied for regularising the update problem in non-linear
microwave tomography by several authors.
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The general form of the Tikhonov regularisation leads to the following minimi-
sation problem which must be solved in order to obtain the update of the object
function

��p D arg min
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(3.42)

where the regularisation parameter � is a positive scalar, L is the regularisation

matrix, and 0 is a zero vector. The update to the non-linear problem is then found as

��p D
�

JH
p

J
p

C �2LHL
��1

JH
p

Fp. (3.43)

Most often the identity matrix I is used as the regularisation matrix so that LHL D I,
in which case the Tikhonov algorithm simply penalises the norm of the update
vector.

When Tikhonov regularisation is applied in the calculation of the update vector, it
is important to choose the right value of the regularisation parameter �. If the value
of � is too high, the problem is over-regularised and the solution will be smooth and
lack detail. On the other hand, if the value of � is too small, regularisation will be
without effect.

A number of different approaches have been described in the literature for
determining � when dealing with linear problems, e.g. the L-curve criterion and
generalised cross validation [34, Chap. 7]. However, in most of the published
literature on non-linear microwave tomography, the value of the regularisation
parameter has been chosen ad hoc, i.e. by testing the inversion algorithm with
different values of � and choosing the one which gives the best result.

This is, in part, a result of the fact that the optimum solution to the linear problem
might not be the optimum solution when solving for the update for a non-linear
problem. Here, over-regularised solutions in the first iterations might lead to better
results than if the “optimal” solutions with respect to the linear problem are used.

Slightly modified versions of the Tikhonov regularisation for solving non-linear
problems are the Levenberg [47] and Levenberg–Marquardt algorithms [48]. In
the Levenberg algorithm, the regularisation matrix is the identity matrix and the
regularisation parameter is decreased as the algorithm progresses, which leads to
the following linear equation for determining the update vector:
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and thus

��p D
�

JH
p

J
p

C �2
pI
��1

JH
p

Fp. (3.45)

When using this approach, the value of �p is set to a high value in the first few
iterations of the imaging algorithm and then decreased as the algorithm progresses,
i.e. �p > �pC1 > �pC2 > � � � > �P. The reasoning behind this is that as the imaging
algorithm progresses and the reconstructed distribution �p gets closer to the actual
distribution in the imaging domain, the linearisation of the problem becomes a better
approximation of the problem, which in turn means that less regularisation is needed
to obtain good results for the update.

The Levenberg–Marquardt algorithm further refines this procedure by using the
regularisation matrix

L
p

D diag.JHJ/ (3.46)

instead of the identity matrix I used in (3.44), and LH
p

L instead of I in (3.45). This

algorithm has successfully been applied for biomedical microwave tomography,
including imaging of the breast [50].

As is the case with the Tikhonov regularisation scheme, the choice of �p is critical
to the performance of the Levenberg and Levenberg–Marquardt algorithms. In these,
the regularisation parameter �p is determined on the basis of the error in successive
iterations and decreased as the algorithm progresses. However, there has not been
any stable general-purpose method proposed to determining the optimal values of
the parameters. Instead, ad hoc methods were applied.

3.4.2.2 Iterative Algorithms and Spectral Methods

Instead of explicitly choosing the regularisation parameter in the Tikhonov algo-
rithm, the use of iterative algorithms such as the conjugate gradient least squares
(CGLS) algorithm [36], the least square QR (LSQR) factorisation algorithm [55],
the Landweber algorithm [46], and the algebraic reconstruction technique (ART)
algorithm [29] have also been applied to microwave tomography. Their advantage
is that it is not necessary to solve the large linear problems resulting from the
Tikhonov-based regularisation schemes, i.e. calculating the inverse of the matrices
involved in (3.43) and (3.45). Instead, the iterative algorithms solve the problem
through a number of computationally inexpensive matrix-vector multiplications and
the regularising effect of the algorithms is controlled by varying the number of
iterations the algorithms are allowed to run with fewer iterations corresponding
to more regularisation. When discussing these iterative algorithms, it is important
to distinguish between the iterations of the gradient-based algorithms, which is
denoted p 2 Œ1; P
 in this text, and the iterations of the algorithms used to calculate
the update, which will be denoted m 2 Œ1; M
, in each of the P iterations.
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As an example, the iterative Landweber algorithm finds the solution to the linear
update problem as

��
Œm


p D ��
Œm�1


p C ˇJH
p

�
Fp � J

p
��

Œm�1
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�
(3.47)

where m is the Landweber iteration number, ˇ is a positive real number satisfying

0 < ˇ <
2
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�JHJ
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�

2

, (3.48)

and ��
Œ0


p is equal to the zero vector 0.
Another example of an iterative algorithm is the CGLS algorithm. In this, the

solution is updated in each of the M iterations using the following five equations:

 D
���JH

p
aŒm�1


���
2

2���J
p
d

Œm�1

���

2

2

(3.49a)

��
Œm


p D ��
Œm�1


p C Œm
d
Œm�1


(3.49b)

aŒm
 D aŒm�1
 � Œm
J
p
d

Œm�1

(3.49c)

ˇŒm
 D
�
��JH

p
aŒm


�
��

2

2�
��JH

p
aŒm�1


�
��

2

2

(3.49d)

d
Œm
 D JH

p
aŒm
 C ˇŒm
d

Œm�1

(3.49e)

with the vectors ��p, a, and d initialised as
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p D0 (3.50a)
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The solution obtained with the CGLS algorithm is the solution to the normal
equation

��p D arg min
�
��JH

p
J

p
��p C Fp

�
��

2
(3.51)



3 Microwave Tomography 35

subject to �� being spanned by the first m Krylow vectors of the problem. In terms
of computational complexity and scope, the LSQR algorithm is very similar to the
CGLS algorithm with the difference that the solution in the LSQR algorithm is
spanned by the first m Lanczos vectors of the problem.

Similar to the Tikhonov regularisation schemes, in which the performance is
governed by the choice of regularisation parameter �, the performance of the
iterative schemes are governed by the number of iterations M. Different approaches
have been proposed for choosing the number of iterations, including the use of the
L-curve [69] and a scheme in which the number M of iterations is increased as the
algorithm progresses, leading to less regularisation in the latter Newton iterations
compared to the first [63].

When we try to determine the optimum regularisation, the iterative methods
have the advantage, over the Tikhonov-based algorithms, that the different levels of
regularisation are provided one by one as m increases. This implies that by simply

storing the update vectors ��
Œm


p , M updates of different levels of regularisation are
obtained and are available for analysis. For the Tikhonov regularisation schemes,
a full matrix inversion must be performed for each different value of �, making it
more computationally expensive to investigate different levels of regularisation.

Also, ad hoc approaches in which the number of iterations is determined by
imperative trial-and-error have been applied successfully for tomographic imaging.

Closely related to the CGLS and LSQR algorithms are the spectral methods
in which the solution is regularised by projection onto a subspace spanned by
a pre-selected set of vectors instead of the subspaces spanned by the Krylow or
Lanczos vectors. Different sets have been proposed for tomographic imaging of
the breast, including Fourier series [67, 68], Gaussian-based subspaces [74], and
subspaces spanned by wavelets [65]. These subspaces can be chosen in such a way
that information about the structure of the breast is incorporated into the vectors or
the subspace may be chosen in such a way that the vectors do not contain spatial
details smaller than what is the expected resolution limit of the imaging system. In
either case, the regularising effect originates from the choice of the subspace which,
in turn, implies that it is important to choose a proper set of vectors to span this
subspace.

3.4.3 Regularisation Terms in the Cost Function

Previously, we only considered the regularisation of the linear problem related to
finding the update in the gradient-based methods. However, as indicated in (3.33),
regularising terms can also be implemented in the cost function itself. Different
additive and multiplicative terms have been suggested. Both additive and multi-
plicative terms are based on assumptions made on the distribution of the (unknown)
object function. Some of the proposed methods are described below.
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In [49], the authors use a two-stage approach in which an additive term is
introduced halfway through the inversion. In the first iterations of the Newton
algorithm, the cost function

F.�p/ D Fd.�p/ (3.52)

is used, but once an intermediate estimate of the object function �IM is found, a
Euclidean-distance penalty term is introduced. This leads to the new cost function

FEuclid.�p/ D Fd.�p/ C Fra.�p; �IM/ (3.53a)

with

Fra D �
���p � �IM

��2

2
(3.53b)

where � is a positive weighting parameter. The idea behind this approach is that the
introduction of the Euclidean-distance penalty term allows for less regularisation
in the Tikhonov algorithm used to determine the update vector ��p. In turn, this
allows for reconstruction of finer details in the images.

Another approach is taken in [51], where the authors apply the multiplicative
term1

Frm.�p/ D 1

V

Z

V

jr�p.r/j2 C ı2
p

jr�p�1.r/j2 C ı2
p

dv0 (3.54)

to the cost function with ın being a positive parameter. This term allows the
algorithm to better preserve the edges of objects in the final image by countering
the smoothing effects introduced by typical least-squares solvers mentioned above.
This implies that (3.54) can produce superior reconstructions when the distribution
of the object function has sharp edges. This approach is closely related to another
algorithm proposed by the same authors [52], in which they assume that the object
function can only take on a finite number L of discrete values �l and obtain the
multiplicative regularisation term2

Frm.�p/ D 1

V

Z

V

LY

lD1

j�p.r/ � �lj2 C ı2
p

j�p�1.r/ � �lj2 C ı2
p

dv0. (3.55)

1In [51], the authors deal with 2-D tomography. The expression presented here has been re-written
to fit a 3-D algorithm.
2In [52], the authors deal with 2-D tomography. The expression presented here has been re-written
to fit a 3-D algorithm.
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This term also leads to reconstructions in which the edges of the individual objects
are more well defined, but requires that the possible values of the contrast function
is known a priori. Other algorithms based on level-set methods have also been
proposed [12, 17, 33, 40, 41] and have all yielded good results for those cases where
the values of the contrast function are known in advance.

Although some algorithms have been proposed in which additive and multi-
plicative regularising terms are used in the cost function, the majority of published
algorithms do not use these terms. And when these terms are included, additional
regularisation is applied when the updates are determined, as described above.
Hence, the regularising terms in the cost function should not be viewed as a
substitute for the regularisation applied during the calculation of the update, but
rather as a supplement.

3.4.4 Multiple Frequencies and Time-Domain Tomography

Above, only single-frequency algorithms were considered. However, the non-linear
tomography algorithms are easily extended to using data from multiple frequencies.
One approach is called the stepped-frequency method, but is also known as the
march-on-frequency or frequency-hopping method. Another approach is the multi-
frequency method. Here, a few examples of both methods will be described.

In the stepped-frequency method, measurement data from multiple frequencies
are used by successively solving the tomography problem at different frequencies
starting with the lowest. The solution obtained at one frequency, �P;f (with
f 2 Œ1; : : : ; F
 being the frequency), is then used as the starting point for the
reconstruction at the next frequency, �0;fnC1

. The reasoning is that at the lower
frequencies, the tomographic algorithm is more likely to reach a solution which
is close to the actual distribution of the object function in the imaging domain.
However, this comes at the cost of a loss of detail in the distribution compared
to the higher frequencies.

The distribution obtained at the lower frequency should be closer to the actual
distribution than the empty system. Hence, by using the distribution as the starting
point for the algorithm at the higher frequency, a gradient-based algorithm, which
only searches for a solution in a limited space around the initial distribution, should
have a better chance of finding the correct distribution.

Alternatively, data from multiple frequencies can be included in a multi-
frequency approach in which all the data is included in the minimisation problem at

the same time. When this is done, the data vector F
d

is augmented with data from
multiple frequencies, leading to
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The idea behind this approach is that the inclusion of data from multiple frequencies
should make the gradient-based algorithms more likely to search in the correct
direction. Also, the algorithm should be less likely to end up in local erroneous
minima, as the solution which is a minimum for one frequency is not likely to be
the solution for other frequencies used in the inversion.

A key issue when using multiple frequencies is how to handle the frequency
dependency of the object function �, i.e. the frequency dependence of the com-
plex permittivity. This is particularly important when using microwave imaging
for biomedical applications, since the permittivity of most biological tissues is
frequency dependent. A popular choice, able to model the frequency behaviour of
most relevant tissue types, is the single-pole Debye model. It expresses the complex
permittivity as a function of the four real-valued parameters: permittivity at 1
frequency (�1), �� is the variation between static permittivity (�s) and �1, time
of relaxation (� ), and static conductivity (� s) as

�.f / D �1 C ��

1 � i2� f �
� � s

i2� f
. (3.57)

The tomographic microwave algorithm can then be reformulated from using the
object function � to using the parameters in the chosen model by means of the
chain rule and (3.40), e.g.

@ Sr;t

@ ��q
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@ �q

@ �q

@ ��q
D 1

1 � i2� f �q

�Zc

2V recV tr

Z

Vq

E
rec

.r0/ � E
tr
.r0/ dv0 (3.58)

where subscript q in �� and � indicates that these are the parameters for sub-
volume Vq. This implies that when the Debye model is used for modelling the
frequency dependence, each subvolume in the imaging domain has four real-valued
parameters that have to be reconstructed instead of the single complex parameter �q.

An additional advantage of the single-pole Debye model is that it is easy
to implement in the finite difference time-domain (FDTD) method, which is a
popular computational method for solving the forward problem when using multiple
frequencies in the tomographic algorithms. Models similar to the single-pole Debye
model, such as the Cole–Cole model, have also been proposed for tomographic
imaging.
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Simpler models than the Cole–Cole and single-pole Debye models have also
been proposed for multi-frequency imaging. In [23], the authors model the fre-
quency dependency of the real and imaginary parts of the complex permittivity
as a simple linear function of the frequency. This results in four parameters to be
reconstructed for each subvolume, as is the case with the single-pole Debye model.

An even simpler way of dealing with the frequency dependency is to simply
ignore it and assume that the complex permittivity is constant over frequency. This
approach has been successfully applied for stepped-frequency algorithms wherein
the change in permittivity from one frequency to the next is limited. This implies that
the reconstructed distribution at a lower frequency may still be a better starting point
for the reconstruction than the empty system, as long as the permittivity changes
only slightly with frequency.

Closely related to multi-frequency tomography is time-domain tomography.
Here, all signals in the algorithm are time-domain signals rather than frequency-
domain signals as used above. Most commonly, the cost function used when doing
time-domain tomography is expressed as

F.�/ D
TX

tD1

RX

rD1

�Z

0

jSm
r;t.�/ � Sc

r;t.�; �/j2 d� D
TX

tD1

RX

rD1

Fr;t. (3.59)

In this expression, both Sm and Sc are time-domain signals and are a function of
the time variable � which runs from 0 to the total measurement time � . The partial
derivatives of the cost function with respect to the real and imaginary parts of the
object function are given by Gustafsson and He [32]

@ Fr;t
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D �2�bg

Z
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and
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@ Im �q
D 2�bg

i!

Z

Vq

�Z

0

Dr;t.�; r0/ � @� E
tr
t .�; r0/ d� dv0 (3.60b)

where �bg denotes wave impedance of the background. In these expressions,

E
tr
t .�; r0/ is the field in the imaging domain produced by the transmitting antenna,

Dr;t is the field produced by the receiving antenna when it is excited with the time-
reversed difference between the measured and simulated signals. The excitation
signal Sexct

r;t is given by

Sexct
r;t .�/ D Sm

r;t.� � �/ � Sc
r;t.� � �/. (3.61)



40 T. Rubæk and J.J. Mohr

It should also be noted that the partial derivative in (3.60b) involves the partial
derivative of the field. The equations in (3.60) allow for formulating a Jacobian
matrix for the minimisation of the cost function and the solution of the problem
can thus be solved using the same techniques as applied in the frequency-domain
algorithms.

Time-domain tomography is applied less often than frequency-domain tomo-
graphy but it has been successfully applied for reconstructing images of both
numerical and experimental phantoms, e.g. in [24, 25, 75]

A key issue in both time-domain and multi-frequency tomography is the
weighting of the data obtained at different frequencies. In time-domain tomography
the weighting of the different frequency components is done implicitly by choosing
the shape of the time-domain pulse used to excite the transmitting antenna [24]
while the weight of the individual frequency components in a multi-frequency
algorithm can be chosen explicitly by simply multiplying each the data from each
frequency in (3.56).

Since the high-frequency components are attenuated more than the low-
frequency components of the field when they propagate through the breast, it
can be useful to give the high-frequency data more weight in the reconstruction.
Otherwise, the reconstruction algorithm may ignore these data simply because their
contribution to the total value of the cost function is smaller than the contribution
from the low-frequency components.

3.4.5 Global Methods

In addition to the gradient-based methods, global methods have also been suggested
for solving the tomographic problem. The suggested methods have primarily been
based on evolutionary algorithms such as genetic algorithms [37, 38, 66] or different
types of particle-swarm optimisation (PSO) algorithms [7, 18, 45].

The major advantage of the evolutionary algorithms is that they are less likely
to get trapped in a local minimum than the gradient-based algorithms, since the
former search the entire solution domain and are not limited to search only in the
direction of the gradient. However, this comes at the cost of being much more
computationally expensive than the gradient-based algorithms—often to the extent
where the computational demands make them prohibitively slow.

Different approaches for simplifying the problem and thereby reducing the
computational complexity of the problem have been proposed. The most widespread
are to do only two-dimensional imaging and to reduce the number of cells in
the imaging domain. These approaches have been successfully used for recreating
images from synthetic data by several authors, e.g. [9, 26, 64].

Some attempts to solve the three-dimensional tomography problem using evolu-
tionary algorithms have also been presented. In all of these, the authors have intro-
duced some sort of constraints on the problem in order to reduce the complexity.
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In [16], the authors simplify the problem by assuming that the shape and
dielectric properties of the breast is known and that the only unknown quantities
which need to be reconstructed are the position of the center, the radius, and the
complex permittivity of a single spherical tumour. A different approach to simplify
the problem was introduced in [15]. Herein, the authors use the so-called multi-
scaling technique to reduce the dimensionality of the inverse problem which allows
for the use of a PSO algorithm. Similarly, the authors in [39] propose a method
for reducing the population size in a PSO algorithm, thereby reducing the overall
number of forward problems which needs to be solved.

3.4.6 Use of a Priori Knowledge

As the last point in this section, we discuss the use of a priori knowledge in
combination with the non-linear tomographic algorithms. One of the most common
ways of applying a priori knowledge is to introduce an initial distribution �0 for the
algorithm, which is different from the uniform background and/or limits the size of
the imaging domain so that it only covers the breast. By choosing a starting point
which is closer to the actual distribution, the chance of the algorithm getting stuck
in erroneous local minima is reduced.

The initial guess can be obtain in different ways, e.g. by laser [56] measurements
of the breast or by means of a magnetic resonance imaging (MRI) scan [22]. Once
the position of the surface of the breast has been obtained it is straightforward
to limit the imaging domain to cover only the volume occupied by the breast. It
is also straightforward to set the initial constitutive parameters of this region to
expected values of the breast tissue (instead of using the constitutive parameters
of the background) and to even include a skin layer at a fixed position in the model.
If these initial values are chosen properly, this will all bring the initial distribution
closer to the actual distribution and, in turn, reduce the risk of getting trapped in
erroneous minima.

Other forms of a priori knowledge which have been suggested includes the use
of the level-set algorithms mentioned above and the regularisation term in (3.55)
which requires a priori knowledge of the possible values of the object function.
Also, the use of structural information about the inside of the breast, e.g. obtained
from MRI, has been suggested [21, 28]. Although the initial distribution in these
algorithms may still be the uniform background, the fact that the solution space is
limited, either by imposing restrictions on the value � or by limiting the degrees of
structural freedom, implies that the reconstruction has a better chance of ending in
a suitable minimum.
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Chapter 4
Confocal Microwave Imaging

Martin O’Halloran, Dallan Byrne, Muhammad Adnan Elahi, Raquel Cruz
Conceição, Edward Jones, and Martin Glavin

4.1 Introduction

Radar breast imaging (RBI) involves the illumination of the breast with a microwave
pulse. If a tumour is present, backscattered radar signals are generated due to the
dielectric contrast between normal and tumour tissue at microwave frequencies.
These backscattered signals are processed by an RBI beamformer to identify the
presence and location of any significant scatterers within the breast.

The aim of an RBI beamformer is to spatially focus the reflected electromag-
netic signals to create an image of any dielectric scatterers present within the
breast [23]. An effective beamforming algorithm must clearly identify the presence
and location of any tumour, while simultaneously suppressing clutter due to the
normal heterogeneity of breast tissue. Most RBI beamformers are extensions of
the delay-and-sum (DAS) beamformer, which implements a “time-shift and sum”
algorithm to estimate the backscattered energy from a particular synthetic focal
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point within the breast [2, 14, 17, 18, 20, 34]. This synthetic focal point is then
scanned throughout the breast to create a three-dimensional energy profile. Regions
of high energy in the resultant breast image may suggest the presence of cancer.
More sophisticated beamformers will seek to compensate for attenuation and phase
effects as the microwave signals propagate to and from the synthetic focal point
of interest [4, 11, 42, 43], reward the coherence of reflections from a particular
synthetic focal point within the breast [8, 26, 35], and/or compensate for time-
shifting or steering errors [6, 28, 56].

A number of RBI beamformers are designed based on several assumptions
regarding the dielectric properties of the breast. These assumptions include the
following:

• There exists a dielectric contrast between healthy breast tissue and cancerous
tissue at microwave frequencies;

• The breast is primarily dielectrically homogeneous;
• The dielectric properties of the breast allow for constructive addition at the

tumour site.

RBI data acquisition systems can be categorised as either monostatic
or multistatic. Monostatic imaging systems transmit and receive using the
same antenna, which can be physically repositioned over the exterior of the
breast [15, 16, 33, 49, 53] or fixed as an element of an antenna array [28]. While
monostatic systems can illuminate the breast from a range of angles, the number of
acquisition positions is limited by the acceptable scanning time where a significant
amount of data must be acquired relatively quickly to ensure the breast remains
static during the scan [16, 29]. Fear et al. [16] reported a scanning time of 30 min to
record 180 backscattered monostatic waveforms.

In multistatic systems, each element of a fixed-element array illuminates the
breast in-turn while the other antennas record scattering at various angles from the
transmitter boresight [9, 28, 41, 47]. Due to the spatial diversity of the receiving
antennas, the multistatic approach acquires information about any scatterer present
using received signals that propagate outwards via different routes. As described by
Xie et al. [56], the multistatic approach can produce better imaging results when
the actual aperture used in the multistatic system is close to the synthetic aperture
used in the monostatic case. The term ‘quasi-multistatic’ refers to a variant of the
multistatic approach where only a subset of the multistatic channels are used [43].
Multistatic systems incorporate static fixed-element arrays where the design goal is
to populate the aperture with as many active antenna elements as possible [9, 28, 47].
The number of illuminating paths is limited by the array geometry but various
scattering angles are recorded upon each transmission ensuring a significant amount
of data can be acquired in a relatively short time frame. A full multistatic
measurement acquisition of 1770 signals using a 60 antenna array can be performed
in under 10 s, as reported in Byrne et al. [6].

Prior to image formation using beamforming, it is often necessary to remove the
early-stage artefact. The artefact can consist of the transmitted pulse, skin reflec-
tions, and antenna reverberation. A wide variety of artefact removal algorithms have
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been proposed, and a representative selection of these algorithms is described in this
chapter. Similarly, a number of the most widely used qualitative radar beamforming
techniques are also examined. The chapter concludes by discussing algorithms
to estimate the average dielectric properties of the breast (and consequently, the
average propagation speed of the microwave signal) used to optimise the quality
of the resultant microwave breast image. Note: Mathematical formulations are
provided for clarity where scalars are represented as v, vectors are denoted as v
and matrices as V. vT is the transpose of v, and v� denotes the conjugate transpose.

4.2 Artefact Removal Algorithms

The skin surrounding the breast has a thickness of generally between 1 and
3 mm [46, 50] and has significantly higher dielectric properties at microwave
frequencies than the immersion medium surrounding the breast. This contrast
creates a significant reflection which must be removed prior to imaging as it can
mask the internal scatterers and generate significant clutter in resultant energy
profiles. A number of artefact removal techniques are presented within this section.

4.2.1 Averaging Method

The averaging method [15] approximates the skin calibration signal by averaging
signals across all channels. The approximated signal is then subtracted from the mth
signal xm as

sm.n/ D xm.n/ � 1

M

MX

iD1

xi.n/ (4.1)

where sm is the signal without artefact, M is the number of signals, and n denotes
the sample number.

The Woody averaging [55] can be employed instead of standard averaging to
compensate for channel-to-channel signal variations [13].

4.2.2 Differential Rotation

The differential rotation method uses a differential calibration system to eliminate
mutual coupling and skin reflections [28]. After the first scan x1

m is performed, the
array is rotated by a specific angle and a second dataset is acquired x2

m. The signal
is calibrated as
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sm D x1
m � x2

m. (4.2)

4.2.3 Wiener Filter

The Wiener filter algorithm [4, 11] improves on the simple average subtraction
method by compensating for channel-to-channel variation in artefacts due to local
variations in skin thickness, breast heterogeneity, and differences in antenna-skin
distances. In this method, the artefact in each signal is estimated as a filtered
combination of the signals in all other channels. The estimated artefact signal for
Channel m is then subtracted from the received signal at Channel m as

sm.n/ D xm.n/ � qTbPN.n/ (4.3)

where bPN.n/ is a vector calculated from all other channels except m, and q is the
vector of filter weights. The filter weights are chosen to minimise the residual signal
mean-squared error over the portion of the signal dominated by the artefact. For
example, in order to remove the artefact from Channel 1, a .2J C 1/ � 1 vector of
time samples in the mth channel is defined as

bm.n/ D Œxm.n � J/; : : : ; xm.n/; : : : ; xm.n C J/
T (4.4)

where J is the number of samples on either side of nth time sample and 2J C1 is the
length of the averaging window centred on n. The samples of bk.n/ for Channels 2
through N are concatenated into a vector b2N.n/ as

b2N.n/ D 
bT

2 .n/; bT
3 .n/; : : : ; bT

N.n/
�T

. (4.5)

The filter weight vector q is calculated as

q D arg min
q

n0CL�1X

nDn0

ˇ
ˇx1.n/ � qTb2N.n/

ˇ
ˇ2 (4.6)

where the time-window n 2 Œn0; n0 C 1; : : : ; n0 C L � 1
 represents the initial
portion of the signal dominated by the unwanted artefact. The solution to (4.6) is
given by

q D R�1p (4.7a)

R D 1

L

n0CL�1X

nDn0

b2N.n/bT
2N.n/ (4.7b)
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p D 1

L

n0CL�1X

nDn0

b2N.n/xT
1 .n/. (4.7c)

4.2.4 Root Least Squares Filter

The root least squares (RLS) filter recursively computes and updates the filter
weights for the Wiener adaptation described in Sect. 4.2.3 [49]. um represents
the 1 � N desired signal containing N time samples at Channel m and Ou.n/ D
umC1.n/; umC2.n/; : : : ; umCQ.n/

�T
is a Q � 1 vector. The corresponding weights

of the RLS filter are

w.n/ D 
wmC1.n/; wmC2.n/; : : : ; wmCQ.n/

�
. (4.8)

The processed signal can be described as

sm.n/ D xm.n/ � Odm.n/ (4.9)

where the approximated skin calibration signal is denoted by

Odm.n/ D wT.n/ Ou.n/. (4.10)

Let dm.n/ represent the true calibration signal and the sum of the squared error is

j.k/ D
kX

nD1

�k�1
ˇ̌
ˇdm.n/ � Odm.n/

ˇ̌
ˇ
2

. (4.11)

Expanding (4.11) results in

j.k/ D
kX

nD1

�k�1d2
m.n/ � 2wT.k/

kX

nD1

�k�1 Ou.n/dT
m.n/

C wT.k/

"
kX

nD1

�k�1 Ou.n/ OuT.n/

#

w.k/.

(4.12)
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Defining:

a.k/ D
kX

nD1

�k�1d2
m.n/ (4.13a)

B.k/ D
kX

nD1

�k�1 Ou.n/ OuT.n/ (4.13b)

c.k/ D
kX

nD1

�k�1 Ou.n/dT
m.n/: (4.13c)

Now (4.12) can be written as

j.k/ D a.k/ � 2wT.k/c.k/ C wT.k/B.k/w.k/. (4.14)

Minimisation of the above function results in the Wiener–Hopf equation

B.k/w.k/ D c.k/ (4.15)

w.k/ is obtained by solving (4.15) using the matrix inversion Lemma to obtain B�1.
The weight vector is calculated for each time sample, whereas in Bond’s
approach [4], the weight vector is calculated once for a temporal window.

4.2.5 Entropy-Based Time Windowing

The entropy-based time windowing (ETW) method uses an entropy-based time-
window function to remove the skin reflections [58]. Entropy can be employed to
measure the similarity of radar signals received across different channels. A larger
value of entropy is obtained from the similar skin reflections in the early portion of
all radar signals and conversely the tumour reflections result in much lower entropy
values.

In order to compute the entropy, a probability density function along the antenna
axis can be defined by normalising each received radar signal as

pmŒn
 D kxmŒn
k2

PM
mD1 kxmŒn
k2

(4.16)

where xmŒn
 is the received signal at the mth channel and M is the total number of
channels. (4.16) satisfies pmŒn
 � 0 and

PM
mD1 pmŒn
 D 1 and can be interpreted as

the energy density in the antenna domain. The general ˛ � order Renyi entropy at
time sample n is defined as:
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H˛Œn
 D 1

1 � ˛
log

(
MX

mD1

.pmŒn
/˛

)

(4.17)

where ˛ is real-positive and the entropy varies from zero for certain events to log
M for uniform distribution. A third-order Renyi entropy is defined for a broad class
of signals [1]; therefore, ˛ D 3 is used in (4.17). Next, the theoretical dimension ofh
b1Œn
; b2Œn
; : : : ; bMŒn


i
is defined as

DŒn
 D eHs
3Œn
 (4.18)

where H3 is the third-order Renyi entropy. The smoothed entropy is denoted as

Hs
3Œn
 D 1

K

kDnCKX

kDn

H3Œk
 (4.19)

where K is the length of the smoothing window.
DŒn
 varies between 1 and M, and the time-window function is obtained by

comparing DŒn
 to a threshold T , as in

WŒn
 D
(

0; if DŒn
 > T , where 1 < T < M

1; otherwise
. (4.20)

The time-window function WŒn
 is applied to each radar signal to obtain skin-
artefact removed signals as

smŒn
 D WŒn
xmŒn
. (4.21)

4.2.6 Frequency Domain Skin-Artefact Removal

The frequency domain skin-artefact removal method [39] represents the frequency
response of each received radar signal as a sum of complex exponentials, where each
exponential represents a pole of the system and each pole corresponds to a specific
scatterer in the view of the antenna. The skin-artefacts are removed by identifying
and removing the pole corresponding to the strongest scatterers from the frequency
response, assuming skin is the strongest scatterer within the signal. The frequency
response of each received signal can be decomposed into its poles as

y.s/ D
MX

iD1

aie
.˛iCj 4�

c Ri/s�f (4.22)
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where M is the total number of scatterers or poles of the system, ai is the constant
coefficient, ˛i is the frequency decay/growth factor, Ri is the range of the ith
scatterer, and �f is the sampling frequency. The received signals are first converted
to the frequency domain using the fast Fourier transform (FFT) algorithm. These
frequency domain signals are then processed using a linear system identification
method to estimate the frequency model given in (4.22) [45]. The frequency domain
signal is arranged in the form of a Hankel matrix in

H D

2

6
4

yi.1/ � � � yi.L/
:::

: : :
:::

yi.S � L C 1/ � � � yi.S/

3

7
5 (4.23)

where yi.n/ is nth frequency sample at Channel i and S is the total number of
frequency samples. The Hankel matrix is then decomposed into the ‘signal plus
noise’ and ‘noise only’ subspaces using singular value decomposition as

H D 
Usn Un

� �˙sn 0

0 ˙n

� �
V�

sn

V�
n

�
(4.24)

where subscript notation sn is used for ‘signal-plus-noise’, and n is used for noise
subspace. The Akaike information criterion [10] can be used to separate the two
subspaces. Removing the noise subspace, H can be approximated as

QH D Usn˙V�
sn (4.25)

where Usn is the left unitary matrix of the signal-plus-noise subspace, V�
sn is the right

unitary matrix of signal-plus-noise subspace, and ˙ contains the dominant singular
values of H in descending order and .	/ denotes conjugate transpose.

The approximated QH from (4.25) is further factorised using a balanced coordinate
method [45]

QH D ˝	 (4.26)

where ˝ is the observability and 	 is the controllability matrix defined as

˝ D Usn˙1=2
sn (4.27a)

˙ D ˙1=2
sn V�

sn: (4.27b)

Either ˝ or 	 can be used to derive matrix A. Using ˝, A is defined as follows:

A D .˝��rl˝�rl/
�1.˝��rl˝�rf / (4.28)
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where ˝�rl and ˝�rf are obtained by removing the last and first row of ˝. The
eigenvalues of A are related to the range Ri and damping factor ˛i of the ith scatterer
as in

Ri D �c
�i

4��f
(4.29a)

˛i D � log j�ij
�f

(4.29b)

where �i is the ith eigenvalue with phase �i. The constant coefficient ai is denoted as

ai D .Cei/.viB/

�

�
f1
�f

�

i

(4.30)

where C is the first row of ˝, f1 is the carrier frequency of the transmitted pulse, ei

are the eigenvectors of A, and vi are defined as row vectors of V

V D 
e1; : : : ; ep

��1 D

2

6
4

v1
:::

vp

3

7
5 : (4.31)

B is denoted by

B D .˝�
S ˝S/�1.˝�

S yT/ (4.32)

where y is the vector of frequency samples of the backscattered signals and ˝S is
defined as

˝S D

2

66
6
4

C
CA

:::

CAS�1

3

77
7
5

. (4.33)

The range, damping factor, and constant coefficients required in (4.22) can be
computed from (4.29a) and (4.30).

The constant coefficients ai are directly proportional to the amplitude of the
pulse in the time domain. Considering that the amplitude of the skin reflection
is quite large compared to the tumour response (in monostatic signals), ai values
over a certain threshold are removed from the frequency response of the signals.
This removes the skin-related poles from the signals. The frequency response is
then reconstructed using the model given in (4.22) without the dominant poles and
converted back to time domain using the inverse-FFT which only contains tumour
reflections.
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4.2.7 Hybrid Artefact Removal

The hybrid artefact removal (HAR) method [12] combines the ETW and Wiener
filter to estimate and filter the skin reflections. In this algorithm, an artefact-
dominant time-window is estimated based on the entropy of radar signals and the
Wiener filter is then applied to estimate the skin calibration signal for each channel,
and then subtracted to reduce the skin reflections, as given in (4.3).

In order to estimate the artefact-dominant time-window, the criterion to define the
time-window WŒn
 given in (4.20) is modified. Firstly, the maxima of the function
DŒn
 are computed. The first maximum represents the point in time where signals
across all channels have highest similarity and the minima indicates the maximum
variation. The highly similar part of the signals is assumed to be the artefact. The
time-window is then defined from the significant local minima (n0

0) on the left side of
the maximum to the significant local minima (m0

0) on the right side of the maximum
on the theoretical dimension curve.

The filter weights q in (4.3) are optimised over the estimated artefact-dominant
time-window as

q D arg min
q

m0
0X

nDn00

ˇ̌
xm.n/ � qTb2N.n/

ˇ̌2
(4.34)

where n0
0 and m0

0 are obtained from the entropy calculation and represent the start
and the end of the artefact-dominant window, respectively. xm.n/ is the target signal
at Channel m and b2N.n/ is a vector calculated from signals with similar skin
responses (e.g. signals received at antennas positioned at the same elevation as
antenna m) excluding xm.n/.

The HAR algorithm uses a subset of channels to estimate the artefact-dominant
time-window for a target channel and the same set of channels is used to estimate
and filter the artefact; unlike the original Wiener filter which uses all other channels
except the target channel.

4.2.8 Neighbourhood-Based Skin Subtraction

The neighbourhood-based skin subtraction algorithm [37] uses a Wiener filter to
estimate the skin response in a particular channel from the neighbourhood channels
containing similar skin responses. The filter weights are optimised over a skin-
dominant time-window estimated using an automatic window selection method. The
estimated skin response is then subtracted from a target channel to obtain the skin
subtracted signal.

The radar signals are first processed through a skin-dominant window selection
algorithm. The maxima and minima of the signal are determined by computing
the first- and second-order derivatives of the signal. The significant local maxima
are assumed to be the part of the skin because the skin response is typically
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several orders of magnitude larger than the late-time response in the signal. The
significant local maxima are determined with a threshold cut-off based on the
antenna characteristics and is known as a priori. All adjacent peaks are considered to
be the part of the artefact except the first and last peak. The start of the skin-dominant
window, n

0

0, is set equal to the time step corresponding to the trough that precedes
the first significant peak. The end of the skin-dominant window m

0

0 is defined as the
time step corresponding to the trough that follows the last significant peak.

After the estimation of the skin-dominant window for each channel, the next
step is to define the neighbourhood channels. The neighbourhood channels are
defined based on the antenna proximity and the cross-correlation between each
of the recorded signals [37] and xm.n/. An antenna is considered to be in the
neighbourhood of the target antenna if it is within twice the half-energy beamwidth
(HEB) of the target antenna in the horizontal direction and less than HEB minus
1 cm in the vertical direction. The difference in the proximity criterion for the
horizontal and vertical direction is due to the significant variation of the breast shape
in the vertical direction compared to the horizontal direction. Hence a subgroup of
neighbouring antennas is defined based on the proximity criterion. The reflections
from each neighbouring antenna are then cross-correlated with the reflection from
the target antenna to validate the similarity of reflections. A threshold is then used to
validate the similarity of reflections from antennas included in the neighbourhood to
the target antenna. Any antenna not meeting the similarity criteria is excluded. The
similarity criteria ensures that antennas selected in the neighbourhood have enough
similarity to provide an accurate estimate of the skin response in the target channel.

The skin response for each channel is estimated from neighbouring channels and
subtracted from the target channel as

sm.n/ D xm.n/ � qTbneighbours;m.n/ (4.35)

where m is the target antenna, bneighbours;m.n/ represent the collection of signals from
the neighbouring antennas of m, and q are the filter weights calculated as

q D arg min
q

m
0

0X

nDn
0

0

ˇ̌
xm.n/ � qTbneighbours;m.n/

ˇ̌2
(4.36)

with the solution given in (4.7a).

4.2.9 Independent Component Analysis Artefact
Removal Algorithm

The independent component analysis (ICA) method [8] is used to estimate and
remove the skin calibration signal by increasing the amount of measurement data.
The measurement data is increased by repositioning the antenna array. A skin
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calibration signal Nxi;j;k is derived from scan k for each measurement signal xi;j;k and
the calibrated signal is denoted as

si;j;k D xi;j;k � Nxi;j;k. (4.37)

At each repositioning of the fixed-element array, the geometrical array arrange-
ment results in consistent antenna coupling effects and skin propagation among cor-
responding transmit–receive (TX-RX) signals, i.e. between


xi;j;1; xi;j;2; : : : ; xi;j;K

�
.

Other TX-RX signals from intra-scan data may experience similar coupling and
skin scattering, particularly if they are geometrically similar to another bistatic
arrangement in the array, e.g. a pair of bistatic paths whose antennas exhibit similar
relative polarisations and phase centres are equidistant. These intra-scan signals and
the corresponding signal pairs present in the other K � 1 scan positions are collated
into a group. Grouped signals which vary significantly from xi;j;k are eliminated
through a normalised cross-correlation thresholding factor, denoted by xC, resulting
in a group matrix Mi;j;k. A mathematical outline of the normalised cross-correlation
is well documented in [38]. A threshold of xC >D 0:97 is used throughout and
was found to offer robust skin calibration by ensuring that a sufficient number
of signals are present to form a group. In contrast to other proposed filtering
methods [3, 43, 49], no time windowing is used in this study. Columns of Mi;j;k

represent m matched channels and rows contain N samples.
Data can be pre-whitened using methods such as principal component analysis

so that components are uncorrelated and their variances equal unity [25]. Let OM
represent the whitened form of Mi;j;k, where the subscript notation is omitted tem-
porarily for simplicity. ICA then attempts to separate source signals from unwanted
interference and noise [22]. The method assumes that a single measurement is a
linear mixture of non-Gaussian sources and independent components are obtained
by searching for a linear combination of the signal data which maximises this non-
Gaussianity. The linear ICA model can be denoted by

OM D AS (4.38)

where the N rows of S describe the p sources and A is the N � p mixing matrix. The
p < m independent components are calculated by

S D WT OM (4.39)

where W is the inverse of A and is estimated through a maximisation of the non-
Gaussianity of the independent components. Calculation of W is obtained using the
FastICA method [24, 25] with the following fixed point update algorithm:

Choose random initial weight vector w.
Repeat until convergence:

1. Let wC D Ef Om; g.wT Om/g � Ef Om; g
0

.wT Om/gw
2. Let w D wC

kwCk
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where w is a column of W, Om is the vectorised representation of OM, E is the
expected value, and g is the derivative of the contrast function which is given in [24].
To prevent different vectors from converging to the same maxima, the outputs
wT

1 Om; : : : ; wT
p Om must be uncorrelated after every iteration using a deflation scheme

based on a Gram-Schmidt-like method, described in detail in [24].
The number of independent components p is determined by eliminating prin-

cipal components whose corresponding eigenvalues are below a specified thresh-
old [22, 25]. The resulting columns of S are unordered. A cross-correlation is
performed against the mean of OM to extract the independent components which
best represent the undesirable reflections, resulting in a skin calibration signal Nxi;j;k.

4.3 Data Independent Beamformers

4.3.1 Delay-and-Sum Beamformer

The DAS synthetic focusing technique [2] is the basis for the vast majority of breast
imaging algorithms and is described here for a monostatic antenna configuration, as
in [18, 21, 33]. Considering a location r0 within the breast, the time delay to and
from each antenna to r0 is calculated by assuming both a straight-line propagation
path and the average electromagnetic wave speed through the breast. The average
propagation speed is established based on an estimate of the average dielectric
properties of the breast at the centre frequency of the transmitted wideband pulse.
These time delays are then used to isolate the response from the synthetic focal
point r0 within each monostatic radar signal. The responses are summed, squared,
and integrated over a predefined time-window TWin to produce a qualitative intensity
value associated with the point r0, as

I.r0/ D
TWinZ

0

"
MX

mD1

xm

�
�m.r0/

�#2

dt (4.40)

where xm is the backscattered radar signal recorded at the mth antenna and �m.r0/ is
defined as follows:

�m.r0/ D dm

v
fs (4.41)

where dm is the round-trip distance from the mth transmitting antenna to the point
r0, fs is the sampling frequency, and v is the average speed of propagation in breast
tissue and is defined as

v D cp
�r

(4.42)
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where �r is the relative permittivity of breast tissue at the centre frequency of the
input signal and c is the speed of light in a vacuum. The synthetic focal point r0

is then scanned throughout the breast and an image of the backscattered energy is
created.

In order to utilise all possible transmit–receive combinations in the antenna array,
Nilavalan et al. [40] adapt the DAS beamformer for a multistatic array configuration.
In this case, each antenna transmits a UWB pulse in-turn and the reflected signals are
recorded at all antennas. The monostatic signals and reciprocal signals are excluded
(as they would not provide any additional information), leaving M.M � 1/=2 radar
signals. An additional weighting factor, w, is used to compensate for path-dependent
attenuation. The intensity at a particular focal point within the breast image is as
follows:

I.r0/ D
TWinZ

0

2

4
M.M�1/=2X

mD1

wixm

�
�m.r0/

�
3

5

2

dt. (4.43)

Nilavalan suggests that the increased number of observations offered by the
multistatic approach should provide for increased clutter suppression in the resultant
breast images.

4.3.2 Delay-Multiply-And-Sum Beamformer

The delay-multiply-and-sum (DMAS) beamformer [35] adds an additional process-
ing step to the original DAS beamformer. This step involves the pair-multiplication
of the time-aligned radar signals prior to summation.

The process effectively rewards the ‘coherence’ or ‘correlation’ of the reflections
from the tumour location. Reflections with high levels of coherence across the
multistatic channels are enhanced through the pair-multiplication process. Since
reflections from tumours should exhibit a high level of coherence, the tumours
(or any dielectric scatterer) will appear brighter relative to the background clutter
in the resultant image.

Using the DMAS beamformer, the intensity at a particular focal point r0 within
the breast is calculated as follows:

I.r0/ D
TWinZ

0

2

4
M�1X

mD1

MX

jD.mC1/

xm

�
�m.r0/

�
ˇ xj

�
�j.r0/

�
3

5

2

dt (4.44)

where ˇ represents an element-by-element multiplication, and m and j describe
exclusive signal indices. Again, the focal point is scanned throughout the breast to
create a scattering profile of the breast.
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4.3.3 Coherence Weighted Beamformers

The improved-delay-and-sum beamformer (IDAS) method [26] extends the tradi-
tional DAS beamformer by introducing an additional weighting factor called the
‘Quality Factor’ (QF). In a similar fashion to the DMAS beamformer, the QF
can be interpreted as a measure of the coherence of the reflected radar signals
corresponding to a particular synthetic focal point r0 within the breast. As mentioned
in the previous section, high coherence should correspond to reflections from a
tumour (or any other dielectric scatterer) within the breast.

The QF is calculated in a three part process:

1. For a particular focal point, a curve of energy collected versus number of signals
summed is created;

2. Next, this curve is rescaled by normalising it to the standard deviation of energy,
sigmae, for all radar signals used in the summation;

3. Finally, a second-order polynomial is fitted (using least square) to the curve of
coherent energy collection .y D ax2 C bx C c/.

If the reflections are perfectly time-aligned, then the curve of energy collection
should form a quadratic curve. Therefore, the QF is assigned the value a from
the second-order polynomial equation. Finally, the QF is incorporated into the
beamformer equation as follows:

I.r0/ D QF.r0/

TWinZ

0

"
MX

mD1

xm

�
�m.r0/

�#2

dt (4.45)

where QF.r0/ is the quality factor at the focal point r0.
In a separate study, Klemm et al. replace the quality factor with a “Coherence

Factor” (CF) [28]. Using a concept adapted from ultrasound signal processing, a CF
value for a particular focal point is calculated to minimise the variance across the
channels as follows:

CF.r0/ D

ˇ̌
ˇ̌
ˇ
PM

mD1 xm

�
�m.r0/

�
ˇ̌
ˇ̌
ˇ

2

PM
mD1

ˇ̌
ˇ
ˇ̌xm

�
�m.r0/

�
ˇ̌
ˇ
ˇ̌

2
. (4.46)

The CF is then incorporated into the beamformer along with an additional weighting
factor wm.r0/

I.r0/ D CF.r0/ ˇ
TWinZ

0

"
MX

mD1

wm.r0/xm

�
�m.r0/

�#2

dt (4.47)

wm.r0/ is a location dependent weight which aims to compensate for path-dependent
attenuation.
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Yin et al. [57] derive an alternative weighting factor system which rewards the
correlation between monostatic time shifted signals at r0. The normalised cross-
correlation between delayed signals from neighbouring antennas is computed and
multiplied to obtain a scalar weighting factor. The normalised correlation factor is
denoted as

cij.r0/ D xcorr

 

xn

�
�n.r0/

�
; xm

�
�m.r0/

�!

(4.48)

for neighbouring antenna indices m and n. These values are normalised, sorted in
descending order and the top .M � 1/=2 are retained as

Oc.r0/ D
h
Oc1; Oc2; : : : ; Oc.M�1/=2

i
(4.49)

where Oc1 > Oc2 > � � � > Oc.M�1/=2. The weighting can be described as

w.r0/ D
.M�1/=2Y

iD1

ci.r0/. (4.50)

The energy at r0 can be denoted as

I.r0/ D
TWinZ

0

"

w.r0/

MX

mD1

xm.�m.r0//

#2

dt. (4.51)

4.3.4 Microwave Space-Time Beamformer

The microwave space-time (MIST) beamformer [3] aims to compensate for frequen-
cy-dependent propagation effects to better spatially focus the backscattered signals,
providing an improved image of the breast.

The MIST method first time-shifts the received radar signals to align the reflec-
tions from a particular focal point within the breast (in a similar fashion to the DAS
beamformer previously described). The time-aligned signals are then processed
by a bank of finite-impulse response (FIR) filters. These filters are designed to
compensate for path-dependent attenuation and phase effects in the reflected radar
signals. This ensures that reflections from tumours deep within the breast are as
strong following filtering as reflections from shallower dielectric scatterers.

For each multistatic channel m, the FIR filter of length L can be denoted by
wm D 

wm0; wm1; : : : ; wm.L�1/

�T
. The frequency response of each filter is given by

Wm.!/ D
L�1X

lD0

!mle
�j!lTs D wT

md.!/ (4.52)
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where d.!/ D 
1; e�j!Ts ; : : : ; e�j!.L�1/Ts

�T
and Ts is the sampling interval. Assum-

ing the time-alignment step has been completed, the filter coefficients must satisfy
the following equation:

MX

mD0

Sm.r0; !/wT
md.!/ � e�j!Ts.L�1/=2 (4.53)

where Sm.r0; !/ is a model of the round-trip channel as the input signal propagates
through the mth channel to the target and is defined as follows:

Sm.r0; !/ D
�

1p
dm

e�˛.!/dm e�jˇ.!/dm

�
, (4.54)

where dm is the distance between the transmitting antenna, focal point, and receiver,
˛.!/ is the frequency-dependent attenuation factor, and ˇ.!/ is the frequency-
dependent phase constant.

O’Halloran et al. [43] extend the MIST technique for an application with
multistatic breast radar data.

4.4 Adaptive Beamforming

In contrast to the data independent methods detailed above, the data adaptive beam-
former derives a weighting factor from the second-order statistics, e.g. variance, of
the measured signal data to reduce the levels of noise and clutter in the scattering
profiles. Data adaptive beamformers involve first time-aligning the signals (in a
similar fashion to the DAS beamformer), and then further processing the signals
to achieve unit gain from a desired direction, while suppressing signals of the same
frequency from all other directions [51]. In this section, a number of data adaptive
algorithms that have been applied to the RBI problem are detailed.

4.4.1 Minimum Variance Capon beamformer

Data adaptive methods applied to breast imaging are based on the minimum variance
distortionless response (MVDR) or Capon method which calculates beamformer
weights to minimise the variance of the system while limiting the beamformer
response to maintain a distortionless response (i.e. achieving unit gain towards the
desired signal component [23]).

The complex signal data at snapshot k can be denoted as

x.k/ D as.k/ C v.k/ (4.55)
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where a is the array response vector to the arriving wavefront, s.k/ is the desired
signal, and v describes noise. The beamformer output is described as

y.k/ D wHx.k/ (4.56)

and the Capon beamforming problem is defined by the following minimisation
problem:

min
w

w�Rxw (4.57a)

w�a D 1 (4.57b)

where w�a D 1 is the response to the desired signal component. MVDR-derived
beamformers typically model statistical noise power using a covariance matrix
containing only noise and interference. However, in many communications and
radar imaging applications, such data are unavailable and the sample covariance
matrix is constructed from received data snapshots in lieu of the noise covariance
matrix. Rx represents the covariance matrix, equated as EfNxNxHg, and is calculated
for this application as a sample covariance matrix across K predefined snapshots as

Rx D 1

K

kX

nDk�KC1

x.n/xH.n/. (4.58)

MVDR methods are known to outperform data-independent beamformers pro-
viding that self-nulling does not occur, i.e. the desired signal component is absent
from the snapshots used to construct the sample covariance matrix Rx which is
not the case for breast radar systems. Robustness to self-nulling and non-ideal
propagation characteristics is added by assuming that the true steering vector (a)
is constrained by the following L2 norm (squared difference) on the uncertainty
set, as

jj�ajj < � (4.59)

where �a D Oa � a, Oa D 1M is the assumed plane-wave steering vector and � is an
empirically derived upper bound on the uncertainty. The Robust Capon or Robust
MVDR problem can be written as

minimise
w

w�Rxw

subject to jw�aj � 1;

8jj�ajj 
 �

(4.60)

and the weights calculated as

w D R�1
x a

a�R�1
x a

. (4.61)
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This is the equivalent of the quadratic problem defined by Li and Stoica [31] and
can be solved using Lagrange multipliers [31, 36] or reformulated for interior point
methods [52].

4.4.2 Multistatic Adaptive Microwave Imaging

The multistatic adaptive microwave imaging (MAMI) algorithm by Xie et al. [56]
involves applying the MVDR in two stages in the time domain. The MVDR output
in the first stage provides M desired waveform estimates. However, the steering
vector may still be imprecise and a second stage is required to calculate a waveform
output for the complete system. The pre-steered (to r0) input vector for transmitter i
is described by

xi.n/ D Œx1.n/; x2.n/; : : : ; xM.n/
T ; xi.n/ 2 RM�1 (4.62)

and the sample covariance matrix RX.n/ is calculated as

RX.n/ D 1

M
X.n/XT.n/ (4.63)

where

X.n/ D Œx1.n/; x2.n/; : : : ; xM.n/
 X.n/ 2 RM�M . (4.64)

The Stage 1 waveform estimate is written as

s.n/ D ŒwT
S1.n/X.n/
T . (4.65)

After Stage 1, the steering vector calculation is improved; however, it may be
imprecise and require a second application of the RCB algorithm. The output
of (4.65) is used as the input argument to the RCB method in Stage 2, where the
sample covariance matrix is now determined by

RS D 1

N

TX

tD0

s.n/sT.n/. (4.66)

All other steps are calculated as in Stage 1 and the energy is calculated with

I.r0/ D
TWinZ

0

"

wS2.n/s.n/

#2

dn. (4.67)

Klemm et al. [27] highlight that the MAMI technique works well with measure-
ment radar data obtained from 60-antenna elements multistatic radar array.
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4.4.3 Transmitter-Grouping Robust Capon Beamformer

The transmitter-grouping RCB (TG-RCB) [7] applies the RCB beamformer to
different subgroups of multistatic signals, based on the associated transmitting
antenna. In a group with N time samples and Tx transmitting antenna elements,
the pre-steered (to r0) input signals for the ith transmitter are organised as follows:

xi.n/ D Œx1.n/; x2.n/; : : : ; xRX.n/
T . (4.68)

The Robust Capon beamformer (RCB) problem can then be described with (4.60),
and the sample covariance matrix is defined as

Ri D 1

TWin

TWinX

tD0

xi.n/xT
i .n/. (4.69)

The energy at a specific voxel can then be calculated over the window Twin as

I.r0/ D
TWinZ

0

"
TxX

iD1

ŒwT
i � xi.n/


#2

dn. (4.70)

4.4.4 Wideband Time-Domain Adaptive Beamforming

Both the MAMI and TG-RCB formulations apply a narrowband beamformer
to wideband time-domain data. Byrne and Craddock [6] adapt a time-domain
stacked–tapped filter to calculate MVDR weights across the entire frequency band.
A calculated permittivity estimate [48] of the breast tissue is used to pre-steer and
aid in the equalisation process [4, 44]. The pre-steered (to r0) equalised input at the
jth receiver xj is converted to stacked-tap for a tapped-delay line filter architecture

Pxj.n/ D 
xT

j1.n/; xT
j2.n/; : : : ; xT

jL.n/
�T

(4.71)

where xjl.n/ denotes the M � 1 array signal data after the .l � 1/ tap obtained at
snapshot n. The minimisation problem is reformulated for an L-tap FIR filter across
Nf frequencies as

min
w

w�RPxw

subject to <
�

hDS.fk/e
j!k NT� � 1

8jj�a.fk/jj 
 �; k D Œ1; : : : ; Nf 
:

(4.72)
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where w is the stacked-tap representation of W, with Wml denoting the specific filter
weight for the mth signal after the l�1 tap. < is the real operator, NT D .L�1/�T=2

is the filter delay, and the beamformer response towards the desired signal hDS.fk/ is
denoted as

hDS.fk/ D wT.d.fk/ ˝ 1M/ C wT.d.fk/ ˝ �a.fk// (4.73)

where d.fk/ D Œ1; e�j!k�T ; : : : ; e�j!k.L�1/�T 
T , �T is the time-resolution and ˝
represents the Kronecker product. The sample covariance matrix is calculated as

RPxj D 1

K

nX

lDn�KC1

Pxj.l/Px�
j .l/ (4.74)

where K 
 T represents the snapshot window length.
The desired waveform for each receiver is denoted as

sj.n/ D wT Pxj.n/. (4.75)

This process is repeated to obtain J waveform approximations

s.n/ D Œs1.n/; s2.n/; : : : ; sJ.n/
T . (4.76)

The beamforming process is repeated to find weights wS which satisfy (4.72) and
result in the output waveform estimate

y.n/ D wT
S s.n/ (4.77)

and the voxel scattering energy as

I.r0/ D
TWinZ

0

h
y.n/

i2

dn. (4.78)

4.5 Path Dielectric Estimation Techniques

Radar beamforming techniques assume the wave propagation speed in order to
appropriately focus to r0. The speed is calculated as in (4.42) where the permittivity
of the media is typically assumed to represent fatty tissue [4, 15, 27, 33]; however,
a study by Lazebnik et al. [30] shows that the dielectric properties of dense breast
tissue can be significantly higher. A-priori knowledge of the breast density, obtained
from an inverse reconstruction, can also been used to estimate the wave propagation
speed [54, 57].
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4.5.1 Multiple Signal Classification Time-Of-Flight

Sarafianou et al. [48] use a time-of-flight (TOF) method to determine the speed
of the signals travelling through the breast, between transmitter and receiver. This
extension of the MUltiple SIgnal Classification (MUSIC) approach [32] is adapted
for a 31 element breast radar measurement array. xm.f /, the mth recorded signal in
the frequency domain, is divided into N segments as

xm.k/ D Œxm.k/; xm.k C 1/; : : : ; xm.k C L � 1/
T (4.79)

where L is the predefined length of the sliding window. The auto-correlation matrix
is defined by

Rxm D 1

N

N�1X

kD0

xm.k/x�
m.k/. (4.80)

The number of multipath signals Lp can be determined using the minimum length
descriptor criterion [32] and the MUSIC spectrum can be computed as

S.�/ D 1
PL�1

kDLp

1
�k

jqH
k v.�/j (4.81)

where � is the propagation delay, �k 2 Œ�0; �1; : : : ; �L�1
 and �0 > �1 > � � � >

�L�1 are the eigenvalues of Rxm and qk is the corresponding kth eigenvector.
v.�/ D Œ1; e�j2��f � ; : : : ; e�j2�.L�1/�f � 
T and �f is the frequency resolution. The
TOF through the breast is determined by the first peak in S.�/ and the speed can be
calculated using the known distance between transmitter and receiver.

4.5.2 Transmission Coefficient Method

An alternative approach proposed by Bourqui et al. [5] estimates the transmission
coefficients, specifically the attenuation and phase constants, of the channel using
a bistatic configuration. Two Cassiopeia antennas are used as the transmit–receive
pair and both elements are placed directly onto the skin and a significantly lossy
immersion liquid (2 % Saline) is used to mitigate waves travelling around the breast.
The method was evaluated with a number of volunteer patients with suspected
primarily fatty breasts. The electric field within tissue at a distance d from the
transmitter is defined as

Ed.f / D E0.f /e�˛.f /de�jˇ.f /d (4.82)
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where E0 is the incident field, ˛ is the attenuation constant, and ˇ is the phase
constant at frequency f . Two measurements are taken (a and b) through the breast
where the channel distance is varied and the propagation coefficients can be
calculated as

˛.f / D �log
�jSa

21.f /j=jSb
21.f /j� .Da/=Db/

Da � Db
(4.83)

ˇ.f / D ��a.f / � �b.f /

Da � Db
(4.84)

where D describes the distance between the antennas, Da ¤ Db, jS21j is the
magnitude of the transmission coefficient, and � is the phase. The permittivity �R.f /

and conductivity �.f / are derived by

�R.f / D ˇ.f /2 � ˛.f /2

.2� f /2�0�0

(4.85)

�.f / D 2˛.f /ˇ.f /

2� f �0

. (4.86)

4.5.3 Optimisation-Based Propagation Technique

Guo et al. [19] determine the position-dependent dielectric constants based on a
certain objective equation. Beamformed energy values within the domain D are
calculated and collated in subgrids to form the cost function. The technique is robust
in brain imaging scenarios—with and without the presence of electromagnetic
scattering—when there is internal bleeding. The technique is formulated as an
optimisation problem

�
opt
R D arg max

�R

	
max.G/

jjGjj1 � max.G/



(4.87)

˝k 2 D defines the subgrid and �
opt
R is the optimal relative permittivity to use. G can

be derived from

G D 
Gsub

1 ; Gsub
2 ; : : : ; Gsub

K

�
(4.88)

Gsub
k D

P
r I.r/

P
r �D.r/

; r 2 ˝k (4.89)

where �D.�/ is the indicator function of D, k is the subgrid index which pertain to the
cells within ˝k 2 D. The objective function in (4.87) is minimised until convergence
or a maximum of 50 iterations.
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Chapter 5
Tumour Classification

Raquel Cruz Conceição, Marggie Jones, Panagiotis Kosmas, and Yifan Chen

Recent breast tissue dielectric spectroscopy measurements in [35] suggest that the
malignant-to-benign dielectric contrast may not be sufficiently high to allow for
tumour classification based on backscatter intensity. Alternatively, it is well known
that the architectural distortion in breast parenchyma can aid in distinguishing
malignant tumours from benign masses [56, 65]. Mammographic image analysis
shows that malignant tumours usually have an irregular shape and are surrounded
by a radiating pattern of linear spicules, also their margins are obscured and
indistinct. Conversely, benign tumours are roughly elliptical and usually have well-
circumscribed margins [56, 65]. Accordingly, microwave backscatter signature—
the signal which is reflected when a target is illuminated by microwaves—could be
potentially useful for discrimination between benign and malignant tumours, and
for inferring their size. Tomographic image reconstruction methods, which solve
the inverse scattering problem to obtain a coarse estimation of the breast dielectric
profile, have been used in this context [19].
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In this chapter, the following will be reviewed: numerical morphological mod-
els to represent breast tumours, some of the recent UWB tumour classification
techniques using the early-time response [73], the late-time response [8–10], the
decomposition of the time reversal operator (DORT, from the French) [33] and
using pattern recognition algorithms to extract the radar target signature of tumour in
microwave backscatter before they are classified using linear discriminant analysis,
quadratic discriminant analysis, support vector machines, spiking neural networks
and self-organising maps [12–14, 17, 44, 51].

The outline of this chapter is as follows: firstly, the tumour numerical models
that have been used in the literature are presented; then the classification of early-
stage breast cancer using early-time response, late-time response, classification on
contrast-enhanced tumours and classification based on radar target signature of
tumours are addressed; finally the classification of early-stage breast tumours in
experimental setups is presented.

5.1 Tumour Numerical Morphological Models

Segmentation of tumours in medical images is a difficult task. Several approaches
to modelling the tissue anomalies have appeared in the literature. For example,
spherical harmonic functions have been applied to model the irregular shape of
tumours [19]. Two other mathematical approaches which have been used in the
literature to model breast tumours will be presented in the following Sects. 5.1.1
and 5.1.2.

5.1.1 Polygonal-Based Models

In [56], Rangayyan et al. have chosen to approximate the mammographic tumour
boundaries by polygons. It was observed that the polygonal approximations match
the hand-drawn diseased tissue boundaries input by the radiologist very well. The
approach considered in [8–10, 33, 73] follows [56], where the tumour boundaries
are approximated by polygons. The first stage is to establish the elliptical behaviour
of tissue anomalies. The baseline ellipse is defined in polar coordinates as

B.'/ D ab
p

a2 sin2 ' C b2 cos2 '
(5.1)

where a and b are the semi-major and semi-minor axes, and ' is the angle as
indicated in Fig. 5.1. The next step is to modify the initial shape to produce the
proper mass border with various levels of irregularity. The simulation routine
consists of the following stages:
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Fig. 5.1 Border deviation
profiles indicating how to
generate a tumour border
from a baseline ellipse,
in [10]

1. Define the number of sides of the polygonal approximation to the tumour
boundary, Q.

2. Define the distribution function of '. For simplicity,

'q2U Œ0; 2�
; .q D 1; 2; � � � ; Q/, (5.2)

where U denotes a uniform distribution.
3. For each 'q, define the distribution of the border deviation profile �.'q/ and apply

it to the elliptical profile in a multiplicative fashion as (see also Fig. 5.1):

B0.'q/ D B.'q/

1 C �.'q/

�
. (5.3)

It is assumed that � 2 U Œ��B; C�B
 and � is independent of 'q. The two
parameters, Q and �B, determine the ruggedness of the tumour boundary. As
Q ! C1 and �B ! 0, the mass border approaches a perfect ellipse. If a
binary classification of the tumour morphology, as in [9, 10, 73], is assumed, the
shape of each random target is assumed to fall into one of the following two
categories: Oval/MAcrolobulated (OMA) or MIcrolobulated/SPiculated (MISP),
which are related to the shape and margin descriptors used in mammography [17].
The OMA class includes targets that correspond to round, oval or macrolobulated
shape descriptors. Inversely, the MISP class exhibits fine-scale undulations over the
target surface or spicules radiating from the body of the target. OMA and MISP
shapes often correspond to benign and malignant tumours, respectively. As observed
in [8], the circumference texture becomes considerably rugged as Q decreases and
�B increases. Therefore, the ranges of Q and �B could be carefully chosen to reflect
the distinctive features of these two types of anomalies.

Figure 5.2 plots the mass border deviations corresponding to the OMA and
MISP tumours. Eventually, some intermediate stages are required to correlate the
morphology classification outputs with the final breast cancer screening result.

A more recent study by Oliveira et al. [52, 53] has further extended this modelling
technique to develop tumours in 3-D. Firstly, they assume that the shape of a tumour
resembles an ellipsoid, which is modelled as a 3-D polygon consisting of a series of
triangular faces interlinked together. The number of faces in the polygon defines the
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Fig. 5.2 Examples of the
OMA and MISP boundary
profiles. The OMA target is
simulated by setting
Q � U Œ80; 100
 and
�B � U Œ0:1; 0:3
, whereas
the MISP target is simulated
by setting Q � U Œ10; 30
 and
�B � U Œ0:8; 1
, in [9, 10]
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number of spicules the model will have.

d2 cos2 � sin2 '

a2
C d2 sin2 � cos2 '

b2
C d2 cos2 '

c2
D 1 (5.4)

where .d; �; '/ are the spherical coordinates that describe the ellipsoid, d is the
distance from the vertices of each triangular face to the centre of the polygon, and
.a; b; c/ are the lengths for each semi-axis. Similarly to [8], a distortion is applied to
each vertex of the polygon by modifying the distance from the centre to each vertex

d0.�; '/ D aŒd.�; '/.1 C S.�; '//
 (5.5)

in which d is the new distance of each vertex in the triangular face to the centre of
the ellipsoid. S varies between 0 and 1, which will make the ellipsoid vary between
smooth (equivalent to OMA category) and spiculated (equivalent to MISP category),
respectively. Additionally, the authors in [53] have created tumour models in which
the whole surface or only part of the surface has been covered by spicules. Figure 5.3
shows polygon-based models with an even distribution of spiculation on the left
(a, c and e) and an uneven distribution of spiculation on the right (b, d and f ). The
authors have further developed different levels of models with unevenly distribution
of spicules: the spiculation is restricted to one part of the surface of the tumour
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Fig. 5.3 3-D polygon-based tumour models. (a), (c) and (e) correspond to models with an even
distribution of spiculation while (b), (d) and (f) correspond to models with an uneven distribution
of spiculation. Courtesy of Bárbara Oliveira, Martin O’Halloran, Raquel Conceição, Martin Glavin
and Edward Jones, after [52]

model (Fig. 5.3b), concentration of spicules in non-adjacent parts of the surface of
the tumour model (in Fig. 5.3d) and varying levels of spiculation at different parts
of the surface of the tumour model (in Fig. 5.3f).

5.1.2 Gaussian Random Spheres

Gaussian random spheres (GRSs) have been used to generate benign and malignant
tumour models, following an algorithm proposed by Muinonen et al. [47, 48]
originally designed for modelling asteroids and comets in an astrophysics context.
GRSs can be easily modified to provide different sizes, shapes and textures of
surface in 3-D, which are the characteristics that most significantly influence the
RTS of tumours which are used for classification purposes [17]. The shape of the
GRS is given by a radius vector, r D r.#; '/, which is defined by the logradius, or
logarithmic radius, s D s.#; '/
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Fig. 5.4 Samples for different Gaussian random spheres (GRSs) representing benign tumour
models with an average radius size of 5 mm: (a) smooth and (b) microlobulated. Images courtesy
of Raquel Conceição, Martin O’Halloran, Martin Glavin and Edward Jones, The Electromagnetics
Academy and Taylor & Francis Ltd. (www.tandfonline.com), after [11–13, 15]

r .#; '/ D ˛ � exp

�
s .#; '/ � 1

2
ˇ2

�
(5.6)

s .#; '/ D
1X

lD0

lX

mD�l

slmYlm .#; '/ . (5.7)

5.6 and 5.7, .#; '/ stand for the spherical coordinates, ˛ is the mean radius, ˇ is the
standard deviation of the logradius, Ylm are the orthonormal spherical harmonics,
slm are the spherical harmonics weight coefficients, in which l and m stand for the
degree and the order of expansion, respectively [47].

In previous studies [12–14, 17, 44, 51], a total of four different shapes and four
different sizes of tumour models have been considered. Malignant tumours are
represented by spiculated and microlobulated GRSs (equivalent to MISP category),
benign tumours are divided into two type categories: smooth and microlobulated
(equivalent to OMA category). The average radii of all shapes of spheres are 2.5,
5, 7.5 or 10 mm. Microlobulated, macrolobulated and smooth GRSs are obtained
by varying the correlation angle: between 5ı and 20ı for microlobulated GRSs,
between 25ı and 45ı for macrolobulated GRSs and between 50ı and 90ı for smooth
GRSs. Spiculated GRSs are obtained by adding 3, 5 or 10 spicules to smooth
GRSs, as previously used in [17]. Examples of benign tumour models based on
the GRSs method, with radii of 5 mm, are shown in Fig. 5.4. Examples of malignant
tumour models (including microlobulated and spiculated tumour models with: 3,
5 and 10 spicules), created with the GRS method, with radii of 5 mm, are shown
in Fig. 5.5.

www.tandfonline.com
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Fig. 5.5 Samples for different Gaussian random spheres (GRSs) with an average radius size of
5 mm, representing malignant tumour models: (a) microlobulated, (b) spiculated with 3 spicules,
(c) spiculated with 5 spicules and (d) spiculated with 10 spicules. Images courtesy of Raquel
Conceição, Martin O’Halloran, Martin Glavin and Edward Jones, and The Electromagnetics
Academy, after [11, 15]

5.2 Classification of Early-Stage Breast Cancer
in Numerical Simulations

In this chapter, the different classification approaches used to classify numerically
simulated tumours, detailed in Sect. 5.1, are presented. These include classification
based on early-time response, late-time response, contrast-enhanced classification
and classification based on RTS extraction.

5.2.1 Tumour Classification Based on Early-Time Response

It has been shown, in [73], that the early-time UWB backscatter signal is affected
by the morphology of the scatterer. Different scattering points on the surface of
the scatterer will alter the shape of the early-time response. A rough tumour with
multiple spicules has more scattering points than a benign tumour with a compact
shape [17].

The backscatter signals are calculated from a two-dimensional (2-D) Finite-
Difference Time-Domain (FDTD) TEz mode simulation. A simplified cylindrical
breast model is used, as shown in Fig. 5.6. The clutter model used here follows that
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Fig. 5.6 Setup of the 2-D
FDTD lattice with the centre
sensor acting as a transceiver.
The rest of the receiving
sensors are placed at equal
distance from the tumour at
regular intervals, in [73]

described in [8], where tissue inhomogeneity can be identified to occur in regions,
and a number of different sized clutter sources are randomly placed in each of
these regions. For the FDTD calculation, 0.5 mm square grids are used to discretise
the computational space. The Courant factor, C, is chosen to be 0:5 for numerical
stability. The computational space is a square box, with 401 cells along the direction
of propagation and along the direction of electric field source. A Uniaxial Perfectly
Matched Layer (UPML) is used beyond the space to minimise reflections from the
boundaries of the simulation box. The single-pole Debye model is used to simulate
the breast medium, clutter and target tumour. The Debye medium is incorporated
into the FDTD equations through the time-domain auxiliary differential equations.
A point source (Sensor 3 in Fig. 5.6) is placed such that the centre of the breast
is 6.5 cm away from the source. This transmitter also functions as a receiver. Two
additional point receivers are placed to the left (Sensors 1 and 2 in Fig. 5.6) and
to the right (Sensors 4 and 5 in Fig. 5.6) of the transmitter in 15ı intervals with
reference from the centre line passing through Sensor 3 and the centre of the breast.
The excitation signal applied to the transmitter is a modulated Gaussian pulse.

The concept of a correlator at the receiver end is adopted. It relies on a template
signal for correlation with the backscatter response. The phenomenon of interest
here is the amount of deformation of the specular returns from different types of
tumours. Correlation can then be used as a mean of quantifying the differences. The
template signal can be derived by passing the signal through a phantom material
with no scatterer present. Consider the backscatter response from a tumour target.
Let E.t/ be the clean signal impinging on a receiver from a transmitter. The
backscatter signal Eback.t/ can be modelled as

Eback.t/ D ˙˛1E.t � �1/ ˙ ˛2E.t � �2/ C Elate.t/ (5.8)
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Fig. 5.7 Sample received
signals at Sensor 3 for a
tumour target. Three portions
can be identified. The 1st

reflection has undergone an
inversion, in [73]

where ˛1;2 are the attenuation factors, and �1;2 are the delays due to reflections that
occur during the entry and exit of the wave from the tumour, respectively, and Elate.t/
is the late-time response of the tumour. The ˙ signs denote possibility of inversion
of the signal due to the reflection coefficient between the two mediums.

This can be observed in Fig. 5.7, where 3 different regions can be observed
distinctly with a small amount of overlapping regions. Subsequently, the correlation
can be computed following the procedures in [73]. It is expected that as the surface
of a tumour gets rougher, there will be a higher chance that the early response of
the received signal from any of the sensors is different. The degree of difference
increases as the roughness increases. The tumours are consequently classified
according to the following criteria [73].

Let Ci, i 2 f1; 2; � � � ; Pg, denote the P peak correlation coefficients obtained from
the array of sensors from a tumour target. The 4 measures include:

1. Mean of the peak correlations, M1 D PP
iD1 Ci=P.

2. Range of the peak correlations, M2 D max.Ci/ � min.Ci/.

3. Standard deviation of the peak correlations, M3 D
qPP

iD1.Ci � M1/2=.P � 1/.
4. Maximum deviation of the peak correlations with respect to the mean value,

M4 D max.jCi � M1j/.
A total of 60 tumours are simulated using the tumour generator described

in 5.1.1. The tumour database comprises 2 groups (OMA and MISP) of 30 tumours
each. The backscatter signal at the 5 different locations is recorded as shown
in Fig. 5.6. The early-time responses are processed and the 4 criteria for tumour
classification are evaluated. In Fig. 5.8, the mean value .M1/ is used as a tissue
discrimination indicator. It is observed that overall the data points associated with
the smooth and rough tumours are well separated. Similar trends have been observed
when other measures are evaluated. Hence, the correlator classifiers proposed in [73]
exhibit the potential in differentiation between tumours with smooth and spiculated
boundaries.
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Fig. 5.8 Tumour
classification based on the 1st

measure. ‘plus’ denote OMA
tumours and ‘cross’ denote
MISP tumours, in [73]

5.2.2 Tumour Classification Based on Late-Time Response

The following subsections address tumour classification based on late-time response
in a monostatic and a multistatic radar systems simulations.

5.2.2.1 Complex Natural Resonance of Late-Time Response

In [8], a monostatic radar configuration is considered, where the observation point
coincides with the source point. The incident field is a plane wave Einc parallel to the
cylindrical tumour and the z axis as illustrated in Fig. 5.9. The surrounding region is
the baseline breast medium with a wavenumber kb. On the other hand, the tumour
has a wavenumber kl. A numerical approach, following [58], is applied to derive the
backscatter pulse template. The dielectric cylinder is divided into a number of square
cells, which are small enough so that the electric field intensity is nearly uniform in
each cell, as shown in Fig. 5.9. A system of linear equations is then obtained by
enforcing, at the centre of each cell, the condition that the total field must equal
the sum of the incident and scattered fields. By solving this set of equations, the
scattered field at the observation point can be obtained. It is further assumed in [8]
that the sensor excitation is a differentiated Gaussian monocycle

Einc.t/ D t

T
exp

�
� t2

4T2

�
.V=m/ (5.9)

where T controls the width of the excitation.
The normalised transient response due to the presence of a high-water-content

breast mass in a fatty tissue environment is shown in Fig. 5.10. As can be observed
in Fig. 5.10, the backscatter pulses are considerably different for different values
of Q and �B. In general, the impulse response from a target can be expressed
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Fig. 5.9 A cross-sectional
view of the plane wave
impinging on a dielectric
cylinder with a stipulated
border profile, in [8]

Fig. 5.10 Time-domain
characteristics of the
backscatter signals for
tumours with various levels
of morphological irregularity.
Also indicated are the
early-time and late-time
responses as well as the
sampling window for CNR
extraction, in [8]
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as the sum of the early-time response, which contains only singularities of the
excitation source, and the late-time scattering characteristics, which start to build
up after the target is illuminated by a transient incident field and stabilises after
the multiplied reflected fields form the damped oscillations. The late-time response
can be expanded using the total least square Prony’s method [7, 8]. Each non-zero
singularity corresponds to a complex natural resonance (CNR), which is related to
the target geometric signature. The early-time and late-time responses are indicated
in Fig. 5.10. It can be observed that the late-time response due to the natural
oscillations of the scatterer is dependent on Q and �B, thus containing useful
information about the morphological features. Finally, the sampling window for
CNR extraction is illustrated in Fig. 5.10. The damping factors for tumours with
various levels of shape irregularity are shown in Fig. 5.11. As can be observed
in this figure, the resonant frequencies corresponding to different Q and �B are
very similar. One dominant pole is located between 1 and 2 GHz and the other is
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Fig. 5.11 Damping factors for tumours with various levels of morphological Irregularity, in [8]

located between 3.5 and 5 GHz. On the one hand, for tumours with the same level
of spiculatedness, the high-frequency pole exhibits a smaller attenuation factor as
compared to the low-frequency one. On the other hand, the damping factors for
both the two poles increase as the tumour boundary becomes more deviated from
the baseline ellipse (i.e. with lower Q and higher �B). In general, the poles are well
separated in the s-plane and therefore classification of tumour morphologies seems
plausible.

5.2.2.2 Multiple-Input Multiple-Output Radar for Tumour Classification

A monostatic radar architecture does not allow for the full exploitation of waveform
and spatial diversity gains, which can be achieved with a Multiple-Input Multiple-
Output (MIMO) radar [25, 36] and may be useful for enhanced tissue discrimination.
The study in [10] extends the methodology in [8] by employing a MIMO radar for
tumour classification, where each antenna takes turns to transmit a UWB pulse and
all the antennas are used to record the backscatter. Also, different excitations are
used at different transmit antennas to probe the breast. The corresponding system
setup is illustrated in Fig. 5.12a. The incident waveform transmitted from the kth
array element, Einc

k (k D 1; 2; � � � ; K), is chosen from the family of Modulated and
Modified Hermite Polynomials (MMHPs) [23]

Einc
k D h˝k

� t

T

�
exp

�
� t2

4T2

�
cos .2� fkt/ .V=m/ (5.10)
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Fig. 5.12 (a) A UWB MIMO radar system for breast tissue differentiation, and (b) block diagram
of a data-fusion-based tumour classification system, where multiple classifiers correspond to
various spatial diversity paths offered by the MIMO radar, in [10]

where ˝k D 0; 1; 2; � � � , h˝k is the ˝ th
k -order Hermite polynomial, T controls the

duration of the pulses and fk is the carrier frequency. The multiple transmitted
MMHP waveforms are orthogonal to each other and have nearly constant pulse
duration and bandwidth regardless of the pulse order. The relevant phenomenon-of-
interest observed at Antenna Ak2 induced by the probing signal from Antenna Ak1

is the damping factor of a specific CNR, Xk1;k2 . As shown in [8], Xk1;k2 is a random
variable due to the non-deterministic nature of the tumour shape. Furthermore, the
statistical properties of Xk1;k2 vary with the border profiles of tumours, which in
turn are correlated with the pathologic features of the tissue. The canonical tumour
classification problem can thus be stated as follows (see also Fig. 5.12b for a block
diagram of the MIMO radar system architecture).

Let there be K antennas A1; � � � ; AK in the MIMO radar imaging system as
depicted in Fig. 5.12a. Antenna Ak2 observes a random damping factor Xk1;k2 derived
from the backscatter due to the excitation waveform transmitted from Antenna
Ak1 .1
k1; k2
K/. A virtual classifier Ck1;k2 corresponding to the diversity path
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Ak1!Ak2 is defined. Each Xk1;k2 is then transformed to a decision message by Ck1;k2

as U
.Ck1;k2 /
i D 

.Ck1;k2 /
i .Xk1;k2 / using the th local mapping 

.Ck1;k2 /
i

U
.Ck1;k2 /
i D

	 �1; if H0 is accepted
1; if H1 is accepted

(5.11)

where H0 and H1 represent the two respective hypotheses: ‘Target is OMA’ and

‘Target is MISP’. The Probability Density Functions (PDFs) of Xk1;k2 are p
.Ck1;k2 /
0

and p
.Ck1;k2 /
1 under H0 and H1, respectively. If p

.Ck1;k2 /
0 or p

.Ck1;k2 /
1 cannot be specified

completely (e.g. due to limited empirical data for reliable statistical modelling of the
damping factor), the PDF should be specified as belonging to an uncertainty class,

p
.Ck1;k2 /
0 2 P

.Ck1;k2 /
0 or p

.Ck1;k2 /
1 2 P

.Ck1;k2 /
1 . The local decisions U

.Ck1;k2 /
i , together

with their corresponding probability of detection P
.Ck1;k2 /
D;i and probability of false

alarm (or false positives) P
.Ck1;k2 /
F;i subject to each mapping rule 

.Ck1;k2 /
i , are sent to

a data fusion centre. The fusion centre then makes a global decision U (U D �1

for accepting H0 and U D 1 for accepting H1). The following two issues need to be
addressed: (1) the estimation of statistical properties of Xk1;k2 under H0 or H1, and
(2) the optimal rules at the fusion centre to achieve robust tumour classification.

Regarding (1), the statistical properties of Xk1;k2 under H0 or H1, the empirical
Cumulative Distribution Functions (CDFs) of the damping factors are derived
through comprehensive numerical simulations [10]. Some typical results are illus-
trated in Fig. 5.13. As shown in this figure, the damping factors for OMA tumours
fall within a narrow range. Specifically, the Laplace distribution yields the best
fit to the empirical data. Subsequently, a truncated Laplace distribution p0 is fit
to the simulated data. Contrary to the OMA class, the damping factors for MISP
tumours are scattered over a much wider range due to more ill-defined target
geometries. The empirical results could be fit with a general Laplace PDF p1. It
is more difficult to characterise p1 exactly due to the limited simulated data and the
widely spread damping factors. Hence, it is supposed that p0 is completely specified,
while p1 belongs to an uncertainty class P1, which is defined through the CDF
bounds plotted in Fig. 5.13. Note that the CDF curves for OMA and MISP data are
well separated, which demonstrate the feasibility of tumour discrimination through
statistical inference of the damping factors.

Regarding (2), the optimal rules at the fusion centre to achieve robust tumour
classification, the asymptotic regime will be considered, where the number of
randomly generated tumours goes to infinity. In this case, a suitable way to
compare fusion schemes is through the error exponent measure. The best achievable
asymptotic exponent for the probability of error is given by the Chernoff information
under the Bayesian framework. The goal is thus to design optimal fusion rules
that maximise this exponent. Subsequently, two fusion schemes are proposed,
namely the selection combining fusion and log-likelihood-ratio based fusion, for
discrimination between benign and malignant masses, in [10]. One conventional
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Fig. 5.13 Cumulative
distribution functions of
OMA and MISP data, in [10]
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Fig. 5.14 A numerical breast
phantom with clustered
scatterers. Each cluster,
encircled by an ellipse,
contains a number of clutter
items. The centres of clutter
sources are uniformly
distributed in each elliptical
area. Different dielectric
variations have been assigned
to different clusters as
detailed in [8], in [10]
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way to design decision rules when the CDF of the observations is not specified
completely is the minimax approach [75], where the goal is to optimise the worst-
case performance over the uncertainty class. However, this approach will be of little
practical significance if it is of low likelihood. In [10], a more statistically relevant
solution is proposed to optimise the classifier performance along the receiver outage
error exponent characteristics curve, where the error exponent is defined for a
sufficiently low outage probability.

A simplistic 2 � 2 MIMO radar architecture as shown in Fig. 5.14 is considered.
Antenna A1 transmits an MMHP pulse with ˝1 D 1, f1 D 1 GHz and T D 50 ps,
while Antenna A2 transmits a pulse with ˝2 D 1, f2 D 4 GHz and T D 50 ps.
A numerical breast phantom with clustered clutter distributions is employed for
simulation studies [8–10]. Figure 5.15 depicts the Receiver Operating Characteristic
(ROC) curves when the outage probability is 10 %. It can be seen that no single
diversity path produces superior classification performance over the whole range
of probability of detection. Figure 5.15 also shows the maximum realisable ROC
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Fig. 5.15 ROC curves at
10 % outage probability,
in [10]
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predicted by the convex hull containing other ROC curves [66], which yield the
best true positive rates over the entire ROC space. The vertex points on the hull
correspond to the existing classifiers. The results in Fig. 5.15 clearly demonstrate
the advantage of a MIMO radar for tumour classification, which fully explores the
information of the phenomenon of interest provided by different classifiers (through
waveform diversity and spatial diversity) to improve the overall classification
performance.

5.2.3 Contrast-Enhanced Tumour Classification

In this section, initial results of classification when contrast is used to enhance the
tumour response are shown.

5.2.3.1 Contrast-Enhanced Tumour Classification

The tissue differentiation capability will deteriorate severely if the intrinsic contrast
between the dielectric properties of tumour and normal tissues is small. This
phenomenon has been reported in [35]. According to this study, the contrast in the
dielectric properties between tumour and normal glandular/fibroconnective tissues
(non-adipose) is no more than about 10 %. As nearly all breast tumours originate
within glandular tissues, the tumour, whether malignant or benign, will be a weakly
scattering target within a highly cluttered environment. This would lead to severe
deterioration of tumour classification performance [8].
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The problem can be possibly overcome by the infusion of contrast agents such
as dielectric or conducting micro/nanoparticles into a tumour site (see, e.g., [42, 43,
69]), which can provide comparative information for tissue discrimination through
the monitoring of backscatter signature over time. Recent preliminary studies have
suggested that the dielectric properties of a tumour are altered in the presence of
air-filled microbubbles or Single-Walled Carbon Nanotubes (SWCNTs) [42, 43]. In
[9], the use of contrast agents for classifying a tumour as malignant or benign is
studied, by analysing the CNRs of the differential backscatter responses before and
after the deployment of contrast agents to the suspicious site.

It is assumed that the contrast agent will accumulate in the tumour without
altering its border profile. To simulate the reduction or increase in tissue properties
caused by randomly positioned microbubbles or SWCNTs, the polygonal tumour
is firstly divided into a number of square cells that are small enough so that
the electric field intensity is nearly uniform in each cell. Subsequently, the post-
contrast relative permittivity and conductivity assigned to each cell are assumed
to be "post D "b.1 C pre/ .1 C �/ and �post D �b.1 C pre/ .1 C �/ over the
entire frequency spectrum, where "b and �b represent the baseline tissue properties.
The parameter pre determines the pre-contrast dielectric values of the tumour. The
parameter � is a random variable generated according to � � U Œ�min; �max
. The
experimental investigation shows that the range of � is within 40 % for microbubble
concentrations typically administered in human ultrasound procedures (i.e. within
the 109 microbubbles/mL dosage) [42]. For SWCNTs, it is assumed that there
is a similar range of � following the dielectric spectroscopy data in [43] for
various concentrations of SWCNTs in water. Figure 5.16 illustrates the post-contrast
dielectric profiles of the tumour tissue. This method of modelling the tumour
dielectric properties could be readily integrated into the numerical approach in [8]
to derive the backscatter microwave signature.

To study the efficacy of microwave imaging with varying concentrations of
contrast agents, the following simulation protocol is used. For the th target
realisation belonging to either OMA or MISP category, the following are

Fig. 5.16 The heterogeneous
post-contrast dielectric profile
of the target for
� � U Œ�35 %; �25 %
. The
background medium
represents the baseline
normal breast tissue, where
the dielectric property is
normalised to 1, in [9]

(mm)

(m
m

)

−10 −5 0 5 10

−5

0

5

10

1

1.5

2

2.5

3



92 R.C. Conceição et al.

recorded: the pre-contrast breast response Epre
i and the post-contrast responses

with varying dielectric alterations Epost
i;j .j D 1; 2; 3; 4/, which correspond to

�1 � U Œ�15 %; �5 %
, �2 � U Œ�35 %; �25 %
, �3 � U Œ5 %; 15 %
 and
�4 � U Œ25 %; 35 %
, respectively. The first two ensembles of dielectric profiles
may represent two volume fractions of microbubble inclusions, while the last
two may represent two concentrations of SWCNTs. The CNRs of Epre

i and the
differential backscatter responses �Ei;j D Epost

i;j � Epre
i are then extracted following

the procedures in [8]. Similar to [8], two most dominant resonances can be obtained
from the backscatter. The high-frequency resonance is applied for the analysis as
it provides better classification performance as compared to the low-frequency
component.

Typical results for the empirical CDFs of the damping factors in the case
of microbubble inclusions are presented in Fig. 5.17 (post-contrast differential
backscatter). A Laplace CDF is applied to fit the post-contrast data. It can be seen
from Fig. 5.17 that, at the post-contrast stage, the damping factors for OMA tumours
fall within a narrower range as compared to those for MISP targets. Furthermore,
the CDF curves for OMA and MISP data are separated in the CDF space, which
demonstrates the feasibility of tumour discrimination through statistical inference of
the damping factors. On the contrary, at the pre-contrast stage, the damping factors
are almost uniformly distributed irrespective of the tissue border profiles, thereby
resulting in a non-discriminative classifier.

Using the above model, the tissue discrimination step is pursued. The formulated
detection problem aims to distinguish between the null hypothesis H0 (‘Target
is OMA’) and the alternative hypothesis H1 (‘Target is MISP’). The Neyman–
Pearson (NP) criterion combined with Youden’s index is applied for discrimination
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Fig. 5.17 Cumulative distribution functions of OMA and MISP data for microbubble inclusions
causing dielectric reduction, in [9]
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Fig. 5.18 ROC curves for the
pre- and post-contrast-agent
tumour classification, in [9]

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

PF

P
D

Microbubble
SWCNT
Pre−contrast−agent

purposes [9]. Figure 5.18 depicts the resulting ROC curves at both the pre- and
post-contrast stages. It can be seen that the introduction of the contrast agents
produces much better classification performance as compared to the pre-contrast
stage. Indeed, the latter yields the most ineffective random-guess classifier with
ROC lying along the diagonal line connecting .0; 0/ and .1; 1/.

5.2.3.2 Contrast-Enhanced Tumour Classification
Based on the DORT Method

The DORT technique [55] has been shown to achieve selective focusing in the
presence of multiple tumours using a 2-D MRI-based breast model under the
assumption that the tumour response is fully available [32]. Tumour classification
via the DORT method is based on the difference in the singular value spectrum
of the Multistatic data Matrix (MDM), which is caused by tumours of different
size and shape [33]. Since perfect knowledge of the tumour-backscattered signal is
impossible in practice, the differential data obtained by simulations before and after
the injection of contrast agents is considered, similarly to the previous section.

The DORT method is based on an eigenvalue decomposition of the Time
Reversal Operator (TRO), or equivalently, a Singular Value Decomposition (SVD)
of the MDM. The MDM is constructed by having each element of the antenna array
transmit a signal and record the response of the system at all other antennas. A 2-D
numerical MRI-based breast phantom with updated low-adipose tissue properties
to reflect the low contrast (as low as 10 %) of malignant to normal fibroglandular
tissue is used. The dielectric constant distribution of the breast model at 1 GHz is
shown in Fig. 5.19. MISP and OMA tumours of size comparable to a 1; cm-diameter
spherical tumour are introduced inside the fibroglandular region, where they most
commonly occur. The contrast of these tumours to the surrounding tissue is of the
order of 10 %. Simulated data is generated for TMx polarisation using the FDTD
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Fig. 5.19 Simulation setup of the system in study. The map of the frequency-dependent dielectric
constant distribution for the inhomogeneous breast interior is shown at 1 GHz. The tumour is
surrounded by fibroglandular tissue of low-adipose content. The system’s seven transceivers are
distributed along the shown ellipse, in [33]

method. A uniformly distributed elliptical array of seven point sources shown in
Fig. 5.19 is considered for the construction of the MDM. Tumours are modelled as
described in previous sections.

To examine the possibility of DORT-based tumour classification via contrast-
enhanced differential backscatter, a gradual decrease in the tumour complex per-
mittivity down to 70 % of its initial value is considered, in accordance with recent
findings in [42]. It is also assumed that the decrease in the dielectric properties
inside the tumour occurs homogeneously. As the tumour does not resemble a point-
like target, it will generate multiple non-negligible singular values which depend on
its shape and dielectric properties, as well as the polarisation of the electromagnetic
wave and the properties of the background medium [6]. An example of the SVD
distributions for the pre- and post-agents differential response for MISP and OMA
targets of comparable size is shown in Fig. 5.20. Significant differences emerge
in the SVD spectra of the MISP versus the OMA tumours, and these differences
are consistent for several random realisations of the targets. In particular, the most
significant difference is the proximity of the second (green) and third (red) higher
singular values for MISP-type tumours relative to OMA tumours. This feature was
observed for all random realisations of the two tumour categories, and is clearly
visible with the dB scale shown in Fig. 5.20c, d, where the singular values have
been normalised to their maximum value of the upper curve.

The SVD distribution is dependent on the size of the target size, as larger targets
will generate more significant singular values. This can cause false positive results in
the classification of tumours of unknown size. A possible solution to this problem is
a two-stage classification, where the size of the tumour is estimated at the first stage,
followed by a shape classification of tumours of comparable size [17]. Given that
accurate differential data is obtainable by two successive scans of the breast before
and after the infusion of the agents, the proposed approach may be a valuable tool
for tumour classification. As with previous methods, measurement noise should not
significantly affect these results, as long as the dynamic range of the system exceeds
the noise level. The effect of pre-contrast and post-contrast measurement mismatch
can be an important challenge for all methods based on differential imaging, which
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Fig. 5.20 Examples of SVD plots versus frequency for the pre- and post-agents differential target
response in the case of (a) an MISP target, and (b) an OMA target. In (c), (d) the singular values
are plotted in dB scale, in [33]

merits further investigation. In addition, measurement uncertainties such as small
errors about the knowledge of the imaging apparatus setup or the position of the
biological structure under monitoring may undermine the detection or classification
of tumours via all the above methods. These and other considerations, such as
possible alterations in the tumour morphology due to the accumulation of the
contrast agents, must be studied further to fully assess the effectiveness of all these
approaches for tumour classification.

5.3 Classification Based on Radar Target Signature
Classification of Tumours

Studies by Davis et al. [17], Conceição et al. [12–14], McGinley et al. [44]
and O’Halloran et al. [51] addressed the classification of breast tumour models
based on their RTS obtained through ultra wideband microwave backscatter in
3-D simulations. Such studies were based on tumour models based on GRSs, as
presented in Sect. 5.1.2.
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The different GRS tumour models, as well as breast tissue, were modelled in
a 3-D Total-Field/Scattered-Field (TF/SF) FDTD model with the dielectric Debye
parameters for malignant tissue and for normal breast tissue [3, 35], respectively.
Two main simulation scenarios are proposed: classification of tumours embedded in
a homogeneous breast phantom [12, 13, 17, 44] and also in a breast phantom that
accounts for some heterogeneity [12, 14, 51]. The RTS of tumours is then extracted
from microwave backscatter and used to classify tumours, since the RTS contains
valuable information about the shape and surface texture of tumours. The most
important characteristics of any classification system are the Feature Extraction
Method (FEM) used, along with the type of classifier itself. In this section, the
performance of different FEMs in combination with different classifiers to classify
breast tumours in terms of their size and shape is examined.

The tumour classification algorithm comprises two steps: the extraction of
relevant features from each recorded backscattered signal and the classification
method itself. The FEMs which have been considered in the literature for these
studies include: Local Discriminant Basis (LDB), Principal Component Analysis
(PCA), Independent Component Analysis (ICA) and Discrete Wavelet Transform
(DWT). The classification methods which have been considered include LDA,
QDA, SVM, SNNs and SOMs. Many of these classifiers have been used in
several different multi-stage classification architectures. The following two sections
examined the FEMs and classification algorithms.

5.3.1 Feature Extraction Methods

The backscattered signals are firstly processed through a feature extraction method
so that the most relevant features from each signal can be highlighted and forwarded
to the classification algorithms. The following FEMs have been considered in the
literature: PCA, LDB, ICA and DWT.

5.3.1.1 Local Discriminant Basis

The LDB algorithm operates by selecting the ‘best’ basis from an overcomplete
dictionary of time-frequency functions for classification [61]. In [17], a wavelet
packet dictionary based on a third-order Daubechies wavelet was used to obtain
coefficients for the training data. The atom in the wavelet packet, hm, in which the
best basis vector is given by m D fj; k; lg and j is the jth scale, k is the kth frequency
and l is the lth position [77]. The mth coefficient for the ith training vector from class
c is given by �

.i;c/
m D hT

mx.c/
i . The best basis vectors m for classification is calculated

through an additive discriminant measure D [61]. A time-frequency energy map for
the training data is given by Saito and Coifman [61]

	c.m/ D
X

i

.� .i;c/
m /2=

X

i

k x.c/
i k2 (5.12)
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and the discriminant measure D—the symmetric Kullback–Leibler distance—which
measures the divergence of energy distributions between two or more classes, is
given by

D.	c1 .m/; 	c2 .m// D
X

l

h
	c1 .m/ log

	c1 .m/

	c2 .m/
C 	c2 .m/ log

	c2 .m/

	c1 .m/

i
(5.13)

D
�f	 cn

.m/gC
nD1

� D
C�1X

rD1

CX

sDrC1

D.	cr .m/; 	cs.m//. (5.14)

The summation in (5.14) is over the position index l implicit in the m D fj; k; lg
wavelet packet index. The LDB is a fast algorithm which obtains the basis H with
the best discriminant measure D within an overcomplete wavelet packet tree.

5.3.1.2 Principal Component Analysis

PCA allows for the reduction of the dimensionality of multivariate data, revealing
simplified structures which are often hidden in the original data set while disre-
garding less relevant information, such as noise or collinearities in signals [70, 78].
This process is accomplished by applying a linear algebraic operation to the data
set in such a way that the new orthonormal bases (i.e. the principal components)
of the original data set present maximal variance, and so discrimination of different
classes within the data set is easier to be completed by a classifier. The principal
components are ordered by decreasing variance, and furthermore the variance along
each principal component provides a measurement of the relative importance of
each dimension [70]. In order to avoid computational complexity, the minimum
number of principal components that is representative of the original data set should
be assessed [1]. To obtain the principal components of a matrix X represented by
(m � n), where m is the number of measurements and n is the number of samples,
the mean of the sample for each ith measurement is subtracted and finally the basis

vectors, hm, which are the eigenvectors of the covariance matrix C D E
n
bXbXT

o
, are

calculated. The mean-corrected data are represented, for each ith measurement, by
its Karhunen–Loéve expansion

X � E
˚
X
� D

NmX

mD1

�mhm (5.15)

in which �m represents each basis expansion coefficient and Nm represents the full
dimensionality of the problem [17, 70].
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5.3.1.3 Independent Component Analysis

Similarly to PCA, ICA is used in multivariate data sets in order to reduce the
representation and capture the essential structure of the data. However, for ICA,
statistically independent components are extracted through linear transformations
from data with a non-Gaussian distribution, whereas for PCA it is assumed that
the data have a Gaussian distribution [29]. To describe ICA, the following notation
is defined: the observed data are given by x which stands for the random vector
whose elements are the linear mixtures x1; � � � ; xn; the independent components are
given by s which is the random vector with elements s1; � � � ; sn; and n stands for the
number of independent components; A stands for the mixing matrix with elements
aij, the parameters that relate x with s. The ICA model can then be defined as

x D As. (5.16)

For the ICA algorithm, only the random vector x is directly observed, and so both
A and s have to be estimated. ICA implies that the components si are statistically
independent and also that they have non-Gaussian distributions. The calculation of
s is given by

s D Wx (5.17)

in which W is the inverse of A. Finally, W can be estimated by iteratively balancing
a cost function which either maximises the non-Gaussianity of the calculated
independent components or minimises the mutual information, in a process detailed
in [29]. FastICA is a popular algorithm to calculate W, which is based on a fast fixed-
point iteration scheme for maximising non-Gaussianity as a measure of statistical
independence for ICA [22, 29]. Once W is estimated, the independent components
can be obtained using (5.17).

Comparing ICA to PCA, it is worth noting that ICA has the following limitations:
(1) the variance of the independent components cannot be determined, and (2) the
order of the independent components cannot be determined [22, 29].

5.3.1.4 Discrete Wavelet Transform

The DWT produces wavelet coefficients which may be used as discriminant bases
for classification methods [41, 61]. Wavelets are localised basis functions which
are translated and dilated versions of a chosen fixed mother wavelet, the wavelet
which will produce optimised classification for a certain data set. Wavelets allow the
extraction of localised frequency information from a function or a signal. Wavelet
families include: Daubechies, Coiflet, Symlet, Discrete Meyer, Biorthogonal and
Reverse Biorthogonal [17, 40, 41, 61, 74].

When the DWT is applied to a set of RTSs, the wavelet coefficients are
obtained by the decomposition low-pass filter and the decomposition high-pass
filter. Subsequently, the low-pass band may be split again through a decomposition
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low-pass filter and a decomposition high-pass filter. It must be noted that for each
iteration of the wavelet filters, the number of samples for the next stage is halved
through signal decimation. This process continues to a desired number of levels.
The final wavelet coefficients, given in a specific frequency sub-band, are supplied
to the subsequent classification methods.

For the results presented in section, the chosen wavelet was Coiflet 5 [76], as this
wavelet produced the best performance. Coiflet 5 was chosen from a comprehensive
library of 126 wavelet functions [40, 76] after analysing preliminary classification
results with LDA, which is described in detail in the following Sect. 5.3.2.1.

The difference between the DWT method used here, and the LDB method
Sect. 5.3.1.1 is twofold: (1) a different wavelet was used, a fifth-order Coiflet
wavelet for DWT, and (2) also up to four levels of decomposition were obtained
to test the full library of wavelet coefficients.

5.3.2 Classification Algorithms

Five classification methods have been used in the literature to assess the size and
shape of 3-D breast tumour models: LDA, QDA, SVM, SNN and SOMs and these
are detailed in the following sections.

All these classification methods have been applied to the backscattered signals
collected for each tumour model using the cross-validation method, so that the
performance of each classifier is evaluated using a testing set independent from the
training set, hence minimising the generalisation error, i.e. the ratio of misclassified
samples [28]. The cross-validation method is used as follows. For A-fold cross-
validation, the full set of backscattered signals is divided in A subsets, each of which
contains one sample of each type and each size of tumours; each subset is then tested
against the remaining .A � 1/ subsets, and, finally, all resulting A sub-classifications
are averaged to obtain the overall accuracy classification performance.

For a subset of these classification algorithms, a set of up to eight multi-stage
classification architectures, which categorise the data according to different levels
of granularity in size or shape, have also been considered in this chapter; these are
presented in Sect. 5.3.3.

5.3.2.1 Linear Discriminant Analysis

LDA is a technique that allows for discrimination of groups which have multivariate
normal Gaussian distributions and have the same covariance matrix. For a discrimi-
nant analysis there are dependent variables which represent the classes of the objects
and independent variables which are the object features that may describe each class.
In case each object is defined by two features, the separator between two groups
of objects is a line, otherwise if objects are defined by three or more features the
separator is a hyperplane [20, 26, 34, 57, 67].
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With the LDA method, a linear combination representing the weighted sum of
two or more independent variables defines the discriminant function, which will
allow classification [20, 26, 34, 57, 67]. The discriminant score for each object, k, in
the analysis is a summation of the values obtained by multiplying each independent
variable, Xik, by its discriminant weight, Wi. The discriminant Z score for each
object is given in the equation below

Zjk D a C W1X1k C W2X2k C : : : C WnXnk (5.18)

in which a is the intercept and n is the total number of independent variables. In case
there is more than two groups being discriminated at once, a series of classification
functions is derived, which depends on the number of each pair of groups [26].
The mean, or centroid, for each group is obtained by averaging the discriminant Z
scores for all objects within a group, and it represents the most typical location of an
object from a particular group. There are as many centroids as the number of groups
being classified at once. The distribution of the discriminant Z scores for each group
influences the classification greatly [26]. For LDA, a linear separator is built based
on the centroid and the distributions of the discriminant Z scores. Classifiers based
on LDA can be applied to the data using the cross-validation method so that the
classification performance is evaluated using a testing set, independent from the
training set [28].

5.3.2.2 Quadratic Discriminant Analysis

QDA is a technique that allows for discrimination of classes with significantly
different class-specific covariance matrices, while the class populations represent
multivariate normal Gaussian distributions with the same mean [20, 34, 67]. For
QDA there are dependent variables which represent the classes of the objects
and independent variables which are the object features that may describe each
class. As a result of having different covariance matrices for each class, the
quadratic discriminant function involves both squared and cross-product terms. For
a quadratic discriminant function, for a two-class scenario, an individual vector of
scores x is classified as belonging to Group 1 if the following inequality holds:

�
0

1.˙�1
2 � ˙�1

1 /x � 2x
0

.˙�1
2 �2 � ˙�1
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2 �2 � �
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j˙2j C 2ln
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(5.19)

in which the class means are given by �1 and �2, and the covariance matrices are
given by ˙1 and ˙2, for Groups 1 and 2, respectively, �1 and �2 are the prior
probabilities of observing a member of Groups 1 and 2, respectively [26, 57].
Generally, QDA offers increased flexibility over LDA at the cost of possibly
overfitting the training data [20]. Similarly to LDA, classifiers based on QDA can
be applied to the data using the cross-validation method so that the performance of
each classifier is evaluated using a testing set, independent from the training set [28].
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5.3.2.3 Support Vector Machines

The SVM machine learning algorithm is typically used as a method to handle
nonlinear relations between the input vectors and their corresponding labels by
transforming linearly inseparable data to a higher-dimensional space in which they
can be more readily separated, usually into two groups [2, 4, 5, 16, 28, 49]. For the
particular case of the SVM, the input vectors are mapped to a higher-dimension
feature space by means of a Kernel (K) [2, 5].

The Kernel used for this study is the radial basis function (RBF), which allows
for all input vectors to be nonlinearly mapped in an infinite-dimension feature space,
typically a Hilbert space. The decision hyperplane can then be obtained in the
feature space and is generically given in the following format:

wx C b D 0 (5.20)

in which w is the normal to the hyperplane, x represents the data and b is the bias.
Knowing that the data can be represented by the inner product xi�xj (this is an

implication of using an infinite feature space), the equation for the RBF is defined
as follows:

K.xi; xj/ D exp.�
��xi � xj

��2
/;  > 0 (5.21)

in which  is the scaling factor of the RBF Kernel [4, 28].
The decision hyperplane is supported by two parallel vectors, one on each side

of the hyperplane. Each of these support vectors is at the same distance from
the hyperplane (the ‘margin’) and each of them delimits either the first or the
second labelled class. A classifier will work better when the value for the margin
is maximised, so the concept of a soft margin is introduced, as opposed to hard
margins, as described in [2, 4, 5]. When soft margins are used, it implies that
the support vectors are most likely built with supporting samples that represent
meaningful samples of the training group, while outlier samples, such as noisy
data or unusual data, are ignored for the calculation of the support vectors. If such
conditions are met, the learning machine ensures high generalisation [16, 28, 49]
and therefore will be able to successfully classify an independent testing group.
Knowing that the training set is composed of sample-label pairs .xi; yi/, in which
i D 1; : : : ; l represents each sample, xi represents the input vectors of each sample
and yi represents the respective label, the soft margins can be calculated by following
the mathematical optimisation

min
w;b;�

"
1

2
.w � w/ C C

lX

iD1

�i

#

(5.22)

with the following conditions: yi.w�xi C b/ � 1 � �i, in which the slack variable
�i � 1. For a hard margin the data are scaled so that the margin equals 1, while for
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a soft margin the margin can be below one as it is given by 1 � �i. However, this
results in the increase of the objective function since the sum of errors, given byPl

iD1 �i, is multiplied by C [5, 28]. The function of C is two-fold: it controls the
relative weighting to keep w � w small (as the size of the margin is maximised), and
it ensures that most samples have a functional margin of at least one [49].

For application of SVM, the data need to be pre-processed so that the SVM
classification algorithm can be optimised adequately for the samples, as efficiently
as possible. These pre-processing steps are as follows:

1. Scaling of the training and data set;
2. Application of the Kernel function, RBF;
3. Application of the Cross-Validation method;
4. Optimisation of the RBF parameters.

In the first step, the input vectors (represented by the signals pre-processed with
a FEM) for each sample in both training and testing groups are scaled to the range
Œ�1; C1
. This step is important so that attributes in greater numeric ranges do not
dominate those in smaller numeric ranges, and also that the computational load of
the whole algorithm is restricted [28].

For the second step of the SVM algorithm, the RBF is applied.
Another issue that has to be considered is the fact that the combinations of .C; /

for the RBF Kernel have to be tested on the training data through a cross-validation
method. This method allows for outlier samples that represent noise or unusual
data to be removed, and as a result, some of the outlier supporting samples may
be omitted from the final solution.

Finally, the parameters of the chosen Kernel function are adjusted so that the
classifier is successful in classifying independent testing groups. For the RBF, the
combination of .C; / is optimised, C is the penalty parameter of the error term, and
as earlier mentioned,  is the scaling factor of the RBF Kernel. A parameter search,
such as the grid-search described in [28], is applied to the data set.

5.3.2.4 Spiking Neural Networks

SNNs are more closely related to their biological counterparts than previous artifi-
cial neural networks generations, such as multi-layer perceptrons. SNNs, in contrast
to previous models, employ transient pulses for communication and computation.
Maass has demonstrated that spiking neurons are more computationally powerful
than threshold-based neuron models [38] and that SNNs possess similar and often
more computation ability compared to multi-layer perceptrons [39].

Inspired by nature, a genetic algorithm (GA) [27] models natural evolution
through a set of computational operators. A GA is a parallel, population-based
search strategy that encodes individual solutions into a data-structure known as a
genome. A population of such genomes is maintained by the GA and mechanisms
analogous to evolution are employed to evolve high-fitness solutions. Exploration of
the search space is performed using a diversity introducing mutation operator while
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Fig. 5.21 Example fixed-topology spiking neural network. Images reproduced courtesy of The
Electromagnetics Academy [50]

crossover (mating of two parent solutions) is employed to exploit good solution
building blocks (known as genes) already in the population. Selection pressure is
added through a tournament selection operator to incorporate ‘survival of the fittest’.
Traditionally, SNN simulations involve constructing a fixed, regular structure of
neurons arranged in layers where all neurons are fully forward connected, as shown
in Fig. 5.21. This approach simplifies the design of the network and provides a
structure whose neuron firing thresholds and synaptic interconnect weights may
be evolved, with a fixed-length genome, to form a solution. Recently, there has
been growing interest in exploiting the adaptability provided by GAs to modify
the interconnect structure of an SNN in order to create a topology which is both
simpler and more suitable for the task at hand. A common issue with this concept
is designing an appropriate encoding mechanism for the structure of the network
such that it may be mutated and combined with other networks in a feasible manner.
Additionally, network structures evolved by a GA have a tendency to grow as the
GA progresses. This topology growth results in a more complex search space partly
negating the advantage of evolving a task specific network.

The NeuroEvolution through Augmenting Topologies (NEAT) [72] algorithm
which is tailored to address these particular concerns was incorporated. The NEAT
algorithm incorporates historical markers in the SNN gene which allows genes with
common ancestors to be combined as part of the crossover mechanism of the GA.
NEAT also uses this historical information to group individuals into species based
on common ancestors [72]. When the GA creates a new generation, the selection of
individuals (i.e. choosing which individuals will be combined together to form an
individual for the new population) is traditionally based on each individual’s fitness.
NEAT implements explicit fitness sharing [24] within species, where individuals in a
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species must share their combined fitness (i.e. the fitness of an individual is modified
to be the average fitness of all individuals in that species). This deters species
from growing too large, as each individual must contribute to the species fitness,
hence allowing many diverse species (i.e. many unique approaches to solving the
problem) to co-exist. Species whose fitness does not increase over a number of
generations become extinct (i.e. the individuals are deleted from the population and
replaced with new, randomly initialised, individuals) ensuring individuals continue
to improve as the network complexity grows. Traditional fully connected SNNs
will contain many neurons and connections which do not contribute to classifier
accuracy. The NEAT operators create networks which are of optimal size and only
contain neurons and connections which aid the function of the classifier.

Pre-Processing and Fitness Function

The classifier considered here is a two-class problem (i.e. malignant versus benign).
The DWT is applied to extract the most significant classification features of the
RTS, in a process previously described more comprehensively in [51]. In this study,
large DWT values are mapped to high spike frequencies while small DWT values
are mapped to low frequencies. Since values are scaled between [�1; C1], it is
necessary to decouple the positive and negative ranges of each DWT component
(D(n)) into two spike generating inputs (D(n)C and D(n)�). This decoupling
ensures that a C1 DWT input generates the same number of spikes (and influence)
on the SNN as a �1 DWT input, thus removing any bias from the encoding
process. The SNN processes the 15 most significant DWT components. Thirty spike
generators are used to map real-valued DWT data into spike trains using a linear
magnitude to (spike train) frequency conversion [54].

Two output layer spiking neurons generate two spike trains, which are processed
by two spike counters to count the number of output spikes within a given update
interval [54]. These counter values are used to determine classifier behaviour. The
counter with the largest spike count value designates the selected class. The neuron
model chosen for these experiments is based on the leaky integrate and fire model
[38]. Each SNN individual is initially composed of thirty input neurons and two
output neurons. The NEAT GA progressively adds neurons and connections and
hence each individual has a variable number of genes. The GA also modifies the
weights on the synaptic connections and neuron firing threshold.

Synaptic weights range from [�1; 1] while thresholds vary between [0; 5.0]
[59]. Fitness assessment of the SNN-based breast cancer classifier is achieved
using a fitness function, which rewards individuals based on the number of correct
classifications made. Cm refers to the number of correct malignant classifications
made by the SNN. Cb refers to the number of correct benign classifications. Cmax
and Cmin are defined in Eqs. 5.24 and 5.25. The fitness function, f , of the SNN is
defined as follows:

f D Cminˇ C Cmax (5.23)
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where:

Cmax D max.Cm; Cb/ (5.24)

Cmin D min.Cm; Cb/ (5.25)

A ˇ value of 1.6, chosen through empirical analysis, is employed in this research
to reward the correct classification of both tumour classes. Without this fitness
bias, fitness can be accumulated by classifying a single tumour class repeatedly.
By including a ˇ value greater than one, networks that select correctly from both
classes are rewarded above networks that correctly select from just one class.

5.3.2.5 Self-Organising Maps

SOMs are a type of neural network that are trained using unsupervised learning,
where the input pattern is applied and the network produces the output without being
told what output should be produced [31]. SOMs consist of an input and an output
layer. The topology of a SOM network is shown in Fig. 5.22. The dimension of the
input layer is defined as being equal to the number of features or attributes, while
the output layer is typically a two-dimensional grid (shown as red, white and yellow
regions in Fig. 5.22). In SOMs, the two layers are fully interconnected, i.e. each
input (ipi) is connected to every unit or node in the output layer.

To illustrate the operation of the SOM, two-dimensional data is employed here,
showing the topological mapping of the data. Although, 2-D data is used here
for illustration purposes, the SOM performs very well in organising much higher-
dimensional data.

Fig. 5.22 Kohonen SOM
topology, adapted from [60].
Each output layer node is
represented by an
N-dimensional weights
vector, in [30]

Input Layer – Each Node a vector
representing N terms.

Kohonen
Layer

Each Output Node is a vector of N weights
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Fig. 5.23 Plot of network
weights directly after random
initialisation, in [30]

The 2-D input data is randomly initialised and evenly distributed over the range
from zero to one. Weightings, wtj1 and wtj2, initially also randomly selected from
the same range, are associated with the inputs to each node j. These weights are
adapted so that the network of weights, as an entirety, organises to form topological
mappings of the input space. This means that the distribution of weight values in
the network will reflect the distribution of input data. To more easily visualise the
topological distribution of network weights, a graph is plotted with a point for each
node in the output layer, the coordinates of each point being given by the weight
values of the node (e.g. ordinate value wtj1 and abscissa value wtj2). If nodes in the
output layer are assigned indices .i; j/ denoting their row and column, then joining
the point for node .i; j/ to the points for nodes .i C 1; j/ and .i; j C 1/ for every
node in the output layer yields a plot similar to Fig. 5.23. Figure 5.23 illustrates
randomly selected weights chosen from the range zero to one before the Kohonen
training process was applied (i.e. the plot was made directly after initialising the
weight values).

Network Training: Having randomly initialised the weight values, the training
process described by Kohonen [31] now begins. For training, the following steps
are repeated for T iterations, where T is the number of training steps:

1. Randomly choose inputs to present to the SOM;
2. On the basis of a Euclidean distance metric, find the output layer node whose

weights are most similar to the input;
3. Update the weight of that node and those of its neighbours according to the

following equations:

ıwtji D ˛.ipi � wtji/ (5.26)

wtjinew D wtji C ıwtji (5.27)
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Fig. 5.24 Network weights
after training has taken place,
in [30]

where wtji is the weighting between node j and input i, ipi is the ith input, and ˛

is the gain or learning rate (an empirically chosen adjustable parameter that can
be adjusted to regulate the training speed);

4. Reduce neighbourhood size and learning rate as per the following two equations:

D D dd0.1 � t=T/e (5.28)

where d0 is the initial neighbourhood size, t is the current updating/training
iteration and T is the total number of iterations.

˛ D ˛0.1 � t=T/. (5.29)

Typically the neighbourhood size begins large (e.g. one-half to one-third of
the grid size). Several different forms of neighbourhood type can be used. In this
section, a simple square neighbourhood is used and neighbourhood size is restricted
to integer values. After training has been completed, the weight values are once
again plotted and shown in Fig. 5.24.

Network Testing Randomly chosen input patterns are applied and Euclidean dis-
tance competitions held to see which set of weights are most similar to the input
patterns. It is found that similar inputs pattern cause nodes that are adjacent in
the output layer to win. This being the case, from Kohonen’s definition [18], the
neural network can be said to be organised: ‘The mapping is said to be ordered if
the topological relations of the images and the patterns are similar’. Using a skewed
input distribution, where the second training input is chosen to be in the range [0;0.2]
when the first training input is greater than 0.5, leads to the map shown in Fig. 5.25.

This approach to testing and training, applied to the breast tumour RTS data set,
is discussed in Sect. 5.3.4.
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Fig. 5.25 Plot of network
weights for a skewed input
distribution, in [30]

5.3.3 Classification Architectures

Eight different classification architectures are considered, six of which are com-
posed of a number of binary sub-classifiers (and are studied with LDA, QDA and
SVM), and the remaining two are composed of direct sub-classifiers that classify
four classes at once (and are used with LDA and QDA). The different architectures
are defined by the size and shape granularity, i.e. by the number of categories
classified in each stage (two or four categories), and by the number of stages each
size and/or shape classifier is composed of (one or two stages). A coarse-shape
classifier is used to classify tumours into either malignant or benign tumours. How-
ever, extra granularity in the shape classifier allows further classification of tumours
into spiculated, microlobulated (both malignant tumours), and in macrolobulated
and smooth (both benign tumours), giving additional clinical information on the
development stage of a breast tumour. For instance, a macrolobulated shape could
potentially be an indicator of pre-malignancy.

Each of the classifier architectures will now be described. The first classifier
architecture, Coarse-Shape (CS), splits the RTS of the tumours in one stage into
two shape names: malignant or benign. Similarly, the Fine-Shape (FS) initially
classifies the RTS of the tumours into the same shape categories as the CS, but
then adds another level of shape granularity by dividing malignant tumours into
spiculated and microlobulated tumours, and benign tumours into macrolobulated
and smooth tumours. The CS and FS architectures can be used with LDA, QDA and
SVM classifiers and are both shown in Fig. 5.26.

The Coarse-Size-Coarse-Shape (CSCS) splits the RTS of the tumours in one
stage into two size groups (the first group contains smaller 2.5 and 5 mm tumours
and the second group contains bigger 7.5 and 10 mm tumours), before further
classifying the tumours into either benign or malignant. Similarly, the Coarse-Size-
Fine-Shape (CSFS) initially classifies the RTS of the tumours into the same size
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Fig. 5.26 Classification architecture in which only shape classifications are applied: CS (left) and
FS (right), in [11]

Fig. 5.27 Classification architectures in which a 1-stage coarse size classification is applied before
shape classification: CSCS (left) and CSFS (right), in [11]

and shape categories as the CSCS, but then adds another level of shape granularity
by dividing malignant tumours into spiculated and microlobulated tumours, and
benign tumours into macrolobulated and smooth tumours in a second stage of shape
classification. The CSCS and CSFS architectures can be used with LDA, QDA and
SVM classifiers and are both shown in Fig. 5.27.

The Fine-Size-Coarse-Shape (FSCS) and Fine-Size-Fine-Shape (FSFS) classifi-
cation architectures further classify the RTS of the tumours into four subcategories
of size (2.5, 5, 7.5 and 10 mm) in two stages. The FSCS then divides them into
two categories of shape, benign and malignant, while the FSFS classifies them into
four shape categories: spiculated, microlobulated, macrolobulated and smooth in
two stages. The FSCS and FSFS classifiers can be used with LDA, QDA and SVM
classifiers and are shown in Fig. 5.28.

5.3.4 Classification Results

Many reported studies in the literature have used different combinations of FEMs
(such as those in Sects. 5.3.1.1, 5.3.1.2, 5.3.1.3 and 5.3.1.4) and classification
algorithms (such as those in Sects. 5.3.2.1, 5.3.2.2, 5.3.2.3, 5.3.2.4 and 5.3.2.5),
as well as different classification architectures Sect. 5.3.3. Results from different
combinations of FEMs and classification algorithms are presented in the following
sections.



110 R.C. Conceição et al.

Fig. 5.28 Classification architectures in which a 2-stage fine size classification is applied before
shape classification: FSCS (left) and FSFS (right). Images in [11] and reproduced courtesy of The
Electromagnetics Academy [14]

5.3.4.1 Classification Results using PCA, ICA and DWT
with LDA, QDA and SVM

Results in Homogeneous Breast Model

In this section, a database of 480 GRSs, such as those presented in Sect. 5.1.2, is
used with GRSs of 4 different sizes and 4 different shapes. Firstly, different FEMs
are used to extract the most significant bases from the RTS of the tumours: PCA,
ICA and DWT (with Coiflet 5 wavelet). In particular, a dimensionality reduction of
PCA is accomplished as a pre-processing step so that the more representative bases
of the data are selected—the selection of 30 principal components offers a good
compromise between classification accuracy and computational time. Regarding
ICA, the FastICA algorithm outputs 16 independent components to represent each
signal. For the DWT method, the wavelet function in use is Coiflet 5, and the wavelet
coefficients from the low-pass sub-band after the decomposition of the low-pass
filter with two iterations represent the best features for classification. Further detail
is given in [11].

SVM is applied to the six binary-based classification architectures described
in Sect. 5.3.3 (CS, FS, CSCS, CSFS, FSCS and FSFS). The performance for the
SVM-based classification architectures depends on optimal values for parameters 

and C, as described in Sect. 5.3.2.3. The downsampled UWB backscattered signals
are processed through the same three FEMs: PCA, ICA and DWT, and the SVM
parameters are optimised for best classification performance with each feature,
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Table 5.1 Classification accuracies (%) for size and subsequent shape
classifiers and overall size-then-shape classifier using support vector
machine (SVM) binary classifier for six different classification archi-
tectures (Coarse-Shape, CS; Fine-Shape, FS; Coarse-Size-Coarse-Shape,
CSCS; Coarse-Size-Fine-Shape, CSFS; Fine-Size-Coarse-Shape, FSCS;
Fine-Size-Fine-Shape, FSFS)

Architecture Method Partial size Partial shape Size-then-shape

CS PCA N/A 89.20 N/A

ICA N/A 84.66 N/A

DWT N/A 86.08 N/A

FS PCA N/A 72.73 N/A

ICA N/A 66.19 N/A

DWT N/A 67.33 N/A

CSCS PCA 94.89 90.62 85.99

ICA 94.32 87.21 82.26

DWT 94.60 91.19 86.27

CSFS PCA 94.89 75.00 71.16

ICA 94.32 70.17 66.18

DWT 94.60 74.43 70.41

FSCS PCA 86.93 90.34 78.53

ICA 79.83 86.93 69.40

DWT 84.38 90.91 76.70

FSFS PCA 86.93 75.28 65.44

ICA 79.83 69.60 55.56

DWT 84.38 75.00 63.28

The Feature Extraction Methods include: Principal Component Analysis
(PCA), Independent Component Analysis (ICA), and Discrete Wavelet
Transform (DWT). The best accuracy for each stage of the classification
architecture is highlighted in italic. Table in [11] and reproduced courtesy
of The Electromagnetics Academy [13]

through a grid-search procedure. For the results presented here, the optimal SVM
parameters are as follows: for PCA:  D 23 and C D 28, for ICA:  D 25 and
C D 225 and for DWT:  D 27 and C D 227. Results for the different binary-based
classification architectures are shown in Table 5.1, in which the best performance
for each stage of the classification architectures is highlighted.

After a first analysis of Table 5.1 it is reasonable to assume that the FEM
PCA allows for better classification using SVM in most cases when compared to
the alternative features. By examining the six architectures in Table 5.1, it can
be observed that applying a size classifier, both coarse and fine results in better
performance than applying a shape classifier in isolation, also for both coarse and
fine classifiers. Given these results, it is sensible to investigate the performance of
a shape classifier when a size classifier is previously applied, like in architectures
CSCS, CSFS, FSCS and FSFS.
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Table 5.2 Classification accuracies (%) for size and subsequent shape classifiers and
overall size-then-shape classifier using linear discriminant analysis (LDA), quadratic
discriminant analysis (QDA) and support vector machines (SVM) binary classification
algorithms for six different architectures of classifiers (Coarse-Shape, CS; Fine-Shape,
FS; Coarse-Size-Coarse-Shape, CSCS; Coarse-Size-Fine-Shape, CSFS; Fine-Size-Coarse-
Shape, FSCS; Fine-Size-Fine-Shape, FSFS), with  set to 16 and C set to 256

Architecture Partial size Partial shape Size-then-shape

LDA QDA SVM LDA QDA SVM LDA QDA SVM

CS N/A N/A N/A 80.90 84.03 89.20 N/A N/A N/A

FS N/A N/A N/A 58.33 55.90 72.73 N/A N/A N/A

CSCS 93.05 91.32 94.89 87.15 82.29 90.62 81.10 75.13 85.99

CSFS 93.05 91.32 94.89 67.36 62.15 75.00 62.68 56.76 71.16

FSCS 79.86 72.22 86.93 86.80 84.72 90.34 69.32 61.19 78.53

FSFS 79.86 72.22 86.93 69.44 64.58 75.28 55.46 46.64 65.44

Tables reproduced courtesy of The Electromagnetics Academy [13]
All results have 4 significant digits

In Table 5.2, the same database of 480 GRSs is tested with PCA as the FEM, and
three classification algorithms: LDA, QDA and SVM.

For both Tables 5.1 and 5.2, in terms of the overall performance of the classifiers,
it is observed that the more stages of partial size and/or shape classifiers the lower
the overall performance. Conversely, the fewer stages of partial size and/or shape
classifiers, the higher the overall performance. The performance of the classifiers
decreases with the increase of granularity for two specific reasons: Firstly, for
fine classification (e.g. differentiating between smooth and macrolobulated), the
RTS of the tumours is quite similar, so classification is much more difficult and
misclassification is more likely to occur. Secondly, when classifiers are grouped in
architectures such as the ones used in this study, errors can propagate through the
multi-stage classifier. For instance, a microlobulated tumour which is first classified
as benign will never be classified correctly in a fine shape classifier (as it will
automatically be misclassified as a smooth or a macrolobulated tumour).

For analysis purposes, errors in classification in terms of both size and shape
were recorded at each stage of the classification architectures. In general it was
observed that the number of tumours misclassified for one class was very similar to
the number of tumours misclassified for the second class. However, there were two
exceptions:

• The fine shape classifier misclassified several smooth tumours as macrolobulated
and vice-versa the size pre-classification. This is due to the similarity between
these two types of benign tumours.

• There was a significant number of spiculated tumours misclassified as microlob-
ulated and vice-versa for larger tumours (with 7.5 and 10 mm radius). In smaller
tumours models, the spicules extend further beyond the surface of the tumour
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compared to larger tumours. In larger malignant tumours, the spicules may not
influence the RTS of the tumours as much as for smaller spiculated tumours,
and therefore misclassifications between larger spiculated and microlobulated
tumours are more likely to occur.

Results in Heterogeneous Breast Model

A subset of 160 GRSs were tested in the following four different dielectrically
heterogeneous breast scenarios: (I) breast model with a cluster of fibroglandular
breast tissue in a fixed location independent of the tumour location; (II) breast
model with a cluster of fibroglandular breast tissue, in a fixed location, possibly
overlapping with tumour; (III) breast model in which one cluster of fibroglandular
breast tissue is modelled across a range of random different locations within the
breast; and finally, (IV) breast model in which two clusters of fibroglandular tissue
are modelled across a range of random different locations within the breast.

By observing Table 5.3, it is observed that the introduction of a portion of
fibroglandular breast tissue at a fixed location within the breast model (models I
and II) does not significantly degrade the classification performance, suggesting
that the algorithm is efficient under these specific conditions. Table 5.3 shows that a
performance decrease is observed when classifying the shape of tumours embedded
in breast models with varying locations of fibroglandular tissue, in Model III. It is
also observed that there is further shape classification performance decrease when
the number of fibroglandular clusters increases to two (Model IV).

Table 5.3 Classification accuracies (%) for size and subsequent shape
classifiers and overall size-then-shape classifier using principal compo-
nent analysis (PCA) and support vector machine (SVM) binary classifier
for two different classification architectures

Architecture Model Partial size Partial shape Size-then-shape

FSCS I 85.83 92.71 79.57

II 85.62 91.25 78.13

III 83.12 90.62 75.33

IV 80.00 85.00 68.00

FSFS I 85.83 73.96 63.48

II 85.62 75.42 64.57

III 83.12 68.12 56.63

IV 80.00 61.25 49.00

Model I refers to breast models containing one piece of fibroglandular
tissue at a fixed location, Model II refers to breast models with two pieces
of fibroglandular tissue at fixed locations, Model III refers to breast
models containing one piece of fibroglandular tissue at varying locations,
Model IV refers to breast models with two pieces of fibroglandular tissue
at varying locations. Tables reproduced courtesy of The Electromagnetics
Academy [14]
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5.3.4.2 Classification Results Using DWT with LDA and SNN

Results in Homogeneous Breast Model

A total of 160 tumour models were considered (80 tumours of size 2.5 mm and
80 tumours of size 7.5 mm). Within that group, there were 80 type 1 tumours
(malignant), 40 type 2 tumours (macrolobulated benign) and 40 type 3 tumours
(smooth benign). Two different classifier architectures are considered:

• A direct ‘type’ classifier that simply classifies each tumour as either benign or
malignant;

• A two-stage classifier that classifies each tumour as either small or large, before
classifying the tumour as either benign or malignant.

The tumour backscatter is classified using the SNN, but also using LDA,
providing a useful baseline when examining the performance and robustness of
the SNN classifier. In order to evaluate both classification methods, the entire
data set is randomly shuffled and divided into 75 % (120 Tumours) and 25 %
(40 Tumours) training and test groups, respectively. The classification process is
repeated 10 times and the average performance of each classifier is calculated. The
results are presented in Table 5.4. Across all tests (dielectrically homogeneous and
heterogeneous), the SNN was shown to equal or significantly outperform the LDA
classifier. The SNN was shown to provide 100 % classification accuracy using the
two-stage classifier when the tumours were first pre-classified by size.

Results in Heterogeneous Breast Model

In order to examine the effect of increasing dielectric heterogeneity on the per-
formance of the SNN classifier, two specific scenarios are considered (Models I
and II defined above). In the first instance, a single piece of fibroglandular tissue
surrounds the tumour, while in the second more difficult scenario two separate
pieces of fibroglandular tissue are located around the tumour. The performance of
the classifier in an increasingly heterogeneous environment is shown in Table 5.5.

Table 5.4 Classification accuracies (%) of linear discriminant analysis
(LDA) and spiking neural networks (SNNs) classifiers in homogeneous
breast model

Classifier CS CSCS FSCS

LDA 73
74.34 93.48

SNN 73 100 100

The following architectures were considered: Coarse-Shape (CS),
Coarse-Size-Coarse-Shape (CSCS), Fine-Size Coarse-Shape (FSCS).
Tables reproduced courtesy of The Electromagnetics Academy [51]
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Table 5.5 Effects of dielectric heterogeneity on performance of SNN
classifier

Model CS CSCS FSCS

I 78 100 91.0

II 68 100 86.75

Model I refers to breast models containing one piece of fibroglandular
tissue, while Model II refers to models with two pieces of fibrog-
landular tissue. The following architectures were considered: Coarse-
Shape (CS), Coarse-Size-Coarse-Shape (CSCS), Fine-Size-Coarse-
Shape (FSCS). Tables reproduced courtesy of The Electromagnetics
Academy [51]

The performance of the SNN classifier drops by 10 and 4.25 % for one-stage
type and pre-size classified large tumours, respectively, as heterogeneity increases.
Overall, the SNN classifier is shown to be relatively robust to significant increases
in dielectric heterogeneity. In fact, in the most dielectrically heterogeneous models
(Model II), the average performance (across large and small tumours) of the two-
stage SNN classifier was over 86 %.

The performance of an SNN classifier in a dielectrically heterogeneous breast
was examined. The SNN was shown to significantly outperform the LDA classifier
in the dielectrically heterogeneous Models I and II (data not shown). The SNN
classifier was also shown to be relatively robust to increasing levels of heterogeneity
within the breast. It must be noted that the performance and robustness of the
classifier may partly be attributed to the fact that the tumour is positioned at a fixed
location at the centre of the breast. Because the tumour position is fixed across
all models, the classifier can more easily isolate the portion of the RTS influenced
by the shape and size of the tumour and effectively disregard any surrounding
heterogeneity.

5.3.4.3 Classification Results Using DWT with SOM

Two distinct data sets are considered: data from simulations where the tumour
is located in homogeneous breast tissue and a second set where fibroglandular
tissue is present. Each of these data sets consists of 360 tumour models of average
size 2.5 mm (120 macrolobulated benign tumours and 240 spiculated malignant
tumours, of which 120 had 3 spicules and 120 had 10 spicules) each comprising
15 normalised and scaled DWT coefficients. In order to evaluate the classifier, each
data set is randomly shuffled and divided into ten combinations of 276 training and
84 testing tumours. The classification process is repeated 10 times, for each of the
ten shuffled combinations of data (or shuffled files), and the average performance of
the classifier is calculated.

For this particular study, weights are randomly initialised to be in the range
[�1, 1] and training consists of repeatedly applying scaled patterns of the sets of
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15 DWT coefficients randomly chosen from the 276 tumour models in the training
sample, until the network organises itself. The output layer consists of a square
10 � 10 grid. The gain/learning rate, neighbourhood size and number of training
steps are empirically chosen. During training, the neural network has no input
indicating its class (independent variable), i.e. indicating whether the input pattern
being presented to it belongs to a malignant or to a benign tumour model.

At the end of training, the network weights are frozen. At this point, a Euclidean
distance competition is held for each node in the output layer, for each of the 276
training tumour models in the training set. The tumour model that has an input
pattern most similar to the weights of a specific node will be assigned to that
node. Only at this point is the training data set examined to discover which inputs
correspond to malignant/benign tumour models.

Two-Way Tumour Classification

Two-dimensional ‘Tumour Tracking Map’ can be produced, as shown in Fig. 5.29.
In these examples, the tumour models are classified into two discrete groups: benign
and malignant (shown as the green and red regions, respectively). The shape of the
various regions (e.g. benign or malignant) is largely irrelevant. The goal is to simply
create a clear division between the groups within the data.

A random number generator is used to produce this ‘Tumour Tracking Map’,
as a result running the program repeatedly means that different parts of the random
number sequence are utilised. Consequently, different ‘Tumour Tracking Maps’ will
be created, even though the same data set is being used for training. The ‘Tumour
Tracking Maps’ shown in Fig. 5.29 are only two of many produced by the SOM
method. Note that individual maps are reproducible when the same part of the
random number sequence is used.

Three-Way Tumour Classification

Three-way classification is shown in Fig. 5.30. In here, benign, 3-spiculated malig-
nant and 10-spiculated malignant tumours are represented as green, orange and red
regions, respectively.

Fig. 5.29 Simple two-way
benign-malignant
classification using a SOM.
The benign region is shown in
green, while the malignant
region is shown in red
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Fig. 5.30 Four examples of three-way classification between benign macrolobulated (green), 3
spicules malignant (orange) and 10 spicules malignant (red) tumours using a SOM. In [30]

In order to evaluate the performance of the three-way SOM classifier, the SOM
is tested using a test sample of 84 tumours. Importantly, the DWT coefficients
corresponding to these tumours have not previously been presented to the network.
For testing, the 15 DWT coefficients for each of the tested tumour models are input
to the trained network (whose weights are now frozen), a distance competition is
held for each tumour model and a winning node found. The tumour is then classified
based on which region it falls into on the SOM.

An average classification accuracy across 10 maps for each of the ten shuffled
files was as follows:

• 99.5 % for macrolobulated tumours
• 90.54 % for 3 spiculated malignant tumours
• 88.28 % for 10 spiculated malignant tumours

yielding an overall average accuracy of 92.77 %.
The tumours fall into clear and distinct regions within the resultant SOMs.

Significantly, the region of benign tumours (shown in green) is completely separated
in all cases from the highly malignant 10-spicule tumour region (shown in red) by
the intermediate 3-spicule tumour region (shown in orange). This suggests that the
SOMs could potentially be used to monitor tumour development (similarly to when
they were used to track bankruptcy in Spanish companies in [68]). This will be
discussed in more detail in the following section.

Tumour Development Tracking using Self Organising Maps
Figure 5.31 illustrates the potential of a SOM to track tumour development. Here,

the 15 DWT coefficients for one sample test tumour model (shown in blue), at
three different stages of development, are applied to the trained SOM. When the
tumour is macrolobulated benign, the winning node is found to be in the green
macrolobulated region; when the tumour becomes more malignant, developing 3
spicules, it falls into the orange region; finally when the tumour becomes highly
malignant (10 spicules), it is found to be in the red part of the map, as expected.
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Fig. 5.31 Tumour
development tracking with a
SOM. As the tumour
becomes increasingly
malignant, it moves across
the map from the green
region to the red region.
Adapted from [30]

Three-Way Tumour Classification in Heterogeneous Breast Tissue

The performance of the classification algorithm was also examined in a more
representative dielectrically heterogeneous breast tissue. A single piece of glandular
tissue is placed close to the tumour at an average distance of 20 mm. Therefore,
the resultant RTSs are composed of reflections from both the tumour and the
surrounding glandular tissue, making the classification problem more challenging
and realistic. Two classification approaches are considered: firstly the tumours are
classified by using the procedure described when the RTS recorded at a single
antenna at a time is used to classify the tumour (‘one-view classification’ detailed
previously in [30]); in the second approach, the RTS from all four antennas
surrounding the tumour are used simultaneously in the classification process (‘four-
view classification’).

One-View Tumour Classification in Heterogeneous Breast Tissue

The SOM is trained using DWT coefficients corresponding the 276 tumours located
in heterogeneous breast tissue. Some sample SOM images for this test data are
shown in Fig. 5.32a, b.

Due to the dielectric heterogeneity of the breast tissue, the classification process
becomes much more difficult. The SOM no longer forms three distinct regions
corresponding to the three different tumour types, as shown in Fig. 5.32a, b.
Therefore the SOM can no longer be used for either tumour classification or tumour
tracking. Therefore a more robust method for SOM classification/tracking must be
developed. This motivates the investigation of the four-view classification approach.



5 Tumour Classification 119

Fig. 5.32 Performance of the SOM tracking algorithm for tumours in a dielectrically heteroge-
neous breast. (a) and (b) correspond to one-view SOMs, while (c) and (d) correspond to four-view
SOMs)

Four-View Tumour Classification in Heterogeneous Breast Tissue

In the four-view classification algorithm, the DWT coefficients corresponding to the
backscattered signal received at each of the four antennas surrounding the tumour
are combined to improve classification performance. Rather than using 15 DWT
coefficients as input into the SOM, this algorithm uses 60 coefficients (4 � 15). The
data set is thus quartered in size and the SOM is trained using the DWT coefficients
corresponding to 69 tumours, and tested using 21 separate and distinct tumours. The
average performance across ten shuffled files was as follows:

• 100 % for macrolobulated tumours
• 92.29 % for 3 spiculated malignant tumours
• 89.86 % for 10 spiculated malignant tumours

yielding an overall average accuracy of 94.05 %.
Using the four-view approach, the SOM forms three clear distinct regions,

corresponding to the three different tumour types, as shown in Fig. 5.32c, d. This
is reflected in the overall classification accuracy of 94.05 % across all tumour types.
This result is particularly promising given the fact that the tumour was located very
close to a region of dielectric heterogeneity.

In this section, ‘Tumour Tracking Maps’ have shown to have the ability to
differentiate between macrolobulated benign and two different levels of malignant
tumours. Therefore, these ‘Tumour Tracking Maps’ have significant potential as a
cancer classification or diagnosis tool, even in dielectrically heterogeneous breasts.

However, more importantly they could also be used to monitor the development
of a tumour due to the fact that ‘Tumour Tracking Maps’ preserve the topology
of the input information. Therefore, a clinician could use these maps to determine
whether a tumour is developing from benign to malignant (moving across the
‘Tumour Tracking Maps’) or not (staying static on the ‘Tumour Tracking Map’).
Movement even within the benign region could indicate that the tumour is devel-
oping even before it is classified as malignant and so treatment could be offered to
patients at a very early stage of their disease, when it is most effective.



120 R.C. Conceição et al.

5.4 Classification of Early-Stage Breast Cancer
in 3-D Experimental Results

For this subsection, a pre-clinical UWB prototype imaging system from the
University of Manitoba with tumour and breast phantoms were used, and are
described in the following sections.

5.4.1 Experimental Setup and Materials

The system is described in detail elsewhere [21], but a short description will be
provided here for completeness. The system comprised a Vector Network Analyser
(VNA) which was connected to a computer via Ethernet. The system also comprised
an in-house developed Vivaldi antenna which was connected to the VNA via a 50 ˝

cable and was attached to a wall in the interior of a Plexiglas tank filled (with canola
oil). The VNA was a Field Fox N9923A model from Agilent Technologies. The
monostatic Vivaldi antenna was manufactured with two layers of Arlon–Diclad 527,
with a permittivity of 2.65 and a loss tangent of 0.0022. The antenna was mounted
into a waterproof acrylic mounting structure so that it could be immersed in the
Plexiglas tank filled with canola oil.

The antenna had a fixed position (attached to a wall of the Plexiglass tank)
throughout measurements but the phantoms were attached and rotated using a step-
motor via custom-made Pyrex thin pipes which have similar dielectric properties
to canola oil. When placing the breast phantom, the tumour phantom was always
located at the shortest distance possible from the antenna. The step-motor was set to
rotate at every 2:5ı, and so allowing for 144 independent measurements around each
tested phantom. The radius of the scan geometry was 21 cm. A full measurement
around the phantom took approximately 120 s. Finally, it is worth mentioning that
the pre-clinical prototype was isolated from Wi-Fi and mobile network interference.

The Plexiglas tank was filled with a coupling medium canola oil which provided
a similar speed of propagation at microwave frequencies to that within the breast
phantom [71]. The breast phantom was simulated using a styrene-acrylonitrile
cylinder with a diameter of 13 cm and a height of 35 cm filled with glycerine,
since the dielectric permittivity of glycerine mimics the average values found in
low density breast regions [45]. Tumour phantoms were simulated with a mixture
of TX151 solidifying powder on a volume proportion of 6:1 of water to TX151
powder. Fibroglandular cluster phantoms, which were introduced to account for
the heterogeneity of the breast phantom, were simulated with a mixture of TX151
solidifying powder on a volume proportion of 4:1 of water to TX151 powder.

A total of 15 malignant and 20 benign tumour phantoms were modelled with
the above-mentioned mixture of TX151 and water. The shapes were modelled to
approximate the mathematical GRS phantoms previously mentioned in Sect. 5.1.2:
spiculated and microlobulated shapes represent malignant tumours, whereas round
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Table 5.6 Dielectric properties of the breast tissue tumour phantom
mimicking materials and coupling medium at 3 GHz

Material Mimicked tissue "r � (S/m)

Styrene-acrylonitrile Skin 2.6 0.001

Canola oil Coupling medium 2.5 0.035

Glycerine Low density breast tissue 8.9 0.72

4:1 of water:TX151 Fibroglandular tissue 25–32 1.5

6:1 of water:TX151 Tumour 55 2.1

and oval shapes represent benign tumours. A sub-set of the data set with 13 benign
and 13 malignant tumour phantoms with average diameters ranging between 13 and
40 mm was selected from these phantoms. Fibroglandular cluster phantoms were
modelled with the respective mixture of TX151 and water: a rough cylinder shape
with 1.5 cm of diameter and 3 cm of height. The tissue mimicking materials used in
these phantoms represent the actual dielectric properties of the biological tissues in
the frequency range between 1 and 6 GHz. Table 5.6 lists the dielectric properties
for the different used materials [21] at 3 GHz.

5.4.2 Methodology

The methodology is divided in the following sections: data acquisition and data
post-processing.

5.4.2.1 Data Acquisition

A monostatic radar system was used, in which a single antenna was used as a
transceiver, and as a result the VNA functioned as both a microwave waveform
generator and also as a recording device for the reflected waves. A frequency-
sweep from 1 to 6 GHz was applied to each tumour phantom at 144 different
angular positions, for the homogeneous and heterogeneous breast phantoms. In a
clinical system, an antenna would rotate around the breast and record the tumour
reflection at a range of angular positions. However, for the present system, the entire
phantom was rotated while the antenna was fixed (144 rotations, of 2:5ı each, are
considered). A total of 26 different tumour phantoms were tested (13 malignant
and 13 benign tumour models) in the two breast phantoms, the homogeneous and
the heterogeneous, a total of 3744 backscattered signals for each breast phantom
were recorded for use with the classification algorithm. It should be noted that
the tumour models and fibroglandular cluster models were positioned at different
locations within the breast phantom.
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5.4.2.2 Data Post-Processing

Five steps will be completed towards the data post-processing.

Change from Frequency Domain to Time Domain

Since the VNA collected the reflections in the frequency domain (FD), an inverse
fast Fourier transform (IFFT) was applied to all signals to convert them into the time
domain (TD) prior to further processing. The RTS of the tumours was then extracted
from the TD signals with a FEM.

Feature Extraction Methods

Once the signals were converted to time domain, PCA was used to change the
backscattered data from the tumours into a new orthonormal basis with max-
imised variance, and so extracting the most significant components of the tumours
backscatter, which defines the RTS of each tumour. The dimensionality reduction
of PCA was investigated, so that unnecessary computational complexity could be
avoided while maximising classification performance.

Classification Algorithms

The following classifiers were used in this study: LDA, QDA and a machine learning
algorithm: SVM, which were fully described in the following Sects. 5.3.2.1, 5.3.2.2
and 5.3.2.3.

Classification Architecture

Since the presented tumour databases only included two classes of tumour phantoms
(benign and malignant), the following simple classification architecture (Fig. 5.26
on the left) was used: Coarse-Shape (CS).

K-Fold Cross-Validation

Classifiers based on LDA, QDA and SVM can be applied to the data using the K-
fold cross-validation method so that the performance of each classifier is evaluated
while assuring that the training and testing groups for the classifier are treated
independently, and so overfitting is avoided. The data was divided in K D 13 groups
for cross-validation, each group comprised 144 signals from 2 different tumours
(1 benign and 1 malignant). Reflected signals from each two tumours (total of
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288 signals) were tested against the remaining 24 training tumours (total of 3456
signals), then the reflected signals from two other tumours were tested against
the remaining 24 training tumours, and so on until all tumours were tested for
classification.

5.4.3 Results

The results are sub-divided and presented in the following sections.

5.4.3.1 Principal Component Selection

Firstly, all signals are calibrated (to ensure that background and electronic noise is
reduced to a minimum) and are transformed from FD to TD using an IFFT.

Then, the dimensionality reduction, through PCA, is investigated. The classi-
fication performance of tumour phantoms was obtained for varying numbers of
principal components, using both LDA and QDA classifiers, for both breast phantom
(homogeneous and heterogeneous) scenarios, without cross-validation. A subset of
13 principal components is selected so that unnecessary computational complexity
can be avoided while maintaining high classification performance. The number of
13 principal components will be used for the remainder of the chapter.

5.4.3.2 Antenna Selection

As above mentioned, the backscattered signals are recorded at 144 different angular
positions. The first antenna location (0ı) is the antenna located closest to the tumour
phantom. The backscattered signals recorded at this antenna location are expected
to have more information on the RTS of the tumour model and less of the breast
phantom and noise from the system and coupling medium. This is mainly due to a
shorter propagation path between the antenna and tumour model. The performance
of the classification taking only into account the signal recorded at the 1st location
(0ı) was compared to that taking only into account the backscattered signal recorded
at the 73rd position (180ı)—results presented in Table 5.7.

While the 1st antenna often yielded 100 % classification performance in all breast
phantoms and with both LDA and QDA classifiers, the full 144 backscattered signals
will be used in the remainder of this section. As a result, it is assumed for the
remainder of the chapter that the location of the tumour is not previously known,
and that more noise (yielding from longer propagation paths) is introduced into the
classification algorithms.
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5.4.3.3 Data Post-Processing

The performance for the SVM-based classification architectures depends on optimal
values for parameters  and C, as described in Sect. 5.3.2.3. The selection of these
parameters was completed using an empirical grid-search, and  and C were tested
between the range of 2�15 and 215. For the results presented here, the optimal SVM
parameters were determined at  D 22 and C D 23, for both the tumour databases
in the homogeneous and the heterogeneous breast phantoms.

The classification performance obtained with LDA, QDA and SVM with a
Coarse-Shape classification architecture (to classify benign and malignant tumours),
is shown in Table 5.8, for the tumour databases in the homogeneous and heteroge-
neous breast phantoms.

In this study, the recorded signals were treated independently and also in a
combined way. In the first and third rows of Table 5.8, the recorded signals
are treated independently, i.e. there is no record of which of the 144 recorded
backscattered signals belong to the 26 tumours, and so each reflection is treated
as a separate test to the classifier.

The classification results obtained by combining the backscattered signals for
each tumour are shown in the second and fourth rows of Table 5.8, for the
homogeneous and heterogeneous breast phantoms, respectively. For combined
classification, the backscattered signals recorded at 144 angular positions around
the breast for each tumour are classified, and the classification of this tumour is a
simple majority of all results for all antennas.

It is observed that, even though the 26 tumour phantoms considered here
have varying sizes, the CS classification architecture yields high classification
performance, up to 90.95 and 96.15 % with SVM, when not combining and when
combining the 144 signals for each tumour, respectively, for the homogeneous breast
phantom. SVM outperformed LDA by 3.85 % and QDA by 1.61 % when classified
signals were considered independently. SVM outperformed LDA by 7.69 % and
QDA by 3.84 % when classified signals were combined.

Even though the classification of tumours in the heterogeneous breast phantom
is more challenging, the classification still reaches 87.07 and 92.31 % when not
combining and when combining the 144 signals for the classification of each

Table 5.7 Classification accuracies (%) with the closest and furthest antenna
to the tumour, in both homogeneous and heterogeneous breast phantoms

Antenna Homogeneous Heterogeneous

LDA QDA LDA QDA

1st at 0ı 100 100 100 100

73rd at180ı

86.8 98.9 91.5 99.9

Courtesy of Hugo Medeiros and Faculdade de Ciências e Tecnologia, Univer-
sidade Nova de Lisboa [46]
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tumour, respectively. SVM outperformed LDA by 2.78 % and QDA by 0.48 %
when classified signals were considered independently. SVM outperformed LDA
by 7.69 % and QDA by 3.85 % when classified signals were combined.

5.4.4 Conclusions

This chapter considered the classification of benign and malignant tumours, based
solely on their RTS, in both homogeneous and heterogeneous breast phantoms.
Results presented here are in general agreement with previous simulated data
in Sect. 5.3.4, and clearly show the need for further experimental measurements.
Tumour phantoms within the breast phantoms were subjected to a coarse-shape
classifier and their classification performance was as high as 96.15 % when using
SVM.

In terms of global classification performance, LDA was consistently outper-
formed by QDA, which, in turn, was outperformed by SVM. This was observed
in both classification scenarios (for tumours embedded in both homogeneous
and heterogeneous breast phantoms), and also when considering independent and
combined signals.

5.5 Emerging Approaches: Classification of Differential
Signals to Monitor Changes within the Breast

The authors would like to acknowledge the work completed at McGill University,
Canada [37, 62–64] regarding the use of classification algorithms to monitor
changes within the breast. Researchers in this group have successfully shown a
number of studies using both LDA and SVM classification algorithms used to
this end. In particular in [37], a complex cost-sensitive ensemble classifier was
presented, consisting of three main components: feature extraction, classification

Table 5.8 Classification accuracies (%) for a coarse-
shape classification architecture using linear discriminant
analysis (LDA), quadratic discriminant analysis (QDA)
and support vector machines (SVM) in homogeneous and
heterogeneous breast phantoms

Phantom Signals LDA QDA SVM

Homogeneous Independent 87.1 89.3 90.9

Combined 88 92 96

Heterogeneous Independent 84.3 86.6 87.1

Combined 85 88 92

Courtesy of Hugo Medeiros and Faculdade de Ciências e
Tecnologia, Universidade Nova de Lisboa [46]
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and fusion. The aim of this chapter was to provide classification on detected lesions,
and so for more information on these studies, the interested reader is referred to the
above-mentioned studies.
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Chapter 6
Experimental Systems

Johan Jacob Mohr and Tonny Rubæk

In this chapter, prototype microwave breast imaging systems will be presented.
Rather than focusing on historical developments, preference will be given to systems
which are now fully operational and have been evaluated using patients. At time
of printing, only the prototype systems at Dartmouth College, the University of
Bristol, the University of Calgary, McGill University, and the Electronics and
Telecommunications Research Institute (ETRI), Korea, have reached an operational
level. These systems are described first in Sect. 6.1. The prototype animal imaging
system from Carolinas Medical Center is also included since it exhibits many
similarities with breast cancer systems. Note: the prototype system from the
Technical University of Istanbul and the company Mitos has also been trialled on
patients, but full details of the system and corresponding clinical results have not
been published and therefore it has not been included in this chapter.

For completeness, a representative range of other prototype systems currently
in development are briefly described in subsequent sections. These systems are
divided into tomographic systems, described in Sect. 6.2, while radar-based systems
are described in Sect. 6.3.
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A system that does not fit into these categories is one from the Middle East
Technical University, Ankara, Turkey. In their method denoted harmonic motion
microwave doppler imaging a focused ultrasound probe mechanically modulates
the tissue, which in turn phase modulates the backscattered and received microwave
signals, [71]. Results were presented in [68] and at MiMed COST meetings
(TD1301).

6.1 Operational Systems

Six systems with the characteristics summarised in Table 6.1 are described here.
The tomographic system for breast cancer detection at Dartmouth College has been
used for hundreds of patients and has shown good clinical results. The University of
Bristol system uses a very different ultra-wideband radar technique and reports from
clinical experiments on 95 patients are promising. The radar-based systems from
the University of Calgary and the McGill University have been used for clinical
experiments on 9 patients and for 13 healthy patients, respectively. Recent reports
on the system from the Electronics and Telecommunications Research Institute
(ETRI), Korea, indicate that this system is patient-ready and it has been used
for animal experiments. Finally, different configurations of the Carolinas Medical
Center system, used for animal experiments, are described.

The system at Dartmouth College results from more than a decade of develop-
ment, with the first clinical test reported as early as the year 2000 [43, 44, 53].

Table 6.1 Selected operational microwave imaging systems

Origin Type Key features Results

Dartmouth Tomographic 2 � 8 antennas 500C patients

College mechanical scanning

laser/camera system

University of UWB radar 60 antennas 95 patients

Bristol ceramic fitting cups (with this system)

10 s acquisition time

University of Cylindrical tank 1 antenna Pilot clinical experiments

Calgary (w. coupling liquid) mechanical scanning 9 patients

laser for outline

McGill Hemispherical 16 antennas 13 healthy patients

University ceramic cup/radome two perpendicular arcs (extended period)

ETRI, Tomographic 16 antennas Dogs

Korea Dartmouth inspired Suitable for humans

Carolinas Medical Tomographic 24 antennas Anesthetised pig

Centrea 2-D dynamic
phenomena

(foreleg)

aAnother larger tank, used for euthanised animals, with mechanically scanned antennas allows for
3-D imaging
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Fig. 6.1 (a) Dartmouth college system as presented to the patient. (b) The tank, antenna and
pumping system. (Courtesy of Paul Meaney, Dartmouth College)

The latest system, see Fig. 6.1, uses 16 vertical monopole antennas, in a tank
with a glycerine/water coupling liquid [14, 23]. The antennas form two interleaved
sets, which can be positioned individually vertically. For each antenna position
and frequency, the 240 data-points—16 Transmit Antennas (Tx) and 15 Receive
Antennas (Rx)—can be acquired in about 6 s, using dedicated hardware. The
hardware and antennas allow for frequencies up to 3 GHz, but best results are
reported at 1300 MHz. This third generation system is modular in design, which
also allows for connection to a more compact antenna system aiming at combining
microwave tomography with magnetic resonance imaging (MRI) [45]. Two lasers
and one camera on a circular gantry can record the shape of the breast [52]. This
information is used during image formation to increase image quality, since the
imaging zone in that case can be reduced to the volume within the known boundary
of the breast [42]. In a later version of the inversion reconstruction algorithms the
discrete dipole approximation (DDA) is used [23]. This allows for a much faster
calculation of the electrical field as compared to the previously used FDTD approach
so that inversion times become 5–10 s in the 2D case and roughly 10 min for a
3D image. Over 500 patient exams have been conducted; some aiming at detecting
malignant tumours others aiming at monitoring chemotherapy [46]. An example
image is shown in Fig. 6.2.

The radar-based University of Bristol system is also the latest generation in
an evolution, starting with 16 antennas initially, to an intermediate system with
31 antennas, to their current system with 60 antennas [30, 35, 36]. The cavity-
backed UWB slot antennas are mounted in a hemispherical acrylonitrile butadiene
styrene plastic half-sphere, which fits the breast via a low-loss ceramic fitting cup.
A paraffin-based coupling medium is used to eliminate air gaps both between the
antennas and the fitting cup and between the fitting cup and the breast. An 8-port,
8 GHz, vector network analyser (VNA) feeds the antennas through a 60-way, custom
made, electromechanical switch, giving an acquisition time of 10 s (1770 signal
paths). A delay-and-sum radar beamformer algorithm is used for image formation.
Initial results from measurements on about 95 symptomatic patients are reported
in [30].
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Fig. 6.2 Reconstruction of permittivity (top) and conductivity (bottom) from measurements on
the left breast of one patient. The results are from planes 2, 4 and 6 (of 7) at 1300 MHz. The
breast outline is seen to decrease as the distance from the chest increases. Also, it appears that the
tumour is showing in both the permittivity and conductivity images; very often the permittivity is
just indicating fibroglandular tissue. (Courtesy of Paul Meaney, Dartmouth College)

The system at University of Calgary is mechanically and electrically suitable
for patient measurements. Pilot clinical experiments have been carried out [11, 13]
and recently results from 8 patients have been reported [15]. The monostatic
system with mechanical scanning uses one balanced antipodal Vivaldi antenna [9]
in a tank with canola oil coupling liquid, combined with a laser to record the
breast outline [73]. Data acquired with a VNA at frequencies between 50 MHz
and 15 GHz are processed using a delay-and-sum beamformer. In addition to the
measurements described in [11, 13], a dedicated two-antenna through-the-breast
transmission measurements system aimed at determining bulk electrical parameters
are reported in [10]. The results from patients measurements were mixed, but several
of the image results were consistent with observations from mammograms and MRI
scans [15].

The system at McGill University uses 16 antennas embedded in a ceramic
(Al2O3) hemispherical radome with an inner radius of 7 cm, [60]. A 70 ps (FWHM)
Gaussian pulse is shaped with a synthesised broadband reflector before amplifi-
cation resulting in a 2–4 GHz signal. An oscilloscope records the received time-
domain data. The system has been tested, [55], on phantoms of realistic shape and
heterogeneous content of tissue mimicking fat, skin, gland, and tumour [54]. The
antenna system is small enough to allow for an easy integration into a portable
examination bench [56]. The system has now been used repeatedly on 13 healthy
patients over an extended 8-month period, e.g. [57, 58], to assess patient and
measurement variability in a clinical setting.

The tomographic Electronics and Telecommunications Research Institute (ETRI)
system, Korea, is inspired by the one at Dartmouth College. It has 16 vertical
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monopole antennas in a plane circular arrangement [37, 65]. The antennas can be
moved vertically in a cylindrical tank with a propylene glycol coupling liquid. The
operation frequency range is 0.5–3 GHz. A continuous wave (CW) signal from
a signal source is distributed and received through switching networks and the
down-converted Intermediate Frequency (IF) signals and reference are sampled
by a multi-channel analog-to-digital (A/D) converter. Image formation from each
acquisition plane is completed in 2-D by using an FDTD forward solver in
conjunction with a regularised Gauss–Newton inversion algorithm. Performance has
been evaluated on cylindrical and spherical phantoms [37, 65] with 5 mm radius
cylindrical and 5 mm radius spherical water inclusions. As a next step towards
clinical trials, 5 dogs where examined both with the microwave tomographic system
and MRI [41]. Two had no existing breast tumours, one had a tumour, and two had
suspected tumours. Results aligned with MRI findings, but the estimated tumour
sizes differed.

The main focus of the microwave imaging systems at Carolinas Medical Center
has been measurements on animals. One version uses a tank with a 120 cm diameter
and 135 cm height. 2-D and 3-D tomographic images of a dead dog are reported
in [63]. The mechanical scanning of two antennas, though, resulted in very long
acquisition times (9 h), and an upgraded system using 1 transmitting antenna and
a 16-receiving-antenna array was designed [64]. The antennas were designed for
0.8–1.2 GHz and a VNA used for data acquisition. 2-D and 3-D tomographic images
of a swine torso obtained with this system at 0.9 GHz are provided in [64]. Another
2-D configuration for detection of physiological activity and soft tissue intervention
has also been developed [61]. It uses 24 ceramic filled wave guide antennas, placed
along a horizontal cross section of a metallic tank with a 21.5 cm diameter. This
antenna system allows for operation in the range 1.0–2.3 GHz. Electronic scanning
can acquire the required 24 � 23 complex measurements in just 12 ms opening
the possibility for detection of dynamic physiological phenomena, for example,
variation of blood content. Results using an iterative Newton algorithm, as well as a
Born method on measurements on the foreleg of an anesthetised swine, are reported
in [62].

6.2 Tomographic Systems

The tomographic systems described are summarised in Table 6.2. Measurements
on non-biological phantoms have been reported from all systems. The reason for
the lack of reports of measurements on ex vivo biological targets (which have
been conducted with at least three of the systems) is probably due to the fact that
tissue and tumours are known to change electrical properties when excised and
the fact that the properties of the inherently inhomogeneous biological target are
difficult to measure by other means. Each of the selected systems and their results
are briefly summarised. Further work is also worth mentioning, e.g. the Clemson
University system which has been used for microwave imaging [12] and for clinical
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Table 6.2 Selected tomographic microwave imaging systems

Origin Imaging domain Antenna configuration Targets

Technical Univ. Cylindrical tank 32 monopoles Water-filled spheres

of Denmark (w. coupling liquid) 3-D arrangement Misc. short cylinders

Chalmers Univ. Cylindrical tank 32 monopoles Short plastic cylinder

of Technology (w. coupling liquid) 3-D arrangement in saline water

University of Cylindrical tank 24 Vivaldi antennas 2-D objects (rods)

Manitoba (2-D) (for coupling liquid) Circular array Human arms and bovine
legs

University of Cylindrical chamber 12 dual pol. antennas PEC calibration targets

Manitoba (3-D) Air (prep. for liquids) 120 MST probes Misc. nylon and wood

McMaster
Universitya

Between two sheets
(X-ray compatible)

2 horn antennas 2-D
planar scanning

Alginate and glycerine
spheres in glycerine-based
phantom

Duke Rectangular tub 2 dipoles Clay spheres in water

University (w. coupling liquid) 2-D planar scanning

University of 12-panel cavity 36 bow-ties Acrylic spheres

Michigan (w. coupling liquid) 3 circular arrays Also hyperthermia

Supélecb Rectangular chamber 2 large horns w. retinas Tube w. water in cylinder

(w. coupling liquid) Target can be rotated w. Triton X-100 mixture
aRather a holographic imaging algorithm
bAlso operated in a quasi real-time mode using a spectral reconstruction algorithm

patient measurements [33], and the antenna work at the University of Wisconsin–
Madison [1, 2] aimed at designing a system where the microwave scan can take
place with the patient on the MRI table, just before or after an MRI examination.
A system was also developed at the University of Technology, Sydney, Australia,
but results are not widely available [74].

The Technical University of Denmark system uses an acrylic tank with a diameter
of 40 cm and a glycerine/water coupling liquid [80]. Thirty-two monopole antennas
are arranged in a circular array with 4 layers and a diameter of 16 cm. Two
synchronised signal generators are used along with custom-built transceivers and
a switching network. It is designed for 0.5–4 GHz, but currently loss limits the
upper frequency to about 2 GHz. Targets have primarily been water-filled spheres
of diameters ranging between 20 and 40 mm and short cylinders, e.g. [31, 32].
A method-of-moment forward solver, which additionally calculates the Jacobian
matrix, is used in conjunction with a Newton minimisation algorithm [59]. Cur-
rently, a modified system mechanically, electrically and operationally suitable for
patient measurements is being developed.

The Chalmers University of Technology system represents a development from
a 2-D system with 20 monopoles, in a circular configuration [17, 51, 78], to a 3-D
system using a circular tank, with 32 monopoles in a cylindrical configuration [16].
The time-domain ultra-wideband tomographic system uses an impulse generator
with a full-width half-maximum (FWHM) duration of about 75 ps, combined with a
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digitising oscilloscope and a switching matrix [78]. The imaging algorithm seeks to
minimise the norm of the difference between predicted and measured time-domain
electrical field-strength, and is summarised in [16], where reconstructions from a
dielectric cylinder in saline water are also presented.

The 2-D system from the University of Manitoba system uses 24 Vivaldi antennas
(3–10 GHz) arranged in a circular array [20]. A VNA combined with a mechanical
2 � 24 cross-bar is used for data acquisition. An enhanced distorted born iterative
method or, alternatively, the multiplicative regularised contrast source inversion
method is used for image reconstruction. Additionally, different multi-frequency
schemes are used [20]. Measurements on a wide range of dielectric and conducting
cylinders as well as a special E-phantom have been conducted and images have
been reconstructed in the frequency range 3–6 GHz [20–22]. Also, the acquisition
hardware has been used for measurements at 0.8–1.2 GHz on human arms (living
tissue) and bovine legs (ex vivo tissue) with 24 dipoles in a metallic tank with a
salt-water coupling liquid [49]. To improve calibration and to potentially increase
the number of independent measurements, experiments with the scattering probe
technique have been initiated [48].

The new dual polarised 3-D system from the University of Manitoba system is
based on the experiences from the 2-D system and utilise the modulated scattering
technique (MST) [48]. The 12 transmit/receive antennas, each have one probe,
are arranged in a plane circular layout with a radius of 11.5 cm, while upper
and lower layers with a 9.75 cm radius each have 24 probe pairs, amounting to
a total of 120 MST probes [5]. Data acquisition in one frequency, in the range
3–5 GHz can be completed in less than 1 min, but typically a series of frequencies
is used [5, 50]. Scattering from a known object is used to calibrate measured data
before inversion with a parallelised multiplicative regularised finite-element contrast
source inversion algorithm [77]. Experimental imaging results from nylon cylinder
and wooden blocks within a radius of 10 cm imaging domain with an air-background
are presented in [5].

The system from McMaster University uses 2-D planar raster scanning, where
two antennas (one Tx and one Rx) are moved together along the opposite sides of
the imaging domain delimited by two rigid plates, giving a geometry similar to the
one of X-ray mammography [3]. The TEM horn antennas are usable in the entire
(UWB) band 3.1–10.6 GHz and a VNA is used for data acquisition. The 2-D and
3-D holographic imaging methods are reviewed in [4] and the de-blurring technique
used to correct for non-point-wise antennas is reviewed in [3]. Measurements at 5,
7 and 9 GHz and 2-D reconstructions from a flat glycerine-based phantom with two
embedded tumour-phantoms are presented in [3], and 7 GHz measurements and 2-D
reconstructions from two spheres made of alginate powder embedded in a glycerine-
based phantom are shown in [4].

The Duke University system uses mechanical planar scanning of two dipoles in
a rectangular tub with coupling liquid [75]. Data are acquired by using a VNA.
In the two-step inversion algorithm, an initial reconstruction is first calculated by
combining the digital tensor approximation and the Born iterative method (BIM).
Secondly, this is refined using the stabilised bi-conjugate gradient fast Fourier
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transform and the distorted BIM [72, 75]. Reconstructions using measurements
of clay balls in water at 1.74 GHz are presented in [75], and results from a layered
media in [76]. Progress on extension to a 3-D antenna configuration is described
in [67].

The University of Michigan system consists of 12 panels in a circular arrange-
ment forming cavity with a 15 cm diameter. Each panel has 3 bow-tie antennas, and
designs both for 1.64 GHz and 915 MHz have been used [28]. Data are acquired
with a VNA and a switching network and images are formed by using a BIM.
Apart from experimental work on acrylic spheres, the system has also been used
for hyperthermia experiments at 915 MHz [66].

The Supélec system is an extension of a 2.45 GHz microwave camera used
in 2-D mode and for real-time acquisition [19, 34]. Two horn antennas, each
having a 22.3 cm by 22.3 cm retina with 32 � 32 probes, are placed on each
side of the rectangular imaging domain, giving a geometry similar to X-ray
mammography. However, a (target-)rotator giving multi-view acquisition can also
be used. A Newton–Kantorovich algorithm has been used to reconstruct images
from measurements in a 2-D geometry (using only one line in the retina), but
the system holds potential for 3-D imaging by using the entire retina, and double
modulation (use of Tx and Rx retina) could also be applied [29].

6.3 Radar-Based Ultra-Wideband Systems

The systems described in Table 6.3 are at very different maturity levels, ranging
from multi-antenna system used for a variety of phantoms to in-air (i.e. without
coupling medium) two-antenna experiments.

Despite the lack of published results, attention should also be pointed to a
prototype breast imaging system under development at the National University
of Ireland Galway. This CMI-based prototype involves a single rotating antenna
which scans the breast. The unique characteristic of this prototype is that the
entire measurement system moves with the antenna (through a series of computer-
controlled stepper and rotational motors), eliminating any artefacts from cable
movement in the resultant breast image. The entire measurement system is housed
within a portable patient examination table, making the system suitable for early
patient trials.

The University of Queensland system has been used with different in-air antenna
configurations, e.g. a circular array of 12 UWB antennas for 3–12 GHz. A two-port
VNA combined with two Single-Pole 6 Through (SP6T)-switches records data in
the frequency domain, which is then transformed to the time-domain. Considered
targets include: conductor, dielectric and water cylinders submerged in a larger
cylindrical plastic container with canola oil [7, 8]. Recent antenna developments
are described in [47].

The University of Manitoba also investigated a pre-clinical UWB prototype.
It uses an Anritsu MS2026A VNA (or a Field Fox N9923A from Agilent
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Table 6.3 Selected radar-based ultra-wideband imaging systems—apart from the operational
University of Bristol system described in Sect. 6.1

Origin Imaging domain Antenna configuration Targets

University of Free space 12 Vivaldi antennas Canola oil cylinder

Queensland Circular array w. misc. rods

University of Rectangular tub 1 Vivaldi antenna Misc. dielectric

Manitoba (w. coupling liquid) cylinders

Politecnico Cylindrical tank 8 monopole antennas Metal cylinder

di Torino (w. coupling liquid) Circular array in glycerin/water

Technical Univ. Free space 1 fixed Misc. rods and cylinders

of Catalonia (w. absorbers) 1 on linear positioner Clay balls in paraffin

Universitat Free space 1 or 2 fixed monopoles Cylindrical water tank

Rovira i Virgili (w. absorbers) Rotating object w. dielectric rod

Toyohashi Univ. Rectangular tub 2 Vivaldi antennas Metallic ball in

of Technology (w. coupling liquid) Mechanical scanning hardened oil

Technologies) to measure S11, from a Vivaldi antenna in a 5.99 GHz band with
a centre frequency of 3.01 GHz, [18]. The antenna is attached to a wall in the
interior of a plexiglass tank filled with canola oil. Datasets are collected along a
circular scan geometry with a 8.25 cm radius, by rotating the phantom. A wide range
of phantoms for the cylindrical dielectric targets are described in [18]. One idea is
to use the regional tissue information derived from the UWB-radar technique as
prior information in an tomographic system, to improve the quantitative dielectric
images in comparison with using tomography alone [6]. However, development is
on-going to improving both methods individually and in a complementary mode.

Very recently Politecnico di Torino reported on the development of an 8
monopole 2-D system, [69]. It operates in the 0.5–3.0 GHz band and uses the
I-MUSIC algorithm for inversion. Results from measurements on a metallic cylinder
were reported in [70], and at MiMed COST meetings (TD1301).

The University of Catalunya system consists of two antennas in air. Data are
acquired using a VNA. 2-D results from long dielectric cylinders are presented
in [24, 25], where two rotary stages were used to allow for imaging of non-
symmetric objects. The system and imaging algorithm were extended to allow for
imaging of a rotary symmetric 3-D geometry and results from imaging of a short
conducting cylinder are given in [26] and from clay balls in paraffin in [27].

The Universitat Rovira i Virgili system consists of one or two monopoles in air
illuminating a cylindrical water-filled tank, which can be rotated around its axis of
symmetry. Results from 0.5–3 GHz VNA measurements on a low permittivity rod
in the tank are provided in [39] and results from an oil-filled tank, in a two antenna
configuration using a 5 GHz pulse generator and a 3.1–10.6 GHz receive antenna
in [40].
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The experiments at Toyohashi University of Technology have been conducted
with two mechanically scanned Vivaldi antennas, both in-air and in a tank with
matching liquid. The 8 V, 65 ps (FWHM) transmitted pulse is received using a high-
speed sampling oscilloscope [79]. A simple background subtraction method has
been used on measurements on a breast-shaped phantom made of hardened cooking
oil, with an embedded metallic ball with 9 mm diameter.

Also worth mentioning are the measurements conducted at Nanyang Technolog-
ical University on realistic breast phantoms [38]. An 80 ps (FWHM) Gaussian pulse
is generated and received using a 40 GHz sampling oscilloscope and two antennas
in a bistatic configuration.

Finally, we would like to point to upcoming results from 2-D experiments by
the Second University of Naples, Italy, in collaboration with the Dublin Institute of
Technology, Ireland, which were recently presented at PIERS 2015.
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