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Preface

What Is This Book About?

This book is about the central nervous system of those
animals that possess backbones—the vertebrates—and how
evolution has shaped and molded their bodies and their
nervous systems, allowing them to thrive in their particular
environments or to take advantage of new environmental
opportunities. Thus, it is a book about the relationship between
structure and function and about survival through effective
design. It is a book about the past as well as the present and
about the history of vertebrate nervous system evolution, to
the extent that we can read that history from the present state
of these animals.

Who Is This Book For?

This book has been written first and foremost for neuro-
science students at the graduate or advanced undergraduate
level. We have presumed that the reader will have taken one
or more introductory undergraduate biology courses or other-
wise be familiar with this material. In a more general sense, this
book is also for anyone who is interested in the anatomy of the
nervous system and how it is related to the way that an animal
functions in its world, both internal and external.

This book is intended as an introductory work rather than
as a handbook or reference work that scientists might refer to
in their professional writing. We have modeled this book on
several textbooks designed for advanced undergraduate to
graduate levels: Functional Anatomy of the Vertebrates: An
Evolutionary Perspective (Second Edition) by W. E Walker, Jr.
and K. E Liem (Saunders College Publishing, Fort Worth, TX,
1994); Hyman’s Comparative Vertebrate Anatomy edited by
M. H. Wake (The University of Chicago Press, 1979); The
Human Brain and Spinal Cord by L. Heimer (Springer-Verlag,
New York, 1983); Core Text of Neuroanatomy by M. B.
Carpenter (Williams and Wilkins, Baltimore, 1991); An Intro-
duction to Molecular Neurobiology by Z. W. Hall (Sinauer
Associates, Sunderland, MA, 1992); and Principles of Neuro-
science (Third Edition) by E. R. Kandel, J. H. Schwartz, and T.
M. Jessell (Appleton and Lange, Norwalk, CT, 1991). In keeping
with the format of these texts, we have not cited references in
the body of the text, but at the end of each chapter we have
listed the references from which we drew material and addi-
tional papers that may interest the reader. Our aim has been to
introduce the reader to the field and to synthesize information
into a coherent overview, rather than to present an extensive
catalog of individual data.

In keeping with the introductory nature of this work, we
largely have omitted details on whether and/or where particu-
lar projections cross the midline of the nervous system. In
some cases, where this information is of particular importance,
we have included it. However, in most cases, we leave it to the
interested reader to glean such details from other sources.

This is a book that we hope will be of interest to the
general scientific reader and the nature enthusiast, as well as
to advanced undergraduate or beginning graduate students in
the neurosciences. Physicians and others with knowledge of
the human central nervous system should also find much of
interest here. To our colleagues who are specialists in the field
of comparative neuroanatomy, we say that this is not the book
that you might write; this is the book that students should read
to give them the background to read your book and other
scholarly publications in neuroanatomy and brain evolution.

Apropos of this aim and since the time of the first edition
of this textbook, a truly remarkable contribution to the lit-
erature of comparative neuroanatomy was made by Rudolf
Nieuwenhuys, Hans ten Donkelaar, and Charles Nicholson with
the publication of their comprehensive and encyclopedic set
of three volumes on The Central Nervous System of Verte-
brates (1998, Springer-Verlag, Berlin). These volumes cover the
subject and the literature in far greater depth and breadth than
could or should be included in a textbook. We have benefited
greatly from the material in these volumes in writing the
second edition of this book. In updating material, there is
the constant temptation to add more and more detail, and in
the process, forsake the original purpose. We thus have endeav-
ored to tread a fine line between updating and maintaining the
introductory level. We hope that this book will continue to fill
its intended role as an introductory work, allowing the reader
to then delve into the Nieuwenhuys et al. volumes as well as
the primary literature for much more extensive and detailed
treatments of a multitude of topics.

What Can Be Learned About the Human
Brain From a Book About the Brains of Many
Different Vertebrates?

During the past four decades, a great explosion of infor-
mation about the anatomy of the brains of nonhuman and espe-
cially nonmammalian vertebrates has taken place. One of the
lessons to emerge from this wealth of new data has been the
reversal of the nineteenth century view that a dramatic change
in brain evolution occurred with the evolution of mammals in

XV



Xvi PREFACE

general and humans in particular. In other words, once the
powerful tools of modern neuroanatomy were applied to the
brains of birds, fishes, reptiles, and amphibians, many of
the same patterns of cell groups and their interconnections that
were known to be present in mammals (including primates)
were found to be present in nonmammalian vertebrates as well.
Thus, comparative neuroanatomists came to recognize that the
evolution of the vertebrate central nervous system had been
far more conservative than earlier investigators had realized.

To be sure, great differences in specialization of the brain
exist between animals that have become adapted to very dif-
ferent modes of existence. Indeed, those differences in form
and function are what make the study of comparative neu-
roanatomy and brain evolution so fascinating—a fascination
that we hope to share with you. In spite of these differences,
however, all vertebrate central nervous systems share a
common organizational scheme so that someone who is famil-
iar with the brain of any vertebrate will also be on familiar
ground when first encountering the brain of any other species.
Someone who has read this book and retained the general
principles of brain anatomy and organization that it presents
will have little difficulty reading a medical school textbook of
human neuroanatomy because much of it will be familiar both
in overall conception and in many of the details.

What Is New in This Book and How Does It
Differ from Other Texts?

The first edition of this book incorporated several new
approaches to the subject matter of comparative neuroanatomy
and the orientation with which we study it. These new
approaches, which have been maintained and/or further
developed in this second edition, include

e A recent reevaluation of the cranial nerves of vertebrates
and their derivation and organization

* A new organizational approach to the various groups of
vertebrates based on the degree of elaboration in their
central nervous systems rather than the traditional, scala
naturae-like ranking

* New insights into the organization and evolution of the
dorsal thalamus and dorsal pallium in the forebrain

* A new and comprehensive overview of brain evolution in
vertebrates that encompasses many of the evolutionary
and developmental topics covered in the rest of the text

The first of these new approaches is based on the work of
Northcutt, Baker, Noden, and others, on the organization of the
cranial nerves. While constituting a radical departure from the
established, traditional list of twelve cranial nerves with their
functional components, we feel that this new approach is a
marked improvement for two reasons: First, it takes into
account additional cranial nerves, both long known and newly
recognized ones, that are found in many vertebrates but are not
included in the “traditional twelve.” Second, it is based on
embryological development, including gene expression pat-
terns, and thus provides a coherent accounting of the seg-
mentation of the head itself and of its component parts,
including both the brain and other tissues (particularly the

neural crest, epithelial placodes, and paraxial mesoderm).
Chapter 9 on the embryology of the cranial nerves in relation
to head segmentation covers this newly developed approach
to cranial nerve organization and is crucial to understanding
the subsequent chapters on the cranial nerves themselves.

The second departure from tradition that we took in the
first edition and have retained here is the order in which
various groups of vertebrates are considered in the chapters on
the various regions of the nervous system. This approach is
based on the range of variation in brain structure within each
of the major groups of vertebrates. It is intended to overcome
the erroneous but culturally ingrained idea of a single, simple-
to-complex, linear series of evolutionary stages leading from
fish to frog to rat to cat to monkey to human, i.e., the myth of
a scala naturae. Chapter 4 specifically addresses this issue.

A great diversity in brain organization has been achieved
independently at least four separate times within four separate
radiations of vertebrates; our approach is designed to highlight
both the diversity itself and its multiple, independent devel-
opment. Thus, in a number of the chapters on brain regions
and systems, particularly in the midbrain and forebrain, we first
consider and compare those species within each radiation in
which the brain has relatively simple cellular organization, as
for example, lampreys, dogfish sharks, gars, and frogs. We then
consider and compare those species within each radiation in
which the brain has relatively complex cellular organization, as
for example, hagfishes, skates, teleost fishes, and amniotes
(mammals, reptiles, and birds). We hope to convince the reader
that the development of a more complex brain has been
accomplished not just once for the “ascent of man,” but multi-
ple times. Moreover, we will show that mammals (including
primates) do not always have the most sophisticated brain
systems.

In line with this point, other chapters, including “Evolu-
tion and Variation,” “Evolution and Adaptation of the Brain,
Behavior, and Intelligence,” and “Theories of Brain Evolution,”
seek to dispel further the myth of scala naturae and to deal
with the actual range of variation in line with the known facts
and processes involved. In this context, we hope that the
reader will come to understand that, whereas some vertebrates
have simpler brains than others, all living vertebrates are
equally successful in that they are alive and adapted to their
environments.

A third new approach taken for the first edition and main-
tained here concerns the evolution of two major parts of the
forebrain, the dorsal thalamus and the dorsal pallium, particu-
larly in amniote vertebrates. Two fundamentally different divi-
sions of the dorsal thalamus recently have been recognized in
all jawed vertebrates: one that predominantly receives direct,
lemniscal sensory and related inputs, called the lemnothala-
mus, and one that predominantly receives sensory inputs
relayed to it via the roof of the midbrain, called the collothala-
mus. These lemnothalamic and collothalamic divisions of the
dorsal thalamus have recently gained validation from differen-
tial patterns of gene expression during development. Corre-
spondingly, two major divisions of the pallium in amniote
vertebrates that receive their respective inputs predominantly
from the lemnothalamic and collothalamic divisions of the
dorsal thalamus have been recognized as well. The way in
which a number of the chapters on the forebrain have been
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organized and the material presented in them are based to
some extent on these new concepts of forebrain evolution.
Finally, new insights into the evolution of the brain, not just in
vertebrates but among some of the invertebrate chordates as
well, are presented in the last chapter of this book. Recent find-
ings on genetic patterning of central nervous system structure
and on the anatomy of the brain and head region in the
cephalochordate Branchiostoma, as well as anatomical evi-
dence from the recently found fossils of the chordate Haik-
ouella, allow for some of the features of the brain in the earliest
vertebrates to be identified. A new survey of brain evolution is
presented. For context, brain organization in some inverte-
brates is surveyed, particularly in terms of gene expression pat-
terns, which are strikingly similar to those in vertebrates. Then
vertebrate brain evolution is discussed, beginning with a few
but significant features that can be identified in the common
ancestors of cephalochordates and vertebrates, identifying

additional features that were present in the earliest vertebrates,
including two novel tissues of the head (neural crest and pla-
codes) and a number of cranial nerves associated with them,
and then tracing the separate evolutionary histories of the brain
in the major radiations of extant vertebrates.

For the second edition, a recently proposed model of the
transition to vertebrates that specifies the gain of paired eyes
and elaboration of the diencephalon and hindbrain before most
of the elaboration of neural crest and placodal tissues occurred
to produce the peripheral nervous system has been included.
This model was recently given strong support by newly dis-
covered fossil evidence from the chordate Haikouella. Also,
the striking similarities of patterning gene expression across all
bilaterally symmetrical animals studied, from mice to fruit flies,
and their implications for the evolution of rostrocaudally
and dorsoventrally organized central nervous systems are
discussed.
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Evolution and Variation

INTRODUCTION

One of the primary fascinations of the natural world is the
vast diversity of living organisms within it. Diversity of organ-
isms and their many body parts is a hallmark of biology. Bio-
logical diversity has been produced by the process of natural
selection, part of which is a reflection of changing climates,
geophysical phenomena, and habitats. The pressures of natural
selection act on spontaneous variations of the phenotypes that
occur within a population and are the result of mutational
changes within the genes.

For the study of biological diversity, we need to recognize
the natural groupings to which individual organisms belong.
A species is usually defined as a naturally interbreeding set
of individual organisms or set of populations of organisms.
The English words “species” and “special” derive from the
same Latin term specialis, and in fact each species is distin-
guished by its particular, special feature(s) that is/are unique to
it. The next level of phylogenetic classification is that of genus,
which is a set of species that are more closely related to
each other than to species outside the genus. Additional exam-
ples of levels are those of family, order, class, and phylum.
Also, various intermediate levels, such as subfamily, infraorder,
supraorder, and so on, are employed as appropriate. Even
within a species, various subspecies can be recognized. The
term taxon applies to any defined, natural group of organisms,
such as a species, order, or class. The term clade can also be
used to refer to such defined natural groups. The terms taxon
and clade are usually and best used to apply to monophyletic
groups, which are groups that include all of the descendants
of a specified common ancestor and no other members. In

practice, often only the extant (living) descendants are
addressed.

Our current understanding of biological diversity began
with the theory put forth by Charles Darwin (and independ-
ently by Alfred Russel Wallace) in 1858-1859. This theory states
that a process of evolution by natural selection has produced
the variation that is documented by the fossil record and
among extant species. The source of the variation upon which
natural selection acts was not identified until the science of
genetics was established by the pioneering work of Gregor
Mendel, who in 1865 formulated the principle of particulate
inheritance by the means of transmitted units or genes, and the
later work of Theodosius Dobzhansky and others in the first
half of the twentieth century.

Modern evolutionary theory embodies the work of Darwin
in the context of genetics, molecular biology, and other rele-
vant sciences. This interrelationship of disciplines was termed
an evolutionary synthesis by Julian Huxley in 1942; it refers
to the recognition that both gradual evolutionary changes
and larger evolutionary processes, such as speciation, are
explainable in terms of genetic mechanisms. Since that time,
a substantial body of work in genetics, systematic biol-
ogy, developmental biology, paleontology, and related fields
has yielded new and more complex insights on this sub-
ject. The title of a recent book by Niles Eldredge (1985), Un-
finisbed Syntbesis, reflects the continuing debate within the
field.

Until Darwin’s publication of his views, most Western sci-
entists believed that most or all species of wild animals living
at that time had been unchanged since their creation by a deity.
Darwin’s idea that living creatures had evolved over long
periods of time was accepted fairly readily. Some resisted the
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idea of humans being animals in continuity with nature, that
is, that humans are related to any other animals, such as apes
and monkeys. That evolution is a directionless process employ-
ing natural selection is a concept that has been accepted by
some but resisted with vigor by others, even today.

The idea that evolution is progressive in the sense that
progress or continuous improvement occurs over time is
seductive and comforting. It is seductive in its appeal to the
egocentricity of our species and comforting as a source of
moral principles. The Aristotelian concept of a scala naturae
that living animals can be arranged in a continuous, hierarchi-
cal, ladderlike progression with humans at the pinnacle
embodies this appeal, as does the Judeo-Christian tradition of
creation that culminates with the human species. Julian Huxley
promoted the idea that, although evolution was without
purpose, it was progressive. He believed that ethical principles
and the meaning of human existence could be derived from
the position of humans at its pinnacle.

The scala naturae concept of progressively ascending
scales of life forms, such as the fish-frog-reptile-rat-cat-
monkey-human sequence, is seen as intuitively correct. The
pervasive flaw in all such rankings is that they are made from an
anthropocentric point of view. The anthropocentric scale,
however, is of no greater scientific value in an evolutionary
context than one based, for example, on our assessment of
the animals’ beauty. The appeal of the idea of progress over
evolution is based on the fact that progress itself, like beauty,
is a human concept and value; it is not, however, a biological
principle.

Inherent in the notion of a scale of nature is the idea that
each animal has a natural rank on this scale. The more
“advanced” animals (humans and the ones seemingly closest to
humans) occupy ranks high on the scale, and those that seem
to bear less resemblance to humans are relegated to the lower
ranks. Thus, we have come to refer to some animals as “the
higher vertebrates” and others as “the lower vertebrates,” or “the
submammalian vertebrates” Unfortunately, terms like “higher,”
“lower,” and “submammalian” represent only homocentric
value judgments; they are thus inappropriate ways of com-
paring animals and have no place in the vocabulary of evolu-
tionary biology. Many extant species of vertebrates are only
distantly related to humans and resemble them very little;
nevertheless, these animals are just as successful and well
adapted to their environments as humans and their closest
relatives are to their own environments. The simple fact that
animals are different does not confer any rank to them relative
to each other.

Many humans consider the human species as “special,” dif-
ferent in some way and standing apart from all other species.
As noted above, the word “special” and “species” are derived
from the same Latin term, so in that sense, all species are
special. Thus, to the extent that we are a species, we are special
by definition. The perspective of William S. Gilbert and Sir
Arthur Sullivan, in their operetta The Pirates of Penzance, is rel-
evant here: “If everybody’s somebody, then no one’s anybody.”
Scala naturae thinking that views any one species as superior
to all others is in fact one of the greatest impediments to under-
standing the biological world and to appreciating the place of
our own species within it. Evolution does not create superior
and inferior taxa; it simply creates diversity.

DIVERSITY OVER TIME

Biological diversity is a result of natural selection acting
on random variations within populations of organisms. The
degree of biological diversity has increased over time in some
ways. For example, twice as many species of marine animals
(invertebrate and vertebrate) exist today as existed in the Pale-
ozoic era. In other ways, however, biological diversity has dra-
matically decreased over time. In the Paleozoic era, the number
of groups of higher taxonomic rank (more inclusive categories)
was far greater than the number that exists today. Diversity in
the range of basic body plans has decreased, whereas the diver-
sity of species having any of the few, extant, basic body plans
has increased. The greater number of extant species is grouped
within the fewer number of higher categories.

One explanation for this more complex pattern of evolu-
tionary change focuses on processes that tend to eliminate
extremes in variation, such as competition under conditions of
natural selection. Animals with the more successful body plans
would ultimately survive, and the number of higher categories
thus decreases over time. A second explanation involves the
random process of extinction. To consider this possibility, we
need to examine evolutionary history in terms of the extreme
physical forces that shape it.

Extinctions of varying degree repeatedly occur and pro-
foundly affect biological evolution. Some extinctions are of
modest degree and limited extent, happening to isolated pop-
ulations due to normal environmental fluctuations or acciden-
tal factors. Species most resistant to environmental fluctuations
tend to be those with individuals that have larger bodies, longer
lives, and a greater degree of social interaction related to breed-
ing behaviors. Other extinctions are of greater consequence
and related to habitat fragmentation caused by such factors
as tectonic shifts, temperature changes, alteration in rainfall
patterns, and changes in oceanic level. When habitat fragmen-
tation occurs, species more resistant to extinction are those
that are herbivorous versus carnivorous and, among carnivores,
of smaller body size. Those species with more strictly defined
habitat requirements—habitat specialists—are more prone
to extinction than species that are habitat generalists.
Species with populations of smaller size or lesser density are
likewise more prone to extinction than those of greater size
and/or density.

Of the greatest consequence are mass extinctions of hun-
dreds or thousands of species, such as those that occurred at
the end of the Permian and the Cretaceous periods. Not only
are mass extinctions dramatic and of momentous impact on
biological flora and fauna, but they appear to occur with a
regular periodicity. Mass extinctions have recurred on a cycle
of about 26 million years for at least the last 225 million years.
The Cretaceous extinction occurred 65 million years ago. To
account for a cycle on such a long time scale, extraterrestrial
causes, such as asteroid or comet impacts, have been consid-
ered, and evidence from the distribution of iridium, a relatively
rare element of extraterrestrial (meteoritic) origin, in the
earth’s surface supports this possibility. A recurring disturbance
of the Oort cloud—the cloud of comets that circle the sun—
could release comets that could then impact the earth with cat-
astrophic results.
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In mass extinctions, some species and groups of species
have better chances of survival than others. Categories of taxa
that have a greater number of species (species-rich clades)
tend to be composed of habitat specialist species, species that
have become specialized for survival in a particular habitat,
which are thus more susceptible to extinction if the habitat
changes suddenly. In contrast, the habitat generalist species
tend to be in taxonomic categories with a fewer number of
species (species-poor clades), have wider geographic ranges,
and can more readily shift habitats if conditions change.

In normal times, species-rich clades undergo a net increase
in species number, offsetting losses due to limited environ-
mental fluctuations, accidents, and habitat fragmentation. This
speciation has a pattern of punctuated equilibrium—rapid
change followed by a longer period of little or no change, as
discussed below. Species-poor clades, on the other hand, have
a lower rate of speciation but are more resistant to environ-
mental and habitat assaults. This balance permits both types of
clades to flourish in the intervals between mass extinctions. In
mass extinctions, the species-rich clades are more vulnerable,
and thus over time, fewer higher categories survive. More
species arise in at least some of the remaining higher categories
due to new waves of speciation following each period of mass
extinction. Biological evolution is thus the net result of multi-
ple independent processes.

EVOLUTIONARY MECHANISMS

Evolution can be defined simply as a change over time. In
biological systems, random genetic variation occurring within
a population allows for phenotype variation, which natural
selection can then act upon. Darwin recognized that evolution
occurs as a consequence of two separate processes. The first
process, which we know today to encompass mutations and
genetic recombinations as well as other factors, is a random
process that produces variability. The second process, natural
selection, is not random but rather opportunistic, and it acts
on this variability. Natural selection acts on populations, affect-
ing the frequency of particular genes within the population,
rather than on individuals.

Genetic Factors

Mutations and changes in the frequency of certain gene
alleles, that is, alternate forms of the gene (dominant vs. reces-
sive), account for diversity within an interbreeding population.
The individual members of the population are similar but not
identical. Because a gene may exist in a large variety of allelic
forms but an individual animal has only one pair of alleles for
each gene, any given individual possesses only a small fraction
of the total genetic variation that is stored in the population as
a whole.

The relative frequencies of alternative alleles and geno-
types reach equilibrium and then tend to remain constant in a
large, randomly mating population. Despite this tendency,
changes in the frequencies of different alleles do occur over
succeeding generations. In addition to mutations, factors that
affect the frequency of alleles in a species include genetic
recombination, gene flow, and isolating mechanisms.

Gene recombination assembles an existing array of allelic
forms of different genes into a variety of combinations. This
does not increase the frequencies of these alleles but does
increase variability. While mutation is the ultimate source of
genetic variation, recombination generates numerous geno-
typic differences among individuals in a population. Conse-
quently, recombination provides a large number of the
variations acted upon by natural selection.

Gene flow is a change in the frequency of particular alleles
caused by individuals of the same species migrating into and
interbreeding within a given population. Gene flow is essential
to maintaining various populations as members of a single
species, since the most important aspect of the definition of a
species is that it consists of a set of populations that actually
or potentially interbreed in nature. Gene flow is responsible for
genetic cohesion among the various populations that form the
species. This process is a stabilizing influence on genetic vari-
ation and is responsible for the relatively slow rate of evolution
that occurs in common, widespread species.

Biological mechanisms that isolate one population from
another reproductively are in direct contrast to gene flow and
define the limit of the species. Geographic isolation, such as
islands separated from each other by the ocean or a peninsula
being isolated as an island due to a rise in the level of the ocean,
can result in changes in gene frequencies between the two
populations. A small number of individuals that becomes iso-
lated from the rest of the population will not necessarily have
the same alleles in the same frequency distribution as the
whole original population, resulting in a shift in allelic fre-
quencies in the isolated population. Examples of such isolated
populations are various species of birds on various islands in
the Galapagos, Hawaiian, and other similar island groups. If the
geographic isolation eventually ceases, reproductive isolation
may nevertheless be maintained by newly established mechan-
ical incompatibilities of the male and female or by behavioral
isolation caused by differences in mating ritual or species
recognition cues that exclude some formerly potential mates.

Natural Selection

Natural selection acts on the variability and establishes
certain variant types in new frequencies within a given popu-
lation. Natural selection is the increase in frequency of partic-
ular alleles as a result of those alleles enhancing the
population’s ability to survive and produce offspring. The
fitness of a variant is a measure of how strongly the variant
will be selected for, that is, how adaptive it is. Thus, a novel
variant that enables a population to capitalize on a vacant niche
may rapidly establish itself. Alternatively, selective pressures
that are too strong, such as a relatively sudden decrease in
ambient temperatures during an ice age, may result in extinc-
tion of populations. In such a case, the variability within the
population is simply not extensive enough to fortuitously have
the number of variants that would allow for selection of adap-
tations to the cold.

If a mutant allele appears infrequently in a large popula-
tion, the initial frequency of the allele will be low and will tend
to remain low. If a mutant allele appears in a single individual
and has no selective advantage or disadvantage, it can by
chance alone readily become extinct. On the other hand, if it
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even slightly enhances the ability of its bearer to live and
reproduce, it will increase in frequency. Selection is the most
important means by which allele frequencies are changed.
Natural selection can be considered to consist of the differen-
tial, nonrandom reproduction of particular alleles. As alleles are
parts of whole genotypes, selection can also be thought of as
the differential and nonrandom reproduction of particular
genotypes.

Darwin considered natural selection to mean differential
mortality. Contemporary evolutionists look upon it as differen-
tial reproduction. Although natural selection does frequently
take the form of differential mortality, other strategies occur as
well, such as increasing the number of offspring produced or
improving the chance of successful mating by increasing
efficiency in getting food or evading predators. Differential
mortality can be regarded as one form of differential repro-
duction, if, for example, some animals do not survive long
enough to reproduce.

Gene alleles most often have multiple effects, that is, they
are pleiotropic. Some of the characteristics determined by an
allele may be advantageous to the individual, while others may
be disadvantageous. An individual carrying an allele (A) might
have a selective advantage over another individual carrying its
matching allele (A”), but might be inferior to the phenotype of
the second individual in some other character produced by
allele A. If individuals carrying the allele A have a net superi-
ority over individuals carrying the allele A’, then allele A will
increase in frequency despite its deleterious side effects.

The discussion thus far has been primarily concerned with
selection of single alleles, but the same principles can be
extended to encompass combinations of two or more genes.
Many adaptations are based not on single genes but on multi-
ple genes or gene combinations and the resultant phenotype
on which selection acts. Populations of organisms exist in a
particular environment to which they must be fitted or adapted
in order to live and reproduce successfully. If the environment
remains stable and the population is highly adapted, selection
operates primarily to eliminate peripheral variants and off-
types that arise by mutation or recombination. If a change
occurs in the environment, one or more of the peripheral vari-
ants may be better adapted to the new conditions than those
with the more normal genotype. Selection now takes a differ-
ent form, favoring the formerly peripheral variants and elimi-
nating some of the standard genotypes.

Since natural selection acts on a population rather than
any individual, traits such as “altruism” can be selected for. For
example, in many species, an individual animal may do work
or even sacrifice itself in the service of offspring that are related
but not its own. By so doing, the animal is protecting the genes
that it has in common with those offspring. Thus, rather than
being truly altruistic, such acts are actually self-serving in that
they are a mechanism to protect at least some genes that are
the same as the animal’s. The genetic basis for the potential to
act in support and defense of related offspring is thus likely to
be retained in the population.

Darwin believed that the course of evolution resulted pri-
marily from natural selection acting on variations within pop-
ulations. In his view, this process produced gradual changes
that could, over long periods, account for all the organic diver-
sity that we observe today. The modern synthesis has incorpo-

rated the new knowledge of mechanisms provided by genet-
ics, including that from the recent advances in molecular
biology. Nevertheless, emphasis is still placed on the role of
natural selection acting at the level of the population, as
advanced by Darwin. The term microevolution refers to such
divergences of populations within a given species, resulting in
races or breeds. Microevolution involves the gradual accumu-
lation of small changes over time, the way Darwin envisioned
the evolutionary process. Another type of gradual evolutionary
change is phyletic evolution (also called anagenesis). In
phyletic evolution, a single lineage, without branching into
divergent lineages, undergoes change over time. The ancestral
and descendant portions of the lineage can become sufficiently
different that they are recognized as different species.

In 1972, Niles Eldredge and Stephen Jay Gould, after exam-
ining evidence from the fossil record of marine invertebrates,
pointed out that in this group at least, few examples exist of
species that undergo significant change gradually through time.
In most cases, a particular morphology is retained for millions
of years and then changes abruptly over a short period of time.
Eldredge and Gould used the term punctuated equilibrium
to describe this pattern. Punctuated equilibrium is similar to
the concept of saltatory evolution, the sudden origin of new
taxa by abrupt evolutionary change, held by some of the nine-
teenth century biologists. The process by which new taxa are
formed, from the specials level on up through the higher taxic
categories, is called macroevolution. The formation of new
species can also be referred to as speciation or cladogene-
sis. The term speciation is used to describe a process in which
a single species gives rise to a branch that becomes established
as a new, sister species or splits into two new lineages that both
become new species, that is, are reproductively isolated from
each other.

Darwin and a number of other biologists thought that the
microevolutionary process of gradual morphological change
brought about by the accumulation of genetic mutations could
also explain the origin of the so-called higher taxonomic cate-
gories of species, families, orders, and classes. However, the
morphological differences between various orders and fami-
lies, and even those that distinguish individual species within
a genus, can be considerable. After all, morphological differ-
ences are the major basis for defining these various higher cat-
egories. The new synthesis of evolution and developmental
biology that is now underway reemphasizes macroevolution-
ary events and their crucial significance for evolutionary diver-
gences and the formation of new taxa. Changes in the
developmental process—such as heterochrony, a change in
the relative timing of potentially related developmental events,
and allometric alterations, a change in the proportional growth
of a structure and/or its elements—can have dramatic effects
on the phenotype. Such changes in the developmental process
intervene between genotype and adult phenotype and can
produce the types of substantial and rapid morphological
changes that typify saltatory evolutionary events. As discussed
in Box 1-1, these kinds of changes involve developmental
fields, also called morphogenetic fields, embryonic fields,
or anlagen (singular: anlage), which are the fundamental
evolutionary units of macroevolutionary change. Darwin
himself recognized the crucial interrelationship of embryology
and evolution.



EVOLUTIONARY MECHANISMS 7

BOX I-1. Morphogenetic Fields and the New “Evo-Devo” Synthesis

Over the past decade, it has become compellingly clear
that development and evolution interact with each other,
and the new synthesis occurring in biology is based on
this premise. The new amalgamation of these fields of study
has been dubbed “Evo-Devo” for short. Natural selection
acts on the phenotype of the developing embryo just as it
acts on the adult. The translation from the genes to the adult
phenotype depends on the proper expression of the genetic
instructions. Expression of various patterning genes results
in expression of other genes, which in turn affect and
recruit additional genes and so on, through a precisely cho-
reographed developmental process, affecting developmen-
tal events. For example, the length of cell proliferation
periods determines the number of daughter cells that form
a structure and thus its volume. Whether cells of a particu-
lar set migrate to another location or remain piled up in the
immediate vicinity of where they were proliferated deter-
mines the location of the structure. If the cells migrate, the
order in which they do so determines their relative arrange-
ment within the structure. All such events must occur at the
proper time and to the proper degree to produce the genet-
ically programmed phenotype. Changes in the expression
levels of the patterning genes can have dramatic affects on
the phenotypic outcome. Many changes can be deleterious
and result in the death of the embryo, either during devel-
opment or at shortly after birth. Some changes, however,
can cause a substantial change in the phenotype without
being lethal. Such changes, if they produce an alternate phe-
notype that is advantageous in terms of selective pressures,
will be selected for. Major evolutionary divergences as well
as lesser ones within smaller taxic groups may arise from
these mechanisms.

In 1996, Scott Gilbert, John Opitz, and Rudolf Raff pub-
lished a review of the new perspective that has emerged on
the interplay between developmental biology and evolution.
Views of homology (discussed below) and of evolutionary
mechanisms are now being reevaluated, and the full biolog-
ical continuum of genes-embryological development-adult
phenotype is being reconciled with evolutionary mecha-
nisms. The key to this new synthesis is the morphogenetic
field. Gilbert et al. define morphogenetic fields as “discrete

units of embryological development . .. produced by the
interactions of genes and gene products within specific
bounded domains.”The fields are “modular entities [that] are
genetically specified, have autonomous attributes and hier-
archical organization, and can change with regard to loca-
tion, time, and interactions with other modules.” Essentially,
morphogenetic fields are the building blocks of develop-
ment, and they interact in highly complex ways.

The expression parameters of the key patterning genes
affect the morphogenetic fields and determine the variabil-
ity of their products. Altering the timing of the formation of
a morphogenetic field (called heterochrony) or altering
other attributes of the field can affect other fields or
whether the field in question is able to produce its adult
phenotypic structure(s). Limb buds, for example, give rise
to limbs in most vertebrates. However, in snakes, the limb
buds do not produce limbs. Alteration of the properties of
the limb buds results in this alteration of the normal tetra-
pod pattern. Thus, “the morphogenetic field (and not the
genes or the cells) is seen as a major unit of ontogeny whose
changes bring about changes in evolution.”

As Gilbert et al. discuss, morphogenetic fields had been
a major focus of biology in the first half of the 20th century,
but interest in them was eclipsed by the synthesis of genetic
and evolutionary theory. The significance of morphogenetic
fields has now come to be appreciated once again. Changes
in them can account for saltatory, macroevolutionary events.
Thus, both gradual, microevolutionary changes and the
rapid, macroevolutionary changes observed in the fossil
record now can be accounted for with satisfactory biological
explanations.
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Evolution of the Vertebrate Central
Nervous System

Extant vertebrates currently comprise diverse groups,
each with diverse and numerous species. Nevertheless, in the
subsequent chapters of this book, we will encounter many fea-
tures of the central nervous system of vertebrates that are
remarkably constant from one group to another. We will also
encounter many that vary considerably. The features that are
constant as well as those that are diverse have resulted from
the pressures of natural selection, themselves derived from cli-
matic and geophysical factors, acting on the randomly derived

variation in the frequency of gene alleles in interbreeding
populations. Patterning genes in turn affect the morphogenetic
fields, which, as discussed in Box 1-1, are the basic units of
development.

Variation in the structure of the central nervous system of
vertebrates has resulted from changes in the developmental
program over evolution. The most salient and defining differ-
ences in brain structure and organization have resulted from
alterations in the behavior of various morphogenetic fields—
relatively simple changes in the length of the cell proliferation
periods and the migration patterns of the neuronal precursors
underlie the basic and substantial differences in organization
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between mammalian brains and those of birds and reptiles, for
example. Other alterations can result in the production of new
cell types. Major differences within each of the major verte-
brate groups as to how elaborate the brains of different taxa
are also depend on proliferation and migration behaviors of
various morphogenetic fields.

In a sense, the morphogenetic field is the nub of the
answer to the riddle of brain evolution: complexity is most
often derived from simplicity, that is, great diversity and great
complexity have arisen because they both are merely the result
of a few, simple random mutational events that affect the behav-
ior of particular morphogenetic fields, the phenotypes of
which have been favored highly by natural selection. Com-
parative neuroscience addresses the questions of how brains
can change as new species evolve and how much a given part
of the brain can change over evolution. To assess the variation,
we first need to be able to recognize the same structures in dif-
ferent brains and then to compare their similarities and differ-
ences. Defining what is meant by the word “same” in this
context has been an important keystone of comparative neu-
roanatomical analysis.

SAMENESS AND ITS BIOLOGICAL
SIGNIFICANCE

Analogy

Most of this section will focus on phyletic continuity of
structures across taxa and/or on the phyletic continuity of the
genes and/or morphogenetic fields that produce them. The
concept of analogy is different in that it addresses similarity
of function, irrespective of phyletic relationships or continu-
ity. Structures with quite different morphology, phyletic origin,
and embryological origin can have quite similar functions. In
other words, structures can be analogous if they serve the same
function, whether they are the same or different in terms of
phyletic inheritance from a common ancestor. As we will
discuss below, the wing of a bird and the wing of a bat are
homoplastic (independently evolved) as wings, but they are
both historically homologous (inherited from a common ances-
tor) as forelimb derivatives and analogous as both wings and
forelimb derivatives. They share the same function of flying. An
elephant’s trunk and a raccoon’s hand have nothing in common
phyletically or embryologically, yet they are analogous as
organs for manipulating objects in the external environment.
As we also will discuss for cases of both homology and homo-
plasy, the analogy must be specified to make sense. The wings
are analogous as both wings and forelimb derivatives because
they are used in the same way at both these levels. They are
not analogous as feathered appendages, since bat wings have
membranous surfaces rather than feathers.

Historical Homology

The concept of “same” is expressed in biology by the term
homology. This term was first introduced by the influential
British anatomist Richard Owen in 1843. Owen defined homo-
logue (i.e., homologous structures) as “the same organ in
different animals under every variety of form and function.”

Owen’s definition preceded Darwin’s theory of evolution, and
modern concepts of homology have been affected by the rev-
olutions in evolutionary biology and genetics that subsequently
occurred.

Leigh Van Valen defined homology as “correspondence
caused by continuity of information,” a definition that has been
as criticized for its vagueness as it has been praised for its flex-
ibility and utility. Another definition, proposed by George
Gaylord Simpson, states that “homology is resemblance due to
inheritance from common ancestry” These definitions both
refer to similarity— “resemblance” or “correspondence”—but
some structures that are present in related groups of animals
and that have been inherited from a common ancestor may lack
any vestige of resemblance. For example, the middle ear bones
of mammals (the malleus and the incus) are very unlike the
articular and quadrate jaw bones of other tetrapods and from
which they are ancestrally derived. Only the data provided by
the fossil record allow us to recognize the common derivation
of these structures.

Other definitions of homology stress phyletic continu-
ity. Edward Wiley proposed that “A character of two or more
taxa is homologous if this character is found in the common
ancestor of these taxa, or, two characters (or a linear sequence
of characters) are homologous if one is directly (or sequen-
tially) derived from the other(s).” In this usage, the concept of
homology is rooted in phylogeny. This usage can be referred to
as phyletic homology or historical homology. Inheritance
of the character from a common ancestor with consistent
expression of the character through the various descendant lin-
eages and across all or most members of the lineage is required
to meet the definition. However, as new information accumu-
lates and an improved understanding of the relationship of
genes and developmental processes to evolutionary change is
achieved, the concept of homology is changing. The newer
concepts will be considered below.

A similar definition for historical homology was proposed
by Michael Ghiselin: “Structures and other entities are homolo-
gous when it is true that they could, in principle, be traced back
through a genealogical series to a (stipulated) common ancestral
precursor.”’The required stipulation is the basis of the homology.
Without the stipulation, that is, specification, of the homology,
any statement of homology is incomplete. Consider, for
example, the following two statements, both of which are true:

e The wing of a bird is homologous to the wing of a bat.

* The wing of a bird is not homologous to the wing of a bat.

These two statements, although both true, are both incom-
plete and hence are seemingly in conflict. The wing of a bird
is homologous to the wing of a bat as a derivative of the fore-
limb. The common ancestors of birds and bats possessed fore-
limbs of a similar basic construction, from which the wings are
derived in both cases. The wing of a bird, however, is not
homologous to the wing of a bat as a wing, since the forelimbs
of the common amniote ancestors of birds and bats did not
have the form of wings. Saying that A is homologous to B is as
incomplete a statement as saying that “Harriet is more than
Jane.” More what? More intelligent? More athletic? More sophis-
ticated? In statements of homology, unless the specification is
obvious and unmistakable, the specific characteristic being
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compared must be included in the statement for the statement
to be meaningful.

Several different types of historically homologous relation-
ships can be recognized. Hobart Smith gave clear and concise
definitions of them in his 1967 paper on biological similarities.
The most common type might be called a discrete homology,
defined as “common ancestry of structures which can be com-
pared individually. . . ” Alternate terms for discrete homology
are strict homology or one-to-one homology. The wing of a
bird being homologous to the wing of a bat as a forelimb deriv-
ative is an example of a discrete homology, in that a discrete
structure in each of two or more taxa is being compared.
Additional types of homology, as specified by Smith, are also
applicable to neuroanatomical studies. A serial or iterative
homology (also called homonomy) involves structures that are
derived from the same ontogenetic division of two or more seg-
ments in a single individual organism, such as the wing of a bird
and the leg of the same individual bird, as serially derived tetra-
pod limbs. Vertebrate ribs, vertebrae, and spinal cord segments
are additional examples of serial homology. Also involving devel-
opment is the concept of field homology, which applies to
structures that are derived from the same ontogenetic source,
i.e., the same morphogenetic field (see Box 1-1), across taxa. An
example of a field homology is the five digits of a human hand
being homologous as a set of derivatives of a common mor-
phogenetic field to the set of the lesser number of distal fore-
limb divisions in a variety of other mammals. The topic of field
homology is discussed further in Box 1-2.

Since the features of any given structure may be altered in
different lineages, fossil evidence has played a significant role
in identifying homologous parts of the musculoskeletal system
among vertebrates. The brain does not fossilize, however, so
other criteria for proposing hypotheses of historical homology
are needed for neuroanatomical work. These criteria are based
on the degree of similarity and were proposed by Simpson
in 1961. They include the minuteness of the resemblance
and the multiplicity of the similarities. In neuroanatomical
studies, the features that can be compared for a given group of
neurons in two different extant taxa include:

¢ Topological similarity.
¢ Topographical similarity.
¢ Similarity of axonal connections.

» Similarity in their relationships to some consistent feature
of the two species.

» Similarity of embryological derivation.

e Similarity in the morphological features of individual
neurons that form the group.

» Similarity in the neurochemical attributes of the neurons.

¢ Similarity in the physiological properties of the neurons.

¢ Similarity in the behavioral outcomes of neuronal activity.

Not all of these criteria can be met in every case. Some
would argue strongly against including the last two criteria,
noting that comparisons should be structural only and never
functional. Nevertheless, the more of these criteria that can be
satisfied, the stronger the support for an hypothesis of histori-
cal homology, that is, phyletic continuity. In those cases in
which structures that are homologous also meet most or all of

the above criteria for similarity, the term homogeny, or its
adjective homogenous, can be applied, although these terms
are rarely encountered in the literature.

Homoplasy

Homoplasy is the opposite of historical homology. The
term is used to refer to structural similarity without phyletic
continuity, and its adjective is homoplastic. Structural simi-
larity can occur in divergent lineages as a result of similar adap-
tive responses to similar environmental pressures rather than
as an inheritance from ancestors. The wing of a bird and the
wing of a bat are not homologous as wings; they are homo-
plastic as wings. Note again that the relationship must be
specified to make sense. Structural similarity without phyletic
continuity can also result from changes in the expression of
particular patterning genes, with alterations in the fate and
behavior of morphogenetic fields.

Three different types of homoplasy are recognized: con-
vergence, parallelism, and reversals. Convergence refers to
the process of similar responses to similar adaptive pressures,
but the responses are based on entirely different genes and
morphogenetic processes. Convergence has been defined by
Wiley as “the development of similar characters from different
preexisting characters.” Convergence usually occurs in remotely
related animals, and the degree of similarity and the minute-
ness of the resemblance are limited and generally superficial.

Parallelism, in contrast, usually occurs in closely related
taxa, and the degree of similarity and minuteness of the resem-
blance tend to be extensive. Wiley defined parallelism as “the
independent development of similar characters from the same
plesiomorphic [i.e., ancestral] character” In other words, the
descendant character is not present in the common ancestor of
two taxa, but each of the descendant taxa develops the descen-
dant character after the time of their evolutionary divergence.
One implication of parallelism is that the genetic and/or mor-
phogenetic material that produces the structures in the different
taxa is the same, i.e., inherited from a common ancestor with
phyletic continuity. In both homology and parallelism, similar
structures are present in closely related animals with similar
survival problems that have adapted in similar ways.
Historical homology differs from parallelism only in the consis-
tency with which the structure is phenotypically expressed
along the phyletic lineage or across the phylogeny of extant taxa.

When such instances of similar structures being present
in closely related species occur, distinguishing between paral-
lelism and historical homology can sometimes be difficult. In
these circumstances, assuming historical homology is regarded
as the preferable tactic. The German scientist Willi Hennig cod-
ified this method in his auxiliary principle: “Never assume
convergent or parallel evolution; always assume homology in
the absence of contrary evidence.” As we will discuss below,
this method is based on the idea that it is simpler for a common
ancestor to acquire a given structure once than for each of
two descendent groups to acquire it independently. Also, the
biological basis for the structure is the same for historical
homology and parallelism. For understanding evolutionary
processes, identifying shared genetic and morphogenetic bases
of structure is more important than distinguishing between
historical homology and parallelism. Tables 1-1 and 1-2 offer
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BOX 1-2. Field Homology

Field homology involves structures that are embry-
ologically derived from the same developmental field. In a
1967 paper, Hobart Smith defined it as “derivation of struc-
tures, however similar or dissimilar, from a common anlage,
or in other words, from the same ontogenetic source of the
same or different segments, of any two or more compared
individuals or groups of individuals.” Interestingly, Smith rec-
ognized the seminal importance of embryology for the
concept of homology; he defined homology itself as “com-
monness in phylogenetic or embryonic origin of two or
more specific compared structures, irrespective of similar-
ity of structure or function [our italics].”

The concept of field homology rests on the concept of
the developmental, or morphogenetic, field itself (see Box
1-1). With the new, “evo-devo” synthesis and the rediscov-
ered appreciation of the morphogenetic field, the legitimacy
of the field homology concept has been accepted by a
number of comparative neurobiologists. For a field homol-
ogy to be valid, it is required that the morphogenetic fields
themselves be homologous, either historically or as defined
by evo-devo perspectives (as discussed below).

It is important to note that the field homology concept
is generally used to compare a set of derivatives in the adult
phenotype in one taxon with the corresponding set of
derivatives in the adult phenotype of another taxon. It is not
appropriate to make “diagonal” comparisons of noncorre-
sponding developmental stages in two different taxa. In
other words, the comparison should be “horizontal,” as
across the rungs of a ladder, with the side rails representing
time and each rung connecting comparable developmental
stages. That is to say, homologous morphogenetic fields
need to be compared at similar stages of their development
rather than comparing an early field in one taxon to a later
and more differentiated field in another taxon. Glenn North-
cutt has argued against the use of the morphogenetic field
homology concept, partly on the basis of improper “diago-
nal” comparisons, and this point is a crucial one, since one
must try to distinguish between homologous field deriva-
tives and the appearance of a truly new structure—an evo-
lutionary innovation.

In Figure 1, Northcutt’s diagram is shown in A, which
shows three taxa descended from a common ancestor. This
common descent applies to the examples shown in B and
C as well. In A, two structures, E, and E,, have developed in
Taxon 3 as derivatives of an additional developmental stage
that has no homologue in Taxa 1 and 2, i.e., the E morpho-
genetic field that produces E, and E, is not homologous to
the D field of Taxa 1 and 2. The field homology concept, as
currently applied by others, would also invalidate this com-
parison. It would require that a homologous morphogenetic
field E be identified in Taxa 1 and 2 for the comparison of
derivatives to be valid, as shown in the example in B. In
both A and B, it is implied that E developed from D, but
another possibility, that of evolutionary innovation, must
also be considered, as shown in the example in C. In this

A Taxon1 Taxon2  Taxon3
E4E,
D D D
C C C
B B B
A A A

A

B E E E4E,
D D D
C C C
B B B
A A A
C
D D D *
Cc Cc C
B B B
A A A
FIGURE |. Examples of successive stages in the development

of a morphogenetic field in three taxa. (A) after Northcutt (1999)
showing noncomparability of E; and E, in Taxon 3 to D in Taxa |
and 2. (B) correct field homology hypothesis of E; and E; in Taxon
3 to EinTaxa | and 2. (C) evolutionary innovation, indicated by *
in Taxon 3, which is not derived from D and must be excluded
from comparison with the derivatives of D among all three taxa.

situation, an entirely new, autonomous morphogenetic
field, indicated by the asterisk, enters the picture in Taxon
3, which is independent of the temporal series of develop-
ment of the field A-B-C-D-(E) inTaxa 1 and 2. Such a scenario
is illustrated by distal limb development in tetrapods (Taxon
3 in this example), as Giinter Wagner and Chi-hua Chiu have
discussed. This diagram oversimplifies the actual history of
tetrapod limb evolution (see Chapter 7), but the point to be
made here is that a new component, produced by a new
morphogenetic field, cannot be included in the set of deriv-
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BOX 1-2. Field Homology—contd

atives of another field, D, and then compared to the deriv-
atives of D in another taxon. In other words, one must
be precise in determining the derivatives of any given
morphogenetic field for a hypothesis of field homology
to be valid. This point is of particular importance for illu-
minating the evolution of various parts of the brain across
vertebrates.

It should also be noted that, although development
from a common morphogenetic field is an important
criterion for recognizing homology, it is not absolute.
Other criteria must also be weighed. While most historical
homologues arise from historically homologous morpho-
genetic fields, some arise from nonhomologous fields.
Such exceptions are few but do occur. The lens of
the eye, for example, can be derived from different
sources.
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TABLE |-1. Comparisons With a Human Hand

Basis of the Hand of a Hand of a Forepaw of a Rat| Wing of a Bat | Wing of a Bird | Wing of a Moth
Relationship Monkey Raccoon
Historically Yes—their No—their No—their No—their No—their No—an insect
homologous common common common common common wing is not
as a hand? ancestor ancestor had ancestor had ancestor had ancestor had related to a
had hands forepaws, not forepaws, not forepaws, not forepaws, not hand
hands hands hands hands
Homoplastic as | No—they are Yes—it looks Yes—in some No—it does not | No—it does not | No—it does not
a hand? historically roughly like a respects but not resemble a resemble a resemble a
homologous human hand to the same human hand human hand human hand
degree as in the
case of the
raccoon
Historically Yes Yes Yes Yes No—bird wings | No—an insect
homologous are forelimbs, wing is not
as a forepaw? not forepaws related to a
forepaw
Homoplastic as | No—they are No—they are No—they are No—they are No—bird wings | No—an insect
a forepaw? historically historically historically historically are forelimbs, wing does not
homologous homologous homologous as homologous not forepaws resemble a
as forepaws as forepaws forepaws as forepaws forepaw
Analogous? Yes—used for Yes—used for Yes—used for No—used for No—used for No—used for
manipulation manipulation manipulation flight, not flight, not flight, not
manipulation manipulation manipulation

some opportunities to see whether you understand the
differences between historical homology, homoplasy, and

analogy. They also point out the importance of specifying the

relationship.

Reversals are instances of a character appearing, sub-
sequently disappearing, and still later reappearing along the
descendants in one lineage. Since the character is not consis-
tently expressed in the phenotype, it cannot be considered to
be historically homologous. Because most and perhaps all cases
of reversal are based on expression of the same underlying
gene and/or morphogenetic field and processes, inherited

Biological Homology

down the lineage from the common ancestor, they are closely
related to parallelism.

A number of other approaches to homology have been
taken by various scientists. The historical homology concept
does not satisfy some situations, due to its failure to recognize
the importance of genetic and morphogenetic continuity as the
bases for sameness. Its insistence on consistent phenotypic
expression of a particular character in all or most members
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TABLE 1-2. Comparisons With an Eagle’s Wing

Basis of the Relationship

Wing of a Sparrow

Wing of a Crow

Wing of a Bat

Wing of a Moth

Historically homologous as
a wing?

Yes—their common
ancestor had wings

Yes—their common
ancestor had wings

No—their common
ancestor did not
have wings

No—their common
ancestor did not
have wings

Homoplastic as a wing?

No—they are

No—they are

No—it does not

No—it does not

historically historically resemble a bird resemble a bird
homologous homologous wing wing
Historically homologous as Yes Yes Yes No—an insect wing
a forelimb derivative? is not related to a
forelimb
Homoplastic as a forelimb No—they are No—they are No—it does not No—an insect wing
derivative? historically historically resemble a bird does not resemble
homologous homologous wing a forelimb
Analogous? Yes—used for flight Yes—used for flight Yes—used for flight Yes—used for flight

of a taxon is at odds with biological reality, which includes
cases of inconsistent phenotypic expression. Two alternative
approaches discussed here are biological homology and
generative homology, or syngeny. One could say that,
although historical homology focuses on phyletic continuity,
biological homology focuses on morphological identity, and
generative homology focuses on genetic and morphogenetic
identity. These concepts are not mutually exclusive. In fact,
they overlap considerably. These concepts are each best suited
for a different research interest—historical homology for phy-
logenetics and systematics, biological homology for character
evolution, and generative homology for comparative develop-
mental biology.

Biological homology is an alternative approach that
addresses how characters evolve and become stabilized within
a taxon and the mechanisms of character evolution. Biological
homology focuses on developmental pathways and the be-
havior of morphogenetic fields to account for variability of
character expression but does not define sameness by them.
It attempts to link historical homology to developmental
processes and constraints. Biological homology was defined by
Leigh Van Valen in 1982 as “resemblance caused by a continuity
of information”and by Louise Roth in 1984 as based on “sharing
of pathways of development . .. controlled by genealogically
related genes.” In 1989, Gilinter Wagner stated that “Structures
from two individuals or from the same individual are homolo-
gous if they share a set of developmental constraints, caused by
locally acting self-regulatory mechanisms of organ differentia-
tion. These structures are thus developmentally individualized
parts of the phenotype” This concept of homology seeks to
understand why individualized parts of the body behave as units
that maintain their structural identity. Gerd Miiller and Glinter
Wagner more recently defined biological homology as “the
establishment and conservation of individualized structural
units in organismal evolution.” Most if not all cases of biological
homology are also cases of historical homology.

Generative Homology or Syngeny

A number of approaches to the problem of parallelism
have been taken, including the concepts of latent homology

put forward by Gavin deBeer in 1971. He proposed that
this term should refer to characters that occur within only
some members of a taxon but that may not have been
expressed in the common ancestor and are not expressed
in a substantial number of the other members of the taxon.
Other similar concepts have been put forward, but they have
focused on parallelism (and reversals) rather than addres-
sing the close relationship of historical homology to these
phenomena.

The discovery of a particular cell group in the brain of
teleost fishes prompted Ann Butler and William Saidel to scru-
tinize current concepts of homology and to propose a new
concept—that of generative homology, or syngeny. The cell
group in question, nucleus rostrolateralis, will be discussed
in Chapter 21. This nucleus has a very sporadic and farflung
phylogenetic distribution within ray-finned fishes, and it is
absent in many taxa that are in phylogenetically intermediate
positions to those where it occurs. Nevertheless, where pre-
sent, it has many and minute similarities. It is an example of
very distant parallelism, due to inconsistent expression of its
underlying genetic and morphogenetic bases. This unusual
pattern of expression of what is clearly the “same” nucleus was
the impetus for reexamining the issues of homology and for
formulating the concept of generative homology, or syngeny.

The term syngeny means “same genes,” since the concept
addresses the issue of phyletic continuity of genes and mor-
phogenetic pathways and fields rather than of the adult
phenotype per se. Generative homology is closely allied to
biological homology, but it specifically states that the recogni-
tion of sameness is based on shared genetic/morphogenetic
pathways that are inherited with continuity across the
members of a taxon. Whether expression of the character is
consistent (historical homology) or inconsistent (parallelism or
reversals) is not of importance in recognizing the biological
relationship of sameness. Thus, generative homology com-
prises parallelism, reversals, and most cases of historical homol-
ogy. It is a unifying concept that separates these three
phenomena from convergence. The latter is referred to as
allogeny, meaning “different genes.”

The historical homology/homoplasy conceptual stance
divides characters along artificial lines with its insistence on
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TABLE I-3. Historical Homology Versus Generative Homology

Components

Biological Basis

Phenotypic Expression

Opposite

Historical Homology

Historical homology
cases only

Inheritance from common
ancestor of the
character itself

Required to be consistent
along and/or across
the taxon

Homoplasy: parallelism,
reversals, and
convergence

Generative Homology

Most cases of historical
homology plus
parallelism and
reversals

Inheritance from common
ancestor of genetic
and/or morphogenetic
basis for the character

Can be either consistent
or inconsistent along
and/or across the taxon

Allogeny (= convergence)

consistent phenotypic expression. The syngeny/allogeny con-
ceptual stance recognizes that historical homology, parallelism,
and reversals all share the inherited underlying genes and
morphogenetic processes and thus form a natural conceptual
group. Convergence, similarity due to different, noninherited
genes and morphogenetic processes, stands alone as the op-
posite phenomenon. The difference in these two concepts is
highlighted in Table 1-3.

The generative homology concept will be of particular
relevance in dealing with the plethora of recent findings on
patterning genes and the stunning similarity of their expression
patterns in some taxa of bilaterally symmetrical animals. As we
will discuss further in Chapter 31, many of the same genes that
specify basic developmental events in vertebrates, including
those for the central nervous system, also occur in inverte-
brates and have the same roles. Many of the genes that specify
the basic divisions of the brain and the formation of the eye,
for example, are the same in fruit flies and mice. In such cases,
the word “homology”is sometimes used. However, because the
common ancestor clearly did not possess a comparable brain
or eyes, these structures in mice and flies cannot be historically
homologous. Nonetheless, even their designation with the
same words, “brain” and “eye,” denotes recognition of a basic
level of sameness, and, as products of the same patterning
genes that were present in the common ancestor, they are
indeed the same. The brains of flies and mice as whole brains
and the eyes of flies and mice as whole eyes are examples of
generative homology; they are syngenogues to the extent that
they are products of the same set of genetic and morpho-
genetic processes.

ANALYSIS OF VARIATION

Recognizing similar structures present in different taxa is
the first part of the process of reconstructing evolutionary
history, which, in the absence of a corroborating fossil
record—as is the case with most features of the central nervous
system—is essentially a guessing game. Although we may come
up with sophisticated theories that seem to account for the
data, there is no guarantee that these theories are correct. This
is a problem that exists in many areas of science, such as astron-
omy, geology, psychology, and economics, to name a few. An
approach to evolutionary reconstruction of the central nervous
system that has been used with considerable success is a
methodology called cladistics.

A _

—B +

FIGURE I-1. Cladogram showing the distribution of a trait, indi-
cated by +, among the theoretical extant taxa Q, K, A, and B.

Cladistic Analysis

Cladistics is a formal method of analysis for classifying
animals according to their inferred phyletic relations, based on
sets of shared similar traits. This approach is the embodiment
of the historical homology concept. It can be applied to ana-
lyzing the variable occurrence of a given trait among different
taxa. In the latter case, a highly corroborated hypothesis of
phylogenetic relationships of the taxa under consideration is
needed. This phylogenetic hypothesis should be one that is
derived from sets of traits not related to the trait being analyzed
and also is based on a large number of such traits. It is usually
structured in the form of a cladogram or dendrogram, that
is, a tree-like diagram of the species representing their gen-
ealogy, produced using cladistic methods of inference. For
example, hypotheses of phylogeny, such as those presented
in Chapter 4 and based predominantly on fossorial and osteo-
logical data, are appropriate to use in the analysis of the dis-
tribution of central nervous system traits. Traits that are
plesiomorphic, that is, are similar to those present in a par-
ticular ancestral stock, need to be distinguished from traits that
are apomorphic, that is, derived specializations within a par-
ticular taxon.

The observed distribution of the trait to be analyzed is
plotted on the terminal branches of the cladogram, an example
of which is shown in Figure 1-1. The pattern of distribution of
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the trait in various ancestral groups that can account for the
observed distribution in the living (terminal branch) taxa via
the fewest number of phylogenetic transformations is then
inferred. This process thus generates an hypothesis about the
evolutionary history of the trait based on its distribution in
extant taxa. In our example (Fig. 1-1), we are considering four
taxa: A, B, K, and Q. All are descended from a common ances-
tral stock, but A and B are more closely related to each other
than to K. Also, the taxon K and the group of A and B are more
closely related to each other than to Q. Taxon B has a particu-
lar trait, indicated by the + sign, but the related taxon A does
not. Did the common ancestor of A and B have the trait, with
the line leading to A subsequently losing it, or did the
common ancestor lack the trait and the line leading to B alone
gain it?

Cladistic analysis uses out-group comparisons, that is,
comparisons of the trait in sister taxa, which are taxa more
closely related to the taxon being studied than to any other
taxon. In our example, we thus first examine taxon K, the out-
group, or sister taxon, to the group of B and A, for the pres-
ence or absence of the trait and find that it is present in K. One
possible scenario, which would require two transformations, is
that the trait was gained at some point in the common ances-
tor of K, A, and B (transformation 1) and was subsequently lost
in A (transformation 2). The alternative scenario is equally
likely, since it would also require two transformations—the
absence of the trait in the common ancestor with its inde-
pendent gain in K (transformation 1) and B (transformation 2).
Thus, on this information alone, we cannot decide which pos-
sibility to choose for our working hypothesis. To resolve the
question, we can examine taxon Q, the out-group to K, A, and
B. We find that the trait is present in Q. Thus, the scenario with
the least transformations is that the trait was acquired in the
common ancestor of all these taxa (transformation 1) and was
subsequently lost only in A (transformation 2). This hypothesis
requires fewer transformations than the alternative of three
independent acquisitions of the trait in Q, K, and B. It also
requires fewer transformations than the other alternative sce-
nario of absence of the trait in the common ancestor, its gain
in Q (transformation 1), its independent gain in the common
ancestor of K, A, and B (transformation 2), and its subsequent
loss in A (transformation 3). Cladistics thus provides a rigorous
method for inferring the likely nature of structures in common
ancestors and, therefore, which structures are plesiomorphic
(ancestral) and which are apomorphic (derived).

Could an alternate scenario to the one with the least trans-
formations actually have occurred? Of course! That is why it is
so crucial to employ the scientific method of continually chal-
lenging and testing hypotheses. Also, the more taxa that one
can examine for the presence or absence of a trait, the less
likely is the possibility of error in formulating the hypothesis.
It is also why the principle of parsimony serves us well.

Parsimony

Generating an hypothesis of historical homology based
on the smallest number of phylogenetic transformations is in
accordance with the principle of parsimony. In its simplest
form, this principle states that if one is confronted by several
competing theories or explanations, the simplest one (or the

one with the fewest assumptions) is most likely to be correct.
Please note that the principle states the simplest explanation
is most likely to be correct. Parsimony is no guarantee of cor-
rectness. In biology, nonetheless, simple explanations seem to
be supported by subsequent facts more often than more
complex explanations. In the case of the distribution of a trait
in Q, K, and B but not A, as shown in Figure 1-1 for example,
we would have no grounds to assume that if the common
ancestor of A and B had the structure, then a subsequent ances-
tor of A lost it, another subsequent ancestor of A regained it,
and yet another subsequent ancestor lost it again. Unless there
were specific evidence to support this having happened, most
biologists would find such an elaborate hypothesis to be quite
unconvincing. Hence, the value of parsimony: it tends to rule
out overly elaborate hypotheses, which is a justified result in
most cases. The more elaborate hypothesis described in this
example, however, would be a case of reversal, which, as noted
above, refers to the gain, loss, regain, and so on of a trait sub-
sequently along a lineage through time. Reversals, although not
frequent, do occur, and the cladistic method is not well suited
to reveal them.

The principle of parsimony is in accord with current ideas
about the mechanisms of evolution for most situations. Any
given species does not have a good chance of success if it gains
new traits that do not give it an advantage in maintaining itself
or if it loses traits that were beneficial to survival. If a new trait
allows for a new niche or adaptive advantage, the trait will be
selected for and maintained in the phenotype. Most, but not
all traits, fit this model. Also in most cases, changes in the
genome conform to the principle of parsimony. The simpler
the alteration of the genome to produce a variant, on which
natural selection can then act, the greater the probability of its
occurring and becoming established in a population. This is
the principle of minimum increase in complexity, as
delineated by Peter Saunders and Mae-Wan Ho.

Let us extend our example of using the principle of par-
simony in an out-group analysis by analyzing the variation of
a hypothetical trait with some real taxa, as shown in Figure 1-
2, in order to better demonstrate the correct method of analy-
sis and the importance of being rigorous in applying it. Figure
1-2 shows a somewhat simplified cladogram of the major taxa
in the vertebrate radiation (which will be discussed in Chapter
4). A plus sign is placed to the right of each taxon where the
trait is present and a minus sign where it is absent. We first note
that the trait is present in the amniote vertebrates—mammals,
reptiles, and birds—but is absent in amphibians. Was it present
or absent in the common ancestor of amphibians and
amniotes? The out-group to amphibians and amniotes, that is,
tetrapods, is the crossopterygian Latimeria, and in our
example, Latimeria lacks the trait, as do the lungfishes. We
therefore hypothesize that the trait was absent in the common
ancestor of lungfishes, Latimeria, and tetrapods. This would
mean that only one transformation occurred over evolution
among these groups: the acquisition of the trait in the ances-
tral stock of amniotes. We can also conclude that the trait was
not acquired in the common ancestor of tetrapods, because
such a change would then have to be followed by another
change (the loss of the trait in extant amphibians), and this sce-
nario is not parsimonious. Two changes are more complicated
than one, so the hypothesis of two changes must be discarded.
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—— Hadfishes —

—— Lampreys —

— Holocephali —

—— Elasmobranchs —
Cladistians —
Chondrosteans +

Gars -+

— Bowfin -

—— Teleosts -+

Lungfishes —

Coelacanth -
Amphibians —

—— Mammals +

— Reptiles and Birds +

FIGURE 1-2. Cladogram showing the distribution of a trait,
indicated by +, among extant groups of vertebrates. (The groups
themselves will be discussed in Chapter 3.)

‘We now turn to the ray-finned fishes and find that a similar
trait is present in teleosts, absent in the bowfin, present in gars
and chondrosteans, and absent in cladistians. Comparing only
teleosts and the bowfin, we do not know whether the trait was
present or absent in their common ancestor. Gars and chon-
drosteans are the out-groups to the bowfin and teleosts, and
they have the trait. Therefore, we hypothesize that the trait was
present in the common ancestor of these four groups and that
it has been lost once—in the bowfin. The trait is absent,
however, in cladistians. Was it present or absent in the ances-
tral stock of ray-finned fishes? The out-group to the ray-finned
fishes is the cartilaginous fishes, and the trait is absent in both
groups of cartilaginous fishes—holocephali and elasmo-
branchs. Thus, we hypothesize that the trait was absent in the
common ancestors of cartilaginous and ray-finned fishes. It was
gained in the ancestral stock of chondrosteans, gars, the
bowfin, and teleosts and was subsequently lost in the bowfin.

Jawless vertebrates (hagfishes and lampreys) also lack the
trait, so we can extend and summarize the above hypotheses
to the following: the trait was absent in ancestral vertebrates,
was gained once in the common ancestral stock of chon-
drosteans, gars, the bowfin, and teleosts (transformation 1),
was lost in the bowfin (transformation 2), and was independ-
ently gained a second time in amniotes (transformation 3).

Three is thus the minimum number of changes that can satisty
this distribution. If, on the other hand, we were to ignore par-
simony and hypothesize that the trait was gained in the ances-
tors of ray-finned fishes and then lost in reedfishes, in the
bowfin, in the coelacanth, in lungfishes, and in amphibians, we
would have to ascribe to six transformations, twice the number
that accounted for the pattern in the more parsimonious
hypothesis.

Using the principle of parsimony has important implica-
tions for distinguishing historically homologous structures
from homoplastic ones. Given the distribution of the trait in
our example, we must conclude that the trait in some of the
ray-finned fishes and the trait in the amniotes are homoplastic
and not historically homologous, even if they resemble each
other closely. If two structures are homoplastic, we can
examine to what degree they are similar and assess what con-
straints may be operating and how much potential exists for
the development of new structures over evolution. If multiple
and minute resemblances exist between structures in phylo-
genetically far-flung taxa, a hypothesis of generative homology
would be justified, as in the case of nucleus rostrolateralis dis-
cussed above. Again, the homology must be specified. For
example, the eyes of fruit flies are generatively homologous to
the eyes of mammals as whole eyes engendered by a specific
set of patterning genes. They are not generatively homologous
at a finer morphological level, since the ommatidial units of the
fly eye are specified by different genes than the mammalian
retina and are very different in structure.

Tests of Homology

In 1982, Collin Patterson published an influential paper on
homology, in which he noted three different types of homol-
ogy generally recognized at that time, including historical
homology. In this paper, he offered a set of three tests that
could be applied to any question of homology. These tests stand
today as highly useful for evaluating hypotheses of homology—
historical, biological, or generative. The first test is that of
similarity. This has been discussed above. Most homologous
structures show evidence of similar features, including devel-
opmental, topological, and morphological ones. The second
test is that of congruence, which specifically applies to cases
of historical homology. It specifies that the character in ques-
tion be distributed in a pattern that is congruent with another,
unrelated synapomorphy (advanced character). The third test,
which we have not yet discussed, is a useful one to keep in
mind. It is the test of conjunction, which states that “If two
structures are supposed to be homologous, that hypothesis can
be conclusively refuted by finding both structures in one organ-
ism.” For example, if a particular neural cell group in one organ-
ism is proposed to be homologous to a certain neural cell group
in another organism, finding the latter cell group to be present
also in the first organism would nullify the hypothesis.

A Word of Caution

We need to return to the example shown in Figure 1-2 to
consider one last important point. A major pitfall can arise
when using cladistic analysis that we need to be aware of.
This pitfall involves ignoring the presence of out-groups to
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the assemblage being examined. If one of the more so-called
“advanced” members of a taxon (i.e., those that are farther or
more recently derived from the ancestral stock than others)
differs from an extant species that is more closely related to
the ancestral stock, one may be tempted to make the mistake
of taking the condition in the latter species as the ancestral con-
dition. Statements that reveal this line of thinking unfortunately
appear with some frequency in scientific journals.

If we return to Figure 1-2 and consider the absence of the
trait in reedfishes, the potential pitfall in logic can be appreci-
ated. We concluded, since the trait is absent in cartilaginous
fishes and agnathans, that the trait was also absent in the
common ancestor of ray-finned fishes and was not acquired in
this line until after the divergence of cladistians from the rest
of the taxon. In this case, the absence of the trait in cladistians
does mirror the ancestral condition. Had the trait been present
in cartilaginous fishes, lampreys, and hagfishes, however, we
would have concluded that the trait was present in the
common ancestor of all vertebrates and thus also present in the
ancestral stock of all ray-finned fishes. In this case, its absence
in cladistians would be a specialization within that group, as
is the case in bowfins.

One of the most important concepts to bear in mind in
comparative analyses is that while traits can be plesiomorphic
or apomorphic, a particular species is neither. Any species is
the sum of its traits—some of which are plesiomorphies and
some of which are apomorphies. The position of any species
on any type of phylogenetic tree does not have any correlation
with the presence or absence of primitive or derived traits.

Reconstructing Evolution

The results of cladistic analyses can give us a picture of
the various traits possessed by a particular ancestral group. In
comparative neurobiology, we can thus reconstruct the neu-
roanatomical features in an ancestral stock and then compare
them with the sets of features found in the various descendant,
extant groups of that stock. Being able to identify the differ-
ences then allows us to formulate hypotheses about the mech-
anisms of how the evolutionary changes came about. For
example, could the difference between one condition in an
ancestor and a different condition in a descendant be accounted
for by differences in the rate of cell proliferation during devel-
opment? By a different migration pattern of neurons during
development? By a lack of afferent axonal connections result-
ing in loss of a group of neurons during development?

In reconstructing the condition of the central nervous
system in ancestral groups, we can thus gain a foothold on the
challenge of finding out how brains have evolved. As many of
the chapters in this book will demonstrate, the various parts
of the brain have some very different evolutionary histories in
different lineages of vertebrates. In all cases of extant verte-
brates, the evolution of the brain has allowed for the particu-
lar species to be successful in its adaptation to its environment.

FOR FURTHER READING

Aboubheif, E. (1997) Developmental genetics and homology: a hier-
archical approach. Trends in Ecology and Evolution, 12,
405-408.

Abouheif, E., Akam, M., Dickinson, W. J., Holland, P. W. H., Meyer,
A., Patel, N. H., Raff, R. A., Roth, V. L., and Wray, G. A. (1997)
Homology and developmental genes. Trends in Genetics,
13, 432-433.

Ayala, F J. (1988) Can “progress”be defined as a biological concept?
In M. H. Nitecki (ed.), Evolutionary Progress. Chicago: The
University of Chicago Press, pp. 75-96.

Bock, G. R. and Cardew, G. (eds.) (1999) Homology, Novartis
Foundation Symposium 222. Chichester, UK: John Wiley &
Sons, pp. 189-203.

Butler, A. B. and Saidel, W. M. (2000) Defining sameness: historical,
biological, and generative homology. BioEssays, 22, 846-853.

Campbell, C. B. G. and Hodos, W. (1970) The concept of homol-
ogy and the evolution of the nervous system. Brain, Bebav-
ior and Evolution, 3, 353-367.

Dickinson, W. J. (1995) Molecules and morphology: where’s the
homology? Trends in Genetics, 11, 119-121.

Galls, E (1996) The evolution of insects and vertebrates: homeobox
genes and homology. Trends in Ecology and Evolution, 11,
402-403.

Hall, B. K. (ed.) (1994) Homology: The Hierarchical Basis of Com-
parative Biology. San Diego: Academic Press.

Hall, B. K. (1995) Homology and embryonic development. In M.
K. Hecht and B. Wallace (eds.), Evolutionary Biology, Vol. 28.
New York: Plenum Press, pp. 1-37.

Hall, B. K. (1996) Baupline, phylotypic stages, and constraint:
why are there so few types of animals? Evolutionary Biology,
29, 215-261.

Hall, B. K. (1998) Evolutionary Developmental Biology, 2nd
Edition. London: Chapman & Hall and Dordrecht: Kluwer
Academic Publishers.

Miiller, G. B. and Wagner, G. P. (1996) Homology, Hox genes, and
developmental integration. American Zoologist, 36, 4-13.

Nieuwenhuys, R. (1994) Comparative neuroanatomy: place, prin-
ciples, practice and programme. European Journal of Mor-
phology, 32, 142-155.

Patterson, C. (1982) Morphological Characters and Homology.
In K. A. Joysey and A. E. Friday (eds.), Problems of Phyloge-
netic Reconstruction. London: Academic Press, pp. 21-74.

Pollard, J. W. (ed.) (1984) Evolutionary Theory: Paths Into the
Future. Chichester, UK: Wiley.

Raff, R. A. (2000) Evo-devo: the evolution of a new discipline.
Nature Reviews Genetics, 1, 74-79.

Shubin, N. H. (1994) The phylogeny of development and the origin
of homology. In L. Grande and O. Rieppel (eds.), Interpreting
the Hierarchy of Nature: From Systematic Patterns to Evo-
lutionary Process Theories. San Diego: Academic Press,
pp. 201-225.

Shubin, N., Tabin, C., and Carroll, S. (1997) Fossils, genes and the
evolution of animal limbs. Nature, 388, 639-648.

Trevarrow, B. (1998) Developmental homologues: lineages and
analysis. Brain, Bebavior and Evolution, 52, 243-253.

Wagner, G. P (1989) The biological homology concept. Annual
Review of Ecology and Systematics, 20, 51-69.

Wake, D. B. (1992) Homoplasy: the result of natural selection or
evidence of design limitations? American Naturalist, 138,
543-567.

Wilkins, A. (2002) The Evolution of Developmental Patbhways.
Sunderland, MA: Sinauer Associates, Inc.

Wilkins, A. S. (2005) Recasting developmental evolution in terms
of genetic pathway and network evolution: implications for
comparative biology. Brain Research Bulletin, 66, in press.



ADDITIONAL REFERENCES 17

ADDITIONAL REFERENCES

Bock, W. J. (1967) Evolution and phylogeny in morphologically
uniform groups. American Naturalist, 97, 265-285.

Bock, W. J. (1969) Discussion: the concept of homology. In J. M.
Petras and C. R. Noback (eds.), Comparative and Evolution-
ary Aspects of the Vertebrate Central Nervous System, Annals
of the New York Academy of Sciences, 167, 71-73.

Bonner, J. T. (1988) The Evolution of Complexity by Means of
Natural Selection. Princeton, NJ: Princeton University Press.

Brooks, D. R. and McLennan, D. A. (1991) Phylogeny, Ecology, and
Bebavior: A Research Program in Comparative Biology.
Chicago: The University of Chicago Press.

Campbell, C. B. G. and Hodos, W. (1991) The Scala Naturae revis-
ited: evolutionary scales and anagenesis in comparative psy-
chology. Journal of Comparative Psychology, 105, 211-221.

Cracraft, J. (1967) Comments on homology and analogy. System-
atic Zoology, 16, 356-359.

Darwin, C. (1836) The Voyage of the Beagle. New York: Mentor,
1988.

Darwin, C. (1859) The Origin of Species. New York: Random
House, 1993.

DeBeer, G. (1971) Homology, an unsolved problem. Oxford
Biology Readers, No. 11. London: Oxford University Press.

Diamond, J. M. (1984) “Normal” extinctions of isolated populations.
In M. H. Nitecki (ed.), Extinctions. Chicago: The University of
Chicago Press, pp. 191-246.

Dobzhansky, T. (1951) Genetics and the Origin of Species, 3rd ed.
New York: Columbia University Press.

Dobzhansky, T. (1970) Genetics of the Evolutionary Process. New
York: Columbia University Press.

Eldredge, N. (1985) Unfinished Synthesis: Biological Hierarchies
and Modern Evolutionary Thought. New York: Oxford
University Press.

Eldredge, N. and Cracraft, J. (1980) Phylogenetic Patterns and the
Evolutionary Process: Method and Theory in Comparative
Biology. New York: Columbia University Press.

Ghiselin, M. T. (1966) An application of the theory of definitions
to systematic principles. Systematic Zoology, 15, 127-130.

Gould, S. J. (1977) Ontogeny and Phylogeny. Cambridge, MA: The
Belknap Press of Harvard University Press.

Gould, S. J. (1985) The Flamingo’s Smile: Reflections in Natural
History. New York: W. W. Norton & Co.

Hall, B. K. (1983) Epigenetic control in development and evolu-
tion. In B. C. Goodwin, N. Holder, and C. G. Wylie (eds.),
Development and Evolution. Cambridge, UK: Cambridge
University Press, pp. 353-379.

Hodos, W. and Campbell, C. B. G. (1969) Scala naturae: why there
is no theory in comparative psychology. Psychological
Review, 76, 337-350.

Hull, D. L. (1988) Progress in ideas of progress. In M. H. Nitecki
(ed.), Evolutionary Progress. Chicago: The University of
Chicago Press, pp. 27-48.

Lauder, G. V. (1986) Homology, analogy, and the evolution of be-
havior. In M. H. Nitecki and J. A. Kitchell (eds.), Evolution of
Animal Bebavior: Paleontological and Field Approaches.
New York: Oxford University Press, pp. 9-40.

Martin, P. S. (1984) Catastrophic extinctions and late Pleistocene
Blitzkrieg: two radiocarbon tests. In M. H. Nitecki (ed.),

Extinctions. Chicago: The University of Chicago Press, pp.
153-189.

Mayr, E. (1963) Animal Species and Evolution, 3rd ed. Cambridge,
MA: The Belknap Press of Harvard University Press.

Mayr, E. (1976) Evolution and the Diversity of Life: Selected
Essays. Cambridge, MA: The Belknap Press of Harvard Uni-
versity Press.

Northcutt, R. G. (1984) Evolution of the vertebrate central nervous
system: patterns and processes. American Zoologist, 24,
701-716.

Northcutt, R. G. (1985) Brain phylogeny: speculations on pattern
and cause. In M. J. Cohen and E Strumwasser (eds.), Com-
parative Neurobiology: Modes of Communication in the
Nervous System. New York: Wiley, pp. 351-378.

Northcutt, R. G. (1985) Central nervous system phylogeny:
evaluation of hypotheses. Fortschritte der Zoologie, 30,
497-505.

Northcutt, R. G. (1985) The brain and sense organs of the earliest
vertebrates: reconstruction of a morphotype. In R. E.
Foreman, A Gorbman, J. M. Dodd, and R. Olsson (eds.), Evo-
lutionary Biology of Primitive Fishes. New York: Plenum,
pp. 81-112.

Northcutt, R. G. (1986) Strategies of comparison: how do we study
brain evolution? Verbandlungsbericht Deutsche Zoologische
Gesellschaft, 79, 91-103.

Northcutt, R. G. (1988) Sensory and other neural traits and the
adaptionist program: mackerels of San Marco? In J. Atema, R.
R. Fay, A. N. Popper, and W. N. Tavolga (eds.), Sensory Biology
of Aquatic Animals. New York: Springer-Verlag, pp. 869-
883.

Provine, W. B. (1988) Progress in evolution and meaning in life. In
M. H. Nitecki (ed.), Evolutionary Progress. Chicago: The Uni-
versity of Chicago Press, pp. 49-74.

Roth, L. V. (1984) On homology. Biological Journal of the Linnean
Society, 22, 13-29.

Saunders, P. T. and Ho, M.-W. (1981) On the increase in complex-
ity in evolution. II. The relativity of complexity and the prin-
ciple of minimum increase. Journal of Theoretical Biology,
90, 515-530.

Saunders, P. T. and Ho, M.-W. (1984). The complexity of organisms.
In J. W. Pollard (ed.), Evolutionary Theory: Paths into the
Future. New York: Wiley, pp. 121-139.

Scott-Ram, N. R. (1990) Transformed Cladistics, Taxonomy, and
Evolution. Cambridge, England: Cambridge University Press.

Simpson, G. G. (1961) Principles of Animal Taxonomy. New York:
Columbia University Press.

Smith, H. M. (1967) Biological similarities and homologies. Sys-
tematic Zoology, 16, 101-102.

Stanley, S. M. (1984) Marine mass extinctions: a dominant role for
temperature. In M. H. Nitecki (ed.), Extinctions. Chicago: The
University of Chicago Press, pp. 69-117.

Striedter, G. E (1998) Stepping into the same river twice: homo-
logues as recurring attractors in epigenetic landscapes. Brain,
Bebavior and Evolution, 52, 218-231.

Striedter, G. E (2002) Brain homology and function: an uneasy
alliance. Brain Research Bulletin, 57, 239-242.

Van Valen, L. (1982) Homology and causes. Journal of Morphol-
ogy, 173, 305-312.

Wiley, E. O. (1981) Phylogenetics: The Theory and Practice of
Phylogenetic Systematics. New York: Wiley-Liss.






Neurons and Sensory Receptors

INTRODUCTION

Virtually all animal cells react in some way to the physics
and chemistry of the environments that they inhabit. Some
multicellular animals, however, have evolved a special network
of cells (neurons) that have the ability to communicate with
specific groups of other neurons in a highly precise manner.
This cellular communication network is the nervous system.
Among the advantages of a nervous system are that it is able to
take information about the surrounding environment and
process it in some way before the animal reacts. This process-
ing provides the animal with options such as to respond or not
respond to a stimulus, or to respond one way or another way.
In addition, a nervous system offers the ability to store infor-
mation about the consequences of a particular response to a
particular environmental stimulus; this information can then
have an impact on the course of future action when a similar
stimulus next occurs. Because of the wide range of chemical
and physical events that are of importance to animals, certain
neuron or neuron-like cells became specialized for the detec-
tion of these stimuli, such as light, pressure, chemical, and tem-
perature detectors. These nervous system specializations,
known as receptors, along with specializations of various body
parts, permitted animals to enter and exploit new regions of
the environment. To the extent that these explorations were
successful, they led to further specialization and adaptation.

In this chapter we will examine some of the fundamentals
of the anatomy of neurons and receptors as individual elements
of the nervous system. In subsequent chapters we explore the
organization of these elements into neuronal systems. Among
these systems are:

¢ Sensory systems that acquire information about the exter-
nal and internal environments.

¢ Integrative systems that process the incoming informa-
tion, evaluate this information, often in the context of past
experience, and make decisions for action or inaction,
depending on the circumstances.

¢ Motor systems that convert decisions into commands for
action (or inaction) by effector organs (muscles and glands).

¢ Coordinating systems that organize the patterns of com-
mands to the effector organs, especially muscle groups, to
assure that the individual effector organs or groups of
organs operate on the environment in a smooth, efficient,
and orderly way.

THE NERVOUS SYSTEM

The nervous system, like all organs of the body, is made
up of cells. Like many organs, the nervous system contains
more than one specialized type of cell. Unlike other systems of
the body, however, the nervous system has a great variety of
cell types and sizes arranged in highly specific ways, which are
fundamental to its operation. Indeed, these highly specific rela-
tionships between its cellular constituents are what give the
nervous system its unique character, which permits us to have
automatic central control over our internal organs, to sense the
external and internal environments, to remember, to think, to
communicate, and so on. These functions depend on precise
interconnections between specific cell populations. In no
other biological system does the functioning of that system
depend on such precise and rapid communication between
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one particular cell and another. Moreover, the sequences in
which the cells communicate are fundamental to the way in
which the nervous system functions. If, for example, these rela-
tionships are interfered with by injury, disease, or develop-
mental malformation, important visceral and behavioral
functions that the nervous system performs will be impaired.

Another major difference between the nervous system and
other organs is the distance over which many of the cellular
components communicate. In large animals such as humans,
whales, elephants, and giraffes, the distances over which a
single neuron communicates with other neurons can be a
meter or more. In addition, in these large creatures, the lengths
of the cells that carry information from the body surface to the
nervous system and those that carry the nervous system’s com-
mands to the muscles can be many meters in length.

The cells of the central nervous system fall into two broad
categories: neurons and glia. The neurons are the communi-
cation and information-processing elements of the nervous
system. The glia are support elements; they protect and nurture
the neurons and may play a subtle role in the processing of
information. In addition to its cells, the nervous system con-
tains a rich supply of blood vessels to bring oxygen and nutri-
ents to the cells and to remove waste products.

Neurons communicate with each other by means of
signals that are mostly chemical, sometimes electrical, and
occasionally a mixture of the two. When the communication
must be carried out at a distance, the transmission of the signal
along the length of the neuron is carried out by means of an
electrochemical process known as the nerve impulse or action
potential. Because so much of the mechanism of transmission
of the signal from cell to cell is by means of the rapid secre-
tion of chemicals into the minute space between cells, neurons
may have evolved from secretory cells that became specialized
for secretion to one particular cell rather than to any cells that
happen to be in its vicinity. As the nervous system grew in size
and neurons became spatially separated, they developed the
capability to maintain their specific-cell-to-specific-cell contacts
over longer and longer distances.

Because the nervous system is the organ of behavior, it
must acquire information about the external world and the con-
dition of internal organs and systems. This information is
acquired by means of specialized cells called sensory recep-
tors. Many receptors are specialized neurons; others are
neuron-like cells that have a number of properties in common
with neurons and are innervated by neurons that relay the
sensory signals to the central nervous system.

The following sections contain a brief description of some
characteristics of neurons and receptors that will be especially
useful for readers of this book. We assume that the reader
already has a basic familiarity with the structure of neurons,
their component parts, and the basic principles of axonal con-
duction and synaptic transmission. Readers who lack this
background or wish to refamiliarize themselves with it will find
a separate listing of introductory works on these subjects at the
end of this chapter.

NEURONS AND SENSORY RECEPTORS

The main components of the neuron are the cell body, or
soma, and its processes or outgrowths: the axon with its axon

terminals and the dendrites with their dendritic branches and
spines. Each of these components can be found in a seemingly
endless variety of configurations. Figure 2-1 shows three exam-
ples from the wide variety of neuron types. In each of the
examples, the arrows indicate the direction of flow of the
nerve impulse. The motor neuron shown in Figure 2-1(A)
shows the main components of neurons. The star-shaped, solid
black region represents the soma, which consists of a cell mem-
brane that contains cytoplasm and the nucleus.

The large extensions or processes that give the soma its
star shape are the dendrites. The dendrites themselves may
have further processes extending from them and are known as
dendritic branches. These branches in turn often subdivide
further into smaller and smaller branches until they take on the
appearance of a leafless tree in winter. The soma and its den-
dritic tree are the most frequent points of contact between a
neuron and those other neurons that are sending their com-
munication signals to it. The size and shape of the soma can
vary enormously among neuron types. The soma may be as
small as a few micrometers to more than a millimeter, as in the
giant cell of Mauthner, which is discussed in Chapter 8. It may
be star shaped, as in the example, or it may have many other
forms, such as that of a pyramid (pyramidal cell), a pear (piri-
form cell), or a spindle (fusiform cell), examples of which are
shown in Figure 2-3. Dendrites can vary in length from a frac-
tion of a micrometer to many millimeters.

Also projecting from the soma is the axon, which is the
component of the neuron that permits long-distance commu-
nication. Often axons also are referred to as “nerve fibers” or
simply “fibers.” In this book, we will use the terms axons and
fibers interchangeably. The axon leaves the soma from a gentle
swelling called the axon hillock and travels over distances that
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FIGURE 2-1. Examples of three types of neurons. (A) A typical
motor neuron with a roughly star-shaped soma, dendrites, axon, and
axon terminals. (B) A typical sensory neuron with a pear-shaped soma
that is separated from the axon by a stem. This type of neuron does
not have dendrites. (C) A receptor neuron, in this case a photore-
ceptor from the retina, that has neither an axon nor dendrites.
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can vary greatly among cell types from a few micrometers to a
meter or more. Most axons remain within the central nervous
system, but some leave the central nervous system and end on
muscles or glands; these axons are called effectors or motor
neurons. The neuron illustrated in Figure 2-1(A) is typical of
motor neurons that control muscles of the skeleton. Its axon
would leave the central nervous system and travel to a muscle
where it would divide into a series of branches before termi-
nating on the muscle fibers.

Not all neuron somata (plural of soma) have dendrites.
Figure 2-1(B) illustrates a neuron type that has no dendrites in
the conventional sense. Its principal source of stimulation is
not another neuron at all but rather is some event outside of
the central nervous system. It is a sensory receptor neuron,
and, like the effector neuron in Figure 2-1(A), it too has most
of its process in the environment outside of the central nervous
system. In this case, however, the process is actually a very long
dendrite. At the right are its receptor branches, which might
be under the surface of the skin or wrapped around a small
group of muscle fibers to detect muscle stretch. Other such
sensory branches might be in contact with specialized recep-
tor cells, such as those that detect light or electric fields, or
one of the different types of hair cells that detect the move-
ment of fluids in the auditory or vestibular systems. Mechani-
cal deformation of the receptor branches or activation of the
specialized receptor cell activates this sensory or receptor
neuron to send a signal along its process and past its cell body,
after which point the process is a true axonal fiber, and then
to the axon terminals that end on neurons within the central
nervous system. Other receptor types detect chemical changes
in the external and internal environments.

The soma of this type of neuron typically remains outside
of the central nervous system in a sensory ganglion and does
not participate directly in the process of conduction of the
propagated signal. It provides nutritional and metabolic sup-
port to the dendritic and axonal parts of its process but is not
an active player in the flow of information into the central
nervous system. Some sensory neurons, however, have their
somata within the central nervous system.

Figure 2-1(C) represents a type of sensory neuron, a pho-
toreceptor, that is specialized for the detection of photons of
light. These are the receptors of the eye that convert the energy
of light into signals that can be conducted to the brain. The
photoreceptor end is activated by photons of light and in some
sense can be thought of as a highly specialized dendrite. Acti-
vation of the photoreceptor eventually leads to the develop-
ment of a signal that is conducted along the cell to a terminal
where it contacts another neuron that conducts the signal
further into the central nervous system.

TRANSPORT WITHIN NEURONS

The soma produces many materials that are important for
the maintenance of the internal and external workings of the
neuron. These materials include enzymes and other substances
that participate in the synthesis of neurotransmitters and neu-
romodulators; proteins for use in the formation of synaptic vesi-
cles, ion channels, and membrane receptors; and proteins for
the maintenance of the neuron’s internal skeleton. Still other
materials are necessary for maintenance of the cell membrane,

which is the boundary between the inside and outside of the
cell. Finally, used synaptic vesicles, depleted mitochondria, and
other organelles must be returned to the soma for reuse or for
digestion in the lisosomes and subsequent “recycling” into new
membrane.

The often extreme separation between the soma and the
axon terminals and between the soma and the tips of the den-
dritic branches is too great for simple diffusion to function
effectively. Neurons therefore have a kind of intraneuronal cir-
culatory system to move secretion products from the soma to
the remote ends of the neuron. There are, in fact, three sepa-
rate transport systems within the neuron: a fast anterograde
(forward moving) transport system that carries materials from
the soma towards the axon terminals and dendritic branches,
a fast retrograde (backwards moving) transport system in the
reverse direction, and a slow axoplasmic transport system.

The fast anterograde transport system, which can move as
fast as a meter a day, makes use of one of the neuron’s internal
skeletal elements, the microtubules, which are slender tubes
that run the length of the axon. Rather than flowing through
these tubules, which have too narrow a diameter in any case,
the organelles are transported along the surface of the tubules
by a “motor molecule” called kinesin. The fast retrograde trans-
port, which is involved in the return of used materials to the
soma for recycling, moves at a slower speed than the antero-
grade fast transport. The returning materials are packaged in
membranes and are transported along microtubles in a manner
similar to that of the fast anterograde system except that a dif-
ferent motor molecule, in this case dynein, moves the mem-
brane packages along the microtubules.

The slowest (1-10mmy/day or slower) of the three trans-
port systems is the slow axoplasmic transport system, which
consists of two components: a slow system and a very slow
system. The slow system carries proteins that, among other
things, coat the synaptic vesicles. The very slow system carries
the proteins that maintain the filamentous internal skeleton of
the neuron: the microtubules, neurofilaments, and microfila-
ments. The ability to chemically mark many of the substances
being transported within neurons has served as one of the
most powerful means of visualizing the connections between
neuronal populations. The similarities and differences in the
patterns of connections are among the major criteria for
determining evolutionary trends within the nervous system.

CLASSIFICATION OF NEURONS

Somata

Neurons may be classified in a variety of ways. Figure 2-2
shows one type of classification. The figure shows a monopo-
lar cell without dendrites on the soma. The bipolar cell has fine
dendritic branches at the left and its axon at the right. Such
cells are found in the retina of the eye. The multipolar cell is
the most common type found in the vertebrate central nervous
system; it is shown in Figure 2-2 with many thick dendrites and
finer dendritic branches on the left and an axon on the right.

Dendrites

Another system of neuronal classification is presented in
Figure 2-3, which shows neurons with several different types



22

NEURONS AND SENSORY RECEPTORS

0 monopolar ﬁ
T,

L o £

multipolar

e

FIGURE 2-2. Three types of neurons classified according to the number of poles. The arrows indi-
cate the direction of conduction of the nerve impulse.
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FIGURE 2-3. A classification of neurons according to the type of dendritic tree. Their axons are not
shown.
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of dendrites. The classification of dendritic types is based on
the work of Enrique Ramon-Moliner. The dendrites of the
neurons in Figure 2-3(A) are long and slender without many
branches and are called isodendrites. The neurons in Figure
2-3 (B and C) have branched dendrites and can achieve fairly
high degrees of complexity and specialization. These are
known as allodendrites. The most specialized are called idio-
dendrites, which are represented in Figure 2-3 (D-G), typi-
cally are found in regions of the nervous system such as the
olfactory bulb or cerebellar cortex.

Figure 2-4 depicts two neurons with their dendrites and a
portion of their axons. The cell on the left is known as a pyram-
idal cell because its soma has the shape of a pyramid; the other
is called a piriform cell because its soma is roughly in the form
of a pear. In each case, two sets of dendrites are shown: a long
dendrite ascending from the peak or apex of the cell (hence
called “apical” dendrites) and other dendrites protruding from
the base of the cell (the “basal” dendrites). Each of these den-
drites subdivides into dendritic branches that increase the den-
dritic surface area.

Dendrites offer an enormous surface area for axon termi-
nals to end upon. This huge surface provides termination sites
for thousands of axon terminals. Some of these terminals are
excitatory and contribute to depolarizing the dendrite and
soma; others are inhibitory and thus contribute to hyperpolar-
izing them. Rarely does a single axon terminal have sufficient
influence to excite a neuron to produce an action potential or
to inhibit it. Summation of the activity of many synapses there-
fore usually is required in order to influence a neuron’s actions.
Often the generation or suppression of an action potential is
the result of a kind of algebraic summation of the excitatory
and inhibitory influences on the cell. If the sum of the excita-
tory influences outweighs the sum of the inhibitory influences,
and if the net excitatory influences are present in sufficient
quantity, the action potential or nerve impulse will be gener-
ated in the axon hillock and conducted down the axon. Den-
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FIGURE 2-4. Examples of dendrites in neurons with different
shaped somata. The initial segment of each cell’s axon is shown at the
bottom.

drites thus are a battleground on which the opposing forces of
excitation and inhibition compete. Because of their varying
thicknesses and varying distances from the axon hillock, den-
drites serve not merely as the input end of the neuron, but as
integrators of neuronal activity. They provide areas in which
weak incoming signals can combine to form stronger influ-
ences on the ultimate action of the cell.

Axons

Neurons also may be classified according to their axons.
At one extreme are the many small neurons that have no axons
at all. These axonless neurons are involved only in local neu-
ronal activity that is confined to a circumscribed cell popula-
tion; since they do not exert an influence on distant cells, they
need no axons. At the other extreme are neurons with excep-
tionally long axons, such as those that travel from the spinal
cord down the length of the hind leg of a tetrapod and move
its toes. Axons also vary in thickness, from the giant axon of
the Mauthner cell to the tiny axons of the olfactory nerve. The
effective thickness of an axon depends in part on the diame-
ter of the axon itself, and in part on the diameter of its myelin
sheath. The total diameter of the axon (axon plus sheath) is a
major determiner of the velocity of conduction of the action
potential. In general, larger diameter axons conduct more
rapidly, although other factors play a role as well.

SYNAPSES

Chemical Synapses

The surface of the axon terminal where it contacts the
neuron is known as the presynaptic membrane; the specialized
surface of the neuron that receives the axon terminal is known
as the postsynaptic membrane, below which is a specialized
region of the dendrite’s cytoplasm. The synapse itself is a small
extracellular space that is about 20-30nm across (1nm is
1/1,000 of a um). Within the axon terminal are small, mem-
brane-bound packets or “vesicles,” which contain chemical sub-
stances that are released into the synaptic space by the arrival
of the action potential. These chemicals excite or inhibit the
postsynaptic membrane and are one of the ways that one
neuron can affect the activity of another neuron. Also con-
tained within the axon terminal are one or more mitochondria.
The mitochrondria are sources of energy for biological
processes and are found in the soma, the synaptic vesicles, and
wherever the neuron is highly active. Because the transmission
of a signal across the synapse in this case is chemical, this
synapse is known as a chemical synapse.

The events that occur in a chemical synapse are shown in
Figure 2-5. Figure 2-5(A) shows a synaptic terminal at rest. The
axon terminal filled with synaptic vesicles is shown just above
the synaptic space. The terminal membrane that faces into the
space is the presynaptic membrane. Below the synaptic space
is the postsynaptic membrane with protein receptor sites.
When the action potential arrives at the terminal, it causes
calcium channels to open, which allows an influx of calcium
ions. The arrival of the calcium influx in turn results in a
forward movement of the vesicles with their contents of neu-
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FIGURE 2-5. Transmission in a chemical synapse. (A) Neuroactive chemicals are stored in synaptic
vesicles. Calcium enters through a calcium channel. (B) The vesicles move toward the synaptic membrane
and fuse with it, thereby releasing their chemical contents into the synaptic space where they are taken
up by receptors in the postsynaptic membrane. (C) Reuptake of excess neurotransmitter material from
the synaptic space and its reincorporation into vesicles for future use.

rotransmitter substances towards the presynaptic membrane.
As shown in Figure 2-5(B), the membranes of the vesicles fuse
with the neuronal membrane, allowing the contents of the
vesicle to be released into the synaptic space where they can
act upon protein receptors in the postsynaptic membrane. If
the transmitter substance is excitatory (i.e., depolarizing), it
generates an excitatory postsynaptic potential in the postsy-
naptic membrane. If the substance is inhibitory, its action on
the postsynaptic membrane is as if it had increased the polar-
ization of the cell; that is, increased the resting potential
thereby making it more difficult to generate an action poten-
tial, a phenomenon called hyperpolarization. Figure 2-5(C)
shows that excess neurotransmitter material that remains in the
synaptic space may be taken back into the terminal by other
channels to be reincorporated into vesicles for future use.

Neuroactive Substances

Chemical synapses may be characterized by the chemical
compounds present in them. Apart from their functions in

synaptic transmission, these compounds are useful to compar-
ative neuroanatomists because they can serve as markers of
neuronal pathways and populations in different taxonomic
groups. Thus they become another indicator of brain evolution
and adaptation to the environment. Table 2-1 lists some of the
major neuroactive compounds. These fall into a variety of cat-
egories. The two major categories are neurotransmitters and
neuromodulators. Within each of these categories are several
groups of chemicals. The neurotransmitter category contains
relatively few compounds; the neuromodulator category has
more than 30 compounds, only some of which are listed in the
table. The cholinergic neurotransmitter is acetylcholine, which
is excitatory or inhibitory. The biogenic-amine neurotransmit-
ters, epinephrine (adrenalin), norepinephrine (noradrenaline),
dopamine, serotonin, and histamine may likewise have excita-
tory or inhibitory actions depending on the type of receptor
they encounter. The amino acid neurotransmitters consist of
two usually excitatory transmitters, glutamate and aspartate,
and two usually inhibitory transmitters, y-aminobutyric acid
(GABA) and glycine.
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TABLE 2-1. Some of the Major Neuroactive Substances in the Central Nervous System

Type Chemical Group Substance Function
Neurotransmitters | Cholinergic Acetylcholine Excitatory or inhibitory, depending on the type
Biogenic amines Norepinephrine of receptor
Epinephrine
Dopamine
Serotonin
Histamine
Amino acids Glutamate Excitatory (usually)
Aspartate
GABA" Inhibitory (usually)
Glycine
Neuromodulators Peptides and hormones | VIP" Modulation of synaptic transmission by affecting

Substance P

Methionine-enkephalin

Leucine-enkephalin

Cholecystokinin

Somatostatin

Neurotensin

Bombesin

B-Endorphin

Angiotensin II

Glucagon

Bradykinin

Calcitonin

Neuropeptide Y

Anterior pituitary hormones®

Posterior pituitary hormones’

Hypothalamic hormones®

Insulin

transmitter release or reuptake or by changing the
sensitivity of the postsynaptic membrane for the
transmitter

Second messengers

Cyclic AMP

Arachidonic acid
Diacycloglycerol

Cyclic GMP

* y-Aminobutyric acid.
" Vasoactive intestinal polypeptide.

¢ Oxytocin and vasopressin.

¢ These include: adrenocorticotrophic hormone (ACTH), prolactin, luteinizing hormone, growth hormone, and thyrotrophic hormone.

¢ These include: thyrotropic hormone releasing hormone (THRH), gonadotropic hormone releasing hormone (GnRH), corticotrophic
hormone releasing hormone (CHRH), and growth hormone releasing hormone (GHRH).

The neuromodulators generally do not directly affect the
depolarization or hyperpolarization of neurons as do neuro-
transmitters (although some have been reported to have these
properties). Instead, the neuromodulators influence the dura-
tion or intensity of the action of the neurotransmitters by
affecting the reuptake of transmitters, the effectiveness of the
enzymes present in the synapse, the rate of transmitter release,
and a variety of other phenomena, which make the synapse
very different from a simple on-off switch. A vast array of pos-

sibilities for subtle and sophisticated modifications of the trans-
fer of information between neurons is made possible by these
many substances.

In addition to modulating synaptic transmission, many of
these versatile chemical compounds play other roles in the
body; indeed many of their names may be familiar to you in
other contexts. Some of these peptides are gastrointestinal pep-
tides such as vasoactive intestinal polypeptide (VIP), substance
P, cholecystokinin, and neurotensin. Others are hormones that
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are secreted by the posterior division of the pituitary (oxytocin
and vasopressin) and are involved in the regulation of blood
pressure and affect maternal functions and various aspects of
social behavior. Others are releasing hormones that are
secreted by the hypothalamus, such as thyrotropin releasing
hormone (TRH), luteinizing hormone releasing hormone
(LHRH), and growth hormone releasing hormone (GHRH). Still
others are anterior pituitary hormones, such as adrenocorti-
cotropic hormone (ACTH), growth hormone, and luteinizing
hormone. Yet others are naturally occurring opioids, such as
methionine-enkephalin, leucine-enkephalin, and S-endorphin.
Finally, some second messenger substances, such as cyclic AMP,
arachidonic acid, diacycloglycerol, and cylic GMP, which func-
tions in retinal photoreceptors, also have neuromodulator
properties.

Electrical Synapses

Not all synaptic junctions make use of chemical sub-
stances as the transmitter or modulator. At many synaptic junc-
tions, the transmission is carried out by the passage of
electrical current across the synapse. These are known as “elec-
trotonic” or “electrical” junctions or simply “gap” junctions. The
synaptic space of an electrotonic junction is only 2-4nm
across, which is only about one-tenth the width of a chemical
synapse. Present on each side of the gap are matching pores
or ion channels that can be opened and closed by means of a
complex of proteins. When these proteins twist, the pore is
opened, which allows the ionic current to flow across the gap.
Electrical junctions provide for synaptic transmission with vir-
tually no delay because no time is lost as vesicles move to the
presynaptic membrane and discharge their chemical transmit-
ters. Electrical junctions also are not subject to “fatigue” as are
chemical junctions, which can deplete their supply of vesicles
if stimulated too frequently. Most electrical junctions can trans-
mit their electrical signals in either direction, whereas chemi-
cal junctions can only transmit from the presynaptic to the
postsynaptic membrane. Finally, transmission at electrical
synapses is much faster than at chemical synapses.

Electrical synapses are found mostly in invertebrate
nervous systems. In spite of their several advantages, they tend
to be rather stereotyped in their action and do not lend them-
selves well to the subtle and varied types of interactions and
modulations that are possible in a chemical transmission
system. Indeed, the huge variety of possible types of interac-
tions that can occur in a chemical system is a major con-
tributor to the vast array of complexity of behavior that is
characteristic of vertebrates and that has played such an impor-
tant role in their evolution.

Volume Transmission

Many instances of intercellular communication in the
nervous system occur via chemical synapses, with the neuro-
transmitter or neuromodulator release occurring in the imme-
diate vicinity of a postsynaptic dendritic site, or via electrical
synapses; however, a different kind of neuronal cell communi-
cation, called volume transmission, also occurs. Volume
transmission, also referred to as nonsynaptic transmission,
parasynaptic transmission, or paracrine transmission, was iden-

tified and described by Miles Herkenham in 1987, and the
reader is referred to his paper as well as to the comprehensive
review of this subject by Rudolf Nieuwenhuys, published in
2000, for in depth treatments of this often overlooked
phenomenon.

Volume transmission involves the release of neuroactive
substances at presynaptic sites that are not positioned close to
any postsyanptic sites, thus necessitating diffusion of the
released neurochemical to relatively distantly located sites for
their activity to be realized. It is common across invertebrates
as well as in vertebrates. In the latter, it particularly character-
izes the systems that run within the most central portion of
the brain and that are involved in emotional and/or visceral
types of functions. Nieuwenhuys characterized this central, or
medial, part of the brain as a “greater limbic system,” referring
to various regions of the brain, from the spinal cord through
its most rostral levels, that are involved in emotions, learning,
memory, and a number of related processes (see Chapter 30)
and noted that volume transmission is a particular feature of it.
According to this scheme, this medial part of the brain con-
trasts with the more lateral part, in which the pathways are
characterized by chemical synaptic transmission and involved
in the more “objective” relay and analysis of incoming sensory
information and outgoing motor commands.

NEURONAL POPULATIONS

Anatomists frequently refer to a discrete population (or to
two or more populations) of neurons, often situated within a
well-circumscribed boundary, as a nucleus. The same term is
also used to refer to the intracellular structure that contains the
DNA of the cell. Fortunately, the potential for confusing these
two uses of the term is minimal because the contexts are so
different. Examples of such “population nuclei” are the dorsal
division of the lateral geniculate nucleus of the visual system,
the nucleus ovoidalis of the avian auditory system, and the
motor nucleus of the trigeminal nerve, which are structures
that will be described in detail in later chapters. In the brain,
alternate terms for nuclei include locus (e.g., locus coeruleus),
substantia (e.g., substantia nigra), area (e.g., area postrema),
and ganglia (e.g., basal ganglia).

One of the hallmarks of nuclei is that the dendrites of the
neurons remain within the boundary of the nucleus. A nucleus
may consist of several layers, or laminae; however, the den-
drites of neurons within each lamina remain within it and do
not extend beyond the laminar boundary into the territory of
another lamina. In contrast, the term cortex is used to denote
multiple populations of neurons that are arranged in layers; in
most layers, the dendrites of neurons extend across the terri-
tory of multiple other layers. The following sections address
nuclei, but most of the material in them applies to cortices as
well.

Golgi Type | and Il Cells

Population nuclei often consist of more than one type of
neuron. The nineteenth century Italian anatomist, Camillo
Golgi, distinguished two types of cells within the boundary of
a nucleus. The Golgi Type I neuron tends to have a large soma



NEURONAL POPULATIONS 27

and a long, thick, well-myelinated axon. This axon passes
outside of the confines of the nucleus and can travel consid-
erable distances; those that pass from nuclei of the brain into
the spinal cord of a large animal, such as a giraffe or a whale,
can be more than a meter in length. Often the axons of Golgi
Type I cells have side branches, called collaterals, that permit
the axon to contact other nuclear populations en route to its
final destination. The various Golgi I axons from the same
nucleus typically travel together in bundles (often known as
“tracts” or “fiber bundles”) as they make their journey to their
target neurons.

In contrast, the Golgi Type II neuron has a small cell
body and short, often unmyelinated axons. These axons rarely
pass outside the boundary limits of the nucleus. Some Golgi
Type II neurons have no axons at all. Thus their dendrites both
receive input from other neurons (axo-dendritic terminations)
and make synaptic contact with the dendrites of other neurons
(dendro-dendritic contacts). Similar points of contact can be
found with the soma. The Golgi Type II neurons are critical for
the functioning of the individual population components of the
nervous system. They form local circuits within the nucleus
that contribute to whatever the function of the particular
nucleus might be, such as the processing of information or the
patterning of rhythmic events. Golgi Type II neurons are often
referred to as local circuit neurons or interneurons. Figure
2-6 shows Golgi Type I and Golgi Type 1I neurons.

To understand the differences between the Golgi I and II
cells, consider that the Golgi II cells are like a local telephone
network that maintains communication within a factory and
allows the workers to perform their tasks in an integrated and
coordinated manner. The Golgi I cells are like a long-distance
telephone network that permits factories that are located at
considerable distances from one another to be in contact and
to coordinate their activities.

Nuclei and Planes of Section

In order to study the anatomy of the central nervous
system, anatomists often cut the neural tissue into very thin
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FIGURE 2-6. A Golgi Type Il neuron, the axon of which remains

within its neuronal population, and a Golgi Type | neuron, which sends
its axon to a different neuronal population.

Golgi Type Il

slices called “sections” (5-50 um or thinner), so that they may
be examined under a microscope. These sections pass through
nuclei and through the axonal bundles or tracts that pass from
one nucleus to another. While these sections give an accurate
view of the cross-sectional extent of a nucleus or axon bundle,
they give no indication of how much of these structures may
extend ahead of or behind the plane of the section. Many of
the illustrations in this book consist of sections through the
brain or spinal cord, and the reader should understand that
the ovals, ellipses, circles, and other shapes that appear in the
section only represent a single slice through what may be a
much larger and much more complex structure. This is dia-
grammed schematically in Figure 2-7. At the left, represented
by the thicker cylinder, is a nucleus with its large Golgi Type I
neurons and smaller Golgi Type II neurons. The Golgi Type I
axons leave the nucleus and enter an axon bundle, represented
by the smaller cylinder. The gray rectangle represents a section
through these two structures. To the right of the arrow is the
section showing how the nucleus and axon bundle would
appear in this single plane. The Appendix describes in detail
the planes of section conventionally used in neuroanatomical
studies.

Techniques for Tracing Connections
Between Nuclei

The second half of the twentieth century was a period of
unprecedented new knowledge about connections between
neuronal populations in the central nervous system. This explo-
sion of information was largely due to the development of a
vast number of new techniques based on a variety of biologi-
cal principles. Prior to this period, neuroanatomists could only
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FIGURE 2-7. The appearance of a neuronal population and a
nearby axon bundle in a three-dimensional view and in a transverse
section through both.
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rely on methods that stained neurons in an unpredictable
manner. To target a specific population of neurons for study,
they could only use methods that were based on the degener-
ative processes that follow injury of the cell soma or separa-
tion of the axon from the soma.

Since the second half of the 19th century, anatomists had
been able to visualize neurons or parts of neurons using aniline
dyes or metallic deposits. The Golgi technique, in which silver
impregnation was used to visualize whole neuronal cell bodies
and the full array of their dendritic processes, is an example of
one of the metallic impregnation methods. This method is still
in use today. Its main drawback as a tracing method is the fact
that the one cannot predict ahead of time which neurons will
be impregnated by the silver.

The problem was how to target a specific group of axons
for study and then to identify them from among the vast
number present in the microscopic image as the anatomist
went from one section of brain tissue to the next. One of
the first tracing methods consisted of injuring the neurons
to be studied and then using the resulting degenerative
process as a tag or label to trace the course of their axons.
Degenerative changes in the soma separated from all or part
of its axon (retrograde degeneration) could be observed with
the traditional aniline dyes that had been used during the 19th
century. The deposited metal could then be reduced so that
it appeared black and thus visible under the microscope. The
location of the degenerating axoplasm and the terminal
endings of the axons could then be traced and charted in
serial sections, and the axonal pathway from one point to
another within the nervous system could be reconstructed.
Degeneration of the separated axon (anterograde deg-
eneration) could be studied by impregnating the degenerated
axoplasm with silver or the degenerated myelin with
osmium.

The initial phase of the technical revolution of the 1960s
and 1970s depended on newer methods of silver impregnation
that were developed at that time (the Nauta-Gygax stain and
its variants, and the Fink-Heimer stain); these methods allowed
for much more precise tracing of connections by suppressing
the appearance of silver in normal axons, which made the
degenerating axons easier to see, and later by permitting visu-
alization of the actual axon terminals rather than just the axons.
These 20th century silver methods also were more effective in
both mammalian and nonmammalian vertebrates than previous
techniques; they opened the way for a greater exploration of
connections in nonmammals than could previously have been
attempted.

The techniques currently in use do not require lesions of
nervous tissue but instead involve injecting one of a number
of tracer substances into a particular site and allowing the intra-
cellular transport processes (axonal transport or axoplasmic
flow) to distribute the substance along the length of the axon
to its terminals and its cell soma. Histological procedures are
then carried out on serially sectioned material, as in the
reduced silver methods, and the location of the labeled axons,
axon terminals, and cell somas are charted under the micro-
scope. A number of the labeling substances can be visualized
at both the light and electron microscopic level. The tracing
substances that are most commonly used include tritiated
amino acids, horseradish peroxidase (HRP), HRP conjugated to

wheat germ agglutinin (WGA), and the plant lectin Phaseolus
vulgarisleukoagglutinin (PHA-L).

The large repertoire of axonal transport tracing techniques
that has been developed has greatly enhanced our ability to
visualize and trace connections. The tracing substances cur-
rently available vary widely in how they can be visualized. For
example, some can be visualized by histological procedures in
which the substance is reacted in various solutions to acquire
a color or be tagged with a colored substance that is visible
under the microscope. Other tracing substances fluoresce
when illuminated with ultraviolet (UV) light. Still other tracing
substances are radioactive and can be visualized by applying a
thin layer of photographic emulsion over the sections, expos-
ing the emulsion for a certain period of time, and then devel-
oping the emulsion just as one would develop a photographic
print. The pattern of radioactive emissions then can be charted
in serial sections to reveal the course and terminal site of the
axonal pathway being studied.

This wide variety of tracing substances and visualization
techniques has permitted much sophisticated and elegant
experimental work. Double and even triple labeling of differ-
ent components of a neuronal circuit has been developed to a
fine art. For example, one might label one set of afferent axons
of a nucleus with one fluorescing tracer, a second set of affer-
ent axons with a different fluorescing tracer that fluoresces
under a different wave-length, and the neuronal cell bodies and
their dendrites in the nucleus with a retrogradely transported
tracer that can be visualized with histological processing. The
precise synaptic pattern of the two different sets of afferent
fibers on the postsynaptic neurons within the nucleus can thus
be worked out.

A number of additional tracing techniques exist that do
not depend on axonal transport mechanisms. Some take advan-
tage of the natural fluorescence of some of the neuronal trans-
mitters, such as serotonin and dopamine. Widespread use is
also currently made of immunohistochemical methods for anti-
body labeling of neuroactive substances, such as some of those
listed in Table 2-1, which then can be visualized with histolog-
ical techniques. In addition to axonal tracing methods, tech-
niques allowing in vivo and in vitro study of particular parts
of the brain, whole-brain scanning techniques, extra- and intra-
cellular electrophysiological recording techniques, in situ
hybridization techniques for localizing sites of gene expression,
and an extensive array of additional such methods allow for a
truly comprehensive approach to the study of the organization
and function of the central nervous system.

Table 2-2 gives some examples of the more commonly
used contemporary methods as well as some of the earlier
methods. The table is not intended to be an exhaustive survey
but rather gives a sample of the many different methods that
you are likely to encounter if you read any of the works listed
at the ends of chapters in this book or elsewhere in the neu-
roanatomy literature.

RECEPTORS AND SENSES

The senses are our windows onto the world—both the
world outside and the world within our bodies. We cannot
know anything about either of these worlds except through our
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TABLE 2-2. Summary of Methods for Tracing Connections in the Central Nervous System

Method Type

Examples

Comments

Retrograde degeneration Nissl stain

Aniline dye stain of a soma separated
from part or all of its axon

Anterograde degeneration Marchi stain

Impregnation with osmium of
degenerating myelin of an axon
separated from its soma

Reduced silver Golgi stain

Cajal stain

Bielschowsky stain

Impregnation of neurons with reduced
silver

Nauta-Gygax stain

Especially effective on axons that are
degenerating due to separation from
their somata

Fink-Heimer stain, de Olmos stain

Especially effective on degenerating axon
terminals

Anterograde and/or retrograde axonal

Autoradiography

Transported along axons and visualized

transport and/or diffusion along

axonal sheaths (PHA-L)

Phaseolus vulgaris-leuccoagglutinin

with photographic emulsion,
fluorescence, chromagen (attachment

Horseradish peroxidase (HRP)

of chemical dye that can be reduced

Fluorescent dyes (Evans blue, fast
blue, fluorogold, Di-I, Di-O)

and visualized), or other histological
techniques

Rhodamine beads
Cholera and other toxins

proline

Wheat germ agglutinin-horseradish
peroxidase (WGA-HRP), tritiated

Immunohistochemistry

compounds

Various neurotransmitters and
neuropeptides, mRNA, and related

Antibodies used for visualization with
fluorescence or other microscopy
methods

sensory systems. Of course we can know a lot about both
worlds with the use of scientific instruments, but even this
information must come to us via the sensory systems. The
senses are our way of detecting energy or chemical substances
in the inner and outer worlds. The detectors for the external
world are known as exteroceptors and those of the inner
world are known as interoceptors. Exteroceptors are the
receptors for vision, taste, smell, touch, warmth, cold, and so
on. Interoceptors provide the central nervous system with
information about events within the body, such as the disten-
sion of the gastrointestinal system and urinary bladder, pressure
of the blood in certain blood vessels, and levels of various sub-
stances in the blood such as glucose, fat, and various hormones.
The types of energy detected are:

¢ The electromagnetic spectrum, which includes visible
light (i.e., light visible to humans), ultraviolet and infrared
portions of the spectrum, and electricity and magnetism.

¢ Mechanical energy, such as is produced by bending,
stretching, shearing, and compressing of the skin or other
tissues.

¢ Chemical energy, which is the energy released by the reac-
tions of chemical substances in the environment with the
chemicals that make up the receptor.

How Many Senses?

How many senses are there? When this question is asked,
we usually think of five: taste, touch, smell, hearing, and vision.
Sometimes we refer to an elusive “sixth sense,” by which we
really mean “intuition,” which is not an energy detector at all.
However, there are many more than the proverbial five or even
six senses. When we take into account the full range of senses
available to vertebrates, we can count something in the neigh-
borhood of 20 senses, depending on how fine one wishes
to subdivide the different receptor types. These include the
traditional five, plus pain, vestibular sense, temperature, the
various types of touch (deep, light, vibration), proprioception
(the positions of joints), muscle stretch, etc., the ability to
detect electrical fields (lampreys, sharks, some ray-finned
fishes, some amphibians, and monotremes), infrared radiation
in a manner similar to vision (some snakes), lateral-line sensa-
tions (nontetrapods, amphibian larvae, and some adult amphib-
ians), and magnetic fields (some fishes, amphibians, and birds).

Receptors and Awareness

Events that occur in the internal or external worlds that
do not affect our interoceptors or exteroceptors are unknown
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to us. For example, many animals can detect light in the ultra-
violet portion of the spectrum. No doubt they see it as some
sort of color. Because we are unable to detect light energy in
this portion of the spectrum, as far as our personal experience
is concerned, this part of the spectrum does not exist. We can
only know of its existence with the aid of specialized scientific
instruments. Similarly, many mammals, including bats, many
rodents, and dogs, can hear sounds that are much too highly
pitched for us to hear. Even within our own bodies, receptors
are at work, participating in the precise regulation of bodily
functions such as blood pressure, the flow of materials through
the digestive system, the secretion of hormones, all without
any awareness on our part because the information from these
interoceptors never reaches those brain regions that bring
such information to our conscious awareness. For example, a
complex series of neural circuits produces a precise regulation
of the diameter of the pupil of the eye according to the inten-
sity of light present in the external environment. We are totally
unaware of these adjustments, which are being made each time
the light level changes. We can become aware of some of our
senses if we produce certain types of disturbances of their
mechanisms. For example, we are normally unaware of the
operation of the vestibular organs in the middle ear, which
provide us with information about the pull of gravity, the accel-
eration of our bodies, the position of our head, and so on, so
that the necessary postural adjustments can be made to keep
us in our erect posture and prevent us from falling over as we
change position or try to walk on an uneven surface. These
adjustments are, for the most part, totally transparent to us. If
we spin ourselves round and round, however, as most of us did
as children, we quickly become aware of a variety of sensations
that result from the abnormal stimulation of this sensory
system.

Sensory Experience as a Private Mental Event

To return to the detection of ultraviolet light, a feat that
we are incapable of, we suggested that those animals that can
detect ultraviolet light probably experience it as some sort of
color. What color is ultraviolet? We cannot imagine what ultra-
violet color looks like any better than we could describe the
colors of a sunset or autumn leaves to a person who has been
born blind. Sensations are private mental events knowable only
to the person or animal having the sensory experience. Indeed,
you have no way of knowing for sure that what you experience
as red when looking at an apple is what a bird or another
mammal experiences when it sees the same apple. This may
sound a bit philosophical, but it is of relevance to the fact that
we cannot know, nor can scarcely imagine, what the subjec-
tive experiences are of animals that have senses very different
from our own. For example, birds have more photopigments,
which makes them more sensitive to certain regions of the light
spectrum than humans, and therefore they almost certainly do
not see objects as having the same colors as we do. What does
a snake experience when it uses its infrared-detecting pit
organs to detect a mouse in total darkness? Possibly it is
something akin to vision, but we cannot know what it is like
for the snake. Likewise, what does electroreception feel like to
an animal that can detect minute changes in the electrical fields
present in the surrounding environment? What is it like to have

taste receptors all over one’s body as do certain fishes? Some
birds appear to have the capability to navigate by means of the
earth’s magnetic fields. What does a magnetic field feel like to
them? There is no way for us to know the answers to any of
these questions.

Sensory Adaptation

A property of receptors is that they decrease their respon-
siveness to persistent stimuli. This phenomenon is referred to
as adaptation. Adaptation is not a voluntary act like a human
or an animal shifting its attention to and from specific stimuli
at will; rather, it is more like a receptor fatigue phenomenon
and only can be reversed by a period of absence of the stimu-
lus or by changing the stimulus. You most likely have experi-
enced adaptation of the olfactory system when you entered a
room with a particularly strong odor, but after a few minutes
in the room, you no longer notice the odor, even if you try.
Some receptors become adapted to a particular level of stimu-
lation and will only respond to a different level. This property
sometimes results in strange effects. If you put one hand in very
cold water and the other hand in very warm water, leave them
for a few minutes, and then put both hands in water that is at
room temperature, you will observe that the hand that was in
the warm water feels cold and the hand that was in the cold
water feels warm, yet both are receiving the same stimulus of
room temperature water.

RECEPTOR TYPES

Table 2-3 presents a classification of receptors according
to their functional classes, sensory modalities, and receptor
types. All of these receptors are neurons or neuron-like cells.
As is the case with all neurons, a resting potential is maintained
across the cell membrane. When activated by the appropriate
energy, the ionic events that maintain the resting potential are
disturbed and a receptor potential results. The process by
which mechanical, chemical, or electromagnetic energy is
converted to neural events (i.e., the electrochemical process
that produces receptor potentials) is known as sensory
transduction.

Receptor potentials are produced by the receptor cells
in response to stimulation by the appropriate stimulus. They
are like the local potentials of neurons in that they are graded
potentials; that is, the magnitude of the potential is propor-
tional to the intensity of the stimulus that is being applied to
it. If the receptor potential achieves a sufficient magnitude, an
action potential develops in the axon of the sensory neuron.
This action potential sweeps down the axon to the terminals
located in the brain or spinal cord. These terminals release their
neuroactive chemical and the process of sensation has begun.

Some receptor cells are true sensory neurons with either
free sensory terminal endings or with specialized sensory ter-
minals. Like other types of neurons, receptor cells with spe-
cialized endings have an axon that terminates within the
central nervous system. This type of receptor cell is typical of
the skin, muscle and joint senses, of touch, pain, stretch, and
so on. Some examples of these types of receptors are shown
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TABLE 2-3. A Classification of Receptors and Their Senses

Receptor Class

Sensory Modality

Receptor Type

Mechanoreceptor

Touch Fast adapting

Meissner’s corpuscles

Slow adapting

Merkel’s disks

Tendon stretch

Tendon organs

Skin stretch

Ruffini endings

Joint position

Joint receptors

Muscle length and stretch

Muscle spindles

Muscle contraction

Golgi tendon organ

Vibration Pacinian corpuscles

Hearing Hair cells

Vestibular (gravity, acceleration, head position) Hair cells

Lateral line Hair cells
Radiant-energy receptor Light (including UV) Photoreceptors

Infrared radiation (pit organ)

Pit-organ receptors

Infrared radiation (skin warmth)

Free nerve endings

Infrared radiation (skin cold)

Free nerve endings

Chemoreceptor Taste Taste buds
Smell Olfactory receptors
Electroreceptor Electric fields Ampullae

Tuberous receptors

Nociceptor Pain

Free nerve endings

General chemical sensitivity

Free nerve endings

Magnetoreceptor Magnetic fields

Photoreceptors (?)
Ampullae (?)
Trigeminal receptors

in Figure 2-8. Other receptor cells, however, are not modified
neurons, but rather are specialized receptor cells; they lack
axons and must be innervated by sensory neurons in order for
their output to be transmitted to the central nervous system.
Hair-cell mechanoreceptors, photoreceptors, and chemore-
ceptors are among those included in this category of receptor
cells. These types of receptor cells are illustrated later in this
chapter. Unlike other neurons, which have their cell bodies
within the central nervous system, the sensory neurons for
most sensory systems have their cell bodies outside of the
central nervous system. The cell bodies are nearly always clus-
tered together in a ganglion, so named because it resembles
a “knot” Ganglia are located just outside of the sensory nerve’s
point of entry into the central nervous system. They are present
in both the spinal nerves, which innervate the body, and some
cranial nerves, which innervate the head and neck and also
contribute to the autonomic regulation of the viscera. A
sensory ganglion is illustrated in Figure 2-9.

Mechanoreceptors

Mechanoreceptors are among the most ubiquitous types
of receptors. Although they exist in a variety of forms, their
common feature is their response to mechanical deformation,

such as bending, stretching, or twisting. Some mechanorecep-
tors are involved in the detection of touch or pressure on the
body surface. Others respond to stretching such as those in
joints, tendons and muscle spindles, and in the digestive
system. Still other mechanoreceptors are located at the bases
of surface hairs, feathers, and scales and respond when the
position of the surface structure is displaced. You can demon-
strate this for yourself by lightly running your finger across the
hairs on your arm or head without touching the skin surface.
The hairs that make up the facial whiskers or vibrissae of
mammals are typical of such hairs. Some mechanoreceptors are
illustrated in Figure 2-8.

Mechanoreceptors have been best studied in mammals,
which possess a large variety of mechanoreceptor types. We
know considerably less about the mechanoreceptors of non-
mammalian vertebrates. Some amphibians and reptiles are
exceptionally sensitive to vibrations of the substrate on which
they are situated; they possess cutaneous mechanorecoptors
on their ventral skin. Birds have mechanoreceptors on or near
the base of their feathers, possibly indicating whether their
feathers are close to the body surface (a thermoregulatory
mechanism) and/or possibly indicating air speed.

Mechanoreceptors for touch may be classified in several
ways. One way is to categorize them according to the speed at
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FIGURE 2-8. Examples of somatosensory receptors in the skin.

Termination field
within the
central nervous system

Sensory nerve

Sensory ganglion

FIGURE 2-9. A sensory ganglion containing the somata of sensory
neurons en route to their termination field in the central nervous
system. The arrow shows the direction of conduction of the action
potentials.

which they adapt to continuous bending or deformation; these
are the fast-adapting and slow-adapting mechanoreceptors.
Both types may be further subdivided according to the char-
acteristics of their receptive fields: large with indistinct borders
or small with distinct borders.

Hair Cells. A specialized group of mechanoreceptors are
the hair cells, which are cells with one or more hairs, or stere-
ocilia, protruding from them as well as a longer hair called a
kinocilium. The stereocilia appear to be involved in the trans-
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Sensory
nerve

FIGURE 2-10. A hair-cell mechanoreceptor. Hair cells are found
in the auditory, lateral line, and vestibular systems.

duction of mechanical energy into a receptor potential, but the
kinocilia do not seem to play a direct role in this process.
Kinocilia are present in all vertebrates, but in mammals they
degenerate during development and hence are not found in
adult mammals.

Figure 2-10 shows a typical hair cell. These cells generate
receptor potentials in response to bending of their hairs. Hair
cells typically are found in fluid-filled chambers, such as the
auditory and vestibular organs of the ear and the lateral line
organs of the head and the body of aquatic anamniotes. This
type of receptor is responsive to displacement waves in the sur-
rounding fluid that have been transmitted from the external
environment. The pressure waves that are detected by the
lateral line system are of low frequency of the sort that would
be produced by the swimming movements of neighboring fish
in a school or the bow wave of an approaching predator. Like-
wise, the hair cells of the vestibular system respond to the low-
frequency waves that are set up in the fluids of the vestibular
apparatus when the tilt of the head is changed or as the accel-
eration of the body changes. A third set of hair cells is tuned
to respond to the higher frequencies of wave action that occur
in the auditory organs when those pressure waves in the exter-
nal environment that we call “sound” (i.e., pressure waves in
the frequency range that we can hear) are transmitted to the
fluid in the hearing organ. The external environment may be
water, as in the case of fishes, or air, as in the case of terres-
trial animals. Indeed, the transition from water to land resulted
in dramatic changes in the ear and in hearing mechanisms as a
result of the differences in the way sound waves are transmit-
ted through water and air.
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The auditory hair cells in tetrapods are located in the inner
ear in a structure known as the basilar papilla. In mammals,
this structure (along with some related structures) is called the
organ of Corti. The hair cells are arranged in rows in these
structures. Some of the hairs are free and others are embedded
in an overlying structure. In either case, the pressure of the in-
coming sound waves ultimately causes these hairs to bend with
resulting generator potentials. A more detailed discussion of the
mechanics of hearing as well as the variety of hearing organs
and their relationships to the animals’ environments may be
found in the specialized books and articles on this subject listed
at the end of the chapter.

Eimer’s Organs and the Star-Nosed Mole. The star-nosed
mole (Condylura cristata) is a mole with a unique sensory
adaptation of its snout. The snout consists of a pair of arrays of
eleven fleshy, highly mobile, fingerlike protuberances, called
rays, that the animal uses to explore the environment (see Box
2-3, Figure 2). Each ray contains thousands of specialized cuta-
neous mechanoreceptors known as Eimer’s organs. They are
unique to moles and are not found elsewhere among the
eulipotyphlans (formerly called insectivores; see Chapter 4)—
moles, shrews, and hedgehogs. They are also lacking in moles
that live in harsh, very dry climates.

Each Eimer’s organ consists of a dome-like swelling of the
epidermis below which is located a column of flattened epi-
dermal cells. Contained within the organ are free nerve endings
associated with the flattened disks, Merkel mechanoreceptors,
and encapsulated corpuscles. The density of Eimer’s organs far
exceeds the density of touch receptors on even as sensitive a
receptor surface as a human hand. This provides the animal
with an exceptional somatosensory image of whatever surface
the rays are exploring. Because the nasal rays move very
quickly, the animals must make very rapid textural discrimina-
tions in order to form this tactile picture of the environment
immediately in front of its nose.

Lateral Line Organs. An important sense-organ system for
aquatic anamniotes are the lateral line organs, which generally
are found in the lateral line canals. These canals are located on
the head and the body of fishes and larval amphibians. They
contain a class of mechanoreceptors known as neuromasts,
which are hair cell-like receptors. These neuromast receptors
are situated in the lateral line organs that line the fluid-filled
canals. Some canals are closed and their fluid is internally
secreted; others canals have external openings that permit the
surrounding water to enter. Neuromasts respond to low-
frequency pressure changes in the surrounding water as might

BOX 2-1. Dome Pressure Receptors

The river glides lazily through the dark swamp. Its
surface is smooth except for some floating leaves and a half-
submerged log. A young deer cautiously approaches the
water and begins to drink. Suddenly, the “log” lunges at the
deer. Too late the deer sees that the log is a large alligator.
How was this predatory attack launched with such surprise
and such precision? The answer is with the assistance of a
newly characterized but quite ancient sensory receptor
called a dome pressure receptor. These receptors appear
as a series of bumps or small domes on the upper and lower
jaws of semi-aquatic alligators and crocodiles above and
below the tooth line (see Figure 1) and represent a local-
ized thinning of the animal’s body armor.

Daphne Soares discovered that these receptors allow
American alligators (Alligator mississippiensis) to orient
toward their prey, even in total darkness, and without the
aid of audition. She observed that single droplets of water
dripped onto the surface of the water surrounding the alli-
gator will evoke the orientation response, even in total dark-
ness, as long as the animal’s face was positioned at the
air-water interface. If the head was above the water’s
surface, no response occurred. Likewise, if the dome pres-
sure receptors were covered with a plastic elastomer, the
alligators failed to respond to the stimulus. Soares reported
that the dome pressure receptors are innervated by
branches of the trigeminal nerve. (See Box 11-1 for addi-
tional sensory receptor types innervated by this versatile
nerve.)

In addition to studying the anatomy, physiology, and
behavioral functions of the dome pressure receptors, Soares
also investigated their phylogeny, as shown in Figure 1,
which is a cladogram of crocodyliform reptiles. Examination
of the upper jaw, or maxilla, and lower jaw, or mandible, of
modern and ancient crocodyliforms revealed a series of
small openings, or foramina, through which pass the end
branches of the trigeminal nerve. The foramina are arrayed
in a hexagonal or “beehive”-shaped pattern. All living semi-
aquatic crocodilians possess both the foramina in a beehive
pattern and the dome pressure receptors. When Soares
examined the skulls of extinct relatives of the modern croc-
odilians, she found the linear pattern only in those extinct
species that are believed to have been adapted to a fully ter-
restrial environment, such as Sebecus. Other ancient croc-
odilians, such as Protosuchus, and modern lizards also all
have the foramina in the linear pattern, which supports the
idea that the beehive pattern and dome pressure receptors
are a unique development of the more recent, semi-aquatic
crocodilian lineages. Even the marine iguana, which, like
crocodilians, leads a semi-aquatic existence, has the linear
pattern and not the beehive pattern of the semi-aquatic
crocodilians.

The paleontological evidence, taken along with the
behavioral, physiological and anatomical findings suggest
that the semi-aquatic crocodilian lineages evolved a unique
sensory receptor that enables these large predators to lie in
stealth in the water awaiting subtle pressure waves associ-
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BOX 2-1. Dome Pressure Receptors—cont'd
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permission.

ated with a disturbance of the water’s surface to signal the
position and distance of prey, even in total darkness. The
ability to process information about the precise location of
prey in the water in conjunction with their highly devel-
oped locomotor system may have contributed to the long
history of success of these animals as predators.

Leidyosuchus
Crocodylidae
Alligatoridae

[ Telosauridae
L Metriorhynchidae

Protosuchus

FIGURE |. A cladogram of crocodyliform reptiles showing evolution of dome pressure receptors, as
indicated by the presence of a “beehive” pattern of trigeminal nerve foramina on the upper and lower
jaw surrounding the tooth line. The linear pattern is characteristic of the earliest crocodilians and those
genera not adapted to the aquatic environment. The linear pattern is also characteristic of lizards, whether
or not they are adapted to an aquatic environment. Adapted from Soares (2002) and used with
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be produced by the swimming movements of other fish in a
school, or by the approach of a predator.

The lateral line canals of a bony fish are shown in Figure
2-11. At least three canals are located on the head, one above
the eye (supraorbital canal), one below the eye (infraorbital
canal), and one on the lower jaw or mandible (mandibular
canal). Additional head canals are present in some fishes. The
lateral or trunk canal runs the length of the body.

Radiant-Energy Receptors

Energy that is propagated in the form of electromagnetic
waves (or streams of particles called photons) is known as
radiant energy. A rather narrow portion of the radiant energy
spectrum constitutes visible light. Please remember that when
we use the term “visible,” we mean visible to humans. Various
nonhuman animals have no difficulty detecting portions of the
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FIGURE 2-11. The lateral line canals of a fish. The main lateral
canal runs the length of the body. Three or more canals are located
on the head. The figure shows one above the eye (supraorbital), one
below the eye (infraorbital), and one on the lower jaw (mandibular).

outer oil
segment droplet

-

inner | 0 00
© segment \ »
L _(AY nucleus (i G

: single double
- single cone cone

with
rod oil droplet

FIGURE 2-12. Photoreceptors of the retina. A rod and several
types of cones are shown. The cones of many vertebrates contain
colored oil droplets between the inner and outer segments. Verte-
brate cones often are paired as may be seen in the double and twin
cones.

electromagnetic spectrum that are undetectable to us. Visible
light is detected by specialized cells called photoreceptors.
The two most common types of photoreceptors are the rods
and cones of the retina of the eye. These are shown in Figure
2-12. Both types of photoreceptors consist of an inner and an
outer segment. The outer segment consists of a series of
stacked disks that capture light energy and transduce it into a
receptor potential by means of a series of complicated chemi-
cal reactions in a group of compounds known as photopig-
ments. Each photopigment reacts with light only in a specific
range of the spectrum. Rods can be distinguished from cones
by the appearance of the stacks of disks; in the rods, the disk
diameter remains constant along the length of the outer
segment, whereas the diameter of the cone disks becomes pro-
gressively smaller so that the cone outer segment tapers to a
blunt point. The inner segments of the photoreceptors contain
the nuclei and terminal branches of these cells.

In nonmammalian vertebrates, rods and cones can be
further differentiated by the presence of oil droplets located
between the inner and outer segments of the cones. These

droplets may be colorless or they may be yellow, greenish
yellow, orange, or red. They appear to function as color filters
that serve to restrict the spectral range of light that reaches the
outer segment. Thus, a yellow droplet filters out short wave-
length (blue) light and a red droplet filters out wavelengths in
the range that we call green.

Figure 2-12 also shows some of the varieties of cones,
which can include two types of paired cones: double cones
and twin cones. These paired cones are characterized by the
close proximity of the partners and the absence of pigment
epithelium between their outer segments. The partners of
these paired cones function in close coordination with each
other because they are linked by fast acting, bidirectional elec-
trical synapses. Moreover, they often are found in clusters.
Their close proximity thus appears to be a device for increas-
ing the local density of the photoreceptors, which increases
the probability of capturing photons. Paired photoreceptors
are not found in mammals.

The Retina. Figure 2-13 shows a diagram of the retina.
Although we often discuss the retina as if it were a simple
sensory surface, the retina is, in fact, a highly complex struc-
ture with very sophisticated processing capabilities. Indeed,
the retina actually is a component of the central nervous
system. A full treatment of the anatomy and function of the
retina is beyond the scope of this introductory work, and we
can only present some of the main features here.

The retina is the innermost layer of the eye. The outermost
layer is the sclera, which is the tough coat of the eye that gives
the eye its globular shape. The next layer is the choroid, which
is highly vascular and provides the retina with access to the cir-
culatory system. Deep to the choroid lies a layer of pigment
epithelium. The tips of the photoreceptors are in contact
with the pigment epithelium. As its name implies, the pigment
epithelium contains dense pigment granules that exclude light.
When the light level is high, the pigment epithelium extends
down into the spaces between the outer segments to block
excess light from reaching the photopigments. When the light
level is low, the pigment epithelium retracts to permit the
photopigments to have the maximum opportunity to capture
photons.

The retina itself consists of several regions. The layer of
photoreceptors is the first stage for the processing of light stim-
ulation. As Figure 2-13 indicates, light must pass through all of
the other retinal layers before it reaches the photoreceptor
outer segments to begin the process of sensory transduction.
The layer of photoreceptor nuclei is known as the outer
nuclear layer. The next region is the middle retina, which con-
sists of bipolar cells, horizontal cells, amacrine cells, and
interplexiform cells. The retinal layer that contains the nuclei
of these cells is known as the inner nuclear layer. The inner
retina consists of the layer of ganglion cells, which are the
source of efferent axons from the retina to the brain. These
axons converge from all parts of the retina to a single location,
known as the optic nerve head, to form the optic nerve. The
bipolar cells connect the photoreceptors to the ganglion cells.
The remaining cell types modulate the activity in this pathway
from photoreceptors to bipolars to ganglions. The layer of the
retina in which the photoreceptor terminals contact the den-
drites of the bipolar cells is called the outer plexiform layer,
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FIGURE 2-13. The retina. The photoreceptors are pointing toward the pigment epithelium, choroid,
and sclera. Their outer segments form the photoreceptor layer, their somata form the outer nuclear
layer, and their zones of contact with other neurons of the retina form the outer plexiform layer. The
inner nuclear layer comprises the somata of the various types of integrative neurons of the retina: the
horizontal cells, the bipolar cells, the amacrine cells, and the interplexiform cells. The efferent cells of
the retina are the ganglion cells; their dendrites contact the terminals of the integrative cells in the inner
plexiform layer. The horizontal cells modulate the activities of the outer plexiform layer, and the amacrine
cells modulate the activities of the inner plexiform layer. The two plexiform layers are connected by the
bipolar and interplexiform cells. Adapted from Nicholls et al., 1992 and used with permission of Sinauer
Associates, with additional information from other sources.

and the layer in which the terminals of the bipolar cells contact
the dendrites of the ganglion cells is called the inner plexi-
form layer.

The horizontal cells and amacrine cells provide for lateral
interactions within the outer and inner plexiform layers,
respectively, while the interplexiform cells link activities
between the two plexiform layers. The horizontal cells spread
out within the outer plexiform layer to provide a lateral inter-
action by coupling or uncoupling of the photoreceptors,
which permits them to function as groups or as independent
detectors of photons. The amacrine cells perform a similar
function within the inner plexiform layer. The interplexiform
cells provide feedback from the amacrine cells to the horizon-
tal cells and to the bipolar cells.

The Optic Nerve. The bipolar cells project to the retinal
ganglion cells, which give rise to the axons that form the
optic nerve. The optic nerve leaves the globe of the eye and
passes toward the brain. On route to its terminations in the
brain, the optic nerve crosses the midline so that some or most
of the axons from the right eye terminate in the left brain and
vice versa. This point of crossing is known as the optic

chiasm. Once the ganglion-cell axons have crossed the
midline in the optic chiasm, they are thereafter referred to as
the optic tract. Not all of the optic nerve axons decussate
(cross the midline) in the optic chiasm. Some axons remain
ipsilateral (on the same side) to the eye of origin. The propor-
tion that remains ipsilateral varies considerably across verte-
brate classes. In general, however, nonmammals tend to have
the overwhelming majority of optic axons crossing to the con-
tralateral (opposite) side. In mammals, the proportion of ipsi-
lateral optic axons can be as much as 50%. This will be
discussed in greater detail in Chapter 26.

Centrifugal Axons. Not all of the axons in the optic nerve
travel from the eye to the brain. In the optic nerve, as in all
sensory cranial nerves, centrifugal axons are present that pass
from the brain to the receptors. These centrifugal axons gen-
erally suppress the activity of the receptors and may play a role
in attention mechanisms.

The Median Eye. The eyes that we have been discussing
thus far may be considered lateral eyes in that they are located
more or less at the sides of the skull. The optics of these eyes



RECEPTOR TYPES 37

typically are adapted to forming detailed images of the exter-
nal world on the retina. A considerable amount of this detail is
represented in the neural signals that are transmitted to the
brain. In addition to these lateral eyes, some vertebrates (but
not mammals) have a single, unpaired median eye, located at
the top of the skull. This median eye is known as the pineal
eye. Because the pineal is also known as the epiphysis, one
could refer to this eye as the epiphyseal eye. Unlike lateral
eyes, median eyes are not designed to form images, but merely
to gather light. The median eye usually consists of a layer of
photoreceptors that send their axons directly to the brain.
Median eyes do not have the additional neuronal elements that
are found in the retina, and therefore are greatly limited in their
ability to transmit information about the spatial properties of
the visual world. In some vertebrates, a second median eye is
present just below the first. The second eye is known as the
parapineal eye or paraphysis. Frequently, the median eye is
found below a translucent patch of skin that permits diffuse
light to reach the photoreceptors. In some vertebrates,
however, a lens-like element occurs that aids in the collection
of light.

The median eye synthesizes the hormone and neuroactive
substance melatonin from serotonin in the absence of light.
Melatonin is involved in daily biological rhythms and in sea-
sonal rhythms that depend on the progressive lengthening or
shortening of the day, metamorphosis, color change, and
sexual development. In birds and mammals, the epiphysis is
glandular (the pineal gland) and produces melatonin. It retains
its sensitivity to light, even though the light-dark cycle is mostly
regulated through central nervous system pathways. Figure 2-
14 shows a median eye, from which the axons terminate in the
brain.

Pit Organs. Another type of radiant energy detector is the
pit organ, which is found in a group of venomous snakes
known as “pit vipers.” Rattlesnakes and the other pit vipers have
a sensory pit that is located on the snout between the lateral
eyes and the nostrils. Certain nonvenomous snakes, such as
boas and pythons, have rows of pit organs located on their
upper and lower lips. Suspended between the inner and outer
cavities of the sensory pit is a membrane that consists of a type
of photoreceptor that is sensitive to the infrared range of the
electromagnetic spectrum. Infrared is invisible to the human
eye, but it can be felt on our skin as heat. In contrast to the
heat receptors of the skin, however, the pit membrane is
extremely sensitive to subtle differences between the infrared
radiation coming from an object (such as a small mammal) and
that coming from the background. The pit membrane is inner-
vated by sensory axons of the trigeminal nerve (see Chapter
11). A pit organ is illustrated in Figure 2-15.

Chemoreceptors

Chemoreceptors sense the chemical properties of the
environment. A common feature among chemoreceptors is that
they are capable of being stimulated by certain classes of water-
soluble chemicals. The two chemosenses that humans are famil-
iar with are gustation (taste) and olfaction (smell). In water,
these senses act both as distance receptors (i.e., they can
detect stimulus sources that are remote from the receptor,
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FIGURE 2-14. An example of a median eye. Light impinges on the
photoreceptor layer, which is the origin of the epiphyseal nerve that
terminates in the epithalamus near the pineal (epiphysis).
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FIGURE 2-15. An IR pit receptor. An [R-sensitive membrane is
suspended between the inner and outer cavities of the sensory pit.
The membrane is innervated by sensory axons of the trigeminal nerve.

similar to hearing and vision) and as contact receptors (i.e.,
they detect stimuli that are in direct contact with or very close
to a body surface as do touch, temperature, and pain recep-
tors). This occurs because the chemical stimuli must be soluble
in the water surrounding the animal. For animals that live in
air, however, only the olfactory sense maintains its dual role as
both a distance sense and a contact sense. Gustation, on the
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other hand, is only a contact sense in land animals because the
taste stimuli are only soluble in water, not in air; these stimuli
can only produce taste sensations when they dissolve in the
epithelial coating of the taste buds within the oral cavity.

Gustation. The gustatory receptors are located within
structures known as taste buds. In tetrapods, which have
tongues, the taste buds are located mainly on the tongue,
although some are in the throat as well. The muscular tongue
evolved in those branches of the vertebrate lineage that left the
water and adapted to life in air where there is no convenient
column of sucked-in water to carry food from the mouth to a
point where it could be swallowed into the digestive system.
The tongue serves this purpose in land animals. In frogs and
some reptiles, it serves to grasp prey and bring them quickly
into the mouth. In the remaining tetrapods, the tongue serves
to manipulate food once it has entered the mouth.

In nontetrapods, taste buds not only are located in the
mouth, but also in the throat, on the head, and, sometimes, as
in carp, all over the body surface. Some fishes, such as the
catfishes, have evolved facial appendages (that give these
animals their name) that are studded with taste buds. These
appendages, known as barbels, are used to sample the gusta-
tory qualities of the environment in the search for edible
objects. A catfish typically has more than 100,000 taste buds.
Other fishes have fewer but still quite substantial quantities.

The number of taste buds varies among different verte-
brate classes. Fishes may have many thousands or even hun-
dreds of thousands of taste buds. Among the land vertebrates,

birds have the fewest taste buds and mammals have the great-
est numbers. Even within classes, the number varies consider-
ably. Thus, among mammals, humans have approximately
10,000 taste buds (90% of which are on the tongue), in con-
trast to rabbits and some ungulates (hoofed mammals), which
can have two to three times that number.

Figure 2-16 shows a taste bud with its taste receptors. Taste
receptors typically are located within a gustatory papilla,
which can be a raised structure or a pit with a pore opening
to the outside. The walls of these papillae contain small, barrel-
shaped structures, which are the taste buds. Each taste bud
contains dozens of taste receptor cells.

The primary taste qualities of humans are “sweet,” “sour,”
“salt,” and “bitter” Other more complex tastes are possible from
combinations of these. Taste, however, must be distinguished
from flavor, which is what most people mean when they refer
to the “taste” of something. For example, “this tastes like choco-
late” or “this tastes exactly like the way my mother cooked it”
These sentences really mean that something had the flavor of
chocolate or had the same flavor as Mom’s recipe. The reason
that this distinction is necessary is because flavor is a different
chemosense than taste; the experience of flavor results from a
combination of taste and smell. We are all familiar with the loss
of the flavor of food when we have a bad cold with a stuffy
nose. We may complain that nothing seems to have any “taste”
in such a circumstance, but in fact our sense of taste (sweet,
sour, salty, and bitter) is perfectly intact. What has occurred is
that olfactory stimuli from the mouth (or from the external
world, for that matter) cannot reach our olfactory receptors.

BOX 2-2. Another Taste System!?

In addition to the classical taste system, which uses gus-
tatory cells within taste buds as the receptors, an additional
chemosensory cell type has been reported on skin surfaces,
in the mouth, and on the gills of anamniotes, including hag-
fishes, various teleosts, and amphibians. In the latter, they
are located on the ventral skin. These cells are called soli-
tary chemoreceptor cells, and they are typically, but not
always, found in the company of classical taste buds.

Solitary chemoreceptor cells are particularly well devel-
oped in two teleost genera—Ciliata (rocklings) and Pri-
onotus (sea robins), in which they are located on the fins.
In Ciliata, these cells respond to fish body mucus and also
to fish bile. They thus may serve in the detection of preda-
tors and/or competitors. In Prionotus, the cells are located
on the pectoral fins, which explore the bottom, and may be
involved in feeding. They may have other chemosensory
functions as well.

Recently, solitary chemosensory cells have been re-
ported in mammals in the gustatory system, the digestive
system, and the respiratory system. In newborn rodents, for
example, solitary chemosensory cells have been found in
the gustatory epithelium. In rats and mice, they have been
reported in the nasal epithelium where they form synaptic

contacts with endings of the trigeminal nerve. Interestingly,
these receptor cells are responsive to substances that
produce a bitter taste in humans and very likely activate
trigeminal protective reflexes in response to potentially
noxious compounds that enter the nasal air stream. The
presence of gustatory receptors in association with the
trigeminal nerve is yet another example of the extreme
versatility of the sensory division of this cranial nerve (see
Box 11-1).
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FIGURE 2-16. Taste buds. The cut-away view on the right reveals
the structure of the taste bud.

Gustatory neurons in nonhuman land vertebrates respond
to the same or similar chemical compounds that produce the
human taste qualities; among these are sugars (sweet), acids
(soun), salts (salty), and alkaloids (bitter). Gustatory neurons in
aquatic vertebrates respond to these same classes of chemical
compounds, but in addition respond to a wide range of amino
acids. We can only guess at what the subjective gustatory effect
of mixing amino acids with the other taste chemicals in varying
proportions might be. Whether the subjective experience of
these animals to these chemicals is the same as ours, we cannot
know, but it is entirely possible that some or all of them may
differ. We do know, however, that carbohydrates generally have
a sweet taste to us, and both humans and animals will accept
carbohydrates as food items. We further know that many plant
alkaloids are toxic, that alkaloids evoke a bitter taste in humans,
and that animals and humans generally reject bitter tasting food
items. Goldfish have been reported to sort out food pellets
laced with the bitter (to humans) alkaloids caffeine or quinine
from unadulterated pellets using a special oral-particle sorting
apparatus (called the palatal organ) contained within their oral
cavities.

A fifth taste sensation has been reported in humans;
this is known as umami. This taste sensation is associated with
the food enhancer, monosodium glutamate (MSG). In mice
and fishes, taste receptors respond to glutamate, although 1-
aspartate and other amino acids have been described as
evoking umami as well.

Gustatory sensations are not uniformly distributed on the
surface of the tongue. Figure 2-17 shows a schematic diagram
of a human tongue with the zones that represent the locations
of the various taste sensations of humans: sweet (tip), salty
(anterior sides), sour (posterior sides), and bitter (back of the
tongue). Note the overlap of some of the taste zones. Figure 2-

17 also shows the relative distributions of taste buds on the
body surface of a catfish. The darker the shading, the greater
the density of taste receptors. Note the presence of taste recep-
tors on the fins and the very high concentrations of receptors
on the barbels, the head, and the snout.

Olfaction. Olfactory stimuli are very complex. They
emanate not only from food objects but from a variety of
sources. Because humans are microsmatic, which means that
we have a relatively poor olfactory system, we cannot appre-
ciate the rich and complex olfactory world of the macros-
matic animals, which have well-developed olfactory systems.
The canidae, which include dogs, wolves, coyotes, and other
dog-like animals, for example, are macrosmatic, and their abil-
ities to identify individuals by smell are well known.

Olfactory receptors are located in cavities within the nose.
The openings of the nose (the nostrils, or nares) allow the
medium of the external environment (air or water) into the
nasal cavity. Within the cavities is the olfactory epithelium that
contains the olfactory receptors. These cavities, however,
cannot be blind sacs, which would inhibit the continuous flow
of the medium from bringing a smooth and continuous sam-
pling of the external environment to the olfactory epithelium.
They therefore have both an anterior and a posterior opening.
In fishes, the water flows into the anterior naris, through the
nasal sac, and out the posterior naris. Figure 2-18 shows the
inflow and outflow of the water column through the anterior
and posterior naris. Within the nasal sacs of fishes is a highly
folded surface that contains the olfactory receptors. This
folding greatly increases the receptor surface area permitting a
greater number of receptors to be packed into a small space.
In tetrapods, however, the air column is pulled into the nares
during the inspiration phase of the respiratory cycle and drawn
down into the lungs (Figure 2-19). Openings in the ethmoid
bone, which forms the roof of the nasal cavity, lead to the olfac-
tory epithelium. Special bones within the nasal cavity called
turbinate bones ensure a sufficient turbulence of the air
column so that the volatile molecules can reach the olfactory
epithelium. The olfactory epithelium is coated with mucus into
which protrude the olfactory receptors. Olfactory stimuli (or
odorants) are chemical substances that can dissolve in the
mucus. Unlike the relatively small number of categories of taste
stimuli, the number of odorant categories is vast.

The axons of the olfactory receptors terminate in the
olfactory bulb, which is a specialized olfactory region of the
brain that lies directly above the ethmoid bone. Macrosmatic
animals have large, well-developed olfactory bulbs; micros-
matic animals have small, less-well-developed olfactory bulbs.
Figure 2-19 also shows how the olfactory receptor cell axons
pass through the ethmoid bone to terminate in the overlying
olfactory bulb.

Vomeronasal Organ. An important part of the olfactory
world is the social aspect. One facet of this is the recognition
of individuals, as mentioned above. Another facet of social
olfaction is chemical signaling or communication. Many
animals signal danger or readiness to mate or mark their terri-
tories by means of a class of chemical-communication sub-
stances called pheromones. A pheromone is a chemical
substance secreted by one animal that produces a specific
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FIGURE 2-17. Top: The taste zones of a human tongue. Receptors that respond primarily to sweet
are located at the tip of the tongue. On the sides, just behind the sweet zone, are the salty and sour
zones. The bitter zone is located at the rear of the tongue. Note the overlap in the taste regions. Bottom:
The relative distribution of taste buds on the body of a catfish. The taste buds are indicated by shading.
Greater concentrations of taste receptors are shown by darker shading. Based on data from Atema
(1980).
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FIGURE 2-18. The nares (nostrils) of a catfish. A column of water
enters the anterior naris, passes over the olfactory receptor sheet,
and exits through the posterior naris. The barbels of the catfish are
covered with taste buds as is much of the rest of its body surface.

behavioral reaction in another animal. Alarm pheromones indi-
cate some dangerous situation, and sex attractant pheromones
help males to locate sexually receptive females. Humans nor-
mally do not detect sex-attractant pheromones that are
secreted by the bodies of other humans, although a few subtle
exceptions have been noted. Instead, we rely on a group of
chemicals produced by human commercial manufacture
known as perfumes.

In some amphibians, some reptiles, and many mammals,
the chemoreceptors for pheromones are located in the nasal
cavity. However, in a number of vertebrate classes, these
chemoreceptors are located in a separate cavity that is in the
roof of the mouth and known as the organ of Jacobson.
Because this cavity is located in a bone known as the vomer,
the organ of Jacobson is frequently known as the
vomeronasal organ. The vomeronasal organ is especially
well-developed in snakes and some lizards, but absent in
turtles; the rapid flicking in and out of the tongue serves to
capture olfactory molecules and to bring them in contact with
the vomeronasal organ on the roof of the mouth. Likewise,
many ungulates curl their upper lips and inhale air. This behav-
ior, known as the flehmen response, serves to draw air over
the entrance to the vomeronasal organ. Figure 2-20 shows a
vomeronasal organ in a reptile.
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FIGURE 2-19. The olfactory organs of a tetrapod. A stream of
air enters the nasal cavity from the outside. The air flows across the
turbinate bones and comes in contact with the olfactory receptors
located in the mucus layer below the ethmoid bone. The axons of the
olfactory receptors pass through openings in the ethmoid bone and
terminate in the overlying olfactory bulb.
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FIGURE 2-20. The organ of Jacobson or vomeronasal organ in a
lizard. The flicking of the animal’s tongue conducts the air stream into
the vomeronasal organ, which is located in the vomer bone of the
roof of the mouth. The vomeronasal organ detects pheromones, which
are olfactory stimuli that can function as chemical-communication
signals.

Primates have a vomeronasal organ during embryological
development, but it becomes progressively reduced in size so
that by birth it appears to have disappeared. Recent reports,
however, indicate that a small vomeronasal organ is present in
adult humans. Whether it has neuronal connections to the

brain or whether chemical stimulation of it has any behavioral
consequences is unknown at present.

Unlike the olfactory receptors of the nasal cavity, those of
the vomeronasal organ do not have cilia extending into the
mucus that covers the receptor surface. A further difference
between the nasal and vomeronasal systems is that they have
different terminations within the brain. The nasal receptors
terminate in a part of the brain known as the olfactory bulb
(or sometimes as the main olfactory bulb), whereas the
vomeronasal receptors terminate within an accessory olfac-
tory bulb located near the main olfactory bulb.

Nervus Terminalis: An Unclassified Receptor

Still another type of receptor, the functions of which have
not yet been established, is the nervus terminalis or termi-
nal nerve, a microscopically small nerve that innervates the
nasal septum. This nerve is present in all jawed vertebrates.
Unlike the nasal and vomeronasal systems, the terminal nerve
has no specialized receptor endings but rather ends in free
nerve endings. Because many of the axons of the terminal
nerve contain the hypothalamic hormone, GnRH
(gonadotropin releasing hormone), which is involved in a
number of reproductive neuroendocrine processes, the termi-
nal nerve may function, among other things, in the detection
of pheromones, especially in those vertebrates in which a
vomeronasal organ is not present, although this has not been
demonstrated experimentally. The terminal nerve also may
detect temperature changes or other nonchemical, intranasal
stimuli.

Electroreceptors

The detection of electric fields is widespread among ver-
tebrates. Some aquatic predators can detect the electric fields
produced by the contractions of the muscles of their prey as
they swim. Even the electric fields produced by the contrac-
tions of the muscles of respiration may be sufficient for preda-
tors to detect at a short distance. Although predatory
electroreception is typical in certain groups of cartilaginous
fishes and ray-finned fishes, recent investigations report elec-
troreception in lampreys, some amphibians, and in monotreme
mammals as well; both platypuses and spiny anteaters have
been reported to have electroreceptors in the skin of their
snouts.

In addition to detecting the movements of prey, several
groups of animals are capable of detecting the self-generated
electric fields around their own bodies. These electric fields are
much larger than those produced by routine muscle contrac-
tion. Rather, they are produced by special organs known as
electric organs. You probably have heard of the electric eel
that is capable of delivering a powerful electric shock to stun
or kill prey or animals that threaten it. This powerful electric
discharge is produced by electric organs. Other fishes are also
capable of powerful electric organ discharges, such as the elec-
tric catfish, a ray-finned fish, and the torpedo, a cartilaginous
fish from which the undersea weapon gets its name. These
fishes, however, do not use their electric-organ discharges only
for predation and defense; they also use them to detect objects
in the environment around them. They do so by emitting weak
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electrical discharges all the time and sensing the distortions of
the electric fields surrounding them that result from the pres-
ence of nearby objects with high or low electrical conductiv-
ity. Objects that conduct electricity well, like other fishes,
distort the electric field differently than do poor conductors,
such as rocks.

The detection of these weak, self-generated electric fields
also is the specialty of several families of ray-finned fishes that
are not capable of generating the strong discharges necessary
for predation and defense. These animals use their electrore-
ception of changes in the fields around them to locate food,
but in a manner quite different from those animals that do not
have electric organs; rather than locating prey by the electric
fields that emanate from the prey, the weakly electric fishes
detect prey by the effects on the electric fields that they gen-
erate themselves. In addition to predation, these electric-organ
fishes use their electroreception to detect others of their
species, to maintain space around themselves, to identify indi-
viduals and potential mates, and for other aspects of social
behavior. Some electric fishes also can detect the movement-
generated electric fields around their prey. Figure 2-21(B) illus-
trates how stimuli of either high- or low-electrical conductivity
affect the lines of the electrical fields actively generated around
a weakly electric fish. Figure 2-21(C) shows a shark, which is
using its predatory electroreception to detect the electric fields
around a fish that it is about to capture.

The electroreceptors themselves fall into two broad cate-
gories, each with several subtypes: ampullary receptors and
tuberous receptors. Figure 2-22 shows examples of these two
types of receptors. The electroreceptors of fishes are found in

the lateral line canals and are innervated by branches of the
lateral line nerves. The independently evolved electroreceptors
of monotremes are located in the snout region and are inner-
vated by the trigeminal nerve (see Box 11-1).

The ampullary and tuberous receptors differ in their sen-
sitivity and function. The ampullary receptors are responsive
to the sorts of low-frequency electric rhythms that would result
from the muscular contractions of respiratory or swimming
movements (0.1-50 cycles per second). Tuberous receptors, on
the other hand, have a much higher frequency range (50-200
cycles per second), which is the frequency range of the elec-
tric-organ discharge. Further details about electroreceptors and
electroreception may be found among the references at the end
of this chapter.

Nociceptors

The term nociception, the detection of something
unpleasant, is derived from the same roots as the word
“noxious” and generally refers to pain “receptors” that usually
are free nerve endings. These are activated when the tissue is
cut, crushed, or otherwise damaged. Another type of noxious
sensation arises from the stimulation of certain irritating chem-
icals such as strong acids, bases, and a variety of irritants and
toxins produced by animals and plants as a defense against pre-
dation or as a form of predation, such as insect bites or jelly-
fish stings. Many of the spicy foods activate general chemical
sensitivity in the oral cavity. This sensitivity is not limited to the
mouth region, however, as anyone can testify who has been
eating highly spiced food with their fingers and then makes the

high conductivity

FIGURE 2-21. (A) Actively generated lines of current around a weakly electric fish. (B) Distortion
in the current lines as a result of a nearby object of high conductivity (right) and another of lower con-
ductivity (left). Based on Feng (1991) and used with permission of John Wiley & Sons. (C) A predatory
electroreceptive shark detects the lines of current around a nearby prey fish. Based on discussion by

Kalmijn (1988).
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FIGURE 2-22. Two types of electroreceptors: tuberous (top) and
ampullary (bottom). Adapted from Feng (1991) and used with per-
mission of John Wiley & Sons.

mistake of rubbing their eyes with their spice-laden fingers.
This type of general chemical sensitivity is quite different from
chemoreception because receptors are specialized for specific
categories of chemical compounds and thus unique sensory
experiences resulting from these different compounds do not
occur. Like pain, general chemical sensitivity is mediated by
free nerve endings located under the surface of the skin and in
a number of internal organs.

Magnetoreceptors

Behavioral studies have reported that a variety of verte-
brates appear to be able to detect various aspects of the earth’s
magnetic field that they use for orientation and/or navigation;
that is, to go in a particular direction and/or to get from one

place to another on the surface of the planet. For example,
attaching small magnets to the heads of homing pigeons inter-
feres with their ability to find their way home. Although the
evidence for magnetoreception is convincing, where these
receptors are and what they might be remains a mystery. One
recent intriguing possibility that currently is being investigated
is that the photopigment molecules of the retinal photorecep-
tors of birds become magnetized, which permits the bird to
“see” the orientation of the magnetic field. Other studies have
identified magnetic materials in the beak area of some species
of birds and reported that a branch of the trigeminal is respon-
sive to magnetic fields. Some investigators have reported that
cartilaginous fishes also can use their electroreceptors to
detect the electric fields that are produced in their bodies
when they swim through the earth’s magnetic field the way
that an electric current is produced when a coil of wire is
moved around a magnet. (See Boxes 11-1 and 18-1 for addi-
tional information about magnetoreception.)

TOPOGRAPHIC ORGANIZATION

Another important feature of sensory systems is topo-
graphic organization, which means that the spatial organi-
zation of the receptor surface, such as the skin, the retina, or
the basilar papilla, is preserved within the sensory parts of the
central nervous system. In the case of the representation of the
body in the central somatosensory system, those neurons that
receive sensory information that originates on the body surface
are organized in a sequential arrangement that roughly mirrors
the sequence in which the individual parts are found on the
body surface. Thus, head and forelimb representations are at
one end of this area, while pathways that originate in the
hind limb and tail areas are located at the other end. Within the
body representation, the upper trunk is located near the head
and forelimb representations and the lower trunk near the tail
and hind limb representations.

Sometimes the topographic organization is crude so that
only gross areas are represented; other topographic organiza-
tions have a very precise point-to-point mapping of the recep-
tor surface within the brain. For example, in those mammals
with facial vibrissae (whiskers), each whisker can have its own
region of representation in the head area of the somatosensory
brain. In general, the more an animal makes use of a sense to
detect the fine details of the environment, whether it be small
objects in the visual world, subtle acoustic changes in the audi-
tory world, or microvariations in the objects that are touched,
the more likely it is that the central representation of the recep-
tor surface will be topographically organized. Moreover, the
greater the degree to which a sense is used by an animal, the
greater will be the size of the topographic map.

Special names are used to characterize topographic organ-
ization within the various senses: the central representation of
the retinal map is known as a retinotopic organization, and
the central representation of the body map is a somatotopic
organization. In the auditory system, the spatial distribution of
the basilar papilla or cochlea is a representation of the differ-
ent frequencies of sound that the animal can detect, with the
low tones at one end and the high tones at the other. The
preservation of this spatial mapping of tones is known as a
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tonotopic organization. Figure 2-23 shows examples of two
receptor surfaces and their corresponding central representa-
tions. In the retinotopic organization, although the tectal map
appears to have flipped over (due to optic tract geometry), the
individual quadrants of the retinotopic map are in the same
relationship to each other as they are on the retina. In highly
visual animals, within each quadrant a point-to-point mapping
of the retina to the retinotopic map exists. The somatotopic
map of the digits and the palm (shown in Box 2-3, Fig. 1B) also
is in the correct sequence and forms a virtual map of the
surface of the paw. Finally, the order of frequencies present in
the auditory receptor surface is preserved within the brain.
Topographic organizations may be found in any sensory system
in which the ordering of either the position in space or spe-
cific sensory qualities is important to the animal’s success in
its environment. Thus, in animals in which gustation and olfac-
tion are highly developed, evidence for chemotopic maps has
been reported. For example, each taste-bud studded barbel (or
whisker) of the catfish has its own area of representation
within the central gustatory system of this animal. The olfac-
tory bulb, however, appears not to be coded according to
olfactory space, but rather is organized according to odor
categories. Olfactory space would have to be represented by
intensity differences between the two olfactory bulbs, much as
auditory space is represented by intensity, time of arrival, and
other acoustical differences between the two ears.

Retina Optic tectum
4 3
2 1

Cochlear nucleus

Basilar papilla

FIGURE 2-23. Topographical organization in the visual and audi-
tory systems. (A) Retinotopic organization: A topographical repre-
sentation of the retina on the optic tectum in a reptile. (B) Tonotopic
organization: A topographical representation of the basilar papilla on
one of the cochlear nuclei of a bird.

BOX 2-3. Isomorphic Topographic Maps

An examination of the topographic maps in Figure 2-
23 might suggest to the reader that these maps actually form
a kind of picture of the sensory surface within the nervous
system. In many instances these maps do form an impres-
sive representation of the sensory surface within the brain.
Although most of these detailed topographic maps are
located in the cerebral cortex of mammals, they also occur
in other vertebrate classes as well. Figure 1 shows examples
of four such highly precise topographic maps. William
Hodos and Ann Butler have termed such precise represen-
tations of the sensory surface isomorphic maps. Isomor-
phic maps give the most spatially detailed representation
of the sensory surface of any topographic maps. They are
the hallmark of a highly developed, sophisticated sensory
system.

On the left side of the figure is a cartoon of the sensory
surface; on the right side is a map of the neural represen-
tation of that sensory surface. In the figure, the left side of
part A represents the snout of a rodent with its array of vib-
rissae (whiskers) and the right indicates the representation
of the snout region on the somatosensory cortex of the
brain. Within the snout region, each vibrissa has its own rep-
resentation known as barrels, but the overall organization
of the barrels within the snout region is a close representa-
tion of the location of the vibrissae on the animal’s snout.

Part B shows the ventral surface of the paw of a
raccoon, an animal with excellent ability for fine manipula-

tion of objects with its paws. In the figure, the digits have
been indicated by numbers and the palm pads by letters.
Note that the somatosensory representation of the paw
matches the sensory surface in an isomorphic manner. Part
C represents “whiskers” of another kind, the so-call whiskers
of a catfish, which give the animal its name. These struc-
tures are unrelated to the vibrissae of mammals, although
they do have some functions in common as organs for
exploring the close-by environment. Catfish “whiskers” are
known as barbels and are used for exploring the chemical
attributes of the substrate below the fish. This catsfish has
four barbels on each side—a nasal barbell adjacent to the
naris (NB), a maxillary barbel on the upper jaw (MX), and
two mandibular barbells, a lateral (LM) and a medial (MM),
on the lower jaw. The axons associated with the barbel gus-
tatory receptors terminate in a region of the fish’s hindbrain
known as the facial lobe. Within the facial lobe is an iso-
morphic representation of these barbels. The region labeled
TTL indicates the area devoted to the representation of the
taste buds from the rest of the body.

Finally, we come to an extreme example of isomorphic
mapping of a sensory surface. Part D of the figure shows a
cartoon of the snout region of a star-nosed mole. A sketch
of the entire animal is shown in Figure 2. As reported by
Kenneth Catania and Jon Kaas, each half of the rostral end
of the animal’s snout contains 11 fleshy finger-like protu-
berances known as nasal rays. The two black spots in the
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FIGURE |. Isomorphic representations of peripheral sensory structures within the central nervous
system. A: The vibrissae of a rodent and their representation in the somatosensory cortex. B: The ventral
surface of the paw of a rodent showing the digits (numbers) and palm pads (letters) and their corre-
sponding somatosensory cortical representation. C: The barbels of a catfish and their isomorphic mapping
of each barbel’s gustatory receptors within the animal’s facial lobe. The region labeled TTL indicates the
representation of the gustatory receptors for the rest of the animal’s body. D. The 22 nasal rays on the
snout of a star-nosed mole. The || nasal rays of the animal’s right side shown represented with corre-
sponding numbers on its somatosensory cortex. Adapted from Hodos and Butler (1997).
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BOX 2-3. Isomorphic Topographic Maps—cont'd

center of the snout represent the nares. These rays are used
to probe the moist earth for earthworms and other prey.
Each nasal ray is represented in the animal’s somatosensory
cortex in an amazing likeness of the peripheral structure’s
size and location.
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RECEPTIVE FIELDS

In those senses in which either the body surface or the
surrounding environment is mapped in a topographic manner,
the notion of the receptive field has proved quite useful.
A receptive field is that area of a sensory surface that must
be stimulated in order to influence the activity of a particular
sensory neuron in the central nervous system. In the case of
vision, the receptive field is that area in visual space in which
a stimulus must be presented in order for a neuron in the
central visual system to respond. Similarly, a somatosensory
receptive field is that region of the body that must be stimu-
lated in order for a central somatosensory neuron to discharge.
The existence of discrete receptive fields is the basis of retino-
topic and somatotopic organization. The size of the receptive
field represents the sum of the excitatory and inhibitory influ-
ences present in the sensory pathway that converge on the
central sensory neuron. These excitatory and inhibitory influ-
ences may be from receptor cells, central sensory neurons, or
some combination of both.

THE SENSES AND EVOLUTION OF
THE CENTRAL NERVOUS SYSTEM

The diversity of the sensory worlds of animals is matched
only by the diversity of the environments that they inhabit.
Those animals that achieved the capability to extend their
exploration of the sensory world, either by sudden mutation
or by more gradual changes in their structure, were able to
invade and exploit new adaptive zones to the benefit of them-
selves and their offspring. These benefits led to further adap-
tive pressures for increased sensitivity or broader range of
responsiveness or altered ranges. In the majority of instances,
the development of new sensory adaptations was the wedge
that opened the way to new sources of food, new systems for
early warning of the approach of predators, more efficient
methods for care of the young, better communication with
conspecifics, easier detection of the location of potential mates
and recognition of their sexual receptivity, and a host of other
behavioral adaptations that have promoted both the survival of
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existing lineages and the development of new ones. These new
sensory adaptations have included increased complexity and
organization of topographic maps within the sensory system,
the development of multiple topographic maps of the system
within the telencephalon, and the emergence of entirely new
receptors and/or modification of existing receptors, both of
which utilize existing neural pathways. The extreme versatility
and adaptability of sensory receptors and their central con-
nections and pathways has been a critical factor in the ability
of the central nervous system to evolve and to play a key role
in the ability of species to better exploit their present envi-
ronments or to successfully invade new ones.
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The Vertebrate Central

Nervous System

INTRODUCTION

One of the principal evolutionary events that preceded
the sequences of brain and head evolution in vertebrates was
a novel embryological event: the development of the mouth as
a distinct body opening that is separate from the original gut
opening, at or near which the anus eventually forms. Animals
that possess this characteristic are known as deuterostomes,
which means “second mouth.” Deuterostomes comprise two
major groups—the Ambulacraria, which includes echinoderms
(starfishes, sea urchins, and many related genera) and hemi-
chordates (pterobranchs and acorn worms), and the Chordata.
The extant members of the latter group are the tunicates (sea
squirts), cephalochordates (Branchiostoma, previously called
Ampbioxus), and vertebrates (hagfishes, lampreys, and jawed
vertebrates). Some of the key evolutionary changes in deuteros-
tome and chordate evolution have affected events that occur
relatively early in embryological development. Because a basic
understanding of embryological development is of great value
for understanding brain structure across adult species, we
will begin this chapter with a brief overview of this process in
vertebrates.

DEVELOPMENT OF THE BRAIN

Following the fertilization of a deuterostome egg, devel-
opment proceeds with repeated cleavages of the cells (Fig.
3-1). The pattern of cleavage is variable among the different
groups of deuterostomes but in all groups results in the for-
mation of a blastula [Fig. 3-2(A)], a sphere of cells around a

central cavity, the blastocoel. The blastula is already polarized
at this stage, with an animal hemisphere and a vegetal
hemisphere. Some differences also exist among deuteros-
tomes in particular features of the course of development fol-
lowing the blastula stage, but a general pattern of development
is consistent among all deuterostomes.

In vertebrates, the process of gastrulation (Fig. 3-2) follows
the blastula stage, with continued cell proliferation and the
specification and arrangement of various groups of cells rela-
tive to the parts of the body that they will eventually form. The
developing gastrula initially consists of two cell layers: an
outer layer of cells, the ectoderm, which is derived from the
animal hemisphere of the blastula and from which the skin and
nervous system will form, and an inner layer, which consists
initially of endoderm. The endoderm is derived from the
vegetal hemisphere of the blastula and surrounds the cavity,
called the archenteron, which will become the lumen of the
gut. The archenteron expands during gastrulation, obliterating
the blastocoel. The opening of the gut cavity is the blastopore.
As gastrulation proceeds, the roof of the archenteron, formed
by the dorsal part of the inner layer of cells, differentiates to
form mesodermal tissue, which in turn gives rise to a midline
structure called the notochord, as well as to lateral sheets of
tissue that will form muscle and bone. The rest of the inner
layer remains endoderm, the tissue of the gut.

During the later stages of gastrulation, the notochord and
the part of the mesoderm immediately rostral to it, called the
prechordal mesoderm, induce formation of the neural tube. In
the absence of signals from the mesoderm, the ectoderm is
prevented from achieving a neural fate by the action of bone
morphogenetic proteins (BMPs). The dorsal mesoderm,
including the notochord, releases several molecules, such as
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50 THE VERTEBRATE CENTRAL NERVOUS SYSTEM
FIGURE 3-1. Earliest stages of cell division beginning with a single-celled, fertilized egg (A) with sub-

sequent divisions up to the 32-cell stage (F), which with continued cell division will eventually form the
blastula. After Liem et al. (2001). Used with permission of Thomson Learning Global Rights Group.

the proteins chordin, noggin, and ceberus. These molecules
block the action of the BMPs in the overlying ectoderm, allow-
ing it to thicken and form the neural plate [Fig. 3-2(E,F)]. A
pair of neural folds [Fig. 3-2(F)] develops along this plate; the
folds grow dorsally, meet and then fuse to form the neural
tube (Fig. 3-3). The lumen (inner space) of this tube forms the
ventricular system, while the central nervous system, com-
posed of the brain and spinal cord, develops within the walls
of the tube.

Segmental Development of the
Vertebrate Brain

The vertebrate brain comprises three main divisions,
which, from rostral to caudal, are the prosencephalon (“fore-
ward brain”), mesencephalon (“middle brain”), and
rhombencephalon (“thomb” referring to the rhomboid
shape of its ventricle). The prosencephalon, or forebrain,
has two parts: the telencephalon (“end brain”) and the
diencephalon (“through brain”). The mesencephalon, or
midbrain, is a single entity, and the rhombencephalon, or
hindbrain, has two parts: the metencephalon (“after
brain”), which comprises the cerebellum and the rostral part
of the hindbrain, and the myelencephalon (“marrow brain,
referring to its continuity with the spinal cord), which is the
more caudal part of the hindbrain.

During embryological development, the neural tube under-
goes a series of flexures in the rostrocaudal direction. The

rostral part of the brain flexes ventrally [Fig. 3-4(A)]. A
transverse, ventral fold develops on the ventral surface of the
tube in the position where the pituitary gland will form. A
pair of lateral bulges in the rostral part of the forebrain forms
the cerebral hemispheres of the telencephalon. A single
eye stalk initially emerges from the rostral-most aspect of the
hypothalamus, which is the most ventral division of the dien-
cephalon. Under the influence of the signaling molecule Sonic
hedgehog (Shh), which is released from the more ventrally
lying mesoderm, the eyestalk splits in two to form the paired
eyes. The epithalamus, which is the most dorsal division of the
diencephalon and which includes the epiphysis [Fig. 3-4(B)],
develops in the dorsal part of the diencephalon.

The midbrain lies caudal to the ventral fold in the neural
tube. Paired bulges in the roof of the midbrain expand to form
the tecta (plural of tectum), or roof of the midbrain, while the
more ventral part of the midbrain becomes the tegmentum
(the main body of the midbrain). The dorsal portions of both
the caudal midbrain and the rostral hindbrain enlarge to form
the cerebellum [Fig. 3-4(B)].

The central nervous system, despite the complexity of its
structural components, is basically a hollow tube, the lumen of
which is the central canal and the brain ventricles. During
embryonic development, the neural tube is formed by the
folding of the neural plate, as discussed above. In the rostral
part of the neural tube, which will eventually become the
brain, a rostrocaudal series of bulges, called neuromeres, then
develops. The neuromeres, which are serial brain segments,
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FIGURE 3-5. Schematic sagittal section through the developing chick brain, showing the expression

patterns (indicated by the bars) of homeobox-containing and similar regulatory genes in the hindbrain
and midbrain and the location of the populations of neurons for a number of the cranial nerve motor
nuclei. The latter are indicated by Roman numerals, consistent with the terminology and classification of
cranial nerves discussed in later chapters. Rhombomeres are indicated by Arabic numbers 1-7. Rostral
is toward the right. Adapted from Noden (1991). Used with permission of S. Karger AG, Basel.

were identified in the early 1900s and formed the basis of a
neuromeric theory. This theory postulated that the neu-
romeres are specified by genetic fate determinants and consti-
tute longitudinal and transverse segmental divisions, or
compartments, of the neural tube that have independent and
individual developmental fates.

In the hindbrain (rhombencephalon), the neuromeres are
called rhombomeres (Fig. 3-5); at least seven rhombomeres
are present, and they are delineated by a series of transverse
grooves on the external and internal surfaces of the neural
tube. In the midbrain (mesencephalon) and forebrain (prosen-
cephalon), a series of transverse grooves is not readily appar-
ent, but segmental divisions are present there as well (Fig. 3-6).
These divisions in the midbrain are called mesomeres and
those in the forebrain prosomeres. To date, six prosomeres
(p1-p6) and two mesomeres (m1 and m2) have been recog-
nized. It should be noted that whereas the rhombomeric
boundaries are barriers to neuronal migration across them

Mesencephalon

FIGURE 3-6. Drawing of a schematic lateral view of the develop-
ing brain of a chick embryo with the segmental neuromeric divisions
projected onto it. The prosomeres are identified as p1—p6 and the two
mesomeres as m| and m2. Rostral is toward the right. Adapted from
Puelles and Rubenstein (1993). Used with permission of Elsevier.
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during the neuronal proliferative period, the prosomere bound-
aries within the forebrain are not. Thus, the latter should
not in fact be accorded the “meric” designation. Because this
terminology has been used in the literature, however, and has
not yet been replaced with other terminology, we have used it
here.

The individual segmental specification of the rhom-
bomeres has recently been correlated with the expression pat-
terns of certain regulatory genes (Fig. 3-5). These regulatory
genes are involved in specifying rostrocaudal axial patterning
in the developing embryo. Over the past decade, a new area
of research on such regulatory genes has blossomed. These
genes are referred to as homeobox-containing genes
because they contain a specific sequence of DNA nucleotide
base pairs called the homeobox. Homeobox sequences are
widely distributed in vertebrate genes and are homologues of
genes identified in the fruit fly Drosophila and various other
invertebrates. Homeobox genes control segmental develop-
ment by their role as DNA-binding transcriptional regulators,
thus affecting the expression of a number of other genes
involved in the developmental process. The first subfamily of
homeobox genes to be identified were called Hox genes.
Various other subfamilies of these regulatory genes have other
conserved sequences in addition to the homeobox, such as the
“zinc-finger” gene (Krox-20) and paired box (Pax) genes, and
are also involved in the pattern specification of the brain. The
names of these genes often reflect particular traits that occur
with mutation of the gene, as with the “zinc-finger”’gene.

A different and unique combination of homeobox-
containing genes is expressed in each of the rhombomeres. In
the top part of Figure 3-5, the extent of each black bar indi-
cates the part of the brainstem in which activity for the par-
ticular gene listed at the left has been detected. For example,
the Hox 2.8 gene is active in a long area extending from the
2-3 rhombomere boundary caudally through the caudal-most
part of the brainstem, whereas the Krox-20 gene has two
discrete areas of activity, one in rhombomere 3 and the other
in rhombomere 5. The total pattern of gene activity thus forms
a bar code or fingerprint-like profile that is unique for each
individual rhombomere.

Whether the combined activity of these genes determines
the specific identity of each rhombomere, the cranial nerve
nuclei within the rhombomere, or both has not yet been estab-
lished, however. During embryological development, following
the main stage of neuronal proliferation, the neuron cell bodies
that form the motor nuclei of cranial nerves migrate caudally
within the neural tube to reach their final rhombomeric posi-
tions. Motor neurons of the seventh, ninth, and tenth cranial
nerves and some of the neurons of the fifth and lateral line
cranial nerves migrate over distances of one to three rhom-
bomeres. How the activity of the regulatory genes specifies the
various pools of motor nerve neurons in relation to the rhom-
bomeric segments is thus unclear.

In the midbrain and forebrain, a number of similar
homeobox-containing genes specify the mesomeres and pro-
someres. These include genes referred to as the engrailed
homologue, En-2, as well as Krox-20 in the midbrain and as
Wnt-1, Wnt-3, Wnt-3A, Wnt-4, Dix-1, Dix-2, Nkx-2.2, and so
on, in the forebrain. Many of the same genes also specify brain
development in invertebrates, such as Drosopbila.

Neurogenesis and Migration of Neurons

As the neural tube differentiates rostrocaudally, it also dif-
ferentiates into dorsal and ventral regions due to the actions of
other regulatory genes. After closure of the neural tube [Fig. 3-
7(A,B)], the underlying notochord produces the signaling
factor Sonic hedgehog [Fig. 3-7(C)], which induces the differ-
entiation of a specific group of cells in the ventral midline of
the neural plate, called the floor plate. These cells then also
produce Sonic hedgehog, which promotes a ventral fate for the
ventral part of the neural tube. This ventral half of the neural
tube becomes the basal plate, which contains motor neurons.
Other signaling molecules—bone morphogenic proteins
(BMPs)—arise from the ectoderm dorsally and later from the
roof plate, which comprises cells in the dorsal part of the
neural tube itself. BMPs antagonize Sonic hedgehog and
promote a dorsal fate. Under their influence, the dorsal part of
the neural tube becomes the alar plate, which is sensory
in nature. Even though BMPs can suppress any neural fate for
the ectoderm of the gastrula, as discussed above, they also
can act here, in lower concentrations, to promote alar plate
formation.

Outside the neural tube, in the presence of slightly higher
levels of BMPs, additional populations of neurogenic cells give
rise to the neurons of the peripheral nervous system. In the
body and the head, cells that initially lie between the neural
tube and the surface ectoderm, the neural crest [Figs. 3-3 and
3-7(A,B)], contribute to many diverse tissues, including the flat
bones of the skull, the so-called visceral arches of the jaw,
hyoid and gill/throat regions, cells of the adrenal medulla, and
melanocytes, and also give rise to sensory and motor neuron
cell bodies of the peripheral nervous system. In the head, spe-
cific areas of ectoderm, called neurogenic placodes, lie
lateral to the neural crest and also contribute neurons to the
sensory ganglia of cranial nerves. The neural derivatives of both
neural crest and neurogenic placodes are considered in detail
in the later chapters that cover the cranial nerves.

Within the neural tube, the central nervous system is
formed by a complex process that begins with the genesis of
glial cells and neurons [Fig. 3-7(D)]. Cell proliferation occurs
primarily within the ventricular zone, which encircles the
ventricular lumen. Astrocytes are produced from the earliest
stages. These astrocytes are called radial glia, since they
assume an elongated shape and span the width of the tube in
a radial array from the luminal surface of the ventricle to the
abluminal surface at the peripheral surface of the neural
tube. As neuron cell bodies are produced, they migrate away
from the region of the lumen along the shafts of the radial glia.
In fact, the developing neurons produce a morphogen that
maintains the radial shape of these glial cells. After neurogene-
sis ceases, the astrocytes can then assume the star shape for
which they are named.

The degree of luminal-abluminal, or radial, migration
differs markedly among different vertebrates and in different
regions of the brain. The pattern of migration also varies, with
nuclei and cortices being formed in different ways. In this
section, we will briefly examine some of the various ways in
which the neurons are assembled into structures within dif-
ferent regions of the brain and among different groups of ver-
tebrates. The developmental processes involved in producing
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FIGURE 3-7. Drawings of the upper part of transverse sections through the developing vertebrate
body (A and B), as can be compared with Fig. 3-3, to show the position of the closed neural tube (B),

notochord, and neural crest cells. C: Drawing of a transverse section through the developing brain as it
receives the Shh signal from the underlying prechordal mesoderm and, in turn, its own floor plate. A
single radial glial cell and migrating neurons are shown in the right alar plate. The latter process is drawn
in D at a higher magnification and for the special case of mammalian neocortex, with generated neurons
migrating along the radial glial cells. Note that, in D, several layers that lie between the ventricular zone
and the deeper layers of neocortex are omitted. The details of this region, including these layers, are

shown in Fig. 3-8.

the individual neurons and their connections are complex and
also subject to disruption by both local factors and more exter-
nal influences. The timing of sequences in multiple groups of
neurons must be properly phased for normal development to
occur. The production and migration of populations of neurons
to form nuclei and cortices also occurs in specifically timed
sequences, since targets must be established for the growing,
incoming axons to locate and reach.

Cortices and Nuclei

As discussed in Chapter 2, two basic structural patterns
for populations of neurons are cortices, which are laminated
structures that tend to be located in the more dorsal, alar plate
parts of the brain, and nuclei, which are prevalent in both the
alar and basal plates. Nuclei may consist of diffusely scattered,
either loosely or more tightly packed cells or of cells aligned
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in a laminar pattern, reminiscent in some cases of cortex. A
number of cortical areas is present in the rostral part of the
brain in some vertebrates, and cortex is also present in the roof
of the middle part of the brain (midbrain) and of the hindbrain.

Cortical areas such as the neocortex in mammals and the
optic tectum in many vertebrates are formed by serial migra-
tions of generated neurons. Neocortex is an extensive region
of generally six-layered cortex that forms the largest part of the
pallium, the upper (dorsal) portion of the telencephalon. The
neurons of neocortex arise from two different sources, one of
which is the local ventricular zone of the pallium and the other
of which is located external to the cortex in the subpallium,
the lower portion of the telencephalon. The first step in the
process is the formation of the marginal zone, which even-
tually becomes the outermost cortical layer, layer I. It is popu-
lated by Cajal-Retzius cells [Figs. 3-7(D) and 3-8], which are
generated within the pallium. At this stage, these cells together

THE VERTEBRATE CENTRAL NERVOUS SYSTEM

with early-generated neuronal precursors form a single struc-
ture, called the preplate. Subsequently, generated neurons
from the ventricular zone pass through the subventricular
and intermediate zones (Fig. 3-8) and split the preplate into
the definitive marginal zone and the lower layer of the preplate,
which is now called the subplate. The cortical plate, in
which layers VI-II of neocortex form, thus comes to lie
between the marginal zone and the subplate. The subplate
becomes incorporated into layer VI as its deep portion.

The neurons that arise in the ventricular zone and migrate
radially into the cortical plate become the excitatory, gluta-
matergic components of the cortex. Within the cortical plate,
the deeper-lying neurons are produced before the more super-
ficially lying ones. This pattern of migration is called “inside-
out” and is the result of the action of reelin, which is a
patterning molecule that is produced by the Cajal-Retzius cells
in the marginal zone, and other patterning molecules. Reelin

e —— ———
- - —— — -
Layer | -~ == =
o 00,009000°000%0 0 0o Marginal Z
0,° 000090000 © o arginal Zone
Layer Il 0%0°s ooooooooooooOoAOOOOoooOoo o o0
Layer Il |oo O%Oo 00 0 0®0000%0d o®0%0%c0g0 00 0 @ O 4
Layer IV [eQ® Oio. Oo..o 0e%,0% '.0.o‘o°°0¢o° e®e®® o ©
® _o [ X @ .
Layerv |%® ..o ° e ........“..‘.....o..o. 0e%e®e0e®e®, 00, Cortical Plate
0 % %07g 00 O
LayerVl |ee"®® o o o o =
o o e} @) ®© (@) 9 o
o o —_— o ° o b Subplate
o ——oc © ofo° ° . 0 o —1—<
o] o]
o © o © o ol o OO @) . °© 4 o O e
O .
Deep White| © © _ ° o o ° b, © % °k° | Intermediate Zone
Zone © oo o o 4 T P
o @) —O
o o @ o o © © oflc o
o © ©° @ ©® o o O :
© o _dqd o O © Subventricular Zone
© o ————0—o—C] ©
L — o © °_ 039 °° 3o o oI5
o w2 3 o © 2 o o .° .
W Ventricular Zone

Ventrolateral

P Dorsomedial

FIGURE 3-8 Drawing showing the progressive formation of neocortical layers VI-Il within the cor-
tical plate, with the neurons that form the deepest layer, layer VI, being generated earliest (arrow 1),
those in the intermediate layers V-IIl generated subsequently and in deep to superficial order (arrow 2),
and the most superficial layer, layer Il, generated last (arrow 3). Cajal-Retzius cells are shown in the mar-
ginal zone, which becomes layer I. Neurons migrating radially into the cortical plate stop when they

encounter the reelin signal produced by the Cajal-Retzius cells. The drawing reflects the ventrolateral
(left) to dorsomedial (right) gradient of maturation of the neocortex.
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inhibits the migration of the newly produced neurons. Thus,
as those that will form layer VI pass through the subplate, they
encounter the reelin signal and stop migrating. The layer V
neurons subsequently pass through the subplate and the layer
VI neurons, then encounter the reelin signal, and stop migrat-
ing. Layers IV-II are formed in a like manner. As corticogene-
sis comes to an end, most of the cells in layer I die off and
disappear, resulting in its being an almost cell-free zone.

In addition to the neurons that arise from the ventricular
zone and migrate radially to form the five main cellular layers
of the neocortex, other neurons arise from the subpallium. The
subpallium produces several populations of precursor neurons
that migrate tangentially into the cortical plate and become the
GABAergic, inhibitory neurons of the cortex. Some of these
neurons migrate for substantial distances to reach the more dor-
somedial cortical regions. Unlike the radial migration of the
glutamatergic neurons along radial glial cells, the mechanics of
tangential migration are obscure.

As the layers of the cortical plate are formed, the growth
of axons and dendrites is initiated, and connections, both
distant and local, are established. The nuclei of the dorsal thal-
amus (that lies within the diencephalon) have extensive and
for the most part reciprocal connections with the neocortex.
The subplate neurons, some of which contribute to the deeper
part of layer VI, are the first to give rise to axons that extend
toward the dorsal thalamus. They meet the ascending thalam-
ocortical axons part of the way along, and the two sets of fibers
interdigitate. The meeting and interdigitation being essential for
the eventual completion of these pathways has been called the
handshake hypothesis. The ascending and descending fibers
use each other as guides, much as if you slid your right hand
along your left wrist and up your left sleeve, and vice versa.

The distal end of each in-growing afferent axon is a spe-
cialized structure called a growth cone, which is the site of
elongation of the axon. As the thalamocortical fibers from the
various dorsal thalamic nuclei reach the pallium, they use cues
from the subplate neurons to recognize their correct locus of
termination. The axons arrive before their main target cell layer
(layer IV) has been generated, but they wait for these target
cells to be formed and do not grow beyond that area. However,
if the subplate cells are selectively destroyed, the arriving
dorsal thalamic axons do not halt in the proper position but
continue growing beyond their normal area of termination and
on into adjacent, unrelated areas of cortex. The subplate cells
thus seem to provide a necessary signpost for the growth cones
of the afferent dorsal thalamic axons.

There is a high degree of specificity in the connections of
cortical structures, made possible by their geometric configu-
ration. Different afferent axons terminate on different, speci-
fied parts—superficial to deep—of the dendritic trees of the
cortical neurons. The entire area of a given cortical region is
also frequently in receipt of specifically ordered projections, so
that the point-to-point mapping of sensory or motor space from
the external world of the animal is mapped in order onto the
cortex. In-growing axons may sometimes form connections in
the wrong location with reference to the map, but these axons
later retract and then form connections in the place that is con-
gruent with the map of external space. These adjustments
occur as sensory information comes over the afferent axons
and into the cortex.

The nuclei in the brain, as well as some of the cortices,
are formed by cellular migrations along radial glia that mostly
proceed in an “outside-in” pattern, the opposite of that in the
neocortex. In this case, the more superficial, lateral groups of
neurons are generated first. There are additional spatiotempo-
ral gradients that have been identified in the dorsal thalamus.
Caudal nuclei develop earlier than more rostral ones, and
ventral nuclei develop earlier than more dorsal ones. Thus, dif-
ferent areas of the periventricular matrix give rise to different
sets of nuclei at different times.

While nuclei form by different migration patterns than
those of neocortex, a number of nuclei have point-to-
point maps that correspond to those found in neocortex. The
nuclei that have such maps are generally those that project
to or have reciprocal connections with cortical, mapped areas.
In mammals, for example, the dorsal lateral geniculate
nucleus, the dorsal thalamic nucleus that is reciprocally con-
nected with primary visual cortex, has a point-to-point map of
visual space in each of its multiple, separate layers of cells. A
similar map is present in a midbrain nucleus of many verte-
brates, nucleus isthmi, which has reciprocal, point-to-point
connections with the optic tectum, the visual part of the mid-
brain roof. Maps are also established and maintained in other
ascending sensory systems, including the auditory and lateral
line systems and the somatosensory system. Axonal connec-
tions throughout the brain depend on a variety of guidance
mechanisms to form correctly. As in the case of neocortex dis-
cussed above, the growth cone at the tip of the elongating axon
is a crucial site for these processes.

As nuclei are formed by migrations of cells, some regions
of the periventricular matrix may give rise to one or more spe-
cific nuclei. Such a region is called a developmental field (as
discussed in Box 1-1 in Chapter 1). The number of distinct
nuclei that arise from a given field may be different in different
groups of vertebrates. Also, all the cells or cell groups produced
by a field during development may not be retained in the adult
if the proper connections are not made at the proper time.
Such occurrences would affect the phenotype and may play a
role in evolutionary change. A subtle alteration in timing or in
the presence or absence of local molecular cues, produced by
a mutation in the genome, could result in the lack of a partic-
ular cell group in the adult and/or the appearance of a “new”
cell group with new connections. The concept of field homol-
ogy applies to such situations and was discussed in Chapter 1.

Differing Patterns of Development

Within each of the major groups of vertebrates, one
marked difference in brain development is present that will be
discussed in detail in Chapter 4—that of wide variation in the
degree of radial migration of neurons, both cortical and
nuclear, away from the periventricular matrix. Those verte-
brates in which relatively limited migration occurs, that we
have designated as Group I, include some species from each of
the four major vertebrate radiations: lampreys, some cartilagi-
nous fishes, some ray-finned fishes, and some sarcopterygians
(fleshy lobed-finned fishes and their tetrapod descendants). In
contrast, hagfishes and other species in each of the three radi-
ations of jawed vertebrates (Group II) have much more exten-
sive migration of neurons and the formation of multiple,
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BOX 3-1. What Is “Neo” About Neocortex, and What Is “Iso” About Isocortex?

The large portion of the cerebral cortex of mammals
that generally exhibits six cell-and-fiber layers is variously
referred to as “neocortex” or “isocortex.” Neither term has
the cachet of being entirely satisfactory. The former term
originally was proposed in the mistaken belief that this
cortex is evolutionary new, i.e. more recently evolved, than
the remaining parts of the cerebral cortex, the “archicortex”
(hippocampal pallium) and the “paleocortex” (olfactory cor-
tices). The prefixes “archi” and “paleo” both mean old. These
parts of the cerebral cortex generally exhibit three layers
but include the so-called transitional cortices that have four
to five layers.

The term “isocortex” subsequently was proposed as
an alternative term to neocortex. “Iso” means “the same” or
“equal.”The complementary term “allocortex,” meaning “dif-
ferent cortex,” refers to the olfactory and hippocampal cor-
tical regions, including the transitional cortices. The term
isocortex has not been universally adopted and is not an
accurate descriptor, however. As a global term, it grammat-
ically begs for a comparison: the same as what? As an intrare-
gional term, it is incorrect. All of the cortical areas that it
refers to are not uniformly composed of six cell-and-fiber
layers. For example, some regions are called agranular
cortex because they lack the granule cells that comprise
layer IV in other regions. Additionally, marked differences in

cytoarchitecture (cell architecture, sometimes called cytoar-
chitectonics) and in myeloarchtecture (fiber architecture)
occur across different regions. The German neuroanatomist
Korbinian Brodmann based his identification, published in
the first decade of the 20th century and now widely used,
of dozens of different areas on these differences. These very
differences also agrue against the use of Brodmann’s own
alternative term, “homogenetic cortex,” for neocortex,
which has never enjoyed wide acceptance.

In the sense of being evolutionarily more recent than
archicortex or paleocortex, we agree that neocortex is not
an accurate term. On the other hand, in terms of generally
having six layers, this region of the pallium is uniquely
mammalian and was a new innovation that occurred at or
about the origin of mammals. In this sense of being a novel
feature of mammalian brains, the term neocortex is legiti-
mate. Also, with the declining use of the terms paleocortex
and archicortex, the relative age of these cortices is a less
salient issue. We used the term “isocortex”in the first edition
of this book, but, for the reasons discussed here, we have
decided to use “neocortex” in this second edition. It strikes
us as highly ironic that a fully satisfactory, phylogenetically
neutral, and accurately descriptive term for the hallmark of
the mammalian brain remains elusive.

distinct layers in cortical structures as well as a greater number
of discretely recognizable and larger nuclei. Two other major
differences in the development of the brain among different
vertebrates will be considered in this chapter. These develop-
mental differences result in marked differences in the organi-
zation of the telencephalon.

In the initial phase of development from the closed neural
tube, the telencephalon develops by a process called evagi-
nation in most vertebrates, including lampreys, cartilaginous
fishes, amphibians, and amniotes. The central lumen of the
neural tube enlarges to form the telencephalic ventricles as the
telencephalon bulges outward and expands, that is, evaginates.
This process is shown in Figure 3-9(A). After evagination, the
part of the pallium that was originally in the most dorsomedial
position (A) around the central lumen comes to lie in the most
medial part of the telencephalon. This pallial area forms the
hippocampal formation (the functions of which include
memory and emotion) in the adult. The originally intermediate
pallial area (B) becomes the dorsal pallium, which forms part
or all of the major sensory, integrative, and motor pallial areas
in the adult. The originally ventrolaterally-lying pallial area (C)
comes to lie most laterally and gives rise to the olfactory, or
lateral, pallium. A fourth pallial area, the ventral pallium, has
recently been recognized in amniotes. It has been combined
with the lateral pallial region in Figure 3-9 for simplicity.

In contrast, a different process takes place in the devel-
opment of the telencephalon in ray-finned fishes. The areas in

the basal part of the telencephalon are similarly aligned in all
vertebrates, but the pallium undergoes a process called ever-
sion. The part of the roof of the neural tube over the central
lumen thins and elongates, and the pallial parts of the hemi-
spheres bend outward [Fig. 3-9(B)]. After eversion, the origi-
nally most dorsomedial part of the pallium (A) comes to lie in
the most lateral, or distal, position in the telencephalon. The
originally intermediate part of the pallium (B) lies most dor-
sally, as in other vertebrates. The originally most ventrolateral
pallial area (C) comes to lie in the most medial, or proximal,
position in the telencephalon of the adult. Thus, in compari-
son with other vertebrates, the mediolateral positions of the
hippocampal (A) and olfactory (C) pallial areas are reversed in
the ray-finned fishes. The process of eversion reverses the
topography of the pallial areas (A-B-C-D to D-C-B-A) but pre-
serves the ordinal sequence of the regions—the topology (A-B-
C-D or D-C-B-A as opposed to a disarranged sequence such as
C-D-B-A). As discussed in subsequent chapters (see Chapter
25), whether this topographical reversal with preservation of
topology actually occurs in the pallium of all or even some ray-
finned fishes remains a matter of continuing investigation and
debate.

A second major difference in telencephalic development
occurs between the mammals on one hand and the nonmam-
malian amniotes on the other. In both mammals and saurop-
sids (reptiles and birds), the pallium evaginates as diagramed
in Figure 3-9(A). However, how various regions of the pallium
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FIGURE 3-9. A: Diagram of the process of evagination in forebrain development, as occurs in most
groups of vertebrates. B: Diagram of the process of eversion in forebrain development, as occurs in ray-
finned fishes. In both sets of drawings, the ventricular surface is indicated by a gray line for ease of
comparison between the evaginated and everted conditions. To emphasize the relative topological rela-
tionships, fewer divisions of the hemisphere are shown than actually exist. For example, the area labeled

C consists of two pallial regions.

compare between them is still very much a matter of debate.
In mammals [Fig. 3-10(A)], the dorsal part of the evaginated
pallium forms part or all of the six-layered neocortex, while
other parts form the medial (hippocampal) and lateral (olfac-
tory) cortices. In the deeper part of the ventrolateral pallial
region lies the claustroamygdalar formation, which is also
of pallial origin. It is composed of part of a diverse nuclear
group called the amygdala and associated structures. In birds
[Fig. 3-10(B)] and reptiles, part of the pallium forms the dorsal
cortex, a cortical area between the medial (hippocampal) and
lateral (olfactory) cortices. In birds, as shown in the figure, this
region is called the Wulst, or the hyperpallium. Another part
of the pallium forms a region that expands inward to form a
large, nuclear area called the dorsal ventricular ridge. The

anterior part of the dorsal ventricular ridge (ADVR) was long
thought to represent a huge, subpallial telencephalic area for
use in stereotyped motor behaviors, but subsequent connec-
tional and histochemical studies eliminated that hypothesis
from further consideration. These studies also indicated that
the ADVR is homologous (as a collection of several embry-
ologically derived fields) to several parts of mammalian neo-
cortex. More recent findings, particularly from embryological
studies, have suggested the alternative possibility that the
ADVR is homologous to part or all of the claustroamygdalar for-
mation. A third possibility is that the ADVR is homologous as a
field to both the claustroamygdalar formation and parts of neo-
cortex. These possibilities are discussed in much more detail in
later chapters.
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FIGURE 3-10. Diagram of transverse hemisections through the telencephalon to show the major

pallial and subpallial regions in a mammal (A) and a bird (B). The ventricle is indicated by dark shading
and the subpallium by lighter shading. In both the mammal and the bird telencephalon hemisections, all

of the area in white is pallium.

The differences in the organization of both evaginated
versus everted telencephalons and neocortex/claustroamyg-
dalar formation versus the anterior dorsal ventricular ridge are
differences of the topography of various groups of neurons.
They arise from differences in the gross behavior of the pallial
sheet as a whole and in the generation and migration patterns
of pallial neuronal populations. As discussed above, growth
cones of axons require various local guidance cues in order
to grow along the right path and reach their target. Develop-
ing dendrites require the arrival of afferent axons within the
proper time frame to continue developing and be maintained.
Developmental differences can produce grossly different top-
ographical relationships of areas in the telencephalon, but the
other, multiple developmental factors necessary for the estab-
lishment of connections are generally unaffected and sufficient
despite the alterations of topography in these cases.

Ontogeny and Recapitulation

In closing this section, there is one final aspect of brain
development to consider briefly. One of the most pervasive of
“old wives’ tales” is the notion that ontogeny recapitulates phy-
logeny: in other words, that the developmental sequence is a
kind of rerun of the species’ evolutionary history. In the late
1800s, Haeckel promoted the idea that evolutionary change
results from the addition of new ontogenetic stages to the ter-
minal phase of the ancestor’s development. Such terminal
additions to existing sequences of development would be the
basis of ontogeny recapitulating phylogeny. Terminal additions
do, in fact, occur in phylogeny, but the sequence of develop-
ment in vertebrate brains does not recreate adult ancestral
stages of the species’ evolutionary history.

From our analysis of differences in the development of the
telencephalon, we can see that, for ontogeny to recapitulate
phylogeny, particularly in terms of the now discredited scala
naturae (see Chapter 1), a highly improbable series of events

would have to occur to produce the brain of an adult reptile
or mammal. The telencephalic pallium would first have to
evaginate, as in lampreys and cartilaginous fishes, then undo
the evagination and evert as in ray-finned fishes, then undo the
eversion and evaginate as in amphibians and amniotes. Never-
theless, attempts persist to perceive a recapitulation of phy-
logeny in ontogenetic sequences, as with long projection
neurons developing before locally projecting ones and motor
neurons before sensory ones. Many of these attempts are based
on erroneous scala naturae thinking and also fail to take into
account the multitude of features that were gained quite sud-
denly with the evolution of neural crest and placodes (see
Chapter 9) in ancestral vertebrates.

As in many incorrect ideas, there nonetheless is a grain
of truth in the ontogeny-phylogeny idea. In the early 1800s,
Karl von Baer realized that developmental sequences do not
recreate stages from “lower” to “higher” groups of animals. He
did note, however, that resemblances occur among embryos
within a group, and that the resemblances decrease as devel-
opment proceeds. von Baer concluded that those features that
are common to a group appear earlier in development than the
more specialized features of individual taxa within the group.
Thus, in the development of the brain of a seagull, for example,
we would expect features common to chordates to develop
first, followed by features common to all vertebrates, and so on
in sequence through features common to jawed vertebrates,
sarcopterygians, tetrapods, amniotes, birds, and finally seagulls.
von Baer thus believed that over evolution, there is conserva-
tion of a number of developmental stages. This concept is
referred to as “von Baerian recapitulation,” and a growing
body of data supports it.

The von Baerian view makes sense when we note that
adult phenotypes are produced by a series of ontogenetic
sequences. Changes over evolution in the phenotype are the
direct result of changes in the ontogenetic sequences, which
in turn are produced by mutations established in the genome,
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shifts in the timing during development of some events rela-
tive to others (heterochrony), and other developmental
factors, as discussed in Chapter 1. Features that are common
to all vertebrates, such as the neural tube, arise before more
specialized features present only in one radiation, such as the
dorsal ventricular ridge in nonmammalian amniotes. Given the
complexity and interactions of developmental events, modifi-
cations in early sequences would have much more profound,
and in most cases disruptive, effects than modifications in later
sequences. The reduction of particular systems and the main-
tenance of neotenic (embryonic) characteristics in the adults
of some groups may in fact result from relatively early modifi-
cations in the rates of cell proliferation, differentiation, and
migration.

Although some of the later modifications constitute ter-
minal or near terminal additions, the radiations of extant ver-
tebrates have been separated long enough that such terminal
additions reflect their independent histories rather than allow-
ing for the construction of a single line of evolutionary history.
Marked differences in the development of the telencephalon
between as well as within the major vertebrate radiations
clearly demonstrate the separateness and independence of the
radiations over a long period of time. On the other hand, those
features that are common to most or all groups, in develop-
mental structures and sequences and in the adults, can be used
to reconstruct the condition of the brain in the common ances-
tral vertebrate stock.

THE BRAIN AND SPINAL CORD

In the head region of early vertebrates, the elaboration of
neural crest and placode tissues resulted in the formation of
most of the paired sense organs and a new rostral (front)
part of the head to house them. The central nervous system
was likewise enlarged and elaborated so that is was able to play
a greater role in sensory and motor integration. A new rostral
part of the brain, called the telencephalon, was also added in
which sensory information could be further analyzed, inte-
grated, and remembered, allowing for sophisticated decision-
making capabilities and for appropriate and learned motor
responses to a variety of stimuli.

The central nervous system consists of the brain and the
spinal cord. Figure 3-11 illustrates the location of the brain and
the rostral end of the spinal cord in the head of an adult ver-
tebrate, a lizard in this example, and demonstrates some of the
standard terms of orientation (also see the Appendix). While
the distinction between brain and spinal cord is of some impor-
tance in medical education and neurology, it suggests a much
greater dichotomy of function than actually exists. Indeed, this
subdivision is often confusing to newcomers to the neuro-
sciences because it emphasizes the relatively few differences
and directs attention away from the many similarities between
the two regions.

The boundary between the brain and spinal cord is not
nearly as sharp as some textbooks suggest, nor does it corre-
spond precisely to the junction of the skull and the vertebral
column (spinal column or backbone), which surrounds and
protects the spinal cord. Although a substantial portion of the
brain consists of unique structures that have no counterpart in
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FIGURE 3-11. Lateral view of the head of a lizard (Lacerta sicula)

with the position of the brain and the rostral part of the spinal cord
(indicated by shading) shown in situ. Rectangle “a” represents the trans-
verse plane, which runs from dorsal to ventral and medial to lateral.
Rectangle “b” represents the horizontal plane, which is approximately
parallel to the line of the mouth and runs from rostral to caudal and
medial to lateral. The sagittal plane is parallel to the lateral view shown
in the figure and runs from rostral to caudal and dorsal to ventral.
Adapted from Senn (1979). Used with permission of Elsevier.

the spinal cord, much of the brain, especially its caudal region,
is actually a continuation of the structures and general organi-
zation of the spinal cord.

The spinal cord is organized for the control of the body’s
limbs and trunk; similarly, the caudal brain is organized for the
control of specialized structures in the head, such as the jaws,
tongue, eye muscles and lids, and vocal organs. Moreover, the
caudal brain and spinal cord share the task of control and reg-
ulation of the viscera, or internal organs, such as the heart,
digestive system, and respiratory system.

CELLULAR ORGANIZATION OF THE
CENTRAL NERVOUS SYSTEM

The cells in the brain and spinal cord are of two types:
nonneural cells called glia, which fill in the spaces between
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neurons and wrap around parts of neurons, and the neurons
themselves. As discussed in Chapter 2, most neurons can be
categorized into three broad categories—sensory afferent
neurons, which are within the peripheral nervous system
(PNS); efferent neurons, which have cell bodies within the
central nervous system (CNS) but send their axonal processes
out into the periphery; and all of the other neurons that lie
within the central nervous system. The sensory afferent and the
efferent neurons are both Golgi Type I cells, which have long
projection axons. The sensory afferent neurons bring informa-

D

tion about the internal and external environments into the
central nervous system. The efferent neurons are motor or
effector cells that carry (either directly or via a second neuron
in the peripheral nervous system) instructions from the central
nervous system to the body’s effector organs, the muscles and
glands. The third category—the vast majority of the neurons
that constitute the CNS—consists of both Golgi Type I and
GolgiType II cells. The GolgiType I cells are sometimes referred
to as projection neurons and the Golgi Type II cells as local-
circuit neurons or interneurons (Fig. 3-12).

Y

FIGURE 3-12. Examples of neurons found in the forebrain in various mammals, from the dorsal thal-
amus of a cat (A and B), after Robson (1993); from the cerebral cortex of a monkey (C), after Lund and
Lewis (1993); and from the dorsal thalamus of a monkey (D), after Havton and Ohara (1993). Figures

used with permission of John Wiley & Sons.
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‘We should note that the terms “afferent” and “efferent” may
be used in conjunction with the primary sensory and the motor
or effector neurons, respectively, or in reference to the direc-
tion of information relay within the central nervous system. In
the latter sense, afferent means “coming into,” and efferent
means “going out of” The axon of a Golgi Type I neuron that
comes into and terminates within a specified neuronal
population, which we will call A, is afferent to A. The axon of
another Golgi Type I neuron that goes from A to a different
neuronal population, which we will call B, is efferent from A
and afferent to B.

The CNS intermediary neurons form a neural chain
between the primary sensory afferent neurons and the effer-
ent neurons. Rarely does a primary sensory neuron make direct
contact with a motor neuron. Rather, a few or many thousands
of other neurons typically receive the flow of information from
sensory neurons into the central nervous system, process that
information, and send the resultant outflow of instructions to
muscles or glands via the effector neurons. The processing of
information that is carried out within the CNS determines
whether the instructions will be for action or for inaction and
whether a response will be rapid or leisurely, vigorous or del-
icate, toward an object or away from it.

This general description of central nervous system organ-
ization applies to both the spinal cord and brain. The rostral-
most parts of the brain have fewer primary sensory, afferent
components and fewer effector, efferent components than are
present in the brainstem. The rostral brain consists mostly of
neurons arranged in a variety of specialized Golgi Type 1I local-
circuit populations that are interconnected by long-axon, Golgi
Type I projection neurons. Ascending projections from nuclei
in the brainstem bring sensory information and also feedback
information up to the rostral brain, and descending projections
from the rostral brain carry its output. The heavy concentra-
tion of neurons in the rostral brain has served to focus
attention on this region as the possible “executive” component
of the central nervous system, with major responsibilities for
decision making, memory, attention, communication, emotion,
and other important, complex behavioral processes.

To summarize, the brain and spinal cord are organized to
allow for the input of primary sensory information, the analy-
sis and processing of the information, and the production and
transmission of appropriate responses to the information. The
axons of incoming, primary sensory, afferent neurons bring
sensory information into the brain and spinal cord. Long-axon,
projection (Golgi Type I) neurons carry this information
between multiple nuclei and cortices. Short-axon, local circuit
(Golgi Type II) neurons within nuclei and cortices are involved
with processing the information. Additional sets of projection
neurons carry the output for responses to the outgoing motor
or effector neurons in the brain and spinal cord.

REGIONAL ORGANIZATION OF THE
NERVOUS SYSTEM

The Spinal Cord

Both the brain and spinal cord can be subdivided into indi-
vidual regions. The subdivisions of the spinal cord are named

for regions of the spinal column through which the spinal
nerves exit on their way to the various parts of the body. Thus,
the region of the cord from which nerves exit through the cer-
vical (neck) bones is called the cervical cord. This is the most
rostral division of the cord and is continuous with the most
caudal region of the brain.

Proceeding caudally within the spinal cord, the remaining
divisions are the thoracic (chest) cord, the lumbar (abdom-
inal) cord, and the sacral (pelvic) cord. All along its length,
the spinal cord communicates with the body via a series of
spinal nerves. The dorsal part (alar plate) of the spinal cord
receives incoming, primary sensory fibers known as general
somatic afferent fibers from the skin, muscles, and joints of
the neck, body, limbs (if any), and tail (if any). It also receives
sensory fibers from the viscera known as general visceral
afferent fibers. Likewise, the ventral part (basal plate) of the
spinal cord sends out motor fibers (axons) that control the
muscles of these body parts. The latter are known as general
somatic efferent fibers.

From the thoracic and lumbar regions of the cord, a dif-
ferent group of efferent neurons influences the innervation of
the smooth muscles of the digestive system and other internal
organs and glands. This influence is carried out via a relay
through a second set of effector neurons in the peripheral
nervous system. The central nervous system neurons for this
system are known as general visceral efferent fibers. The
subset of the general visceral efferents that lie in the thoracic
and lumbar spinal cord are known as the sympathetic
nervous system. They function to provide a rapid activation
of various internal organ systems such as the cardiovascular and
respiratory systems when severe demands are placed on these
systems or in times of emergency when quick action is
required. This system serves “fight or flight” and related
responses.

The sympathetic nervous system is complemented by
another general visceral efferent system, the parasympathetic
nervous system, which is composed of visceral efferent
neurons from the sacral division of the spinal cord and from
the caudal regions of the brain. The parasympathetic system
controls (via a second set of effector neurons in the peripheral
nervous system) the same organs as does the sympathetic
system, but it does so under normal conditions, when no
special stresses are present. This system functions in promot-
ing the digestion of food, allowing urination to occur, and other
related, normal functions of the organs. Thus, when a high-
demand situation arises, the sympathetic system takes control;
when the high-demand situation ceases, control returns to the
parasympathetic system. The sympathetic and parasympathe-
tic systems together are known as the autonomic nervous
system.

The Brain

Figure 3-13 is a drawing of the brain and rostral spinal cord
of a vertebrate, in this case a ray-finned fish, which will serve
as an example for the general organization of vertebrate brains.
Each of the lobes and other swellings of the brain surface has
a specific name, as briefly introduced above, such as the mid-
brain roof (tectum) or cerebellum. Groups of lobes or swellings
are known by regional names, such as the mesencephalon
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FIGURE 3-13. Drawing of a lateral view of the brain of a ray-finned fish, the longnose gar (Lepisos-
teus osseus). Rostral is toward the left. Adapted from Northcutt and Butler (1976).

(midbrain). Still more-encompassing regional names are used,
such as forebrain and brainstem.

The nerves entering and leaving the brain are the cranial
nerves. Like the spinal nerves, the cranial nerves carry primary
sensory afferent axons (mainly from the head rather than the
body) into the central nervous system and the axons from
motor or effector efferent neurons that control the muscles and
glands of the head and neck. Although these nerves are given
special names, such as trigeminal nerve or oculomotor nerve,
the organization of at least some of them is essentially the same
as that of the spinal nerves. Moreover, some of the neuronal
populations (nuclei) of the more caudal cranial nerves are
directly continuous as a cell column with equivalent cell pop-
ulations in the spinal cord.

Hindbrain. The caudal-most region of the brain is the
rhombencephalon, or hindbrain, which comprises the
myelencephalon, or medulla oblongata, and the meten-
cephalon, which consists of the pons and cerebellum. The
cranial nerves of this area include motor efferents that inner-
vate the muscles of the jaws and the superficial facial muscles,
such as those of the lips, cheeks, and forehead, the muscles of
the tongue (where present) and throat, and one of the extraoc-
ular muscles of the eyeball. They also include components that
comprise most of the cranial division of the parasympathetic
nervous system. On the sensory side, some senses that tradi-
tionally have been called “special senses” are represented by
cranial nerves that enter the brain at this level. Such special
senses are those that are unique to the head region, such as
hearing and the sense of balance and acceleration (vestibular
sense). Other so-called special senses, not present in all verte-
brates, include the lateral line system for the detection of water
displacement over the body surface and of electric fields in the
aquatic environment and the infrared (IR) sense for the detec-
tion of body heat radiated by other animals. The general senses
of touch, position, temperature, and pain for much of the head
region are also afferent to hindbrain sensory nuclei.

In addition to the nuclei associated with some of the
cranial nerves, the medulla and pons contain other nuclei and
a number of fiber tracts. Many of the fiber tracts are long path-
ways between the spinal cord and the more rostral parts of the
brain, while others are shorter and run between nuclei within
this area. Some of the cell populations in the medulla and pons
are more widely scattered and diffuse than most other nuclei
in the brain. These scattered populations are collectively
referred to as the reticular formation. The nuclei of the retic-
ular formation are involved in integrating inputs from a variety
of sources, including the cranial nerve nuclei and more rostral
parts of the brain. The reticular formation regulates and mod-
ulates activities elsewhere in the brain on the basis of the
incoming information. A transverse section through the hind-
brain in a fish (Fig. 3-14) illustrates the distribution of nerve
cell bodies within this part. Fiber tracts run in the areas in
which there are few or no cell bodies. Closely related to the
pons, both geographically and functionally, is the cerebellum
(Fig. 3-13). The cerebellum is a cortical structure in the roof
of the hindbrain. Among its other functions, the cerebellum is
involved in balance, coordination, and the smooth execution
of rapid movements.

Midbrain. The next major subdivision of the brain is the
mesencephalon or midbrain. The most prominent external
feature of this area in most vertebrates is the roof of the mid-
brain, or tectum (Fig. 3-13). This structure is also often referred
to as the optic lobe, or optic tectum (Fig. 3-14), due to the
large number of neurons of the optic nerve that terminate
within its superficial layers. The ventral portion of the mesen-
cephalon, the region underneath the tectum, is known as the
tegmentum. The mesencephalic tegmentum contains a
number of nuclei and fiber tracts, including the nuclei of two
motor cranial nerves that innervate most of the extraocular
muscles for control of eye movements. The operation of
the intraocular eye muscles, which mediate constriction of
the pupil and the focus of the lens, is controlled from this



REGIONAL ORGANIZATION OF THE NERVOUS SYSTEM 65

Telencephalic pallium
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FIGURE 3-14. The brain of the longnose gar, as shown in Figure 3-13, with transverse sections
through the telencephalon, midbrain, and hindbrain. Adapted from Northcutt and Butler (1976).

region as well via parasympathetic efferent fibers. The mid-
brain does not directly receive any afferent cranial nerve
components.

Forebrain. The prosencephalon, or forebrain, is the
most rostral division of the brain. It contains two major parts:
the diencephalon and the telencephalon (Fig. 3-13). The
diencephalon, not labeled in the figure, lies rostral to the mid-
brain, caudal-ventral to the telencephalon, and medial to the
axons that form the optic tract, the central nervous system con-
tinuation of the optic nerve. The diencephalon is a large divi-
sion composed of six principal areas. The caudal part of the
diencephalon contains a dorsal area called the pretectum and
a more ventral area called the posterior tuberculum. More
rostrally, four areas are present. In dorsal to ventral sequence,
these areas are the epithalamus, the dorsal thalamus, the
ventral thalamus, and the hypothalamus. Each of these
areas is composed of a number of nuclei, and there are also

major fiber tracts that pass through this region. In contrast to
the midbrain, the forebrain receives sensory afferent infor-
mation and does not give rise to any cranial nerve effector
components.

A number of the nuclei in the pretectum receive visual
input from the retina and are involved in visuomotor behav-
iors. Pretectal nuclei and other visually related nuclei in the
tegmentum influence eye movements (via midbrain and hind-
brain motor nuclei) in relation to prey and predator detection
and to orientation of the body within space. The posterior
tuberculum consists in part of a medially lying nucleus that
contains neurons involved in regulating motor functions. In
ray-finned fishes, more laterally lying nuclei of the posterior
tuberculum are also present. These nuclei relay sensory inputs
(from hindbrain sensory nuclei) to the telencephalon. Similar
nuclei may be present in cartilaginous fishes, but migrated pos-
terior tubercular nuclei have not yet been identified in amphib-
ians or land vertebrates.
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The epithalamus contains the epiphysis (pineal gland
and related structures), which is located at the end of a stalk,
the epiphyseal stalk. In some animals, such as reptiles, the
pineal is a structure very similar to the eye. It contains light
receptors and gives rise to primary sensory afferent neurons,
which terminate in the epithalamus. In mammals and birds, the
pineal is a glandular structure. The epithalamus also contains
the habenula, which comprises the habenular nuclei and is
present in all vertebrates.

The nuclei in the dorsal thalamus receive information via
projection neurons from the various sensory systems, which
they transmit to various parts of the telencephalon. The nuclei
in the dorsal thalamus constitute a gateway to the sensory areas
of the telencephalon. A number of different parts within the
telencephalon are involved in integrating the incoming sen-
sory information for learning, memory, emotional responses,
and motor responses. In some vertebrates—particularly in
mammals and to some extent in birds—the dorsal thalamic
nuclei also receive reciprocal projections from their major
telencephalic target. The nuclei that lie in the ventral thalamus
are involved in modulating the activity of dorsal thalamic nuclei
and also play a role, in concert with telencephalic structures,
in motor control of the body and limbs.

The hypothalamus is extensively involved in the activities
of the autonomic nervous system and the endocrine system. It
controls the endocrine system’s production of hormones by
means of the hypophysis, or pituitary, which is directly con-
nected to the hypothalamus. The pituitary is located at the end
of a stalk, the infundibulum, which is a direct outgrowth of
the base of the hypothalamus. The hypothalamus thus is able
to control and regulate behavior patterns that depend on the
levels of hormones in the blood, such as sexual behavior,
parental behavior, territoriality, migration, and hibernation,
to name but a few. The hypothalamus also is concerned with
feeding and drinking, aggression, temperature regulation,
and a number of other important biological and behavioral
functions.

The most rostral region of the brain, the telencephalon
(Figs. 3-13 and 3-14), includes an upper part, the pallium,
which includes the cerebral hemisphere (also called the
cerebrum). At the rostral end of the cerebrum is the olfac-
tory bulb, in which axons of olfactory receptor cells in the
nasal mucosa terminate. In animals in which the sense of smell
is highly developed, such as some sharks and bloodhounds, the
olfactory bulb is rather impressive in size. In animals such as
many birds and some mammals, in which the sense of smell is
not especially important for survival, the bulb is relatively small
in comparison. The olfactory bulb projects to the olfactory part
of the pallium in the telencephalon via olfactory tracts, which
can be short if the olfactory bulb lies adjacent to the telen-
cephalon (as in the brain of the fish shown in Fig. 3-13) or
elongated.

The cerebrum itself has a relatively smooth surface in most
vertebrates. It is composed of nuclear areas in some vertebrate
groups, such as cartilaginous and most ray-finned fishes; in
other vertebrate groups, particularly tetrapods, it is composed
of both nuclei and cortex. In some animals, mostly among the
mammals, although there are other instances as well, the
surface of the cerebrum develops ridges and valleys known as
convolutions. The ridges are called gyri (singular = gyrus) and

the valleys are called sulci (singular = sulcus). The deepest of
the sulci are known as fissures. Among mammals, gyri and
sulci tend to be present in those species within each genus that
have larger body and brain size in absolute terms, and these
hemispheres are described as gyrencephalic. In contrast, the
smaller species within each mammalian order have few or no
gyri and sulci. The smooth surface of their hemispheres is
described as lissencephalic. Most of the surface of the cere-
brum, whether lissencephalic or gyrencephalic, is occupied by
the neocortex.

The telencephalon also includes several other major areas.
The hippocampus comprises several cortical regions; it is
necessary for memory and is also involved in emotion. The hip-
pocampus and some nuclei related to it, including the septal
nuclei and parts of the amygdala, receive olfactory and
other sensory information. The adjective limbic is a somewhat
general term that can be applied either to the hippocampal for-
mation and its connectionally related structures but not includ-
ing primary olfactory structures or to both hippocampal and
primary olfactory structures. Several additional major areas lie
in the more ventral part of the telencephalon, the subpallium,
and are involved with motor functions. These areas include part
of the amygdala and a set of nuclei that are collectively called
the basal ganglia. The latter include the striatum and the pal-
lidum. (Note the crucial distinction between “pallium” and
“pallidum.”) The subpallial striatal and pallidal components are
interconnected with motor areas of the pallium and with nuclei
in the more caudal parts of the brain.

To conclude this section on an overview of the brain and
its major components, an additional note on terminology
should be made. A neuroanatomical term frequently encoun-
tered is brainstem. This term sometimes refers to the more
ventral parts of the brain except for any part of the telen-
cephalon, that is, to the medulla and pons, the midbrain
tegmentum, and the diencephalon. Sometimes it even includes
some or all of the subpallial structures in the telencephalon. It
is alternatively used to refer only to the medulla, pons, and
midbrain tegmentum (and sometimes the midbrain tectum)
without including the diencephalon. Context must be used to
determine the specific sense in which this somewhat loose
term is being discussed.

The Meninges and the Ventricular System

The brain and spinal cord are covered by one or more
layers of connective tissue, which are called the meninges,
from the Greek word meninx, which means membrane. In
fishes, only a single layer, the primitive meninx, is present.
Amphibians and reptiles have two meningeal layers, an outer
dura mater (meaning “hard mother”) and an inner thin layer,
the secondary meninx. In mammals and birds, three
meningeal layers are present. The layer closest to the brain is a
thin layer called the pia mater (meaning “tender mother”). The
middle layer is a thin, avascular layer called the arachnoid due
to its spider web-like appearance. The space between the pia
mater and the arachnoid is the subarachnoid space. Blood
vessels lie within it. The outermost layer is the dura mater and
is actually composed of two layers: an inner layer enclosing the
central nervous system and an outer layer that lines the inside
of the skull. The use of the word “mother” to describe these
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membranes comes from an ancient notion that they were the
origin, or mother, of all membranes in the body.

As discussed above, the central nervous system develops
embryologically from a hollow tube. The walls of the tube
thicken to form the brain and spinal cord, and the hollow
within the tube becomes the fluid-filled ventricular system
of the adult. Instead of remaining a straight tube of uniform
diameter, the ventricular system extends laterally into the var-
iously expanded parts of the brain in different vertebrate
groups, such as the olfactory bulbs, telencephalic hemispheres,
the midbrain roof, and/or the cerebellum. This arrangement is
shown in Figure 3-15.

In most groups of vertebrates, the ventricular system
expands laterally within each of the telencephalic hemi-
spheres, and this pair of laterally extending spaces is called the
lateral ventricles. The lateral ventricles are in continuity,
through paired openings called the interventricular foram-
ina of Monro, with the unpaired, medial ventricular space of
the diencephalon, called the third ventricle. The caudal
continuation of the third ventricle is a narrow canal called
the cerebral aqueduct of Sylvius, which in turn opens into
the fourth ventricle, the unpaired, medial ventricular space
of the hindbrain. Viewed from its dorsal aspect, the fourth ven-
tricle has a rhombic shape (that of a parallelogram), giving the
rhombencephalon its name. The fourth ventricle is caudally
continuous with the central canal of the spinal cord.

Parts of the ventricular walls consist of a thin ependymal
epithelial layer and the pia mater, which together form the tela
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choroidea. A network formed by blood vessels and the tela
choroidea, called the choroid plexus, secretes cere-
brospinal fluid into the ventricular spaces. The cerebrospinal
fluid circulates in the ventricular system and also in the sub-
arachnoid space; it reaches the latter by passing through three
openings that connect the fourth ventricle with an enlarged
part of the subarachnoid space, the cisterna magna. The three
openings are a paired set, the foramina of Luschka, one at
each lateral aspect of the ventricle, and an unpaired, medial
foramen, the foramen of Magendie. After circulating, the
cerebrospinal fluid passes out of the subarachnoid space into
vascular sinuses through structures in the arachnoid called
arachnoid villi, which act as one-way, pressure-sensitive
valves. The cerebrospinal fluid provides support for the brain
and cushions it from physical shocks by its buoyancy.

MAJOR SYSTEMS OF THE BRAIN

We now want to give you a very brief overview of
some of the major systems of the brain. As we have discussed
above, there are major sensory and motor systems in which
information is relayed through various nuclei, being modified
and sorted along the way. In later chapters, which cover
various parts of the brain, a general idea of the basic organiza-
tion of these systems will help you to make sense of the
anatomy.

Olfactory bulb
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Telencephalon

Interventricular
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Diencephalon

Midbrain tectum

Hypothalamic recess of
third ventricle

Cerebellum

FIGURE 3-15. Dorsolateral schematic drawing of a generalized ray-finned fish brain to represent

the general vertebrate condition of the ventricular system, indicated by shadings. Not all vertebrates
have a hypothalamic recess of the third ventricle or tectal or cerebellar ventricles. Rostral is toward the

upper right.
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Sensory Systems

All of the receptors for touch and position sense, radiant-
energy sense, pain and temperature, lateral line (for wave dis-
placement and electrical field detection), hearing, vestibular
sense, and gustatory sense have their initial points of termina-
tion within the central nervous system either in the spinal cord
or in the hindbrain (in the medulla and/or pons). As mentioned
in Chapter 2, the target cell populations of these primary
pathways can be referred to as first-order multipolar
neurons (FOMs), since they are the first of several groups of
multipolar neurons that form the sensory pathway within the
central nervous system. The FOMs receive the sensory bipolar
neuron inputs and then project to more rostral levels of the
brain, particularly the dorsal thalamus and the optic tectum,
which itself then projects to the dorsal thalamus as well. Sim-
ilarly in the visual system, retinal bipolar neurons receive recep-
tor inputs and terminate on retinal ganglion cells, which are
the FOMs for the visual pathways. Most of the retinal ganglion
cell axons terminate in part of the dorsal thalamus and in the
optic tectum. From the dorsal thalamus, the various pathways
project to part(s) of the telencephalic pallium, and, in some
cases, to part of the subpallium as well. The olfactory pathways,
in contrast to the more caudal sensory pathways, project
directly into part of the telencephalon. Topographic organiza-
tion is an important characteristic of all of these pathways; this
feature provides for orderly maps of the sensory input within
particular parts of the brain that correspond to the spatial map
of the external world.

Each of the ascending sensory pathways to the telen-
cephalic pallium terminates in its own segregated region. From
that site begins the complex and varied series of possible path-
ways that are the routes to other sensory, integrative, and
motor systems. Functions including memory storage of sensory
events and the consequences of reactions to them, decision
making about subsequent reactions to such events, and the
conscious awareness of these events reside to a large extent
within the telencephalon. In order to gain a general under-
standing of how ascending sensory systems are organized in
their projections to the pallium, we will briefly outline three
of them here, as based on the mammalian condition: the audi-
tory, visual, and somatosensory pathways.

The Auditory Pathway. In the auditory pathway, axons
arise from neurons in the inner ear and pass into the brain in
the eighth (octaval) cranial nerve. These axons project to
an auditory nucleus in the hindbrain [Fig. 3-16(A)]. The
neurons in this nucleus give rise to a tract (called the lateral
lemniscus) that terminates on neurons within a part of the
midbrain roof called the torus semicircularis in most verte-
brates and the inferior colliculus in mammals. The torus semi-
circularis lies ventral and/or caudal to the optic tectum.
Neurons within the torus semicircularis project to an auditory
nucleus in the dorsal thalamus. The latter nucleus projects, via
tracts called the forebrain bundles, to one or more auditory
regions of the pallium.

The Visual Pathways. Neurons in the retina give rise to
axons that enter the brain via the optic nerve [Fig. 3-16(B)]
and its continuation, the optic tract. Most retinal axons ter-

minate on neurons located either in the optic tectum of the
midbrain (called the superior colliculus in mammals) or in a
visual nucleus in the dorsal thalamus. Visual neurons in the
optic tectum also project to a second visual nucleus in the
dorsal thalamus. Each of the two visual dorsal thalamic nuclei
projects to the telencephalon via the forebrain bundles and ter-
minates in one or more visual areas within the pallium.

The Somatosensory Pathways. Axons that carry somatosen-
sory information [Fig. 3-16(C)] enter the spinal cord and pass
rostrally to terminate on neurons within two cell groups called
the dorsal column nuclei. These nuclei lie in the junctional
area between the spinal cord and the brainstem. Neurons in
the dorsal column nuclei give rise to axons that pass rostrally
in a tract called the medial lemniscus. Some of these axons
terminate on neurons in a somatosensory part of the midbrain
tectum. Other somatosensory axons from the dorsal column
nuclei bypass the midbrain and terminate in a somatosensory
nucleus in the dorsal thalamus. Neurons in the somatosensory
part of the midbrain also give rise to projections to a second
somatosensory nucleus in the dorsal thalamus. Each of the two
dorsal thalamic somatosensory nuclei projects to the telen-
cephalon via the forebrain bundles and terminates in two or
more somatosensory areas within the pallium.

In the telencephalon, sensory information is relayed
through multiple sets of projection (Golgi Type I) and local
circuit (Golgi Type II) neurons—to secondary, tertiary, and
further sensory and association pallial areas, into the limbic
system for memory, into multisensory association pallial areas
for integration, and so on. When the information has been pro-
cessed and assimilated, appropriate motor responses follow.

Motor Systems

Complex control mechanisms for motor responses derive
from neurons in the pallial motor areas of the telencephalon
and/or from neurons in other dorsally lying structures, such as
the roof of the midbrain and the cerebellum. Motor responses
are also regulated by a number of structures, including the stri-
atopallidum (striatum and pallidum), also known as the basal
ganglia, in the lateral part of the telencephalic subpallium [Fig.
3-16(D)] and nuclear areas within the diencephalon, mesen-
cephalon, and hindbrain. Mammals, for example, have motor
neurons in the motor parts of the neocortex in the telen-
cephalon that project to the striatum. In turn, neurons within
the striatum project to the pallidum, which gives rise to feed-
back loops to the pallium via the dorsal thalamus and also to
axons that pass caudally and terminate within a number of
nuclei in the brainstem, including a nucleus in the pretectum
[Fig. 3-16D] of the diencephalon. Neurons in the latter nucleus
project to the midbrain tectum, which itself gives rise to
descending motor projections to the brainstem and spinal
cord.

Other neurons within the motor part of the pallium pro-
ject caudally via the same major bundles in which sensory
axons ascend—the forebrain bundles. These axons collectively
form a tract that is rather like a major interstate highway. They
pass caudally to synapse within nuclei in the midbrain and the
brainstem and, in some cases, directly on neurons in the spinal
cord. The latter, direct tract is present in mammals and is called
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FIGURE 3-16. Schematic representation of the major sensory and motor pathways. Rostral is toward
the right. Dots represent neuronal cell bodies, and lines represent the axons of the cell bodies with their
terminal endings. Dendrites of cell bodies, on which the axons actually synapse, are not represented. (A)
Ascending auditory pathway; (B) the two ascending visual pathways; (C) the two ascending somatosen-
sory pathways; and (D) some of the descending motor pathways. In D, the uppermost descending pathway
is from the pallium to the striatopallium (*) and then to the pretectum, midbrain tectum, and spinal cord.
Also shown are the pathway from the cerebellum to the red nucleus (**) and then to the spinal cord,
the corticoreticular and reticulospinal tracts, and the direct corticospinal tract (lowermost).

the corticospinal tract. Motor nuclei of the cerebellum simi-
larly contain neurons that project to brainstem nuclei, partic-
ularly the vestibular nuclei and the red nucleus. The latter
nuclei project to the spinal cord via the vestibulospinal tract
and the rubrospinal tract, respectively. The reticular forma-
tion of the brainstem is composed of a number of different
nuclear areas that also are involved in these descending motor
pathways. Like the red nucleus, it receives pallial input and
gives rise to descending projections to the spinal cord, in this
case called the reticulospinal tract.

NOMENCLATURE OF THE BRAIN

Just as brains evolve, so too does the nomenclature that
humans apply to its structures. Some of the nomenclature of
the founding comparative neuroanatomists has been replaced
with new terminology during the past several decades. The
early comparative neuroanatomists include many illustrious
workers, whose legacy is only sometimes given the great
respect that it merits. To name just a few here, some of the ear-
liest workers (19th century into the early 20th century)
include S. Ramon y Cajal and his brother, P Ramon, as well as

J. Bellonci, G. Cuvier, S. J. deLange, L. Edinger, G. Elliott Smith,
S. P Gage, C. Golgi, C. L. Herrick, W. His, O. D. Humphrey, H.
Kuhlenbeck, W. A. Locy, A. Meyer, E Pinkus, H. Rabl-Riickhard,
W. M. Shanklin, and L. Stieda. Those whose contributions came
mostly within the first half of the 20th century include C. U.
Airéns Kappers, J. A. Armstrong, N. Beccari, J. Cairney, E. H.
Craigie, E. C. Crosby, A. O. Curwen, A. Durward, T. Edinger,
A. Frederikse, M. J. Gisi, E Goldby, C. J. Herrick, M. Hines, N.
Holmgren, G. C. Huber, J. B. Johnston, O. Larsell, R. N. Miller,
M. Rose, P. Rothig, and R. E. Sheldon. Much of their nomen-
clature has stood the test of time and continues to be used, par-
ticularly those terms that are accurately descriptive and do not
imply an incorrect homology. Many of the earlier workers also
are represented in the terminology by eponymous terms—such
as the nuclei of Bellonci, Darkschewitsch, Luys, Meader, and
Meynert—a practice that is sadly dying out.

A substantial number of other terms have become prob-
lematic for one or more reasons and have been replaced. Fore-
brain structures in particular have undergone name changes;
the diversity of the forebrain within and across different ver-
tebrate radiations is arguably more pronounced than in most
other parts of the brain, and thus its structures have been
subject to misnomers based on incorrect assumptions of
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homology. In some cases, particularly among fishes and am-
phibians where homologies are still largely unresolved, one of
several sets of terms proposed in early work has become estab-
lished through wide usage and the others have fallen into dis-
regard. Within amniotes, nomenclature implying incorrect
homologies has been the largest problem. For almost a century,
it had been assumed that a very large proportion of the telen-
cephalon of reptiles and birds, including the dorsal ventricular
ridge (DVR), was homologous to the basal ganglia of mammals,
which are involved in the initiation and control of voluntary
movements, as well as in the suppression of unwanted ones.
A sea change in our understanding of the telencephalon
began with the work of Harvey Karten in the mid- 1960s, when
he demonstrated that the enzyme acetylcholinesterase was
restricted to a much more ventral region of the telencephalic
hemisphere of the pigeon than previously predicted. A rela-
tively high level of this enzyme is a marker for the striatal part
of the basal ganglia territory, particularly within amniotes, and
its relative paucity in the DVR was highly surprising. Based on
this and other findings, it was realized that the DVR was a com-
ponent of the upper part of the telencephalon, or pallium,
rather than part of the basal ganglia in the subpallium. The
boundary between the pallium and subpallium had to be
redrawn. Also, the relationship of the DVR to structures within
the pallial part of the mammalian brain became a subject of
debate that continues to the present time.

The terminology of components of the DVR has had a dif-
ferent history in reptiles and birds. The term dorsal ventricular
ridge itself was introduced by J. B. Johnston in 1915. However,
in some reptiles and in birds, various components of the DVR
and/or other pallial areas were labeled with terms that in-
cluded the suffix “striatum” in at least some of the early work,
in keeping with the prevailing view that these areas were part
of the basal ganglia. Such terms included “hyperstriatum,”’
meaning “above the striatum,” “neostriatum,” meaning the “new
striatum” and referring to the assumed homology with a simi-
larly named part of the mammalian striatum, and “ectostriatum,”
meaning “out of the striatum.” The “striatum” suffix died out in
usage for these regions in reptilian telencephalons in the late
1960s, with reversion to Johnston’s DVR term in most cases.

In birds, however, the use of the “striatum” suffix for some
pallial areas persisted until very recently. This usage resulted in
considerable communication problems between researchers
working on different taxa of vertebrates, particularly those not
well acquainted with the comparative nonmammalian litera-
ture. Recognizing this problem, Martin Wild and Anton Reiner
proposed that a new set of terms be developed for the pallial
regions in question and initiated a process that culminated
several years and many discussions later with the Avian Brain
Nomenclature Forum, which was organized by Erich Jarvis and
held at Duke University in the summer of 2002. From this con-
ference and the combined efforts of all its participants, a new
nomenclatural system for the avian telencephalon was devised
and published in two papers by Reiner et al., 2004 in the
Journal of Comparative Neurology. The new nomenclature
includes changes for some brainstem structures as well as for
both pallial and subpallial regions of the telencephalon. The
new terms either reflect well-established homologies or are
neutral, descriptive terms that avoid promulgating disproved
and discarded hypotheses of homology. The new nomenclature

will be introduced in appropriate places throughout this text,
and comprehensive tables of the new terms are presented in
Chapters 15 and 19.
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