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Preface

The information revolution has been changing the world produces between 1 and 2 exabytes of
the world profoundly, irreversibly and problem- data, that is, roughly 250 megabytes for every
atically for some time now, at a breathtaking pace human being on earth (source: Lyman & Varian,
and with an unprecedented scope. Every year, online, see figure P1). An exabyte is approximately
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10" bytes, or a billion times a billion bytes, the
equivalent of about 20 billion copies of this
Guide. It has taken the entire history of human-
ity to accumulate 12 exabytes of data. Stored on
floppy disks, 12 exabytes of data would form a
stack 24 million miles high. At the rate of growth
measured in 1999, humanity will already have
created the next 12 exabytes by the time this
Guide is published.

To cope with exabytes of data, hundreds of
millions of computing machines are employed
every day. In 2001, the number of PCs in use
worldwide reached 600M units (source: Com-
puter Industry Almanac Inc., <http://www.
c-i-a.com/pr0302.htm>, see figure P2). By the
end of 2007, this number will have nearly
doubled to over 1.15B PCs, at a compound
annual growth of 11.4 percent. Of course, PCs are
among the greatest sources of further exabytes.

Figures P1 and P2 give some quantitative sub-
stance to the trite remark that we live in a “data-
based society.” They also show that the end of
the information society, understood as the mature
stabilization in the growth of quantity of data
and number of computational machines, is not
in sight.

The databased society has been brought
about by the information revolution, whose main
means have been first the PC and then the Web.
“Datifying” the world and human society has
created entirely new realities, made possible un-
precedented phenomena and experiences, pro-

xii

vided a wealth of extremely powerful tools and
methodologies, raised a wide range of unique
problems and conceptual issues, and opened up
endless possibilities hitherto unimaginable.

Inevitably, the information revolution has also
deeply affected what philosophers do, how they
think about their problems, what problems they
consider worth their attention, how they con-
ceptualize their views, and even the vocabulary
they use (see Bynum & Moor 1998 and 2002,
Colburn 2000, Floridi 1999, and Mitcham &
Huning 1986 for references). It has made possi-
ble new approaches and original investigations,
posed or helped to identify unprecedented and
crucial questions, and given new meaning to
classic problems and traditional topics. In short,
information-theoretic and computational research
in philosophy has become increasingly innova-
tive, fertile, and pervasive. It has already pro-
duced a wealth of interesting and important
results. This Guide is the first systematic attempt
to map this new and vitally important area of
research. Owing to the novelty of the field, it is
an exploration as much as an introduction.

As an introduction, the 26 chapters in this
volume seck to provide a critical survey of the
fundamental themes, problems, arguments, theor-
ies, and methodologies constituting the new field
of philosophy of computing and information (PCI).
The chapters are organized into seven sections.
In Part I, four of the most crucial concepts
in PCI, namely computation, complexity, system,




and information are analyzed. They are the four
columns on which the other chapters are built,
as it were. The following six parts are dedicated
to specific areas: the information society (compu-
ter ethics; communication and interaction; cyber-
philosophy and internet culture; and digital art);
mind and intelligence (philosophy of Al and its
critique; and computationalism, connectionism,
and the philosophy of mind); natural and
artificial realities (formal ontology; virtual reality;
the physics of information; cybernetics; and arti-
ficial life); language and knowledge (meaning and
information; knowledge and information; formal
languages; and hypertext theory); logic and prob-
ability (nonmonotonic logic; probabilistic reas-
oning; and game theory); and, finally, science,
technology, and methodology (computing in the
philosophy of science; methodology of computer
science; philosophy of IT; and computational
modeling as a philosophical methodology). Each
chapter has been planned as a freestanding intro-
duction to its subject. For this purpose, the
volume is further supported by an exhaustive
glossary of technical terms, available online
(http: /www.blackwellpublishing.com /pci).

As an exploration, the Guide attempts to bring
into a reasonable relation the many computational
and informational issues with which philosophers
have been engaged at least since the 1950s. The
aim has been to identify a broad but clearly
definable and well-delimited field where before
there were many special problems and ideas
whose interrelations were not always explicit or
well understood. Each chapter is meant to pro-
vide not only a precise, clear, and accessible intro-
duction but also a substantial and constructive
contribution to the current debate.

Precisely because the Guide is also an explora-
tion, the name given to the new field is some-
what tentative. Various labels have recently been
suggested. Some follow fashionable terminology
(e.g. “cyberphilosophy,” “digital philosophy,”
“computational philosophy”), while the major-
ity expresses specific theoretical orientations (e.g.
“philosophy of computer science,” “philosophy
of computing/computation,” “philosophy of
AlL” “philosophy and computers,” “computing
and philosophy,” “philosophy of the artificial,”
“artificial epistemology,” “android epistemo-
logy”). For this Guide, the philosophy editors at
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Blackwell and I agreed to use “philosophy of
computing and information.” PCI is a new but
still very recognizable label, which we hope will
serve both scholarly and marketing ends equally
well. In the introductory chapter, entitled “What
is the Philosophy of Information?,” I offer an
interpretation of the new informational paradigm
in philosophy and argue that philosophy of infor-
mation (PI) is conceptually a much more satis-
factory name for it, because it identifies far more
clearly what really lies at the heart of the new
paradigm. But much as I hope that PI will be-
come a useful label, I suspect that it would have
been premature and somewhat obscure as the
title for this volume. Since the chapter is meant
to prepare the ground for the Guide, 1 thought
it would be convenient to make it available on
the Web free of charge (it can be found online
at http://www.blackwellpublishing.com/pci). The
reader may wish to consider that the project for
the Guide was based on the hermeneutical frame
outlined in that chapter.
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Four Concepts






Chapter 1

Computation

B. Jack Copeland

The Birth of the Modern
Computer

As everyone who can operate a personal computer
knows, the way to make the machine perform
some desired task is to open the appropriate
program stored in the computer’s memory. Life
was not always so simple. The earliest large-scale
electronic digital computers, the British Colossus
(1943) and the American ENIAC (1945), did not
store programs in memory (see Copeland 2001).
To set up these computers for a fresh task, it
was necessary to modify some of the machine’s
wiring, rerouting cables by hand and setting
switches. The basic principle of the modern com-
puter — the idea of controlling the machine’s
operations by means of a program of coded
instructions stored in the computer’s memory —
was thought of by Alan Turing in 1935. His
abstract “universal computing machine,” soon
known simply as the universal Turing machine
(UTM), consists of a limitless memory, in which
both data and instructions are stored, and a
scanner that moves back and forth through the
memory, symbol by symbol, reading what it finds
and writing further symbols. By inserting difter-
ent programs into the memory, the machine is
made to carry out different computations.
Turing’s idea of a universal stored-program
computing machine was promulgated in the US

by John von Neumann and in the UK by Max
Newman, the two mathematicians who were by
and large responsible for placing Turing’s abstract
universal machine into the hands of electronic
engineers (Copeland 2001). By 1945, several
groups in both countries had embarked on creat-
ing a universal Turing machine in hardware. The
race to get the first electronic stored-program
computer up and running was won by Manchester
University where, in Newman’s Computing
Machine Laboratory, the “Manchester Baby” ran
its first program on June 21, 1948. By 1951,
electronic stored-program computers had begun
to arrive in the marketplace. The first model to
go on sale was the Ferranti Mark I, the pro-
duction version of the Manchester computer
(built by the Manchester firm Ferranti Ltd.). Nine
of the Ferranti machines were sold, in Britain,
Canada, Holland, and Italy, the first being
installed at Manchester University in February
1951. In the US, the Computer Corporation
sold its first UNIVAC later the same year. The
LEO computer also made its debut in 1951;
LEO was a commercial version of the prototype
EDSAC machine, which at Cambridge Uni-
versity in 1949 had become the second stored-
program electronic computer to function. In
1953 came the IBM 701, the company’s first
mass-produced stored-program electronic com-
puter (strongly influenced by von Neumann’s
prototype IAS computer, which was working at
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Figure 1.1: A Turing machine

Princeton University by the summer of 1951).
A new era had begun.

Turing Turing
machines in a famous article entitled “On Com-
putable Numbers, with an Application to the
Entscheidungsproblem” (published in 1936).
Turing referred to his abstract machines simply
as “computing machines” — the American logician
Alonzo Church dubbed them “Turing machines”
(Church 1937: 43). “On Computable Numbers”
pioneered the theory of computation and is
regarded as the founding publication of the
modern science of computing. In addition,
Turing charted areas of mathematics lying bey-
ond the reach of the UTM. He showed that not
all precisely-stated mathematical problems can
be solved by a Turing machine. One of them is
the Entscheidungsproblem — “decision problem”
— described below. This discovery wreaked havoc
with received mathematical and philosophical
opinion. Turing’s work — together with contem-
porancous work by Church (1936a, 1936b) —
initiated the important branch of mathematical
logic that investigates and codifies problems “too
hard” to be solvable by Turing machine. In a
single article, Turing ushered in both the mod-
ern computer and the mathematical study of the
uncomputable.

introduced his abstract

What is a Turing Machine?

A Turing machine consists of a limitless memory
and a scanner that moves back and forth through
the memory, symbol by symbol, reading what
it finds and writing further symbols. The memory

consists of a tape divided into squares. Each square
may be blank or may bear a single symbol, “0”
or “1,” for example, or some other symbol taken
from a finite alphabet. The scanner is able to
examine only one square of tape at a time (the
“scanned square”). (See figure 1.1.) The tape is
the machine’s general-purpose storage medium,
serving as the vehicle for input and output, and
as a working memory for storing the results of
intermediate steps of the computation. The tape
may also contain a program of instructions. The
input that is inscribed on the tape before the
computation starts must consist of a finite
number of symbols. However, the tape itself is
of unbounded length — since Turing’s aim was to
show that there are tasks which these machines
are unable to perform, even given unlimited
working memory and unlimited time. (A Turing
machine with a tape of fixed finite length is called
a finite state automaton. The theory of finite state
automata is not covered in this chapter. An intro-
duction may be found in Sipser 1997.)

The Basic Operations of
a Turing Machine

Each Turing machine has the same small
repertoire of basic (or “atomic”) operations.
These are logically simple. The scanner contains
mechanisms that enable it to erase the symbol
on the scanned square, to write a symbol on the
scanned square (first erasing any existing symbol),
and to shift position one square to the left or
right. Complexity of operation is achieved by
chaining together large numbers of these simple
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Table 1.1

State Scanned square Operations Next state
a blank P[0], R b

b blank R c

c blank P[1], R d

d blank R a

basic actions. The scanner will Aalt if instructed
to do so, i.e. will cease work, coming to rest on
some particular square, for example the square
containing the output (or if the output consists
of a string of several digits, then on the square
containing the left-most digit of the output, say).

In addition to the operations just mentioned,
erase, write, shift, and balt, the scanner is able to
change state. A device within the scanner is cap-
able of adopting a number of different positions.
This device may be conceptualized as consisting
of a dial with a finite number of positions, labeled
“a,” “b,” “c,” etc. Each of these positions counts
as a different state, and changing state amounts
to shifting the dial’s pointer from one labeled
position to another. The device functions as a
simple memory. As Turing said, by altering its
state the “machine can effectively remember
some of the symbols which it has ‘seen’ (scanned)
previously” (1936: 231). For example, a dial with
two positions can be used to keep a record of
which binary digit, 0 or 1, is present on the
square that the scanner has just vacated. If a
square might also be blank, then a dial with
three positions is required.

Commercially available computers are hard-
wired to perform basic operations considerably
more sophisticated than those of a Turing
machine — add, multiply, decrement, store-at-
address, branch, and so forth. The precise list of
basic operations varies from manufacturer to
manufacturer. It is a remarkable fact that none
of these computers can out-compute the UTM.
Despite the austere simplicity of Turing’s
machines, they are capable of computing any-
thing that any computer on the market can com-
pute. Indeed, because they are abstract machines,
they are capable of computations that no “real”
computer could perform.

Example of & Turing machine

The following simple example is from “On Com-
putable Numbers” (Turing 1936: 233). The
machine — call it M — starts work with a blank
tape. The tape is endless. The problem is to set
up the machine so that if the scanner is posi-
tioned over any square of the tape and the ma-
chine set in motion, it will print alternating binary
digits on the tape, 0 1 0 1 0 1 ..., working to
the right from its starting place, leaving a blank
square in between each digit. In order to do its
work M makes use of four states labeled “a,”
“b,” “c,” and “d.” M is in state a when it starts
work. The operations that M is to perform can
be set out by means of a table with four columns
(see table 1.1). “R” abbreviates the instruction
“shift right one square,” “P[0]” abbreviates
“print 0 on the scanned square,” and likewise
“P[1].” The top line of table 1.1 reads: if you
are in state a and the square you are scanning is
blank, then print 0 on the scanned square, shift
right one square, and go into state b. A machine
acting in accordance with this table of instructions
— or program — toils endlessly on, printing the
desired sequence of digits while leaving alternate
squares blank.

Turing did not explain how it is to be brought
about that the machine acts in accordance with
the instructions. There was no need. Turing’s
machines are abstractions and it is not neces-
sary to propose any specific mechanism for
causing the machine to follow the instructions.
However, for purposes of visualization, one
might imagine the scanner to be accompanied
by a bank of switches and plugs resembling an
old-fashioned telephone switchboard. Arranging
the plugs and setting the switches in a certain
way causes the machine to act in accordance




with the instructions in table 1.1. Other ways
of setting up the “switchboard” cause the
machine to act in accordance with other tables
of instructions.

The universal Tuving machine

The UTM has a single, fixed table of instructions,
which we may imagine to have been set into the
machine by way of the switchboard-like arrange-
ment just mentioned. Operating in accordance
with this table of instructions, the UTM is able
to carry out any task for which a Turing-
machine instruction table can be written. The
trick is to place an instruction table for carrying
out the desired task onto the tape of the universal
machine, the first line of the table occupying the
first so many squares of the tape, the second
line the next so many squares, and so on. The
UTM reads the instructions and carries them
out on its tape. This ingenious idea is funda-
mental to computer science. The universal Turing
machine is in concept the stored-program digital
computer.

Turing’s greatest contributions to the develop-
ment of the modern computer were:

e The idea of controlling the function of the
computing machine by storing a program of
(symbolically or numerically encoded) instruc-
tions in the machine’s memory.

e His proof that, by this means, a single
machine of fixed structure is able to carry out
every computation that can be carried out by
any Turing machine whatsoever.

Human Computation

When Turing wrote “On Computable Num-
bers,” a computer was not a machine at all, but
a human being — a mathematical assistant who
calculated by rote, in accordance with some
“cffective method” supplied by an overseer prior
to the calculation. A paper-and-pencil method is
said to be effective, in the mathematical sense,
if it (a) demands no insight or ingenuity from
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the human carrying it out, and (b) produces
the correct answer in a finite number of steps.
(An example of an effective method well-known
among philosophers is the truth table test for
tautologousness.) Many thousands of human
computers were employed in business, govern-
ment, and research establishments, doing some
of the sorts of calculating work that nowadays
is performed by electronic computers. Like
filing clerks, computers might have little detailed
knowledge of the end to which their work was
directed.

The term “computing machine” was used to
refer to calculating machines that mechanized
elements of the human computer’s work. These
were in effect homunculi, calculating more
quickly than an unassisted human computer, but
doing nothing that could not in principle be
done by a human clerk working effectively. Early
computing machines were somewhat like today’s
nonprogrammable hand-calculators: they were
not automatic, and each step — ecach addition,
division, and so on — was initiated manually
by the human operator. For a complex calcula-
tion, several dozen human computers might be
required, each equipped with a desk-top com-
puting machine. By the 1940s, however, the scale
of some calculations required by physicists and
engineers had become so great that the work
could not easily be done in a reasonable time by
even a roomful of human computers with desk-
top computing machines. The need to develop
high-speed, large-scale, automatic computing
machinery was pressing.

In the late 1940s and early 1950s, with the
advent of electronic computing machines, the
phrase “computing machine” gave way gradu-
ally to “computer.” During the brief period in
which the old and new meanings of “computer”
co-existed, the prefix “electronic” or “digital”
would usually be used in order to distinguish
machine from human. As Turing stated, the new
electronic machines were “intended to carry out
any definite rule of thumb process which could
have been done by a human operator work-
ing in a disciplined but unintelligent manner”
(Turing 1950: 1). Main-frames, laptops, pocket
calculators, palm-pilots — all carry out work that
a human rote-worker could do, if he or she




worked long enough, and had a plentiful enough
supply of paper and pencils.

The Turing machine is an idealization of
the human computer (Turing 1936: 231).
Wittgenstein put this point in a striking way:

Turing’s “Machines.” These machines are
humans who calculate. (Wittgenstein 1980:
§1096)

It was not, of course, some deficiency of
imagination that led Turing to model his logical
computing machines on what can be achieved
by a human being working effectively. The pur-
pose for which he introduced them demanded
it. The Turing machine played a key role in his
demonstration that there are mathematical tasks
which cannot be carried out by means of an
effective method.

The Church-Turing Thesis

The concept of an effective method is an informal
one. Attempts such as the above to explain what
counts as an effective method are not rigorous,
since the requirement that the method demand
neither insight nor ingenuity is left unexplicated.
One of Turing’s leading achievements — and
this was a large first step in the development
of the mathematical theory of computation —
was to propose a rigorously defined expression
with which the informal expression “by means
of an effective method” might be replaced. The
rigorously defined expression, of course, is “by
means of a Turing machine.” The importance
of Turing’s proposal is this: if the proposal is
correct, then talk about the existence and non-
existence of effective methods can be replaced
throughout mathematics and logic by talk about
the existence or non-existence of Turing machine
programs. For instance, one can establish that
there is no effective method at all for doing such-
and-such a thing by proving that no Turing
machine can do the thing in question.

Turing’s proposal is encapsulated in the
Church-Turing thesis, also known simply as
Turing’s thesis:
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The UTM is able to perform any calculation
that any human computer can carry out.

An equivalent way of stating the thesis is:

Any effective — or mechanical — method can
be carried out by the UTM.

(“Mechanical” is a term of art in mathematics
and logic. It does not carry its everyday meaning,
being in its technical sense simply a synonym
for “effective.”) Notice that the converse of the
thesis — any problem-solving method that can be
carried out by the UTM is effective — is obvi-
ously true, since a human being can, in principle,
work through any Turing-machine program,
obeying the instructions (“in principle” because
we have to assume that the human does not go
crazy with boredom, or die of old age, or use up
every sheet of paper in the universe).

Church independently proposed a different
way of replacing talk about effective methods with
formally precise language (Church 1936a). Tur-
ing remarked that his own way of proceeding
was “possibly more convincing” (1937: 153);
Church acknowledged the point, saying that
Turing’s concept of computation by Turing
machine “has the advantage of making the iden-
tification with effectiveness . . . evident immedi-
ately” (Church 1937: 43).

The name “Church-Turing thesis,” now
standard, seems to have been introduced by
Kleene, with a flourish of bias in favor of his
mentor Church (Kleene 1967: 232):

Turing’s and Church’s theses are equivalent.
We shall usually refer to them both as Church’s
thesis, or in connection with that one of
its ... versions which deals with “Turing
machines” as the Church-Turing thesis.

Soon ample evidence amassed for the Church—
Turing thesis. (A survey is given in chs. 12 and
13 of Kleene 1952.) Before long it was (as Turing
put it) “agreed amongst logicians” that his pro-
posal gives the “correct accurate rendering” of
talk about effective methods (Turing 1948: 7).
(Nevertheless, there have been occasional dis-
senting voices over the years; for example Kalméar
1959 and Péter 1959.)




Beyond the Universal Turing
Machine

Computable and uncomputable
numbers

Turing calls any number that can be written out
by a Turing machine a computable number. That
is, a number is computable, in Turing’s sense, if
and only if there is a Turing machine that calcu-
lates each digitof the number’s decimal representa-
tion, in sequence. T, for example, is a computable
number. A suitably programmed Turing machine
will spend all eternity writing out the decimal
representation of 1 digit by digit, 3.14159 . ..

Straight off, one might expect it to be the
case that every number that bas a decimal rep-
resentation (that is to say, every real number) is
computable. For what could prevent there being,
for any particular number, a Turing machine that
“churns out” that number’s decimal representa-
tion digit by digit? However, Turing proved that
not every real number is computable. In fact,
computable numbers are relatively scarce among
the real numbers. There are only countably many
computable numbers, because there are only
countably many different Turing-machine pro-
grams (instruction tables). (A collection of things
is countable if and only if either the collection
is finite or its members can be put into a one-
to-one correspondence with the integers, 1,
2, 3,....) As Georg Cantor proved in 1874,
there are uncountably many real numbers — in
other words, there are more real numbers than
integers. There are literally not enough Turing-
machine programs to go around in order for
every real number to be computable.

The printing problem and the
halting problem

Turing described a number of mathematical
problems that cannot be solved by Turing
machine. One is the printing problem. Some pro-
grams print “0” at some stage in their computa-
tions; all the remaining programs never print
“0.” The printing problem is the problem of
deciding, given any arbitrarily selected program,
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into which of these two categories it falls. Turing
showed that this problem cannot be solved by
the UTM.

The halting problem (Davis 1958) is another
example of a problem that cannot be solved by
the UTM (although not one explicitly consid-
ered by Turing). This is the problem of deter-
mining, given any arbitrary Turing machine,
whether or not the machine will eventually halt
when started on a blank tape. The machine
shown in table 1.1 is rather obviously one of
those that never halts — but in other cases it is
definitely not obvious from a machine’s table
whether or not it halts. And, of course, simply
watching the machine run (or a simulation of
the machine) is of no help at all, for what can be
concluded if after a week or a year the machine
has not halted? If the machine does eventually
halt, a watching human — or Turing machine —
will sooner or later find this out; but in the case
of'a machine that has not yet halted, there is no
effective method for deciding whether or not it
is going to halt.

The halting function

A function is a mapping from “arguments” (or
inputs) to “values” (or outputs). For example,
addition (+) is a function that maps pairs of num-
bers to single numbers: the value of the function
+ for the pair of arguments 5, 7 is the number
12. The squaring function maps single numbers
to single numbers: e.g. the value of #? for the
argument 3 is 9.

A function is said to be computable by Turing
machine if some Turing machine will take in
arguments of the function (or pairs of arguments,
etc.) and, after carrying out some finite number
of basic operations, produce the corresponding
value — and, moreover, will do this no matter
which argument of the function is presented. For
example, addition over the integers is comput-
able by Turing machine, since a Turing machine
can be set up so that whenever two integers are
inscribed on its tape (in binary notation, say),
the machine will output their sum.

The halting function is as follows. Assume the
Turing machines to be ordered in some way, so
that we may speak of the first machine in the




ordering, the second, and so on. (There are vari-
ous standard ways of accomplishing this order-
ing, e.g. in terms of the number of symbols in
each machine’s instruction table.) The arguments
of the halting function are simply 1, 2, 3,....
(Like the squaring function, the halting func-
tion takes single arguments.) The value of the
halting function for any argument # is 1 if the
#™ Turing machine in the ordering eventually
halts when started on a blank tape, and is 0 if
the #"™ machine runs on forever (as would, for
example, a Turing machine programmed to pro-
duce in succession the digits of the decimal rep-
resentation of ).

The theorem that the UTM cannot solve the
halting problem is often expressed in terms of
the halting function.

Halting theorem: The halting function is
not computable by Turing machine.

The Entscheidungsproblem

The Entscheidungsproblem, or decision problem,
was Turing’s principal quarry in “On Computable
Numbers.” The decision problem was brought
to the fore of mathematics by the German math-
ematician David Hilbert (who in a lecture given
in Paris in 1900 set the agenda for much of
twentieth-century mathematics). Hilbert and his
followers held that mathematicians should seek
to express mathematics in the form of a com-
plete, consistent, decidable formal system — a
system expressing “the entire thought-content
of mathematics in a uniform way” (Hilbert 1927:
475). The project of formulating mathematics in
this way became known as the “Hilbert program.”

A consistent system is one that contains no
contradictions; a complete system one in which
every true mathematical statement is provable.
“Decidable” means that there is an effective
method for telling, of each mathematical state-
ment, whether or not the statement is provable
in the system. A complete, consistent, decidable
system would banish ignorance from math-
ematics. Given any mathematical statement, one
would be able to tell whether the statement is
true or false by deciding whether or not it is
provable in the system. Hilbert famously declared
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in his Paris lecture: “in mathematics there is no
wnorabimus” (there is no we shall not know)
(Hilbert 1902: 445).

It is important that the system expressing the
“whole thought content of mathematics” be
consistent. An inconsistent system — a system
containing contradictions — is worthless, since
any statement whatsoever, true or false, can be
derived from a contradiction by simple logical
steps. So in an inconsistent system, absurdities
such as 0 = 1 and 6 # 6 are provable. An incon-
sistent system would indeed contain all true
mathematical statements — would be complete,
in other words — but would in addition also
contain all false mathematical statements.

If ignorance is to be banished absolutely, the
system must be decidable. An undecidable sys-
tem might on occasion leave us in ignorance.
Only if the mathematical system were decidable
could we be confident of always being able to
tell whether or not any given statement is prov-
able. Unfortunately for the Hilbert program,
however, it became clear that most interesting
mathematical systems are, if consistent, incom-
plete and undecidable.

In 1931 Godel showed that Hilbert’s ideal is
impossible to satisty, even in the case of simple
arithmetic. He proved that the system called
Peano arithmetic is, if' consistent, incomplete.
This is known as Godel’s first incompleteness
theorem. (Godel later generalized this result,
pointing out that “due to A. M. Turing’s work,
a precise and unquestionably adequate defini-
tion of the general concept of formal system can
now be given,” with the consequence that incom-
pleteness can “be proved rigorously for every
consistent formal system containing a certain
amount of finitary number theory” (Godel 1965:
71).) Godel had shown that no matter how
hard mathematicians might try to construct the
all-encompassing formal system envisaged by
Hilbert, the product of their labors would, if
consistent, inevitably be incomplete. As Hermann
Weyl — one of Hilbert’s greatest pupils —
observed, this was nothing less than “a catastro-
phe” for the Hilbert program (Weyl 1944: 644).

Godel’s theorem does not mention decidabil-
ity. This aspect was addressed by Turing and by
Church. Each showed, working independently,
that no consistent formal system of arithmetic is




decidable. They showed this by proving that not
even the weaker, purely logical system presup-
posed by any formal system of arithmetic and
called the first-order predicate caleulus is decid-
able. Turing’s way of proving that the first-
order predicate calculus is undecidable involved
the printing problem. He showed that if a Tur-
ing machine could tell, of any given statement,
whether or not the statement is provable in the
first-order predicate calculus, then a Turing
machine could tell, of any given Turing machine,
whether or not it ever prints “0.” Since, as he
had already established, no Turing machine can
do the latter, it follows that no Turing machine
can do the former. The final step of the argu-
ment is to apply Turing’s thesis: if no Turing
machine can perform the task in question, then
there is no effective method for performing it.
The Hilbertian dream lay in total ruin.

Poor news though Turing’s and Church’s
result was for the Hilbert school, it was wel-
come news in other quarters, for a reason that
Hilbert’s illustrious pupil von Neumann had
given in 1927 (von Neumann 1927: 12):

If undecidability were to fail then mathematics,
in today’s sense, would cease to exist; its place
would be taken by a completely mechanical
rule, with the aid of which any man would be
able to decide, of any given statement, whether
the statement can be proven or not.

In a similar vein, the Cambridge mathematician
G. H. Hardy said in a lecture in 1928 (Hardy
1929: 16):

if there were . . .a mechanical set of rules for
the solution of all mathematical problems. ..
our activities as mathematicians would come
to an end.

The next section is based on Copeland 1996.

Misunderstandings of the
Church-Turing Thesis:
The Limits of Machines

A myth has arisen concerning Turing’s work,
namely that he gave a treatment of the limits of
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mechanism, and established a fundamental result
to the effect that the UTM can simulate the
behavior of any machine. The myth has passed
into the philosophy of mind, theoretical psycho-
logy, cognitive science, Artificial Intelligence,
and Artificial Life, generally to pernicious effect.
For example, the Oxford Companion to the Mind
states: “Turing showed that his very simple
machine . . . can specify the steps required for
the solution of any problem that can be solved
by instructions, explicitly stated rules, or proced-
ures” (Gregory 1987: 784). Dennett maintains
that “Turing had proven — and this is probably
his greatest contribution — that his Universal
Turing machine can compute any function that
any computer, with any architecture, can com-
pute” (1991: 215); also that every “task for
which there is a clear recipe composed of simple
steps can be performed by a very simple com-
puter, a universal Turing machine, the universal
recipe-follower” (1978: xviii). Paul and Patricia
Churchland assert that Turing’s “results entail
something remarkable, namely that a standard
digital computer, given only the right program,
a large enough memory and sufficient time, can
compute any rule-governed input—output func-
tion. That is, it can display any systematic pat-
tern of responses to the environment whatsoever”
(1990: 26). Even Turing’s biographer, Hodges,
has endorsed the myth:

Alan had . . . discovered something almost . . .
miraculous, the idea of a universal machine
that could take over the work of any machine.
(Hodges 1992: 109)

Turing did not show that his machines can
solve any problem that can be solved “by instruc-
tions, explicitly stated rules, or procedures,” and
nor did he prove that the UTM “can compute
any function that any computer, with any archi-
tecture, can compute” or perform any “task for
which there is a clear recipe composed of simple
steps.” As previously explained, what he proved
is that the UTM can carry out any task that any
Turing machine can carry out. Each of the claims
just quoted says considerably more than this.

If what the Churchlands assert were true, then
the view that psychology must be capable of
being expressed in standard computational terms




would be secure (as would a number of other
controversial claims). But Turing had no result
entailing that “a standard digital computer . . . can
compute any rule-governed input—output func-
tion.” What he did have was a result entailing
the exact opposite. The theorem that no Turing
machine can decide the predicate calculus entails
that there are rule-governed input—output func-
tions that no Turing machine is able to compute
— for example, the function whose output is 1
whenever the input is a statement that is prov-
able in the predicate calculus, and is 0 for all
other inputs. There are certainly possible pat-
terns of responses to the environment, perfectly
systematic patterns, that no Turing machine
can display. One is the pattern of responses just
described. The halting function is a mathemat-
ical characterization of another such pattern.

Distant cousins of the
Church=Turing thesis

As has already been emphasized, the Church-
Turing thesis concerns the extent of effective
methods. Putting this another way (and ignoring
contingencies such as boredom, death, or insuf-
ficiency of paper), the thesis concerns what a
human being can achieve when working by rote
with paper and pencil. The thesis carries no im-
plication concerning the extent of what machines
are capable of achieving (even digital machines
acting in accordance with “explicitly stated
rules”). For among a machine’s repertoire of basic
operations, there may be those that no human
working by rote with paper and pencil can
perform.

Essentially, then, the Church-Turing thesis
says that no human computer, or machine that
mimics a human computer, can out-compute the
UTM. However, a variety of other propositions,
very different from this, are from time to time
called the Church-Turing thesis (or Church’s
thesis), sometimes but not always with accom-
panying hedges such as “strong form” and
“physical version.” Some examples from the re-
cent literature are given below. This loosening
of established terminology is unfortunate, and
can ecasily lead to misunderstandings. In what
follows I use the expression “Church-Turing
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thesis properly so called” for the proposition that
Turing and Church themselves endorsed.

[CJonnectionist models . . . may possibly even
challenge the strong construal of Church’s
Thesis as the claim that the class of well-
defined computations is exhausted by those of
Turing machines. (Smolensky 1988: 3)

Church-Turing thesis: If there is a well defined
procedure for manipulating symbols, then a
Turing machine can be designed to do the
procedure. (Henry 1993: 149)

[I]t is difficult to see how any language that
could actually be run on a physical computer
could do more than Fortran can do. The
idea that there is no such language is called

Church’s thesis. (Geroch & Hartle 1986: 539)

The first aspect that we examine of Church’s
Thesis . . . [w]e can formulate, more precisely:
The behaviour of any discrete physical system
evolving according to local mechanical laws is
recursive. (Odifreddi 1989: 107)

I can now state the physical version of the
Church-Turing principle: “Every finitely real-
izable physical system can be perfectly simu-
lated by a universal model computing machine
operating by finite means.” This formulation
is both better defined and more physical than
Turing’s own way of expressing it. (Deutsch
1985: 99)

That there exists a most general formulation
of machine and that it leads to a unique set of
input—output functions has come to be called
Church’s thesis. (Newell 1980: 150)

The maximality thesis

It is important to distinguish between the
Church-Turing thesis properly so called and what
I call the “maximality thesis” (Copeland 2000).
(Among the few writers to distinguish explicitly
between Turing’s thesis and stronger proposi-
tions along the lines of the maximality thesis are
Gandy 1980 and Sieg 1994.)

A machine m is said to be able to generate a
certain function if 7 can be set up so that if m is




presented with any of the function’s arguments,
m will carry out some finite number of atomic
processing steps at the end of which m produces
the corresponding value of the function (mutatis
mutandis in the case of functions that, like addi-
tion, demand more than one argument).

Maximality Thesis: All functions that can
be generated by machines (working on finite
input in accordance with a finite program
of instructions) are computable by Turing
machine.

The maximality thesis (“thesis M”) admits of
two interpretations, according to whether the
phrase “can be generated by machine” is taken
in the this-worldly sense of “can be generated
by a machine that conforms to the physical laws
(if not to the resource constraints) of the actual
world,” or in a sense that abstracts from whether
or not the envisaged machine could exist in the
actual world. Under the latter interpretation,
thesis M is false. It is straightforward to describe
abstract machines that generate functions that
cannot be generated by the UTM (see e.g.
Abramson 1971, Copeland 2000, Copeland &
Proudfoot 2000, Stewart 1991). Such machines
are termed “hypercomputers” in Copeland and
Proudfoot (1999a).

It is an open empirical question whether or
not the this-worldly version of thesis M is true.
Speculation that there may be physical processes
—and so, potentially, machine-operations — whose
behavior conforms to functions not computable
by Turing machine stretches back over at least
five decades. (Copeland & Sylvan 1999 is a sur-
vey; see also Copeland & Proudfoot 1999b.)

A source of potential misunderstanding about
the limits of machines lies in the difference
between the technical and everyday meanings of
the word “mechanical.” As previously remarked,
in technical contexts “mechanical” and “effect-
ive” are often used interchangeably. (Gandy 1988
outlines the history of this usage of the word
“mechanical.”) For example:

Turing proposed that a certain class of abstract
machines could perform any “mechanical”
computing procedure. (Mendelson 1964: 229)

B. Jack Copeland

12

Understood correctly, this remark attributes to
Turing not a thesis concerning the limits of what
can be achieved by machine but the Church-
Turing thesis properly so called.

The technical usage of “mechanical” tends
to obscure the possibility that there may be
machines, or biological organs, that generate (or
compute, in a broad sense) functions that cannot
be computed by Turing machine. For the ques-
tion “Can a machine execute a procedure that
is not mechanical?” may appear self-answering,
yet this is precisely what is asked if thesis M is
questioned.

In the technical literature, the word “comput-
able” is often tied by definition to effectiveness:
a function is said to be computable if and only if
there is an effective method for determining its
values. The Church—Turing thesis then becomes:

Every computable function can be computed
by Turing machine.

Corollaries such as the following are sometimes
stated:

[Clertain functions are uncomputable in an
absolute sense: uncomputable even by [Turing
machine], and, therefore, uncomputable by any
past, present, or future real machine. (Boolos

& Jeftrey 1980: 55)

When understood in the sense in which it is
intended, this remark is perfectly true. However,
to a casual reader of the technical literature, such
statements may appear to say more than they in
fact do.

Of course, the decision to tie the term “com-
putable” and its cognates to the concept of effect-
iveness does not settle the truth-value of thesis M.
Those who abide by this terminological decision
will not describe a machine that falsifies thesis M
as computing the function that it generates.

Putnam is one of the few writers on the
philosophy of mind to question the proposition
that Turing machines provide a maximally gen-
eral formulation of the notion of machine:

[M]aterialists are committed to the view that
a human being is — at least metaphorically — a
machine. It is understandable that the notion
of a Turing machine might be seen as just a




way of making this materialist idea precise.
Understandable, but hardly well thought out.
The problem is the following: a “machine” in
the sense of a physical system obeying the laws
of Newtonian physics need not be a Turing
machine. (Putnam 1992: 4)

The Church-Turing fallacy

To commit what I call the Church-Turing fallacy
(Copeland 2000, 1998) is to believe that the
Church-Turing thesis, or some formal or semi-
formal result established by Turing or Church,
secures the following proposition:

If the mind—brain is a machine, then the
Turing-machine computable functions pro-
vide sufficient mathematical resources for a
full account of human cognition.

Perhaps some who commit this fallacy are misled
purely by the terminological practice already men-
tioned, whereby a thesis concerning which there
is little real doubt, the Church—Turing thesis pro-
perly so called, and a nexus of different theses,
some of unknown truth-value, are all referred to
as Church’s thesis or the Church-Turing thesis.

The Church-Turing fallacy has led to some
remarkable claims in the foundations of psycho-
logy. For example, one frequently encounters the
view that psychology must be capable of being
expressed ultimately in terms of the Turing ma-
chine (e.g. Fodor 1981: 130; Boden 1988: 259).
To anyone in the grip of the Church-Turing
fallacy, conceptual space will seem to contain no
room for mechanical models of the mind-brain
that are not equivalent to a Turing machine. Yet
it is certainly possible that psychology will find
the need to employ models of human cognition
that transcend Turing machines (see Chapter 10,
COMPUTATIONALISM, CONNECTIONISM, AND THE
PHILOSOPHY OF MIND).

The simulation fallacy
A closely related error, unfortunately also com-

mon in modern writing on computation and the
brain, is to hold that Turing’s results somehow
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entail that the brain, and indeed any biological
or physical system whatever, can be simulated by
a Turing machine. For example, the entry on
Turing in A Companion to the Philosophy of Mind
contains the following claims: “we can depend
on there being a Turing machine that captures
the functional relations of the brain,” for so long
as “these relations between input and output
are functionally well-behaved enough to be de-
scribable by . . . mathematical relationships . . . we
know that some specific version of a Turing
machine will be able to mimic them” (Guttenplan
1994: 595). Even Dreytus, in the course of criti-
cizing the view that “man is a Turing machine,”
succumbs to the belief that it is a “fundamental
truth that every form of ‘information process-
ing’ (even those which in practice can only be
carried out on an ‘analogue computer’) must 77
principle be simulable on a [Turing machine]”
(1992: 195).
Secarle writes in a similar fashion:

It the question [“Is consciousness comput-
able?”] asks “Is there some level of description
at which conscious processes and their cor-
related brain processes can be simulated [by a
Turing machine]?” the answer is trivially yes.
Anything that can be described as a precise
series of steps can be simulated [by a Turing
machine]. (Searle 1997: 87)

Can the operations of the brain be simulated
on a digital computer? ... The answer seems
“Yes” ... That is,
naturally interpreted, the question means: Is
there some description of the brain such that
under that description you could do a com-
putational simulation of the operations of the

to me...demonstrably

brain. But given Church’s thesis that anything
that can be given a precise enough character-
ization as a set of steps can be simulated on a
digital computer, it follows trivially that the
question has an affirmative answer. (Searle
1992: 200)

Church’s thesis properly so called does not say
that anything that can be described as a precise
series of of steps can be simulated by Turing
machine.

Similarly, Johnson-Laird and the Churchlands
argue:




If you assume that [consciousness] is scient-
ifically explicable . . . [and] [g]ranted that the
[Church-Turing] thesis is correct, then the
final dichotomy rests on Craik’s functionalism.
If you believe [functionalism] to be false . . .
then presumably you hold that consciousness
could be modelled in a computer program in
the same way that, say, the weather can be
modelled . . . If you accept functionalism, how-
ever, then you should believe that conscious-
ness is a computational process. (Johnson-Laird

1987: 252)

Church’s Thesis says that whatever is com-
putable is Turing computable. Assuming,
with some safety, that what the mind-brain
does is computable, then it can in principle be
simulated by a computer. (Churchland &
Churchland 1983: 6)

As previously mentioned, the Churchlands
believe, incorrectly, that Turing’s “results entail
... that a standard digital computer, given only
the right program, a large enough memory and
sufficient time, can...display any systematic
pattern of responses to the environment whatso-
ever” (1990: 26). This no doubt explains why
they think they can assume “with some safety”
that what the mind-brain does is computable,
for on their understanding of matters, this is to
assume only that the mind-brain is character-
ized by a “rule-governed” (1990: 26) input—
output function.

The Church-Turing thesis properly so called
does not entail that the brain (or the mind, or
consciousness) can be simulated by a Turing
machine, not even in conjunction with the belief
that the brain (or mind, etc.) is scientifically
explicable, or exhibits a systematic pattern of
responses to the environment, or is “rule-
governed” (etc.). Each of the authors quoted
seems to be assuming the truth of a close relat-
ive of thesis M, which T call “thesis S” (Copeland
2000).

Thesis S: Any process that can be given
a mathematical description (or a “precise
enough characterization as a set of steps,”
or that is scientifically describable or scient-
ifically explicable) can be simulated by a
Turing machine.
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As with thesis M, thesis S is trivially false if it
is taken to concern all conceivable processes, and
its truth-value is unknown if it is taken to con-
cern only processes that conform to the physics
of the real world. For all we presently know, a
completed neuroscience may present the mind-
brain as a machine that — when abstracted out
from sources of inessential boundedness, such as
mortality — generates functions that no Turing
machine can generate.

The equivalence fallacy

Paramount among the evidence for the Church-
Turing thesis properly so called is the fact that
all attempts to give an exact analysis of the intuit-
ive notion of an effective method have turned
out to be equivalent, in the sense that each ana-
lysis has been proved to pick out the same class
of functions, namely those that are computable
by Turing machine. (For example, there have
been analyses in terms of lambda-definability,
recursivenes, register machines, Post’s canonical
and normal systems, combinatory definability,
Markov algorithms, and Godel’s notion of
reckonability.) Because of the diversity of these
various analyses, their equivalence is generally
considered very strong evidence for the Church-
Turing thesis (although for a skeptical point of
view see Kreisel 1965: 144).

However, the equivalence of these diverse
analyses is sometimes taken to be evidence also
for stronger theses like M and S. This is nothing
more than a confusion — the equivalence fallacy
(Copeland 2000). The analyses under discussion
are of the notion of an eftective method, not of
the notion of a machine-generable function; the
equivalence of the analyses bears only on the
issue of the extent of the former notion and
indicates nothing concerning the extent of the
latter.

Artificial intelligence and the
equivalence fallocy

Newell, discussing the possibility of artificial
intelligence, argues that (what he calls) a “phys-
ical symbol system” can be organized to exhibit




general intelligence. A “physical symbol system”
is a universal Turing machine, or any equivalent
system, situated in the physical — as opposed
to the conceptual — world. (The tape of the
machine is accordingly finite; Newell specifies that
the storage capacity of the tape [or equivalent]
be unlimited in the practical sense of finite yet
not small enough to “force concern.”)

A [physical symbol] system always contains
the potential for being any other system if so
instructed. Thus, a [physical symbol] system
can become a generally intelligent system.
(Newell 1980: 170)

Is the premise of this pro-Al argument true?
A physical symbol system, being a wuniversal
Turing machine situated in the real world, can,
if suitably instructed, simulate (or, metaphoric-
ally, become) any other physical symbol system
(modulo some fine print concerning storage
capacity). If this is what the premise means, then
it is true. However, if taken literally, the premise
is false, since as previously remarked, systems
can be specified which no Turing machine — and
so no physical symbol system — can simulate.
However, if the premise is interpreted in the
former manner, so that it is true, the conclusion
fails to follow from the premise. Only to one who
believes, as Newell does, that “the notion of
machine or determinate physical mechanism” is
“formalized” by the notion of a Turing machine
(ibid.) will the argument appear deductively valid.

Newell’s defense of his view that the uni-
versal Turing machine exhausts the possibilities
of mechanism involves an example of the equi-
valence fallacy:

[An] important chapter in the theory of com-
puting . . . has shown that all attempts to. ..
formulate . . . general notions of mechanism
... lead to classes of machines that are equival-
ent in that they encompass in toto exactly the
same set of input—output functions. In effect,
there is a single large frog pond of functions
no matter what species of frogs (types of
machines) is used. . . . A large zoo of different
formulations of maximal classes of machines is
known by now — Turing machines, recursive
functions, Post canonical systems, Markov
algorithms . . . (Newell 1980: 150)
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Newell’s a priori argument for the claim that a
physical symbol system can become generally
intelligent founders in confusion.

Conclusion

Since there are problems that cannot be solved
by Turing machine, there are — given the
Church-Turing thesis — limits to what can be
accomplished by any form of machine that works
in accordance with effective methods. However,
not all possible machines share those limits. It is
an open empirical question whether there are
actual deterministic physical processes that, in the
long run, elude simulation by Turing machine;
and, if so, whether any such processes could use-
fully be harnessed in some form of calculating
machine. It is, furthermore, an open empirical
question whether any such processes are involved
in the working of the human brain.
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Chapter 2

Complexity

Alasdair Urqubart

1 Introduction

The theory of computational complexity is con-
cerned with estimating the resources a computer
needs to solve a problem. The basic resources
are time (number of steps in a computation)
and space (amount of memory used). There are
problems in computer science, logic, algebra, and
calculus that are solvable in principle by com-
puters, but, in the worst case, require completely
infeasible amounts of space or time, so that in
practical terms they are insoluble. The goal of
complexity theory is to classify problems accord-
ing to their complexity, particularly problems that
are important in applications such as cryptology,
linear programming, and combinatorial optimiza-
tion. A major result of the theory is that prob-
lems fall into strict hierarchies when categorized
in accordance with their space and time require-
ments. The theory has been less successful in
relating the two basic measures; there are major
open questions about problems that are solvable
using only small space, but for which the best
algorithms known use exponential time.

The theory discussed in this chapter should
be distinguished from another area often called
“complexity theory,”
ciplinary stream of research that includes work

a loosely defined interdis-

on complex dynamical systems, chaos theory,
artificial life, self-organized criticality, and many
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other subjects. Much of this research is centered
in the Santa Fe Institute in New Mexico, where
work on “complex systems” of various kinds
is done. The confusion between the two fields
arises from the fact that the word “complexity”
is often used in different ways. A system or object
could reasonably be described as “complex”
under various conditions: if it consists of many
interacting parts; if it is disordered or exhibits
high entropy; if it exhibits diversity based on
hierarchical structure; if it exhibits detail on many
different scales, like fractal sets. Some of these
meanings of “complexity” are connected with
the theory of computational complexity, but
some are only tangentially related. In the present
chapter, we confine ourselves to the simple quant-
itative measures of time and space complexity of
computations.

A widely accepted working hypothesis in the
theoretical computer science community is that
practically feasible algorithms can be identified
with those whose running time can be bounded
by a polynomial in the size of the input. For
example, an algorithm that runs in time 10% for
inputs with #z symbols would be very efficient;
this would be described as an algorithm running
in linear time. A quadratic time algorithm runs
in time ¢#® for some constant ¢; obviously such
an algorithm is considerably less efficient than a
linear time algorithm, but could be quite prac-
tical for inputs of reasonable size. On the other




hand, a computer procedure requiring time ex-
ponential in the size of the input very rapidly
leads to infeasible running times.

To illustrate the point of the previous para-
graph, consider a modern fast computer. The
speed of such machines is often measured in the
number of numerical operations performed per
second; a commonly used standard is the num-
ber of floating-point operations per second. Sup-
pose we have a machine that performs a million
floating-point operations per second, slow by
current supercomputer standards. Then an algo-
rithm that requires #* such operations for an
input of size » would take only a quarter of a
second for an input of size 500. Even if the
running time is bounded by #°, an input of size
500 would require at most 2 minutes 5 seconds.
On the other hand, an algorithm running in time
2" could in the worst case take over 35 years
for an input of size 50. The reader can easily
verify with the help of a pocket calculator that
this dramatic difference between polynomial and
exponential growth is robust, in the sense that
a thousand-fold increase in computer speed only
adds 10 to the size of the largest problem instance
we can solve in an hour with an exponential (2”)
time algorithm, whereas with a quadratic (7*)
time algorithm, the largest such problem increases
by a factor of over 30.

The theory of computational complexity has
provided rigorous proofs of the existence of com-
putational problems for which such exponential
behavior is unavoidable. This means that for
such problems, there are infinitely many “diffi-
cult” instances, for which any algorithm solving
the problem must take an exponentially long
time. An especially interesting and important class
of problems is the category of NP-complete
problems, of which the satisfiability problem of
propositional logic is the best-known case. These
problems all take the form of asking for a solu-
tion of a certain set of constraints (formulas of
propositional logic, in the case of the satisfiabil-
ity problem), where a proposed solution can be
quickly checked to see if it is indeed a solu-
tion, but in general there are exponentially many
candidate solutions. As an example of such a
problem, consider the problem of coloring a large
and complicated map with only three colors so
that no two countries with a common border
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are colored alike (see below for more details
on this problem). The only known general
algorithms for such problems require exponenti-
ally long run-times in the worst case, and it is
widely conjectured that no polynomial time algo-
rithms exist for them. This conjecture is usually
phrased as the inequality “P # NDP,” the central
open problem in theoretical computer science,
and perhaps the most important open problem
in mathematical logic.

In this chapter, we begin by giving an outline
of the basic definitions and results of complexity
theory, including the existence of space and time
hierarchies, then explain the basics of the theories
of NP-completeness and parallel computation.
The chapter concludes with some brief reflec-
tions on the relevance of complexity theory to
questions in the philosophy of computing.

2 Time and Space in
Computation

The theory of complexity analyzes the computa-
tional resources necessary to solve a problem.
The most important of these resources are time
(number of steps in a computation) and space
(storage capacity of the computer). This chapter is
mainly concerned with the complexity of decision
problems having infinitely many instances. There
is another approach to complexity applicable
to individual objects, in which the complexity
of an object is measured by the size of the short-
est program that produces a description of
it. This is the Kolmogorov complexity of the
object; Li and Vitanyi (1997) give a readable
and detailed introduction to this subject in their
textbook.

The model for computation chosen here is
the Turing machine, as defined in the preceding
chapter. The time for a computation is the num-
ber of steps taken before the machine halts; the
space is the number of cells of the tape visited
by the reading head during the computation.
Several other models of sequential computa-
tion have been proposed. The time and space
complexity of a problem clearly depend on the
machine model adopted. However, the basic
concepts of complexity theory defined here are




robust in the sense that they are the same for
any reasonable model of sequential computation.

Let X be a finite alphabet, and X* the set of
all finite strings in this alphabet. A subset of Z*
is said to be a problem (often called a “lan-
guage”), and a string in X* an instance of the
problem. The size | 5| of an instance sis its length,
i.e. the number of occurrences of symbols in it.
A function fdefined on X* and having strings as
its values is computed by a Turing machine M if
for any string sin X*, it M is started with s on its
tape, then it halts with f{(s) on its tape. A prob-
lem L is solvable (decidable) if there is a Turing
machine that computes the characteristic func-
tion of L (the function fsuch that f(s) =1 if s
is in L and f(s) = 0 otherwise). For example,
the satisfiability problem of determining whether
a formula of propositional logic is satisfiable
or not is solvable by the familiar method of
truth-tables.

Solvable problems can be classified according
to the time and space required for their solu-
tion. If f'is a computable function, then we say
that f'is computable in time T(#) if there is a
Turing machine computing f'that for any input s
halts with output f{s) after O(T(Isl)) steps (that
is, there is a constant ¢ such that M halts in at
most ¢ - T(Isl) steps). Similarly, fis computable
in space T(#) if there is a machine M computing
fso that for any input s, M halts after visiting
O(T(Isl)) squares on its tape. A problem L is
solvable in time T(#z) if the characteristic func-
tion of L is computable in time 7(#); L is solv-
able in space S(») if the characteristic function
of L is computable in space S(#). For example,
the truth-table method shows that the satisfiabil-
ity problem can be solved in time 2” and space 7
(we need only enough tape space to evaluate the
truth-table one row at a time).

As an illustration of these rather abstract defini-
tions, let us consider a concrete problem. Sup-
pose that our alphabet contains only two symbols,
so that X = {a; b}, and X* is the set of all finite
strings consisting of #’s and &’s. The palindrome
problem PAL is defined by letting the instances
in PAL be all those strings in X* that read the
same forward as backwards; for example, aba
and bbb are both palindromes, but & and bba
are not. This problem can be solved in time #?
by a simple strategy that involves checking the
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first against the last symbol, deleting these two
symbols, and repeating this step until either the
empty string (with no symbols at all) or a string
consisting of exactly one symbol is reached. (This
is an instructive exercise in Turing machine pro-
gramming.) In fact, it is not possible to do much
better than this simple algorithm. Any algorithm
for a single-tape Turing machine requires cn’
steps to solve PAL for some ¢ > 0; for an elegant
proof of this fact using the “incompressibility
method” see Li and Vitanyi (1997: ch. 6).

Other natural examples of computational
problems arise in the area of games. For example,
given a chess position, consider the problem: “Is
this a winning position for White?”; that is to
say, does White have a plan that forces check-
mate no matter how Black plays? In this case,
there is a simple but crude algorithm to answer
any such question — simply compile a database
of all possible board positions, then classify them
as winning, losing, or drawing for White by con-
sidering all possible continuations. Such databases
have been compiled for the case of endgames
with only a few pieces (for example, queen versus
rook endgames). Can we do better than this
brute-force approach? There are reasons to think
not. The results of Fraenkel and Lichtenstein
described below show that computing a perfect
strategy for a generalization of chess on an 7 by
n board requires time exponential in 7.

One of the most significant complexity classes
is the class P of problems solvable in polynomial
time. A function fis polynomial-time comput-
able if there exists a polynomial p for which fis
computable in time p(#z). A problem is solvable
in polynomial time if its characteristic function
is polynomial-time computable. The importance
of the class rests on the widely accepted working
hypothesis that the class of practically feasible
algorithms can be identified with those algorithms
that operate in polynomial time. Similarly, the
class PSPACE contains those problems solvable
in polynomial space. The class EXPTIME con-
sists of the problems solvable in exponential
time; a problem is solvable in exponential time if
there is a k for which it is solvable in time 2",
The class EXPSPACE contains those problems
solvable in exponential space. The satisfiability
problem is in EXPTIME; whether it is in P is a
major open problem.




3 Hierarchies and Reducibility

A fundamental early result of complexity theory
is the existence of strict hierarchies among prob-
lems. So, for example, we can prove that there
are problems that can be solved in time #*, but
not in time n, and similar theorems hold for
space bounds on algorithms. To state this result
in its most general form, we introduce the con-
cept of a space constructible function. A func-
tion S(#) is said to be space constructible if there
is a Turing machine M that is S§(») space
bounded, and for each 7 there is an input of
length 7 on which M actually uses S(7) tape
cells. All “reasonable” functions such as 72, #°,
and 2" are space constructible. The space hier-
archy theorem, proved by Hartmanis, Lewis and
Stearns in 1965, says that if S§;(») and S,(#) are
space constructible functions, and S, grows faster
than §, asymptotically, so that

S0 _ g
»(n

lim inf
n—s00

3

then there exists a problem solvable in space
S,(n), but not in space S,(7). A similar hierarchy
theorem holds for complexity classes defined by
time bounds. The hard problems constructed in
the proofs of the hierarchy theorems are pro-
duced by diagonalizing over classes of machines,
and so are not directly relevant to problems aris-
ing in practice. However, we can prove lower
bounds on the complexity of such problems by
using the technique of efficient reduction. We
wish to formalize the notion that one problem
can be reduced to another in the sense that if we
had an efficient algorithm for the second prob-
lem, then we would have an efficient algorithm
for the first. Let L, and L, be problems ex-
pressed in alphabets X, and X,. L, is said to be
polynomial-time reducible to L, (briefly, reduc-
ible to L,) if there is a polynomial-time comput-
able function ffrom X¥ to X% such that for any
string s in X¥, sis in L, if and only if f(s) is in
L,. Other notions of reducibility can be defined
by varying the class of functions f that imple-
ment the reduction. The importance of the con-
cept lies in the fact that if we have an efficient
algorithm solving the problem L,, then we can
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use the function fto produce an efficient algo-
rithm for L,. Conversely, if there is no efficient
algorithm for L,, then there cannot be an efficient
algorithm for L,. Notice that the class P is closed
under polynomial-time reductions since if L, is
reducible to L,, and L, is in P, then L, is also
in P.

If C is a complexity class, and L is a problem
in C so that any problem in C is reducible to L,
then L is said to be C-complete. Such problems
are the hardest problems in C; if any problem
in C is computationally intractable, then a C-
complete problem is intractable. The technique
of reducing one problem to another is very flex-
ible, and has been used to show a large variety
of problems in computer science, combinatorics,
algebra, and combinatorial game theory intrac-
table. We now provide some examples of such
problems.

The time hierarchy theorem implies that there
are problems in EXPTIME that require expon-
ential time for their solution, no matter what
algorithm is employed. The reduction method
then allows us to draw the same conclusion for
other problems. For example, let us define gen-
eralized chess to be a game with rules similar to
standard chess, but played on an »# x # board,
rather than an 8 x 8 board. Fraenkel and
Lichtenstein (1981) used the reduction technique
to show that generalized chess is EXPTIME-
complete, and hence computationally intractable.

EXPSPACE-complete problems are also com-
putationally intractable. An example of a prob-
lem of this type in classical algebra is provided by
the word problem for commutative semigroups.
Here the problem is given in the form of a finite
set of equations formed from a set of constants
using a single binary operation that is assumed
to be associative and commutative, together with
a fixed equation s = #. The problem is to deter-
mine whether s = ¢ is deducible from the set of
equations, assuming the usual rules for equality.
Mayr and Meyer in 1981 showed this problem
to be EXPSPACE-complete, so that any algo-
rithm solving this problem must use an expon-
ential amount of space on infinitely many inputs.

Logic also provides a fertile source of examples
of intractable problems. Although the decision
problem for true sentences of number theory is
unsolvable, if we restrict ourselves to sentences




that involve only the constants 0 and 1, together
with identity and the addition symbol, then there
is an algorithm to determine whether such a sen-
tence is true or false, a result proved by Presburger
in 1930. However, in 1973 Rabin and Fischer
showed that the inherent complexity of this prob-
lem is doubly exponential. This means that for
any machine solving this problem, there is a con-
stant ¢ > 0 so that for infinitely many sentences
the machine takes at least 22" steps to determine
whether it is true or not.

If we add quantification over finite sets, then
we can prove even more powerful lower bounds.
The weak monadic second-order theory of one
successor (WS1S) is formulated in a second-
order language with equality, the constant 0 and
a successor function. In the intended interpreta-
tion for this theory, the second-order quantifiers
range over finite sets of non-negative integers.
The decision problem for this theory was proved
to be solvable by Biichi in 1960, but its inherent
complexity is very high. Albert Meyer showed in
1972 that an algorithm deciding this theory must
use for infinitely many inputs of length » an
amount of space that is bounded from below by
an iterated exponential function, where the stack
contains at least d» iterations, for a fixed 4 > 0.

The conclusion of the previous paragraph
could be challenged by pointing out that Meyer’s
lower bound is an asymptotic result that does not
rule out a practical decision procedure for sen-
tences of practically feasible size. However, a fur-
ther result shows that astronomical lower bounds
can be proved for WSIS even if we restrict the
length of sentences. A Boolean network or cir-
cuit is an acyclic directed graph in which the
nodes are labeled with logical operators such
as AND, OR, NOT etc. Such a network with
designated input and output nodes computes a
Boolean function in an obvious way. Meyer and
Stockmeyer showed that any such network that
decides the truth of all sentences of WS1S of
length 616 or less must contain at least 10'*
nodes. Even if the nodes were the size of a
proton and connected by infinitely thin wires, the
network would densely fill the known universe.

Inherently intractable problems also exist in the
area of nonclassical propositional logics. The area
of substructural logics, such as linear logic and
relevance logics, provides us with several such
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examples. The implication-conjunction fragment
of the logic R of relevant implication was proved
decidable by Saul Kripke in 1959 using a sophist-
icated combinatorial lemma. The author of the
present chapter showed (Urquhart 1999) that
this propositional logic has no primitive recursive
decision procedure, so that Kripke’s intricate
method is essentially optimal. This is perhaps the
most complex decidable nonclassical logic known.

4 NP-completeness and Beyond

A very common type of computational problem
consists in searching for a solution to a fixed set
of conditions, where it is easy to check whether
a proposed solution really is one. Such solutions
may be scattered through a very large set, so
that in the worst case we may be reduced to
doing an exhaustive search through an exponen-
tially large set of possibilities. Many problems of
practical as well as theoretical interest can be
described in this general setting. The theory of
NP-completeness derives its central importance
in computer science from its success in provid-
ing a flexible theoretical framework for this type
of problem.

A problem L belongs to the class NP if there
is a polynomial p and a polynomial-time com-
putable relation R so that a string x is in L if and
only if there is a string ¥ so that the length of y
is bounded by p(lxl), and R(x, y) holds. The
idea behind the definition is that we think of y
as a succinct proof (or “certificate’) that x is in P,
where we insist that we can check efficiently that
an alleged proof really is a proof.

Here are a few examples to illustrate this
definition. Consider the problem of determining
whether an integer in decimal notation is non-
prime (that is to say, the strings in the problem
are the decimal representations of numbers that
are not prime). Then a proof that a number x is
not prime consists of a pair of numbers y, z> 1
so that yz = x. The satisfiability problem is also
casily seen to be in NP. Here a positive instance
of the problem consists of a satisfiable formula F
of propositional logic; the proof that Fis satisfi-
able is simply a line of a truth-table. It is obvi-
ous that we can check very quickly if a formula




is satisfied by an assignment; on the other hand,
the best current algorithms for satisfiability in
the worst case are forced to check exponentially
many possibilities, thus being not much differ-
ent from the crude brute-force method of trying
all possible lines in the truth-table for a given
formula.

The satisfiability problem occupies a central
place in theoretical computer science as the best
known NP-complete problem. Any problem in
NP can be reduced efficiently to the satisfiability
problem. This reflects the fact that the language
of propositional logic forms a kind of universal
language for problems of this type. Given a prob-
lem in NP, it is usually a routine exercise to see
how to translate the problem into a set of condi-
tions in propositional logic so that the problem
has a solution if and only if the set of conditions
is satisfiable. For example, consider the problem
of coloring a map in the plane with three colors.
Here the problem takes the form of a map, and
a set of three colors, say red, white, and blue, so
that adjacent countries are colored differently.
We can formalize this problem by introducing
a set of constants to stand for the countries in
the map, and variables Rx, Wx, Bx to stand for
“Country «x is colored red (white, blue).” The
reader should check that given a map, we can
quickly write down a corresponding set of con-
ditions in propositional logic that formalizes the
statement that the map can be properly colored
with the three colors.

Cook’s famous theorem of 1971 showing that
satisfiability is NP-complete was quickly followed
by proofs that many other well-known computa-
tional problems fall into this class. Since then,
thousands of significant problems have been
proved NP-complete; for a partial list, see the
book by Garey and Johnson (1979). The ubiquity
of NP-completeness in the theory of combinator-
ial problems means that a proof of P = NP (that
is to say, a proof that there is a polynomial-time
algorithm for satisfiability) would have dramatic
consequences. It would mean that feasible solu-
tions would exist for hundreds of problems that
are currently intractable. For example, the RSA
cryptosystem, widely used for commercial trans-
actions on the internet, would immediately be
vulnerable to computer attack, since the security
of the system rests on the assumed intractability
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of the problem of factoring a number that is the
product of two large prime numbers. The same
remarks apply to other cryptosystems, with the
exception of the theoretically invulnerable one-
time pad system. The fact that no such feasible
algorithm has been found for any of these prob-
lems is one of the main reasons for the wide-
spread belief in the conjecture that P # ND.

The lower bounds described in the preceding
section were all proved by the diagonal method.
That is to say, the method in each case was an
adaptation of the technique originally employed
by Cantor to prove the set of real numbers un-
countable, and subsequently adapted by Church
and Turing to prove the decision problem for
predicate logic unsolvable. There are reasons to
think that this method will not succeed in resolv-
ing the problem of whether or not P = NP. To
explain these reasons, we need to introduce the
concept of a Turing machine with an oracle.
The concept of a Turing machine explicates the
notion of computability in an absolute sense.
Similarly, the concept of an oracle machine explic-
ates the general notion of what it means for a
problem to be solvable relative to another prob-
lem (the definition of reducibility above is a spe-
cial case of this general notion). If A is a set of
strings then a Turing machine with oracle A is
defined to be a Turing machine with three spe-
cial states g;, 4, and g,. The query state g, is
used to ask “Is the string of nonblank symbols
to the right of the reading head in A?” The
answer is supplied by having the machine change
on the next move to one of the two states q,
or g,, depending on whether the answer is yes
or no. Time and space of a computation by an
oracle machine are computed just as for an ordin-
ary Turing machine, counting the time taken for
the answer to the oracle query as one step (the
oracle answers any query instantaneously).

We can imagine an oracle machine as rep-
resenting a situation where we have access to a
“black box” that instantaneously answers ques-
tions belonging to a type for which we have
no algorithm, or for which the only known
algorithm is very inefficient. For example, sup-
pose that the oracle (black box) can answer all
queries of the form: “Do all integers » satisfy
the property P(#n):,” where Pis a decidable prop-
erty of integers. Then the black box exhibits a




kind of limited omniscience that would enable
us to answer instantaneously many open prob-
lems of current mathematics such as Goldbach’s
conjecture or the Riemann hypothesis. In spite
of this, it is possible to show that there are prob-
lems that such a miraculous machine cannot
answer; classical recursion theory (computability
theory) is largely taken up with such problems.

If A is any set of strings, then by imitating the
definitions of the complexity classes above, but
substituting “Turing machine with oracle A”
everywhere for “Turing machine” we can define
relativized complexity classes P(A), NP(A), and
so on. Baker, Gill, and Solovay proved in 1975
that there is a decidable oracle A for which P(A)
= NP(A), and a decidable oracle B for which
P(B) # NP(B). The significance of this theorem
lies in the fact that known techniques of diagon-
alization, such as are used in computability the-
ory, continue to work in the presence of oracles.
Thus it provides evidence that standard diagonal
techniques are inadequate to settle such ques-
tions as “P = NP?”

The literature of theoretical computer sci-
ence contains many complexity classes beyond
the few discussed here; for details, the reader
should consult the collection of survey articles in
Van Leeuwen (1990). We conclude this section
with a brief description of an important com-
plexity class that, like the classes P and NP, has
strong connections with logic. The class PSPACE
consists of those problems solvable using a poly-
nomial amount of space. It is not hard to see that
this class contains the class NP, since we require
only a small amount of space to do an exhaustive
search through the space of all possible strings
that are candidates for certificates showing that a
string is a positive instance of an NP-complete
problem. This class of problems bears the same
relationship to the quantified propositional cal-
culus as the class NP to the ordinary propositional
calculus. In the quantified propositional calculus,
we add to ordinary propositional logic quantifiers
ranging over propositions. Thus, for example,
the formula IpVg(p — g) is a logical truth in
this language. The valid (logically true) formulas
of quantified propositional logic constitute a
PSPACE-complete set (that is, the problem of
determining the validity of formulas in the quan-
tified language is PSPACE-complete).
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The family of algorithms operating in polyno-
mial space appears to be a much more extensive
class than the family of algorithms operating in
polynomial time. However, we are unable on the
basis of current knowledge to refute the equality
P = PSPACE. This illustrates the point men-
tioned in the introduction, that in contrast to
the detailed hierarchy theorems known for time
and space separately, the problem of relating time
and space requirements for computations remains
largely unsolved.

5 Parallel Computation

The computational model discussed in the pre-
ceding sections was that of serial or sequential
computation, where the machine is limited to a
bounded number of actions at each step, for
example, writing a symbol, moving left or right,
and changing internal state in the case of the
Turing model. However, there is considerable
current interest, both theoretical and practical,
in parallel models of computation. Parallel com-
putation is attractive in applications such as
searching large databases, and also is of interest
in modeling brain function (since the brain seems,
to a first approximation, to be some kind of
parallel computer). In this section, we provide
a brief discussion of the complexity of parallel
computation.

In the case of parallel computation, various
models have been proposed, and there is no
universal agreement on the best. These include
models such as the PRAM (parallel random access
machine), where a large number of simple pro-
cessors with limited memory have joint access to
a large shared memory; various conventions on
read—write conflicts can be adopted. For more
details on these models, the readers should con-
sult the articles of van Emde Boas, Karp, and
Ramachandran in Van Leeuwen (1990). We shall
not discuss these models further here, but instead
describe the area of non-uniform complexity.

The Turing model has the property that a
single machine operates on inputs of arbitrary
length. An alternative approach to measuring
the complexity of computations is to limit our-
selves to functions of a fixed input and output




size — Boolean functions, in the case of decision
problems — and then estimate the minimum size
of the circuitry needed to provide a “hard-wired”
version of the function.

We define a circuit as a finite, labeled, directed
graph with no directed cycles. The nodes with
no arrows pointing in are input nodes, while the
nodes with no arrows pointing out are output
nodes. The internal nodes are considered as logic
gates, and labeled with appropriate Boolean func-
tions. For example, a circuit could be built from
AND gates with two inputs and one output,
and NOT gates with one input and one output.
The important complexity measures for a circuit
are its depth (length of the shortest path from
an input node to an output node) and its size
(number of nodes in the circuit).

We can now define parallel complexity classes
using the circuit model. Perhaps the most im-
portant of these is the class of problems with
polynomial-size circuits, abbreviated as P/poly.
Given a problem L, we can encode the strings
of L in binary notation; let us refer to this
encoded problem as L, Then L is said to have
polynomial-size circuits if there is a polynomial p
so that for every # there is a Boolean circuit C
with size bounded by p(#) so that C gives the
output 1 exactly for those binary strings of length
n that belong to L, that is, exactly those strings
of length » that represent positive instances of
the problem L.

This is a much more powerful model of com-
putation than the standard Turing model; it is
non-uniform, since we allow a different circuit
for each input length #. In particular, it is not
hard to see that in this model, an unsolvable
problem can have polynomial-size circuits.

The connection between the circuit model and
the Turing model can be made more precise by
considering the oracle machines defined earlier.
Given a fixed circuit, we can easily program a
Turing machine to simulate its behavior, simply
by encoding the circuit as a big look-up table
(we discuss the philosophical import of this
observation below). Hence, if a problem L has
polynomial-size circuits, we can program an
oracle machine that, relative to the oracle set C
representing the encoding of the family of cir-
cuits solving L, solves the problem. The machine
can be considered as a machine that takes a
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“polynomially bounded amount of advice”; con-
versely, any problem solved by such a machine
has polynomial-size circuits.

The description of P/poly in the preceding
paragraph should make it clear that we are dealing
with an extremely powerful class of procedures,
since they have the ability to answer arbitrarily
complex questions about finite configurations in
the time it takes to write down the question
(and so should be considered as “algorithms”
only in an extended sense). Nevertheless, it is
widely conjectured that the satisfiability problem
does not have polynomial-size circuits. Current
proof techniques in the theory of Boolean cir-
cuits seem to be inadequate for resolving this
challenging conjecture.

6 Complexity and Philosophy

Philosophical treatments of the concept of
computation often ignore issues relating to com-
plexity. However, we shall argue in this section
that such questions are directly relevant to some
frequently discussed problems. Since Turing’s
famous article of 1950, it has been common to
replace the question “Can machines think?” —
which Turing thought too meaningless to dis-
cuss — with the question “Can digital computers
successfully play the imitation game:” Turing
made the following optimistic prediction:

I believe that in about fifty years’ time it will
be possible to programme computers, with a
storage capacity of about 107, to make them
play the imitation game so well that an aver-
age interrogator will not have more than
70 per cent chance of making the right identi-
fication after five minutes of questioning.
(Turing 1950)

It is clear that Turing was thinking of com-
puters as real physical devices. However, let us
suppose that for the moment we think of com-
puters as idealized mathematical machines, and
(as is common in the mathematical context of
computability theory) ignore all questions of
resources, efficiency, and so forth. Then it is a
mathematical triviality that the answer to Turing’s




question is affirmative. Let us recall the basic
situation for the imitation game. An interrogator
communicates by teletype with two participants,
one a human being, the other a digital computer.
The task of the interrogator is to determine
by skillful questioning which of the two is the
human being. For a computer to succeed at the
imitation game means that it can succeed in fool-
ing the interrogator in a substantial number of
cases, if the game is played repeatedly.

Turing envisages a limit of five minutes of
interrogation, but for our present purposes, let
us suppose that we simply limit the number of
symbols exchanged between the participants in
the game to some reasonably large number (bear-
ing in mind that all the participants have to type
at human speeds, otherwise the computer could
be spotted immediately). It is now easy to see that
there is indeed a machine (in the mathematical
sense) that can play this game with perfect suc-
cess (i.e. a skilled interrogator cannot improve
on random guessing in the game). Consider all
sequences of symbols representing a possible
sequence of questions and answers in the imita-
tion game. Of these, some will be bad, in the
sense that they will easily reveal to the inter-
rogator the identity of the computer, while others
are good (we can imagine these to be the sort of
responses produced when the computer is re-
placed by a human). Now provide the computer
with the set of all good sequences as a gigantic
look-up table, and program the computer to
answer in accordance with this table. By defini-
tion, the computer must succeed perfectly at the
game.

Of course, the “machine” described in the pre-
vious paragraph is a pure mathematical abstrac-
tion, but it suffices to illustrate the fact that in
philosophical, as opposed to mathematical, con-
texts, the purely abstract definition of a machine
is not appropriate. Similar remarks apply in the
case of the distinction between serial and parallel
computation.

It is currently fashionable to think of cognitive
processes as modeled by neural networks com-
posed of simple elements (typically threshold
gates of some kind), joined together in some
random fashion, and then “trained” on some
family of inputs, the “learning” process consisting
of altering the strength of connections between
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gates. This model is sometimes described in the
cognitive science literature as “parallel distributed
processing” or “PDP” for short. If we take into
account speed of processing, then such models
may indeed provide more accurate simulations
of processes in real brains, since neurophysiology
indicates that mammalian brains are made out of
relatively slow elements (neurons) joined together
in a highly connected network. On the other
hand, there is nothing new here as compared
with the classical serial model of computation, if
we ignore limitations of time and space. Never-
theless, some of the literature in cognitive science
argues otherwise.

In their debate of 1990 with John Searle,
Paul and Patricia Churchland largely agree with
the conclusions of Searle’s critique of classical
Al (based on a serial model of computation),
for which Searle argues on the grounds of his
“Chinese room” thought experiment, but dis-
agree with the conclusions of his “Chinese gym”
thought experiment designed to refute the claims
of parallel processors to represent the mind. The
Churchlands first point out the implausibility of
the simulation (involving huge numbers of people
passing messages in an enormous network), but
then continue:

On the other hand, if such a system were to be
assembled on a suitably cosmic scale, with all
its pathways faithfully modeled on the human
case, we might then have a large, slow, oddly
made but still functional brain on our hands. In
that case the default assumption is surely that,
given proper inputs, it would think, not that it
couldn’t. (Churchland & Churchland 1990)

This imaginary cosmic network is a finite
object, working according to a fixed algorithm
(as embodied in its pattern of connections). It
follows that it can be simulated by a serial com-
puter (in fact, all of the early research on “neural
nets” was carried out by writing simulation pro-
grams on computers of conventional design). Of
course, there will be a loss of speed, but the
Churchlands explicitly rule out speed of opera-
tion as a relevant variable. It’s difficult to see,
though, why the serial computer doing the simu-
lation of the neural network should be ruled out
as a “functional brain.”




Let us expand a little more on the implica-
tions of this analysis. The basic fact that serial
machines can simulate parallel machines (a point
emphasized by Searle himself) should not be
considered as an argument for or against either
the Chinese-room argument or the Chinese-
gym argument, both of which involve obscure
questions concerning the presence or absence
of “mental contents” or “semantic contents.”
Rather, it points to the difficulties of a position
that rejects a serial model of computation for
the mind, but accepts a parallel model, while
ignoring questions of complexity and efficiency.

Since we are not limited by technological
feasibility, let us imagine a huge, super-fast serial
computer that simulates the Churchlands’ cosmic
network. Furthermore, to make the whole thing
more dramatic, let’s imagine that this marvelous
machine is wired up to a gigantic cosmic network
with flashing lights showing the progress of the
computation, working so fast that we can’t tell
the difference between a real cosmic network
and the big display. Is this a “functional brain”
or not? It’s hard to know what the criteria are
for having a “functional brain on our hands,”
but without considering questions of computa-
tional complexity, it is difficult to see how we
can reject serial candidates for “functional brains.”
For a more detailed discussion of the “Chinese
room” argument from a complexity-theoretic
perspective, the reader should consult Parberry
1994. (See also Chapter 9, THE PHILOSOPHY OF
AT anp ITs CRITIQUE.)

Current work in the philosophy of mind
manifests a fascination with far-fetched thought
experiments, involving humanoid creatures mag-
ically created out of swamp matter, zombies, and
similar imaginary entities. Philosophical discus-
sion on the foundations of cognitive science also
frequently revolves around implausible thought
experiments like Searle’s “Chinese room” argu-
ment. The point of the simple observations
above is that unless computational resources are
considered, arguments based on such imagin-
ary experiments may appear quite powerful.
On the other hand, by taking such resources
into account, we can distinguish between objects
that exist in the purely mathematical sense (such
as the Turing machine that succeeds at the
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imitation game), and devices that are physically
constructible.
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Chapter 3

System: An Introduction to
Systems Science

Klaus Mainzer

Introduction

Dynamical systems, with their astonishing variety
of forms and functions, have always fascinated
scientists and philosophers. Today, structures
and laws in nature and society are explained by
the dynamics of complex systems, from atomic
and molecular systems in physics and chemistry
to cellular organisms and ecological systems
in biology, from neural and cognitive systems
in brain research and cognitive science to
societies and market systems in sociology and
economics. In these cases, complexity refers
to the variety and dynamics of interacting ele-
ments causing the emergence of atomic and
molecular structures, cellular and neural patterns,
or social and economic order (on computa-
tional complexity see Chapter 1, COMPUTATION).
Computational systems can simulate the self-
organization of complex dynamical systems. In
these cases, complexity is a measure of computa-
tional degrees for predictability, depending on
the information flow in the dynamical systems.
The philosophy of modern systems science aims
to explain the information and computational
dynamics of complex systems in nature and
society.

28

The first section of this chapter defines the basic
concept of a dynamical system. The dynamics of
systems is measured by time series and modeled
in phase spaces, which are introduced in sec-
tion 2. Phase spaces are necessary to recognize
attractors of a system, such as chaos. In the case
of chaos, severe restrictions on long-term pre-
dictions and systems control must be taken into
account. But, in practice, there are only finitely
many measurements and observations of a time
series. So, in section 3, time-series analysis is
introduced in order to reconstruct phase spaces
and attractors of behavior. Section 4 presents ex-
amples of complex systems in nature and society.
From a philosophical point of view, dynamical
systems in nature and society can be considered
as information and computational systems. This
deep insight of modern systems science is dis-
cussed in the last section.

1 Basic Concepts of Systems
Science

A dynamical system is characterized by its ele-
ments and the time-depending development of
their states. In the simple case of a falling stone,




one may consider for example only the accelera-
tion of a single element. In a planetary system,
the states of planets are also determined by their
position and momentum. The states can also
refer to moving molecules in a gas, the excita-
tion of neurons in a neural net, nutrition of
populations in an ecological system, or products
in a market system. The dynamics of a system,
that is, the change of system states depending
on time, is mathematically described by differen-
tinl equations. For deterministic processes (e.g.,
motions in a planetary system), each future state
is uniquely determined by the present state. A
conservative (Hamiltonian) system, e.g. an ideal
pendulum, is determined by the reversibility of
time direction and conservation of energy. Con-
servative systems are closed and have no ener-
getic dissipation with their environment. Thus,
conservative systems in the strict sense exist only
as approximations like, e.g., an ideal Thermos
bottle. In our everyday world, we mainly observe
dissipative systems with a distinct time direction.
Dissipative systems, e.g., a real pendulum with
friction, are irreversible.

In classical physics, the dynamics of a system
is analyzed as a continuous process. In a famous
quotation, Leibniz assumed that nature does
not jump (natura non facit saltus). However,
continuity is only a mathematical idealization.
Actually, a scientist deals with single observa-
tions or measurements at discrete time points
that are chosen equidistant or defined by other
measurement devices. In discrete processes, there
are finite differences between the measured states,
no infinitely small differences between the meas-
ured states, and no infinitely small differences
(differentials) that are assumed in a continuous
process. Thus, discrete processes are mathemat-
ically described by difference equations.

Random events (e.g., Brownian motion in
a fluid, mutation in evolution, innovations in
economy) are represented by additional fluctu-
ation terms. Classical stochastic processes, e.g. the
billions of unknown molecular states in a fluid,
are defined by time-depending differential equa-
tions with distribution functions of probabilistic
states. In quantum systems of elementary particles,
the dynamics of quantum states is defined by
Schrodinger’s equation with observables (e.g.,
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position and momentum of a particle) depend-
ing on Heisenberg’s principle of uncertainty. The
latter principle allows only probabilistic forecasts
of future states.

2 Dynamical Systems, Chaos, and
Other Attractors

During the centuries of classical physics, the
universe was considered as a deterministic and
conservative system. The astronomer and math-
ematician DPierre-Simon Laplace (1814), for
example, assumed the total computability and
predictability of nature if all natural laws and ini-
tial states of celestial bodies are well known. The
Laplacean spirit well expressed philosophers’ faith
in determinism and computability of the world
during the eighteenth and nineteenth centuries.

Laplace was right about /inear and conserva-
tive dynamical systems. A simple example is a so-
called harmonic oscillator, like a mass attached
to a spring oscillating regularly without friction.
Let us consider this example in more detail. It
will help us to introduce the basic notions of
time series, phase space, and trajectory, essential
to understand the structure and development of
dynamical systems. In general, a linear relation
means that the rate of change in a system is
proportional to its cause: small changes cause
small effects, while large changes cause large
effects. In the example of a harmonic oscillator,
a small compression of a spring causes a small
oscillation of the position of a mass, while a large
compression causes a large oscillation, following
Hooke’s law. Changes of a dynamical system
can be modeled in one dimension by changing
values of a time-depending quantity along the
time axis (#ime series). In figure 3.1a, the posi-
tion x(¢) of a mass attached to a spring is oscil-
lating in regular cycles along the time axis #. x(#)
is the solution of a linear equation, according to
Hooke’s law. Mathematically, linear equations
are completely computable. This is the deeper
reason for Laplace’s philosophical assumption to
be right for linear and conservative systems.

In systems theory, the complete information
about a dynamical system at a certain time is
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Figure 3.1a: A solution x(¢) of a linear equation as time series (Kaplan 1995: 211)
Figure 3.1b: Trajectories of two solutions of a linear equation in a 2-dimensional phase space (Kaplan

1995: 212)

determined by its staze at that time. In the ex-
ample of a harmonic oscillator, the state of the
system is defined by the position x(z) and the
velocity 1(z) of the oscillating mass at time # Thus,
the state of the system is completely determined
by a pair of two quantities that can be represented
geometrically by a point in a 2-dimensional
phase space, with a coordinate of position and a
coordinate of velocity. The dynamics of a system
refers to the time-depending development of its
states. Thus, the dynamics of a system is illus-
trated by an orbit of points (zrajectory) in a phase
space corresponding to the time-depending de-
velopment of its states. In the case of an harmonic
oscillator, the trajectories are closed ellipses
around a point of stability (figure 3.1b), cor-
responding to the periodic cycles of time series,
oscillating along the time axis (figure 3.1a).
Obviously, the regular behavior of a linear and
conservative system corresponds to a regular and
stable pattern of orbits. So, the past, present,
and future of the system are completely known.

In general, the state of a system is determined
by more than two quantities. This means that
higher dimensional phase space is required. From
a methodological point of view, time series and
phase spaces are important instruments to study
systems dynamics. The state space of n system con-
tains the complete information of its past, present
and future behavior. The dynamics of real sys-
tems in nature and society is, of course, more
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complex, depending on more quantities, with pat-
terns of behavior that are not as regular as in the
simple case of a harmonic oscillator. It is a main
insight of modern systems theory that the beha-
vior of a dynamic system can only be recognized if
the corresponding state space can be reconstructed.

At the end of the nineteenth century, Henri
Poincaré (1892-3) discovered that celestial
mechanics is not a completely computable clock-
work, even if it is considered as a deterministic
and conservative system. The mutual gravita-
tional interactions of more than two celestial
bodies (“Many-bodies-problem”) correspond to
nonlinear and  non-inteqrable equations with
instabilities and irvequinrities. According to the
Laplacean view, similar causes effectively deter-
mine similar effects. Thus, in the phase space,
trajectories that start close to each other also
remain close to each other during time evolu-
tion. Dynamical systems with deterministic chaos
exhibit an exponential dependence on initial
conditions for bounded orbits: the separation
of trajectories with close initial states increases
exponentially (figure 3.2).

Tiny deviations of initial data lead to expon-
entially increasing computational efforts to ana-
lyze future data, Lmiting long-term predictions,
although the dynamics is in principle uniquely
determined. This is known as the “butterfly
effect”: initial, small, and local causes soon lead to
unpredictable, large and global effects (see figure
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Figure 3.3: A measured signal D, from a chaotic system (time series)

3.3). According to the famous KAM Theorem of
A. N. Kolmogorov (1954), V. 1. Arnold (1963),
and J. K. Moser (1967), trajectories in the phase
space of classical mechanics are neither completely
regular, nor completely irregular, but depend
sensitively on the chosen initial conditions.
Dynamical systems can be classified on the basis
of the effects of the dynamics on a region of the
phase space. A conservative system is defined by
the fact that, during time evolution, the volume
of a region remains constant, although its shape
may be transformed. In a dissipative system, dy-
namics causes a volume contraction. An attractor
is a region of a phase space into which all traject-
ories departing from an adjacent region, the so-
called basin of artraction, tend to converge. There
are different kinds of attractors. Fixed points form
the simplest class of attractors. In this case, all
trajectories of adjacent regions converge to a
point. An example is a dissipative harmonic
oscillator with friction: the oscillating system is
gradually slowed down by frictional forces and
finally comes to a rest in an equilibrium point.
Conservative harmonic oscillators  without
friction belong to the second class of attractors
with limit cycles, which can be classified as being
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periodic or quasi-periodic. A periodic orbit is a
closed trajectory into which all trajectories depart-
ing from an adjacent region converge. For a
simple dynamical system with only two degrees
of freedom and continuous time, the only pos-
sible attractors are fixed points or periodic limit
cycles. An example is a Van der Pol oscillator
modeling a simple vacuum-tube oscillator circuit.

In continuous systems with a phase space of
dimension »# > 2, more complex attractors are
possible. Dynamical systems with guasi-periodic
limit cycles show a time evolution that can be
decomposed into different periodic parts with-
out a unique periodic regime. The correspond-
ing time series consist of periodic parts of
oscillation without a common structure. Never-
theless, closely starting trajectories remain close
to each other during time evolution. The third
class contains dynamical systems with chaotic
attractors that are nonperiodic, with an exponen-
tinl dependence on initinl conditions for bounded
orbits. A famous example is the chaotic attractor
of a Lorenz system (Lorenz 1963) simulating
the chaotic development of weather caused by
local events, which cannot be forecast in the
long run (“butterfly effect”) (figure 3.4b).
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Figure3.4a: The reconstructed trajectory of a measured series (fig. 3.3) in an embedding phase space of

three dimensions with time lag

Figure 3.4b: The trajectory of the original phase space of the chaotic system (Kaplan 1995: 310)

3 Dynamical Systems and Time-
series Analysis

We have started by seeing the kind of mathemat-
ical equations of dynamical systems required to
derive their patterns of behavior; the latter have
been characterized by time series and attractors
in phase spaces, such as fixed points, limit cycles,
and chaos. This top-down approach is typically
theoretical: we use our understanding of real sys-
tems to write dynamical equations. In empirical
practice, however, we must take the opposite
bottom-up approach and start with finite sequences
of measurements, i.c. finite time series, in order to
find appropriate equations of mathematical models
with predictions that can be compared with meas-
urements made in the field of application.
Measurements are often contaminated by un-
wanted noise, which must be separated from the
signals of specific interest. Moreover, in order to
forecast the behavior of a system, the develop-
ment of its future states must be reconstructed in
a corresponding phase space from a finite sequence
of measurements. So time-series analysis is an
immense challenge in different fields of research
such as climatic data in meteorology, ECG-
signals in cardiology, EEG-data in brain research,
or economic data of business cycles in economics.
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The goal for this kind of zzme-series analysis is
comparable to constructing a computer program
without any knowledge of the real system from
which the data come. As a black box, the com-
puter program would take the measured data
as input and provide as output a mathematical
model describing the data. But, in this case, it is
difficult to identify the meaning of components in
the mathematical model without understanding
the dynamics of the real systems. Thus, the top-
down and bottom-up approach, model-building
and time-series analysis, expert knowledge in the
fields of application, and mathematical and pro-
gramming skills, must all be integrated in an
interdisciplinary researvch strategy.

In practice, only a time series of a single (one-
dimensional) measured variable is often given,
although the real system is multidimensional.
The aim of forecasting is to predict the future
evolution of this variable. According to Takens’
theorem (1981), in nonlinear, deterministic, and
chaotic systems, it is possible to determine the
structure of the multidimensional dynamic system
from the measurement of a single dynamical
variable (figure 3.3).

Takens’ method results in the construction
of a multidimensional embedding phase space for
measured data (figure 3.4a) with a certain time
lag in which the dynamics of attractors is similar




to the orbits in the phase space of the chaotic
system (figure 3.4b).

The disadvantage of Takens’ theorem is that
it does not detect and prove the existence of a
chaotic attractor. It only provides features of an
attractor from measured data, if the existence of
the attractor is already guaranteed (Grassberger
& Procaccia 1983). The dimension of an attractor
can be determined by a correlation integral
defining the different frequency with which a
region in an attractor is visited by the orbits.
Thus, the correlation integral also provides a
method to study the degrees of periodicity and
aperiodicity of orbits and measured time series.

The Lyapunov spectrum shows us the depend-
ence of dynamics from initial data. The so-called
Lyapunov exponents measure the averaged ex-
ponential rates of divergence or convergence of
neighboring orbits in phase space. If the largest
Lyapunov exponent is positive, the attractor is
chaotic, and the initial small difference between
two trajectories will diverge exponentially (figure
3.2). If the largest exponent is zero and the rest
is negative, the attractor is a periodic limit cycle.
If there is more than one exponent equal to
zero, the rest being negative, the behavior is
quasi-periodic. If the exponents are all negative,
the attractor is a fixed point. In general, for dis-
sipative systems, the sum of Lyapunov exponents
is negative, despite the fact that some exponents
could be positive.

4 Dynamical Systems in Nature
and Society

Structures in nature and society can be explained
by the dynamics and attractors of complex sys-
tems. They result from collective patterns of
interacting elements that cannot be reduced to
the features of single elements in a complex sys-
tem. Nonlinear interactions in multicomponent
(“complex”) systems often have synergetic ef-
tects, which can neither be traced back to single
causes nor be forecasted in the long run. The
mathematical formalism of complex dynamical
systems is taken from statistical physics. In gen-
eral, the theory of complex dynamical systems
deals with profound and striking analogies that
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have been discovered in the self-organized
behavior of quite different systems in physics,
chemistry, biology, sociology. These
multicomponent systems consist of many units
like elementary particles, atoms, cells, or organ-
isms. Properties of these elementary units, such
as their position and momentum vectors, and
their local interactions constitute the microscopic
level of description (imagine the interacting
molecules of a liquid or gas). The global state of
the complex systems results from the collective
configurations of the local multicomponent states.
At the macroscopic level, there are few collective
(“global”) quantities like, for instance, pressure,
density, temperature, and entropy characterizing
observable collective patterns or figures of the
units.

If the external conditions of a system are
changed by varying certain control parameters
(e.g., temperature), the system may undergo a
change in its macroscopic global states at some
threshold value. For instance, water as a com-
plex system of molecules changes spontaneously
from a liquid to a frozen state at the critical
value of temperature with zero celsius. In physics,
those transformations of collective states are
called phase transitions. Obviously, they describe
a change of self-organized behavior between the
interacting elements of a complex system.

According to Landau and Lifshitz (1959), the
suitable macrovariables characterizing this change
of global order are denoted as “order para-
meters.” In statistical mechanics the order trans-
ition of complex systems like fluids, gases, etc. is
modeled by differential equations of the global
state. A paradigmatic example is a ferromagnet
consisting of many elementary atomic mag-
nets (“dipoles”). The two possible local states
of a dipole are represented by upwards- and
downwards-pointing arrows. If the temperature
(“control parameter”) is annealed to the thermal
equilibrium, in this case the Curie point, then
the average distribution of upwards and down-
wards pointing dipoles (“order parameter”) is
spontaneously aligned in one regular direction
(figure 3.5). This regular pattern corresponds to
the macroscopic state of magnetization. Obvi-
ously, the emergence of magnetization is a self-
organized behavior of atoms that is modeled by
a phase transition of a certain order parameter,

and
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Figure 3.5: Phase transition in a 2-dimensional Ising model of a ferromagnet (Mainzer 1997: 134)

the average distribution of upwards and down-
wards pointing dipoles.

Landau’s scheme of phase transitions cannot
be generalized to all cases of phase transitions.
A main reason for its failure results from an
inadequate treatment of fluctuations, which are
typical for many multicomponent systems. Never-
theless, Landau’s scheme can be used as a heuristic
device to deal with several non-equilibrium trans-
itions. In this case, a complex system is driven
away from equilibrium by increasing energy (not
decreasing energy, as in the case of equilibrium
transitions like freezing water or magnetizing
ferromagnets). The phase transitions of nonlinear
dissipative complex systems far from thermal
equilibrium can be modeled by several math-
ematical methods (Haken 1983, Mainzer 1997,
Glansdorft & Prigogine 1971).

As an example, consider a solid-state lnser. This
consists of a set of laser-active atoms embedded
in a solid-state configuration. The laser end-faces
act as mirrors and serve two purposes: they
select light modes in axial direction and with
discrete frequencies. If the laser atoms are excited
only weakly by external sources (“control para-
meters”), the laser acts as an ordinary lamp. The
atoms, independently of each other, emit wave-
tracks with random phases. The atoms, visualized
as oscillating dipoles, are oscillating completely
at random. If the level of excitement is further
increased, the atomic dipoles spontancously oscil-
late in phase, although they are excited completely
at random. Obviously, the atoms show a self-
organized behavior of great vegularity. The extra-
ordinary coherence of laser light results from the
collective cooperation of the atomic dipoles.

The laser shows features of phase transitions.
Order parameters describe mode amplitudes of
the light field becoming wunstable at a critical
value of pumping. These slowly varying ampli-
tudes now “slave,” as Haken (1983) claimed,
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the atomic system during a critical transition.
The atoms have to “obey” the orders of order
parameters. This mathematical scheme has a very
comfortable consequence: it is not necessary (and
not possible) to compute all microstates of atoms
in a complex system; just find the few macro-
scopic order parameters, and you understand the
dynamics of a complex system.

Actually, the corresponding equations describe
a competition of several order parameters among
each other. The atoms will then obey that order
parameter that wins the competition. A typical
example is a Bénard experiment analyzing the
emergence of convection rolls in a fluid layer at
a critical value of a control parameter (temperat-
ure). The layers of the atmosphere provide fur-
ther examples. In this case, the order parameters
correspond to the two possible rolling directions:
“left” or “right” of the convection rolls. During
the phase transition of increasing temperature
it cannot be forecast which of the two possible
order parameters will win the competition,
because it depends on tiny initial fluctuations on
the molecular level. Thus, this phase transition
corresponds to a spontancous symmetry breaking
of two possible orders. Fluctuations are the driv-
ing forces of the system’s evolution.

Simplifying, we may say that old structures
become unstable, broken down by changing con-
trol parameters, and zew structures and attractors
are achieved. If; for example, the fluid of a stream
is driven further and further away from thermal
equilibrium, for example by increasing fluid
velocity (control parameter), then fluid patterns
of increasing complexity emerge from vortices
of fixed points, periodic and quasi-periodic oscilla-
tions to chaotic turbulence.

More mathematically, stochastic nonlinear dif-
ferential equations (e.g. Fokker—Planck equations,
Master equations) are employed to model the
dynamics of complex systems. The dominating




order parameters are founded by the adiabatic
elimination of fast-relaxing variables of these
equations. The reason is that the relaxation time
of unstable modes (order parameters) is very long,
compared to the fast-relaxing variables of stable
ones, which can therefore be neglected. Thus,
this concept of self-organization can be illustrated
by a quasi-biological slogan: long-living systems
dominate short-living systems.

Dynamical systems and their phase transitions
deliver a successful formalism to model the emer-
gence of order in nature and society. But these
methods are not reduced to special laws of
physics, although their mathematical principles
were first discovered and successfully applied in
physics. Methodologically, there is no physicalism,
but an interdisciplinary approach to explain the
increasing complexity and differentiation of forms
by phase transitions. The question is how to
select, interpret, and quantify the appropriate
variables of dynamical models. Let us consider a
few examples.

Thermodynamic self-organization is not suf-
ficient to explain the emergence of life (see also
Chapter 14 in this volume, CYBERNETICS). As
nonlinear mechanism of genetics we use the
autocatalytic process of genetic self-replication.
The evolution of new species by mutation and
selection can be modeled by nonlinear stochastic
equations of second-order non-equilibrium phase
transitions. Mutations are mathematized as “fluc-
tuating forces” and selections as “driving forces.”
Fitness degrees are the order parameters dominat-
ing the phase transitions to new species. During
evolution a sensible network of equilibria between
populations of animals and plants has developed.
The nonlinear Lotka—Volterra equations (Lotka
1925, Volterra 1931) model the ecological equi-
librium between prey and predator populations
which can be represented by oscillating time series
of population growth or limit cycles around
points of stability. Open dissipative systems of
ecology may become unstable because of local
perturbations, e.g., pollution of the atmosphere,
leading to global chaos of the atmosphere in the
sense of the butterfly effect.

In cardiology, the heart is modeled as a com-
plex dynamical system of electrically interacting
cells producing collective patterns of beating,
which are then represented by time series of ECG
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signals or orbits in a phase space. There is no
commanding cell, but an attractor of collective
behavior (“order parameter”) dominating the
beating regime of the heart from healthy oscilla-
tions to dangerous chaos.

In brain research, the brain is considered as a
complex dynamical system of firing and nonfiring
neurons, self-organizing in macroscopic pat-
terns of cell assemblies through neurochemical
interactions. Their dynamical attractors are cor-
related with states of perception, motion, emotion,
thoughts, or even consciousness. There is no
“mother neuron” that can feel, think, or at least
coordinate the appropriate neurons. The famous
binding problem of pixels and features in a per-
ception is explained by clusters of synchronously
firing neurons dominated by learned attractors
of brain dynamics.

The self-organization of complex systems
can also be observed in social groups. If a group
of workers is directed by another worker, the
so-called foreman, then we get an organized
behavior to produce some product that is by no
means self-organized. Self-organization means
that there are no external orders from a foreman,
but that the workers work together by some
kind of mutual understanding, each one doing his
job according to a collective concept dominating
their behavior.

In a political community, collective trends
or majorities of opinions can be considered as
order parameters produced by mutual discussion
and interaction of the people in a more or less
“heated” situation. They can even be initiated
by some few people in a critical and unstable
(“revolutionary”) situation of the whole com-
munity. There may be a competition of order
concepts during heavy fluctuations. The essential
point is that the winning concept of order will
dominate the collective behavior of the people.
Thus, there is a kind of feedback: the collective
order of a complex system is generated by the
interactions of its elements (“self organization™).
On the other hand, the behavior of the elements
is dominated by the collective order. People have
their individual will to influence collective trends
of society. But, they are also driven by attractors
of collective behavior.

In classical economics, an economy was be-
lieved to be a conservative equilibrium system.




According to Adam Smith (1976), the market
is self-organized by an “invisible hand,” tending
to the equilibrium of supply and demand. In
the age of globalization, markets are open, non-
equilibrium systems at the edge of chaos (in the
technical sense of the word seen above), with
sensible dependence on local perturbations (ut-
terfly effect). The time series of stock markets
and business cycles are examples of economic
signals.

Another application of social dynamics is
the behavior of car drivers. In automobile traffic
systems, a phase transition from nonjamming to
jamming phases depends on the averaged car
density as control parameter. At a critical value,
fluctuations with fractal or self-similar features
can be observed. The term self-similarity states
that the time series of measured traffic flow looks
the same on different time scales, at least from a
qualitative point of view with small statistical
deviations. In the theory of complex systems,
self-similarity is a (not sufficient) hint at chaotic
dynamics. These signals can be used by traffic
guiding systems.

5 Dynamical, Information, and
Computational Systems

Dynamical systems can be characterized by in-
Sformation and computational concepts. A dynam-
ical system can be considered as an information
processing machine, computing a present state as
output from an initial state of input. Thus, the
computational efforts to determine the states of a
system characterize the complexity of a dynam-
ical system. The transition from regular to chaotic
systems corresponds to increasing computational
problems, according to increasing degrees in the
computational theory of complexity (see Chapter
1 in this volume, CoMpPUTATION). In statistical
mechanics, the information flow of a dynamical
system describes the intrinsic evolution of statist-
ical correlations. In chaotic systems with sensitiv-
ity to the initial states, there is an increasing Joss
of information about the initial data, according
to the decay of correlations between the entire
past and future states of the system. In general,
dynamical systems can be considered as deter-
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ministic, stochastic, or quantum computers, COm-
puting information about present or future
states from initial conditions by the correspond-
ing dynamical equations. In the case of quantum
systems, the binary concept of information is
replaced by quantum information with superposi-
tion of binary digits. Thus, quantum informa-
tion only provides probabilistic forecasts of future
states.

The complex system approach offers a research
program to bridge the gap between brain research
and cognitive science. In a famous metaphor,
Leibniz compared the machinery of a human
brain and body with the machinery of a mill
that can be explored inside and observed in its
behavior. In modern brain rescarch, the inter-
acting cogs of the mill are the firing and nonfiring
neurons which could be technically constructed
by a neural net. If the human brain is considered
as a complex dynamical system, then emergence
of mental states can be modeled by phase trans-
itions of macroscopic order parameters which are
achieved by collective nonlinear interactions of
neurons, but which are not reducible to micro-
scopic states of the system: A single neuron can-
not think or feel. The complex system approach
is an empirical research program that can be
specified and tested in appropriate experimental
applications to understand the dynamics of the
human cognitive system. Further on, it gives heur-
istic devices to construct artificial systems with
cognitive features in robotics (see Chapters 8,
13-16 in this volume).

In a dramatic step, the complex systems
approach has been enlarged from neural networks
to global computer networks like the World Wide
Web. The internet can be considered as a com-
plex open computer network of autonomous nodes
(hosts, routers, gateways, etc.), self-organizing
without central control mechanisms. The informa-
tion traffic is constructed by information packets
with source and destination addresses. Routers
are nodes of the network determining the local
path of each packet by using local routing tables
with cost metrics for neighboring routers. A
router forwards each packet to a neighboring
router with lowest costs to the destination. As a
router can only deal with one packet, other arriv-
ing packets at a certain time must be stored in a
buffer. If more packets arrive than a buffer can




store, the router discards the overflowed packets.
Senders of packets wait for confirmation mess-
age from the destination host. These buffering
and resending activities of routers can cause
congestion in the internet. A control parameter of
data density is defined by the propagation of
congestion from a router to neighboring routers
and dissolution of the congestion at each router.
The cumulative distribution of congestion dura-
tion is an order parameter of phase transition. At
a critical point, when the congestion propagation
rate is equal to congestion dissolution, fractal
and chaotic features can be observed in data
traffic. Congested buffers behave in surprising
analogy to infected people. If a buffer is over-
loaded, it tries to send packets to the neighbor-
ing routers. Therefore the congestion spreads
spatially. On the other hand, routers can recover
when the congestion from and to the own subnet
are lower than the service rate of the router.
That is not only an illustrative metaphor, but
hints at nonlinear mathematical models describ-
ing true epidemic processes like malaria extension
as well as the dynamics of routers. Computer net-
works are computational ecologies. The capability
to manage the complexity of modern societies
depends decisively on effective communication
networks.

The transformation of the internet into a sys-
tem with self-organizing features of learning and
adapting is not merely a metaphor. Information
retrieval is already realized by neural networks
adapting to the information preferences of a
human user with synaptic plasticity. In sociobio-
logy, we can learn from populations of ants and
termites how to organize traffic and information
processing by swarm intelligence. From a tech-
nical point of view, we need intelligent programs
distributed in the nets. There are already more
or less intelligent virtual organisms (“agents”),
learning, self-organizing, and adapting to our
individual preferences of information, selecting
our e-mails, preparing economic transactions,
or defending against attacks by hostile com-
puter viruses, like the immune system of our
body. Complexity of global networking not only
means increasing numbers of PCs, workstations,
servers, and supercomputers interacting via data
traffic in the internet. Below the complexity of
a PC, low-power, cheap, and smart devices are
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distributed in the intelligent environments of our
everyday world. Like GPS (the Global Position
System) in car traffic, things in everyday life could
interact telematically by sensors. The real power
of the concept does not come from any one of
these single devices. In the sense of complex sys-
tems, the power emerges from the collective inter-
action of all of them. For instance, the optimal
use of energy could be considered as a macro-
scopic order parameter of a household realized
by the self-organizing use of different household
goods according to less consumption of electri-
city during special time-periods with cheap prices.
The processors, chips, and displays of these smart
devices don’t need a user interface like a mouse,
windows, or keyboards, but just a pleasant and
cffective place to get things done. Wireless com-
puting devices on small scales become more and
more invisible to the user. Ubiquitous comput-
ing enables people to live, work, use, and enjoy
things directly without being aware of their com-
puting devices.

What are the human perspectivesin these devel-
opments of dynamical, information, and com-
putational systems? Modern societies, economices,
and information networks are highly dimensional
systems with a complex nonlinear dynamics.
From a methodological point of view, it is a chal-
lenge to improve and enlarge the instruments of
modelization (cf. sections 1-3 above) from low-
to high-dimensional systems. Modern systems
science offers an interdisciplinary methodology to
understand the typical features of self-organizing
dynamics in nature and society. As nonlinear
models are applied in different fields of research,
we gain general insights into the predictable
horizons of oscillatory chemical reactions, fluctu-
ations of species, populations, fluid turbulence,
and economic processes. The emergence of sun-
spots, for instance, which was formerly analyzed
by statistical time-series methods, is by no means
a random activity. It can be modeled by a non-
linear chaotic system with several characteristic
periods and a strange attractor, allowing bounded
forecasts of the variations. In nonlinear models
of public opinion formation, for instance, we
may distinguish a predictable stable state before
public voting (&ifurcation) when neither of two
possible opinions is preferred, a short interval of
bifurcation when tiny unpredictable fluctuations




may induce abrupt changes, and a transition to a
stable majority. The situation can be compared
to growing air bubbles in turbulently boiling
water: When a bubble has become big enough,
its steady growth on its way upward is predict-
able. But its origin and early growth is a ques-
tion of random fluctuation. Obviously, nonlinear
modeling explains the difficulties of the modern
sibyls of demoscopy.

Today, nonlinear forecasting models don’t
always deliver better and more efficient predic-
tions than the standard linear procedures. Their
main advantage is the explanation of the actual
nonlinear dynamics in real processes, the identi-
fication and improvement of local horizons with
short-term predictions. But first of all the phase
space and an appropriate dynamical equation
governing a time series of observations must be
reconstructed to predict future behavior by solv-
ing that equation. Even in the natural sciences,
it is still unclear whether appropriate equations
for complex fields such as earthquakes can be
derived. We may hope to set up a list in a com-
puter memory with typical nonlinear equations
whose coefficients can be automatically adjusted
for the observed process. Instead, to make an
exhaustive search for all possible relevant para-
meters, a learning strategy may start with a crude
model operating over relatively short times, and
then specify a smaller number of parameters in a
relatively narrow range of values. An improve-
ment of short-term forecasting has been realized
by the learning strategies of neural networks.
On the basis of learned data, neural nets can
weight the input data and minimize the fore-
casting errors of short-term stock quotations by
self-organizing procedures. So long as only some
stock-market advisers use this technical support,
they may do well. But if all agents in a market
use the same learning strategy, the forecasting
will become a self-defeating prophecy. The reason
is that human societies are not complex systems
of molecules or ants, but the result of highly
intentional acting beings with a greater or lesser
amount of free will. A particular kind of self-
Sfulfilling prophecy is the Oedipus effect: like the
legendary Greek king, people try, in vain, to
change their future as forecasted to them.

From a macroscopic viewpoint we may, of
course, observe single individuals contributing
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with their activities to the collective macrostate
of society representing cultural, political, and eco-
nomic order (order parameters). Yet, macrostates
of a society, of course, don’t simply average over
its parts. Its order parameters strongly influ-
ence the individuals of the society by orientating
(enslaving) their activities and by activating or
deactivating their attitudes and capabilities. This
kind of feedback is typical for complex dynam-
ical systems. If the control parameters of the
environmental conditions attain certain critical
values due to internal or external interactions,
the macrovariables may move into an unstable
domain out of which highly divergent alternat-
ive paths are possible. Tiny unpredictable micro-
fluctuations (e.g., actions of a few influential
people, scientific discoveries, new technologies)
may decide which of the diverging paths in an
unstable state of bifurcation society will follow.
So, the paradigm of a centralized control must be
given up by the insights in the self-organizing
dynamics of highly dimensional systems. By
detecting global trends and the order para-
meters of complex dynamics, we have the chance
of implementing favorite tendencies. By under-
standing complex systems we can make much
more progress in evaluating our information tech-
nologies and choosing our next steps. Under-
standing complex systems supports deciding and
acting in a complex world.
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Chapter 4

Information

Luciano Floridi

1 Introduction

Information “can be said in many ways,” just as
being can (Aristotle, Metaphysics T.2), and the
correlation is probably not accidental. Informa-
tion, with its cognate concepts like computa-
tion, data, communication, etc., plays a key role
in the ways we have come to understand, model,
and transform reality. Quite naturally, informa-
tion has adapted to some of being’s contours.
Because information is a multifaceted and poly-
valent concept, the question “what is informa-
tion?” is misleadingly simple, exactly like “what
is being?” As an instance of the Socratic ques-
tion “t7 esti...?,” it poses a fundamental and
complex problem, intrinsically fascinating and
no less challenging than “what is truth?,” “what
2,7 “what is knowledge?,” or “what is
meaning?” It is not a request for dictionary
explorations but an ideal point of intersection
of philosophical investigations, whose answers
can diverge both because of the conclusions
reached and because of the approaches adopted.
Approaches to a Socratic question can usually
be divided into three broad groups: reductionist,
antireductionist, and nonreductionist. Philosoph-
ical theories of information are no exception.
Reductionists support the feasibility of a
“unified theory of information” (UTI, see the
UTTI website for references), general enough to
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capture all major concepts of information (from
Shannon’s to Baudrillard’s, from genetic to
neural), but also sufficiently specific to discriminate
between semantic nuances. They attempt to show
that all kinds of information are ultimately reduc-
ible conceptually, genetically, or genealogically
to some Ur-concept, the mother of all instances.
The development of a systematic UTI is a matter
of time, patience, and ingenuity. The ultimate
UTT will be hierarchical, linear (even if probably
branching), inclusive, and incompatible with any
alternative model.

Reductionist strategies are unlikely to succeed.
Several surveys have shown no consensus or even
convergence on a single, unified definition of
information (see for example Braman 1989,
Losee 1997, Machlup 1983, NATO 1974, 1975,
1983, Schrader 1984, Wellisch 1972, Wersig
& Neveling 1975). This is hardly surprising.
Information is such a powerful and flexible con-
cept and such a complex phenomenon that, as
an explicandum, it can be associated with several
explanations, depending on the level of abstrac-
tion adopted and the cluster of requirements and
desiderata orientating a theory. Claude Shannon
(1993a: 180), for one, was very cautious:

The word “information” has been given dif-
ferent meanings by various writers in the gen-
eral field of information theory. It is likely that
at least a number of these will prove sufficiently




useful in certain applications to deserve further
study and permanent recognition. It is hardly
to be expected that a single concept of information
would satisfuctorily account for the numerous
possible applications of this general field. [italics
added]

At the opposite end, antireductionists stress
the multifarious nature of the concept of informa-
tion and of the corresponding phenomena. They
defend the radical irreducibility of the differ-
ent species to a single stem, objecting especially
to reductionist attempts to identify Shannon’s
quantitative concept of information as the re-
quired Ur-concept and to ground a UTI on the
mathematical theory of communication. Anti-
reductionist strategies are essentially negative
and can soon become an impasse rather than a
solution. They allow specialized analyses of the
various concepts of information to develop inde-
pendently, thus avoiding the vague generaliza-
tions and mistaken confusions that may burden
UTT strategies. But their fragmented nominalism
remains unsatisfactory insofar as it fails to account
for the ostensible connections permeating and
influencing the various ways in which informa-
tion gua information “can be said.” Connections,
mind, not Wittgensteinian family resemblances.
The genealogical analogy would only muddy
the waters here, giving the superficial impression
of having finally solved the difficulty by merely
hiding the actual divergences. The die-hard
reductionist would still argue that all informa-
tion concepts descend from the same family,
while the unrepentant antireductionist would still
object that we are facing mere resemblances, and
that the various information concepts truly have
different roots.

Nonreductionists seek to escape the dichotomy
between reductionism and antireductionism by
replacing the reductionist hierarchical model with
a distributed network of connected concepts,
linked by mutual and dynamic influences that
are not necessarily genetic or genealogical. This
“hypertextual analysis” can be centralized in vari-
ous ways or completely decentralized and per-
haps multicentered.

According to decentralized or multicentered
approaches, there is no key concept of informa-
tion. More than one concept is equally import-
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ant, and the “periphery” plays a counterbalancing
role. Depending on the orientation, information
is seen as interpretation, power, narrative, mes-
sage or medinm, conversation, construction, a
commodity, and so on. Thus, philosophers like
Baudrillard, Foucault, Lyotard, McLuhan, Rorty,
and Derrida are united by what they dismiss, if
not challenge: the predominance of the factual.
For them information is not in, from, or about
reality. They downplay the aboutness of informa-
tion and bend its referential thrust into a self-
referential circle of hermeneutical communication.
Their classic target is Cartesian foundationalism
seen as the clearest expression of a hierarchical
and authoritarian approach to the genesis, justi-
fication, and flow of information. Disoriented,
they mistake it (Cartesian foundationalism) as the
only alternative to their fully decentralized view.

Centralized approaches interpret the vari-
ous meanings, uses, applications, and types of
information as a system gravitating around a core
notion with theoretical priority. The core notion
works as a hermeneutical device that influences,
interrelates, and helps to access other notions.
In metaphysics, Aristotle held a similar view about
being, and argued in favor of the primacy of
the concept of substance. In the philosophy
of information, this “substantial” role has long
been claimed by factual or epistemically oriented
semantic information. The basic idea is simple.
In order to understand what information is, the
best thing to do is to start by analyzing it in terms
of the knowledge it can yield about its reference
(the “abouted”). This epistemic approach is not
without competitors. Weaver (1949), for example,
supported a tripartite analysis of information in
terms of (1) technical problems concerning the
quantification of information and dealt with by
Shannon’s theory; (2) semantic problems relat-
ing to meaning and truth; and (3) what he called
“influential” problems concerning the impact and
effectiveness of information on human behavior,
which he thought had to play an equally import-
ant role. Moreover, in pragmatic contexts, it is
common to privilege a view of information as
primarily a resource for decision-making pro-
cesses. One of the tasks of this chapter is to show
how in each case the centrality of epistemically
oriented semantic information is presupposed
rather than replaced.




We are now well placed to look at the struc-
ture of this chapter. In the following pages the
question “what is information?” is approached
from a nonreductionist and epistemically cent-
ralized perspective. In section 2, the concept
of semantic information is reviewed assuming
that factual information is the most important
and influential sense in which information qua
information “can be said.” However, no attempt
is made to reduce all other concepts to factual
information. Factual information is like the capital
of the informational archipelagos, crucially posi-
tioned to provide both a clear grasp of what
information is and a privileged gateway to other
important concepts that are interconnected but
not necessarily reducible to a single Ur-concept.
To show this in practice and to enrich our under-
standing of what else information may be, we
shall look at two neighboring areas of great
importance. Section 3 summarizes the mathemat-
ical theory of communication, which studies the
statistical behavior of uninterpreted data, a much-
impoverished concept of information. Section 4
outlines some important philosophical programs
of research that investigate a more enriched con-
cept of semantic information. Space constraints
prevent discussion of several other important con-
cepts of information, but some of them are briefly
mentioned in the conclusion.

2 Semantic Information

In this section, a general definition of semantic
information is introduced, followed by a special
definition of factually oriented semantic infor-
mation. The contents of the section are based
on Floridi forthcoming 2 and ¢. The approach
is loosely connected with the methodology
developed in situation logic (see section 3.2).

2.1 Semantic information as content

Information is often used in connection with
communication phenomena to refer to objective
(in the sense of mind-independent or external,
and informee-independent) semantic contents.
These can be of various size and value, formulated
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in a range of codes and formats, embedded in
physical implementations of different kinds. They
can variously be produced, processed, commun-
icated, and accessed. The Cambridge Dictionary
of Philosophy, for example, defines information
thus:

an objective (mind independent) entity. It can
be generated or carried by messages (words,
sentences) or by other products of cognizers
(interpreters). Information can be encoded and
transmitted, but the information would exist
independently of its encoding or transmission.

Examples of information in this broad sense
are this Guide, Edgar Allan Poe’s The Raven,
Verlaine’s Song of Autumn, the Rosetta Stone
and the movie Fahbrenheit 451.

Over the last three decades, many analyses have
converged on a General Definition of Informa-
tion (GDI) as semantic content in terms of
data + meaning (see Floridi forthcoming a for
extended bibliography):

GDI) o is an instance of information, under-
stood as objective semantic content, if
and only if:

GDI.1) o consists of # data (d), for n 2 1;

GDI.2) the data are well-formed (wid);

GDI.3) the wid are meaningful (mwtd = §).

GDI has become an operational standard especi-
ally in fields that treat data and information as
reified entities (consider, for example, the now
common expressions “data mining” and “informa-
tion management”). Examples include Informa-
tion Science; Information Systems Theory,
Methodology, Analysis, and Design; Information
(Systems) Management; Database Design; and
Decision Theory. Recently, GDI has begun
to influence the philosophy of computing and
information (Floridi 1999 and Mingers 1997).
According to GDI, information can consist of
different types of data §. Data can be of four
types (Floridi 1999):
8.1) primary data. These are the principal
data stored in a database, e.g. a simple
array of numbers. They are the data
an information-management system is




generally designed to convey to the user
in the first place.

metadata. These are secondary indications
about the nature of the primary data. They
describe properties such as location, format,
updating, availability, copyright restrictions,
and so forth.

operational data. These are data regard-
ing usage of the data themselves, the
operations of the whole data system and
the system’s performance.

dervivative data. These are data that can
be extracted from 8.1-8.3, whenever the
latter are used as sources in search of pat-

8.2)

8.3)

5.4)

terns, clues, or inferential evidence, e.g.
for comparative and quantitative analyses
(ideometry).

GDI indicates that information cannot be data-
less, but it does not specify which types of data
constitute information. This typological neutral-
ity (TyN) is justified by the fact that, when
the apparent absence of data is not reducible to
the occurrence of negative primary data, what
becomes available and qualifies as information is
some further nonprimary information | about ¢
constituted by some nonprimary data 8.2-9.4.
For example, if a database query provides an
answer, it will provide at least a negative answer,
e.g. “no documents found.” If the database pro-
vides no answer, ecither it fails to provide any
data at all, in which case no specific information
G is available, or it can provide some data § to
establish, for example, that it is running in a
loop. Likewise, silence, as a reply to a question,
could represent negative information, e.g. as
implicit assent or denial, or it could carry some
nonprimary information , e.g. the person has
not heard the question.

Information cannot be dataless but, in the
simplest case, it can consist of a single datum
(d). A datum is reducible to just a lack of uni-
formity between two signs. So our definition of
a datum (DA) is:

Dd) 4= (x#y), where the x and the y are two
uninterpreted variables.

The dependence of information on the occur-
rence of syntactically well-formed data, and of
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data on the occurrence of differences variously
implementable physically, explain why informa-
tion can be decoupled from its support. Inter-
pretations of this support-independence vary
radically because Dd leaves underdetermined not
only the logical type to which the relata belong
(see TyN), but also the classification of the relata
(taxonmomic neutrality), the kind of support re-
quired for the implementation of their inequality
(ontological neutrality), and the dependence of
their semantics on a producer ( genetic neutrality).

Consider the taxonomic neutrality (TaN) first.
A datum is usually classified as the entity exhib-
iting the anomaly, often because the latter is
perceptually more conspicuous or less redundant
than the background conditions. However, the
relation of inequality is binary and symmetric.
A white sheet of paper is not just the necessary
background condition for the occurrence of a
black dot as a datum, it is a constitutive part of
the datum itself, together with the fundamental
relation of inequality that couples it with the dot.
Nothing is a datum per se. Being a datum is an
external property. GDI endorses the following
thesis:

TaN) A datum is a relational entity.

So, no data without relata, but GDI is neutral
with respect to the identification of data with
specific relata. In our example, GDI refrains from
identifying either the black dot or the white sheet
of paper as the datum.

Understood as relational entities, data are
constraining affordances, exploitable by a sys-
tem as input of adequate queries that correctly
semanticize them to produce information as out-
put. In short, information as content can also be
described erotetically as data + queries (Floridi
1999). I shall return to this definition in sec-
tion 3.2.

Consider now the ontological neutrality (ON).
By rejecting the possibility of dataless informa-
tion, GDI endorses the following modest thesis:
ON) No information without data representa-
tion.

Following Landauer and Bennett 1985 and
Landauer 1987, 1991, and 1996, ON is often




interpreted materialistically, as advocating the
impossibility of physically disembodied informa-
tion, through the equation “representation
physical implementation”:

ON.1) No information
implementation.

without  physical

ON.1 is an inevitable assumption when working
on the physics of computation, since computer
science must necessarily take into account the
physical properties and limits of the data carriers.
Thus, the debate on ON.1 has flourished especi-
ally in the context of the philosophy of quantum
computing (see Landauer 1991, Deutsch 1985,
1997; Di Vincenzo & Loss 1998; Steane 1998
provides a review). ON.1 is also the ontological
assumption behind the Physical Symbol System
Hypothesis in Al and Cognitive Science (Newell
& Simon 1976). But ON, and hence GDI, does
not specify whether, ultimately, the occurrence
of every discrete state necessarily requires a mater-
inl implementation of the data representations.
Arguably, environments in which all entities,
properties, and processes are ultimately noetic
(e.g. Berkeley, Spinoza), or in which the material
or extended universe has a noetic or non-
extended matrix as its ontological foundation (e.g.
Pythagoras, Plato, Descartes, Leibniz, Fichte,
Hegel), seem perfectly capable of upholding
ON without necessarily embracing ON.1. The
relata in Dd could be monads, for example.
Indeed, the classic realism debate can be recon-
structed in terms of the possible interpretations
of ON.

All this explains why GDI is also consistent
with two other popular slogans this time favorable
to the proto-physical nature of information and
hence completely antithetic to ON.1:

ON.2) “Ir from bit. Otherwise put, every ‘it’
— every particle, every field of force, even
the itself
derives its function, its meaning, its very
existence entirely — even if in some con-
texts indirectly — from the apparatus-
clicited answers to yes-or-no questions,
binary choices, &its. ‘It from bit” sym-
bolizes the idea that every item of the
physical world has at bottom — a very

space-time continuum
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deep bottom, in most instances — an
immaterial source and explanation; that
which we call reality arises in the last
analysis from the posing of yes—no ques-
tions and the registering of equipment-
evoked responses; in short, that all
things physical are information-theoretic
in origin and that this is a participatory
universe” (Wheeler 1990, 5);

and

ON.3) “[information is] a name for the con-
tent of what is exchanged with the outer
world as we adjust to it, and make our
adjustment felt upon it.” (Wiener 1954,
17). “Information is information, not
matter or energy. No materialism which
does not admit this can survive at the

present day” (Wiener 1961: 132).

ON.2 endorses an information-theoretic, meta-
physical monism: the universe’s essential nature is
digital, being fundamentally composed of informa-
tion as data instead of matter or energy, with
material objects as a complex secondary mani-
festation (a similar position has been defended
more recently in physics by Frieden 1998, whose
work is based on a Platonist perspective). ON.2
may but does not have to endorse a strictly
computational view of information processes.
ON.3 advocates a more pluralistic approach along
similar lines. Both are compatible with GDI.

A final comment concerning GDI.3 can be
introduced by discussing a fourth slogan:

ON.4) “In fact, what we mean by information
— the elementary unit of information —
is a difference which makes a differ-

ence.” (Bateson 1973: 428)

ON.4 is one of the earliest and most popular
formulations of GDI (see for example Franklin
1995, 34 and Chalmers 1997: 281; note that the
formulation in MacKay 1969, that is, “informa-
tion is a distinction that makes a difference,”
predates Bateson’s and, although less memorable,
is more accurate). A “difference” is just a dis-
crete state (that is, a datum), and “making a




difference” simply means that the datum is
“meaningful,” at least potentially.

Finally, let us consider the semantic nature
of the data. How data can come to have an
assigned meaning and function in a semiotic
system in the first place is one of the hardest
problems in semantics. Luckily, the point in
question here is not how but whether data con-
stituting information as semantic content can be
meaningful independently of an informee. The
genetic neutrality (GeN) supported by GDI states
that:

GeN) 3 can have a semantics independently of
any informee.

Before the discovery of the Rosetta Stone,
Egyptian hieroglyphics were already regarded
as information, even if their semantics was bey-
ond the comprehension of any interpreter. The
discovery of an interface between Greek and
Egyptian did not affect the semantics of the hiero-
glyphics but only its accessibility. This is the weak,
conditional-counterfactual sense in which GDI.
3 speaks of meaningful data being embedded
in information carriers informee-independently.
GeN supports the possibility of information with-
out an informed subject, to adapt a Popperian
phrase. Meaning is not (at least not only) in the
mind of the user. GeN is to be distinguished
from the stronger, realist thesis, supported for
example by Dretske (1981), according to which
data could also have their own semantics inde-
pendently of an intelligent producer/informer.
This is also known as environmental informa-
tion, and a typical example given is the series
of concentric rings visible in the wood of a cut
tree trunk, which may be used to estimate its
age.

To summarize, GDI defines information
broadly understood as semantic content com-
prised of syntactically well-formed and meaning-
ful data. Its four types of neutrality (TyN, TaN,
ON, and GeN) represent an obvious advantage,
as they make GDI perfectly scalable to more
complex cases and reasonably flexible in terms of
applicability and compatibility. The next question
is whether GDI is satisfactory when discussing
the most important type of semantic information,
namely factual information.
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2.2 Semantic information as
factual information

We have seen that semantic information is usu-
ally associated with communication. Within this
context, the most important type of semantic
information is factual information, which tells
the informee something about something else,
for example where a place is, what the time is,
whether lunch is ready, or that penguins are birds.
Factual information has a declarative (Kant’s
judicial) nature, is satisfactorily interpretable in
terms of first-order, classic predicate logic, is cor-
rectly qualifiable alethically, and can be appro-
priately analyzed in the following form “a’s being
(of type) F carries the information that & is G”
(Dretske 1981, Barwise & Seligman 1997).

Does GDI provide a definition of factual
information? Some philosophers (Barwise &
Seligman 1997, Dretske 1981, Floridi forthcom-
ing 2 and ¢. Grice 1989) have argued that it
does not, because otherwise false information
would have to count as a type of factual informa-
tion, and there are no convincing reasons to
believe it does, while there are compelling rea-
sons to believe that it does not (for a detailed
analysis see Floridi forthcoming #). As Dretske
and Grice have put it: “false information and
mis-information are not kinds of information —
any more than decoy ducks and rubber ducks
are kinds of ducks” (Dretske 1981: 45) and
“False information is not an inferior kind of
information; it just is not information” (Grice
1989: 371). Let us look at the problem in more
detail.

The difficulty lies here with yet another import-

ant neutrality in GDI. GDI makes no comment
on the truthfulness of data that may comprise
information (alethic neutrality AN):
AN) Meaningful and well-formed data qualify
as information, no matter whether they
represent or convey a truth or a falsehood
or have no alethic value at all.

Verlaine’s Song of Autwmn counts as informa-
tion even if it does not make sense to ask whether
it is true or false, and so does every sentence in
Old Moore’s Almanac, no matter how downright
false. Information as purely semantic content is




completely decoupled from any alethic consid-
eration (Colburn 2000, Fetzer forthcoming, and
Fox 1983 can be read as defending this perspec-
tive). However, if GDI is also taken to define
factual information, then

false information about the world (includ-
ing contradictions), i.e. misinformation, be-
comes a genuine type of factual information;
tautologies qualify as factual information;
“it is true that p” where p can be replaced
by any instance of genuine factual informa-
tion, is no longer a redundant expression,
e.g. “it is true” in the conjunction “‘the
carth is round’ qualifies as information and
it is true” cannot be eliminated without
semantic loss; and finally

it becomes impossible to erase factual
information semantically (we shall be more
and more informed about x, no matter what
the truth value of our data about x is).

d)

None of these consequences is ultimately defens-
ible, and their rejection forces a revision of GDI.
“False” in “false information” is used attribut-
ively, not predicatively. As in the case of a false
constable, false information is not factual informa-
tion that is false, but not factual information
at all. So “false information” is, like “false evid-
ence,” not an oxymoron, but a way of specifying
that the informational contents in question do
not conform to the situation they purport to
map (or “to about”), and so fail to qualify as
factual information. Well-formed and meaning-
ful data may be of poor quality. Data that are
incorrect (vitiated by errors or inconsistencies),
imprecise (precision is a measure of the repeatab-
ility of the collected data), or inaccurate (accuracy
refers to how close the average data value is to
the actual value) are still data and may be re-
coverable. But, if they are not truthful, they can
only amount to semantic content at best and
misinformation at worst.

The special definition of information (SDI)
needs to include a fourth condition about the
positive alethic nature of the data in question:
SDI)  o© is an instance of factual information
if and only if:

SDI.1) o consists of n data (d), for n > 1,
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SDI.2)
SDI.3)
SDI.4)

the data are well-formed (wfd);
the wid are meaningful (mwtd = §);
the & are truthful.

Factual information encapsulates truthfulness,
which does not contingently supervene on, but
is necessarily embedded in it. And since informa-
tion is “said primarily in factual ways,” to put it
in Aristotelian terms, false information can be dis-
missed as no factual information at all, although
it can still count as information in the trivial
sense of semantic content.

3 The Mathematical Theory of
Communication

Some features of information are intuitively
quantitative. Information can be encoded, stored,
and transmitted. We also expect it to be additive
and non-negative. Similar properties of informa-
tion are investigated by the mathematical theory
of communication (MTC) with the primary aim
of devising efficient ways of encoding and trans-
ferring data.

MTC is not the only successful mathematical
approach to information theory, but it certainly
is the best and most widely known, and the one
that has had the most profound impact on philo-
sophical analyses. The name for this branch of
probability theory comes from Shannon’s seminal
work (Shannon 1948, now Shannon & Weaver
1998). Shannon pioneered this field and obtained
many of its principal results, but he acknow-
ledged the importance of previous work done by
other researchers at Bell laboratories, most not-
ably Nyquist and Hartley (see Cherry 1978 and
Mabon 1975). After Shannon, MTC became
known as information theory, an appealing but
unfortunate label, which continues to cause end-
less misunderstandings. Shannon came to regret
its widespread popularity, and we shall avoid
using it in this context.

This section outlines some of the key ideas
behind MTC, with the aim of understanding
the relation between MTC and the philosophy
of information. The reader with no taste for
mathematical formulae may wish to go directly
to section 3.2, where some implications of
MTC are discussed. The reader interested in
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Figure 4.1: Communication model (adapted from Shannon 1948, 1998)

knowing more can start by reading Weaver 1949
and Shannon 1993b, then Schneider 2000,
Pierce 1980, and Jones 1979, and finally Cover
& Thomas 1991.

3.1 The quantification of raw
information

MTC has its origin in the field of electrical com-
munication, as the study of communication limits.
It develops a quantitative approach to informa-
tion as a means to answer two fundamental prob-
lems: the ultimate level of data compression and
the ultimate rate of data transmission. The two
solutions are the entropy H in equation (4.9)
(see below) and the channel capacity C. The rest
of this section illustrates how to get from the
problems to the solutions.

Imagine a very boring device that can pro-
duce only one symbol, like Poe’s raven, who can
answer only “nevermore.” This is called a unary
device. Even at this elementary level, Shannon’s
simple model of communication applies (see
figure 4.1). The raven is the nformer, we are
the informee, “nevermore” is the message (the
informant), there is a coding and decoding pro-
cedure through a language (English), a channel
of communication, and some possible noise.

Informer and the
background knowledge about the collection of
usable symbols (the alphabet). Given this a prior:

informee share same
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knowledge, it is obvious that a unary device pro-
duces zero amount of information. Simplifying,
we already know the outcome so our ignorance
cannot be decreased. Whatever the informational
state of the system, asking appropriate questions
to the raven does not make any difference. Note
that a unary source answers every question all
the time with only one symbol, not with silence
or symbol, since silence counts as a signal, as we
saw in section 2.1. It follows that a completely
silent source also qualifies as a unary source.

Consider now a binary device that can pro-
duce two symbols, like a fair coin A with its two
equiprobable symbols {4, t}; or, as Matthew 5:37
suggests, “Let your communication be Yea, yea;
Nay, nay: for whatsoever is more than these
cometh of evil.” Before the coin is tossed, the
informee (for example a computer) is in a state
of data deficit greater than zero: the informee
does not “know” which symbol the device will
actually produce. Shannon used the technical
term “uncertainty” to refer to data deficit. In a
nonmathematical context this is a misleading term
because of its strongly semantic connotations,
especially from a Cartesian perspective. Recall
that the informee can be a very simple machine,
and psychological, mental, or doxastic states are
clearly irrelevant. Once the coin has been tossed,
the system produces an amount of raw informa-
tion that is a function of the possible outputs, in
this case 2 equiprobable symbols, and equal to
the data deficit that it removes.




Luciano Floridi

Table 4.1: Examples of communication devices and their informational power

Device Alphabet Bits of information per symbol
Poe’s raven (unary) 1 symbol log(1) =0

1 coin (binary) 2 equiprobable symbols log(2) =1

2 coins 4 equiprobable symbols log(4) =2

1 die 6 equiprobable symbols log(6) = 2.58

3 coins 8 equiprobable symbols log(8) = 3

Let us build a slightly more complex system,
made of two fair coins A and B. The AB system
can produce 4 ordered outputs: <h, b>, <h, t>,
<t, b>, <t, t>. It generates a data deficit of 4
units, each couple counting as a symbol in the
source alphabet. In the AB system, the occur-
rence of each symbol <_, _> removes a higher
data deficit than the occurrence of a symbol in
the A system. In other words, each symbol pro-
vides more raw information. Adding an extra
coin would produce a 8 units of data deficit,
further increasing the amount of information
carried by each symbol in the ABC system, and
so on.

We are ready to generalize the examples. Call
the number of possible symbols N. For N =1,
the amount of information produced by a unary
device is 0. For N = 2, by producing an
equiprobable symbol, the device delivers 1 unit
of information. And for N =4, by producing an
equiprobable symbol the device delivers the sum
of the amount of information provided by coin
A plus the amount of information provided by
coin B, that is, 2 units of information, although
the total number of symbols is obtained by
multiplying A’s symbols by B’s symbols. Now,
our information measure should be a continuous
and monotonic function of the probability of
the symbols. The most efficient way of satistying
these requirements is by using the logarithm to
the base 2 of the number of possible symbols
(the logarithm to the base 2 of a number 7 is
the power to which 2 must be raised to give the
number #, for example log,8 = 3, since 2° = 8).
Logarithms have the useful property of turn-
ing multiplication of symbols into addition of
information units. By taking the logarithm to
the base 2 (henceforth log simply means log,)
we have the further advantage of expressing the
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units in bits. The base is partly a matter of con-
vention, like using centimeters instead of inches,
partly a matter of convenience, since it is useful
when dealing with digital devices that use binary
codes to represent data. Given an alphabet of
N equiprobable symbols, we can rephrase some
examples more precisely (table 4.1) by using
equation (4.1):

log,( N) = bits of information per symbol
(4.1)

The basic idea is all in equation (4.1). Raw in-
formation can be quantified in terms of decrease
in data deficit (Shannon’s uncertainty). Unfortun-
ately, real coins are always biased. To calculate
how much information they produce one must
rely on the frequency of the occurrences of
symbols in a finite series of tosses, or on their
probabilities, if the tosses are supposed to go on
indefinitely. Compared to a fair coin, a slightly
biased coin must produce less than 1 bit of
information, but still more than 0. The raven
produced no information at all because the
occurrence of a string S of “nevermore” was not
informative (not surprising, to use a more intu-
itive but psychologistic vocabulary), and that
is because the probability of the occurrence of
“nevermore” was maximum, so overly predict-
able. Likewise, the amount of raw information
produced by the biased coin depends on the
average nformativeness (also known as average
surprisal, another unfortunate term to refer to
the average statistical rarity) of the string S of 4
and # produced by the coin. The average informat-
iveness of the resulting string S depends on the
probability of the occurrence of each symbol.
The higher the frequency of a symbol in §, the
less raw information is being produced by the




coin, up to the point when the coin is so biased
to produce always the same symbol and stops
being informative, behaving like the raven. So,
to calculate the average informativeness of §
we need to know how to calculate § and the
informativeness of an i™ symbol in general. This
requires understanding what the probability of
an ™ symbol (P) to occur is.

The probability P of the " symbol can be
“extracted” from equation (4.1), where it is
embedded in log(N), a special case in which
the symbols are equiprobable. Using some ecle-
mentary properties of the logarithmic function
we have:

log(N) —log(P)

(4.2)

1
—log(N7) = —log| —
og(N™) = —log ( ~N

The value of 1/N = P can range from 0 to 1. If
the raven is our source, the probability of “good
morning” is 0. In the case of the coin, P(4) +
P(t) =1, no matter how biased the coin is. Prob-
ability is like a cake that gets sliced more and
more thinly depending on the number of guests,
but never grows beyond its original size. More
formally:

(4.3)

N
S r=1
i=1

The sigma notation simply means that if we add
all probabilities values from 7 =1 to 7 = N the
sum is equal to 1.

We can now be precise about the raven: “never-
more” is not informative at all because P, cimore
= 1. Clearly, the lower the probability of occur-
rence of a symbol, the higher is the informative-
ness of its actual occurrence. The informativeness
u of an i™ symbol can be expressed by analogy
with —log (P) in equation (4.2):

u; = —log(P,) (4.4)
Next, we need to calculate the length of a gen-
eral string S. Suppose that the biased coin, tossed
10 times, produces the string: <b, b, t, b, b, t, t,
b, by t>. The (length of the) string § (in our case
equal to 10) is equal to the number of times the
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b type of symbol occurs added to the numbers
of times the ¢ type of symbol occurs. Generaliz-
ing for 7 types of symbols:

(4.5)

Putting together equations (4.4) and (4.5) we
see that the average informativeness for a string
of § symbols is the sum of the informativeness of
cach symbol divided by the sum of all symbols:

N
S;u,;
i=1
< (4.6)
XS
i=1
Formula (4.6) can be simplified thus:
N
S.
iy 4.7
> (47)

i

Now §,/S8 is the frequency with which the "
symbol occurs in § when S is finite. If the length
of Sis left undetermined (as long as one wishes),
then the frequency of the /™ symbol becomes its
probability P, So, further generalizing formula
(4.7) we have:

(4.8)

Finally, by using equation (4.4) we can substi-
tute for #; and obtain

N
H = —ZE log P; (bits per symbol) (4.9)

i=1

Equation (4.9) is Shannon’s formula for H =
uncertainty, which we have called data deficit
(actually, Shannon’s original formula includes a
positive constant K which amounts to a choice
of a unit of measure, bits in our case; apparently,
Shannon used the letter H because of R. V. L.
Hartley’s previous work). Equation (4.9) indic-
ates that the quantity of raw information pro-
duced by a device corresponds to the amount of




data deficit erased. It is a function of the average
informativeness of the (potentially unlimited)
string of symbols produced by the device. It is
easy to prove that, if symbols are equiprobable,
(4.9) reduces to (4.1) and that the highest quan-
tity of raw information is produced by a system
whose symbols are equiprobable (compare the
fair coin to the biased one).

To arrive at (4.9) we have used some very
simple examples: a raven and a handful of coins.
Things in life are far more complex. For example,
we have assumed that the strings of symbols are
ergodic: the probability distribution for the occur-
rences of each symbol is assumed to be stable
through time and independently of the selec-
tion of a certain string. Our raven and coins are
discrete and zero-memory sources. The successive
symbols they produce are statistically independ-
ent. But in real life occurrences of symbols are
often interdependent. Sources can be non-ergodic
and have a memory. Symbols can be continuous,
and the occurrence of one symbol may depend
upon a finite number # of preceding symbols,
in which case the string is known as a Markov
chain and the source an #th order Markov source.
Consider for example the probability of being
sent an “e” before or after having received the
string “welcom.” And consider the same example
through time, in the case of a child learning how
to spell English words. In brief, MTC develops
the previous analysis to cover a whole variety of
more complex cases. We shall stop here, how-
ever, because in the rest of this section we need
to concentrate on other central aspects of MTC.

The quantitative approach just sketched plays
a fundamental role in coding theory (hence in
cryptography) and in data storage and transmis-
sion techniques. Recall that MTC is primarily a
study of the properties of a channel of commun-
ication and of codes that can efficiently encipher
data into recordable and transmittable signals.
Since data can be distributed either in terms of
here /there or now/then, diachronic communica-
tion and synchronic analysis of a memory can
be based on the same principles and concepts
(our coin becomes a bi-stable circuit or flip-flop,
for example), two of which are so important to
deserve a brief explanation: redundancy and noise.

Consider our AB system. Each symbol occurs
with 0.25 probability. A simple way of encoding
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its symbols is to associate each of them with two
digits:

<h, bh>=00
<h, t> =01
<t, bh> =10
<t, t> =11

Call this Code 1. In Code 1 a message conveys
2 bits of information, as expected. Do not con-
fuse bits as bi-nary units of information (recall
that we decided to use log, also as a matter of
convenience) with bits as bi-nary digits, which is
what a 2-symbols system like a CD-ROM uses
to encode a message. Suppose now that the AB
system is biased, and that the four symbols occur
with the following probabilities:

<h, h>=10.5
<h, t> =0.25
<t, h> = 0.125
<t, t> =0.125

This system produces less information, so by
using Code 1 we would be wasting resources. A
more efficient Code 2 should take into account
the symbols’ probabilities, with the following
outcomes:

<hy b>=10 0.5 x 1 binary digit = .5

<h, t> =10 0.25 x 2 binary digits = .5

<t, b> =110  0.125 x 3 binary digits = .375
<t, t> =111 0.125 x 3 binary digits = .375

In Code 2, known as Fano Code, a message
conveys 1.75 bits of information. One can prove
that, given that probability distribution, no other
coding system will do better than Fano Code.
On the other hand, in real life a good codification
is also modestly redundant. Redundancy refers to
the difference between the physical representation
of a message and the mathematical representa-
tion of the same message that uses no more bits
than necessary. Compression procedures work by
reducing data redundancy, but redundancy is not
always a bad thing, for it can help to counteract
equivocation (data sent but never received) and
noise (received but unwanted data). A message +
noise contains more data than the original mess-
age by itself, but the aim of a communication




process is fidelity, the accurate transfer of the
original message from sender to receiver, not
data increase. We are more likely to reconstruct a
message correctly at the end of the transmission
it some degree of redundancy counterbalances
the inevitable noise and equivocation introduced
by the physical process of communication and
the environment. Noise extends the informee’s
freedom of choice in selecting a message, but it
is an undesirable freedom and some redundancy
can help to limit it. That is why, in a crowded
pub, you shout your orders twice and add some
gestures.

We are now ready to understand Shannon’s
two fundamental theorems. Suppose the 2-coins
biased system produces the following message:
<t, b> <hb, b> <t, t> <h, t> <h, t>. Using Fano
Code we obtain: 11001111010. The next step
is to send this string through a channel. Channels
have different transmission rates (C), calculated
in terms of bits per second (bps). Shannon’s
fundamental theorem of the noiseless channel
states that

Let a source have entropy H (bits per symbol)
and a channel have a capacity C (bits per sec-
ond). Then it is possible to encode the output
of the source in such a way as to transmit at
the average rate of C/H — € symbols per sec-
ond over the channel where € is arbitrarily
small. It is not possible to transmit at an
average rate greater than C/H. (Shannon &
Weaver 1998: 59)

In other words, if you devise a good code you
can transmit symbols over a noiseless channel at
an average rate as close to C/H as one may wish
but, no matter how clever the coding is, that
average can never exceed C/H. We have already
seen that the task is made more difficult by
the inevitable presence of noise. However, the
fundamental theorem for a discrete channel with
noise comes to our rescue:

Let a discrete channel have the capacity C and
a discrete source the entropy per second H.
If H < C there exists a coding system such
that the output of the source can be transmit-
ted over the channel with an arbitrarily small
frequency of errors (or an arbitrarily small
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equivocation). If H > Cit is possible to encode
the source so that the equivocation is less than
H — C + & where € is arbitrarily small. There
is no method of encoding which gives an
equivocation less than H — C. (Shannon &
Weaver 1998: 71)

Roughly, if the channel can transmit as much or
more information than the source can produce,
then one can devise an efficient way to code and
transmit messages with as small an error probab-
ility as desired. These two fundamental theorems
are among Shannon’s greatest achievements. And
with our message finally sent, we may close this
section.

3.2 Some conceptual implications
of MTC

For the mathematical theory of communication
(MTC), information is only a selection of one
symbol from a set of possible symbols, so a
simple way of grasping how MTC quantifies raw
information is by considering the number of yes/
no questions required to guess what the source
is communicating. One question is sufficient to
guess the output of a fair coin, which therefore
is said to produce 1 bit of information. A 2-fair-
coins system produces 4 ordered outputs (<4,
b>, <h, t>, <t, h>, <t, t>) and therefore requires
two questions, each output containing 2 bits of
information, and so on. This erotetic analysis
clarifies two important points.

First, MTC is not a theory of information in
the ordinary sense of the word. The expression
“raw information” has been used to stress the
fact that in MTC information has an entirely
technical meaning. Consider some examples. Two
equiprobable “yes” contain the same quantity of
raw information, no matter whether their cor-
responding questions are “would you like some
tea?” or “would you marry me?” If we knew
that a device could send us with equal probab-
ilities either the movie Fahrenheit 451 or this
whole Guide, by receiving one or the other we
would receive many bytes of data but only one
bit of raw information. On June 1, 1944, the
BBC broadcasted a line from Verlaine’s Song of’
Autumn: “Les sanglots longs des violons de




Autumne.” The message contained almost 1 bit
of information, an increasingly likely “yes” to
the question whether the D-Day invasion was
imminent. The BBC then broadcasted the sec-
ond line “Blessent mon coeur d’une longueur
monotone.” Another almost meaningless string
of letters, but almost another bit of information,
since it was the other long-expected “yes” to the
question whether the invasion was to take place
immediately. German intelligence knew about
the code, intercepted those messages, and even
notified Berlin, but the high command failed
to alert the Seventh Army Corps stationed in
Normandy. Hitler had all the information in
Shannon’s sense of the word, but failed to under-
stand the real meaning and importance of those
two small bits of data. As for ourselves, we were
not surprised to conclude that the maximum
amount of raw information is produced by a
text where each character is equally distributed,
that is by a perfectly random sequence.

Second, since MTC is a theory of informa-
tion without meaning, and information minus
meaning = data, mathematical theory of dara
communication is a far more appropriate descrip-
tion than information theory. In section 2.1, we
saw that information as semantic content can
also be described erotetically as data + queries.
Imagine a piece of information such as “the earth
has only one moon.” It is easy to polarize almost
all its semantic content by transforming it into a
query + binary answer: “does the earth have only
one moon? + yes.” Subtract the “yes” and you are
left with virtually all the semantic content, fully
de-alethicized (the query is neither true nor false).
The datum “yes” works as a key to unlock the
information contained in the query. MTC studies
the codification and transmission of raw informa-
tion by treating it as data keys, as the amount of
details in a signal or message or memory space
necessary to unlock the informee’s knowledge. As
Weaver (1949: 12) remarked, “the word informa-
tion relates not so much to what you do say, as
to what you could say. MTC deals with the car-
riers of information, symbols and signals, not
with information itself. That is, information is
the measure of your freedom of choice when
you select a message.”

Since MTC deals not with information itself
but with the carriers of information, that is,
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messages constituted by uninterpreted symbols
encoded in well-formed strings of signals, it is
commonly described as a study of information
at the syntactic level. MTC can be successfully
applied in ICT (information and communica-
tion technologies) because computers are syntact-
ical devices. What remains to be clarified is how
H in equation (4.9) should be interpreted.

Assuming the ideal case of a noiseless channel
of communication, H is a measure of three
equivalent quantities:

a)

b)

the average amount of raw information per
symbol produced by the informer, or

the corresponding average amount of data
deficit (Shannon’s uncertainty) that the
informee has before the inspection of the
output of the informer, or

the corresponding informational potential-
ity of the same source, that is, its informa-
tional entropy.

H can equally indicate (a) or (b) because, by
selecting a particular alphabet, the informer auto-
matically creates a data deficit (uncertainty) in the
informee, which then can be satisfied (resolved)
in various degrees by the informant. Recall the
crotetic game. If you use a single fair coin, I
immediately find myself in a 1-bit deficit predica-
ment. Use two fair coins and my deficit doubles,
but use the raven, and my deficit becomes null.
My empty glass is an exact measure of your capa-
city to fill it. Of course, it makes sense to talk of
raw information as quantified by H only if one
can specify the probability distribution.
Regarding (¢), MTC treats raw information
like a physical quantity, such as mass or energy,
and the closeness between equation (4.9) and the
formulation of the concept of entropy in statist-
ical mechanics was already discussed by Shannon.
The informational and the thermodynamic con-
cepts of entropy are related through the concepts
of probability and randomness (“randomness” is
better than “disorder” since the former is a syn-
tactical concept whereas the latter has a strongly
semantic value), entropy being a measure of the
amount of “mixed-up-ness” in processes and sys-
tems bearing energy or information. Entropy can
also be seen as an indicator of reversibility: if
there is no change of entropy then the process is




reversible. A highly structured, perfectly organ-
ized message contains a lower degree of entropy
or randomness, less raw information, and causes
a smaller data deficit — consider the raven. The
higher the potential randomness of the symbols
in the alphabet, the more bits of information
can be produced by the device. Entropy assumes
its maximum value in the extreme case of uni-
form distribution. Which is to say that a glass of
water with a cube of ice contains less entropy
than the glass of water once the cube has melted,
and a biased coin has less entropy than a fair coin.
In thermodynamics, we know that the greater
the entropy, the less available the energy. This
means that high entropy corresponds to high
energy deficit, but so does entropy in MTC:
higher values of H correspond to higher quant-
ities of data deficit.

4 Some Philosophical Approaches
to Semantic Information

The mathematical theory of communication
approaches information as a physical phenomenon.
Its central question is whether and how much
uninterpreted data can be encoded and trans-
mitted efficiently by means of a given alphabet
and through a given channel. MTC is not inter-
ested in the meaning, aboutness, relevance, use-
fulness, or interpretation of information, but only
in the level of detail and frequency in the un-
interpreted data, being these symbols, signals
or messages. On the other hand, philosophical
approaches seek to give an account of informa-
tion as semantic content, investigating questions
like “how can something count as information?
and why?,” “how can something carry informa-
tion about something else?,” “how can semantic
information being generated and flow?,” “how
is information related to error, truth and know-
ledge?,” “when is information useful?” Philo-
sophers usually adopt a propositional orientation
and an epistemic outlook, endorsing, often im-
plicitly, the prevalence of the factual (they analyze
examples like “The Bodleian library is in Ox-
ford”). How relevant is MTC to similar analyses?

In the past, some research programs tried
to elaborate information theories alternative to
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MTC, with the aim of incorporating the semantic
dimension. Donald M. MacKay (1969) proposed
a quantitative theory of qualitative information
that has interesting connections with situation
logic (see below), whereas Doede Nauta (1972)
developed a semiotic-cybernetic approach. Nowa-
days, few philosophers follow these lines of
research. The majority agree that MTC provides a
rigorous constraint to any further theorizing on
all the semantic and pragmatic aspects of informa-
tion. The disagreement concerns the crucial issue
of the stremgth of the constraint. At one extreme
of the spectrum, a theory of semantic informa-
tion is supposed to be very strongly constrained,
perhaps even overdetermined, by MTC, some-
what as mechanical engineering is by Newtonian
physics. Weaver’s interpretation of Shannon’s
work is a typical example. At the other extreme, a
theory is supposed to be only weakly constrained,
perhaps even completely underdetermined, by
MTC, somewhat as tennis is constrained by
Newtonian physics, that is, in the most uninter-
esting, inconsequential, and hence disregardable
sense (see for example Sloman 1978 and Thagard
1990). The emergence of MTC in the 1950s
generated earlier philosophical enthusiasm that
has gradually cooled down through the decades.
Historically, philosophical theories of semantic
information have moved from “very strongly con-
strained” to “only weakly constrained,” becom-
ing increasingly autonomous from MTC (for a
review, see Floridi forthcoming &).

Popper (1935) is often credited as the first
philosopher to have advocated the inverse rela-
tion between the probability of p and the amount
of semantic information carried by p. However,
systematic attempts to develop a formal calculus
were made only after Shannon’s breakthrough.
MTC defines information in terms of probab-
ility space distribution. Along similar lines, the
probabilistic approach to semantic information
defines the semantic information in p in terms of
logical probability space and the inverse relation
between information and the probability of p.
This approach was initially suggested by Bar-
Hillel and Carnap (Bar-Hillel & Carnap 1953,
Bar-Hillel 1964) and further developed by
Hintikka (especially Hintikka & Suppes 1970)
and Dretske 1981 (on Dretske’s approach see
also Chapters 16 and 17, on MEANING and on




K~NowreDGE). The details are complex but the
original idea is simple. The semantic content
(conT) in p is measured as the complement of
the a priori probability of p:
coNt(p) =1 — P(p) (4.10)
cont does not satisty the two requirements of
additivity and conditionalization, which are
satisfied by another measure, the informativeness
(INE) of p, which is calculated, following equa-
tions (4.9) and (4.10), as the reciprocal of P(p),
expressed in bits, where P(p) = 1 — CONT(p) :

INE(p) = log

-log P(p) (4.11)

1 — conT

Things are complicated by the fact that the con-
cept of probability employed in equations (4.10)
and (4.11) is subject to different interpretations.
In Bar-Hillel and Carnap the probability distribu-
tion is the outcome of a logical construction of
atomic statements according to a chosen formal
language. This introduces a problematic reliance
on a strict correspondence between observational
and formal language. In Dretske, the solution is
to make probability values refer to states of affairs
(5) of the world observed:

I(s) = —log P(s) (4.12)
The modal approach modifies the probabilistic
approach by defining semantic information in
terms of modal space and in/consistency. The
information conveyed by p becomes the set of
all possible worlds or (more cautiously) the set
of all the descriptions of the relevant possible
states of the universe that are excluded by p.
The systemic approach, developed especially in
situation logic (Barwise & Perry 1983, Israel &
Perry 1990, Devlin 1991; Barwise & Seligman
1997 provide a foundation for a general theory
of information flow) also defines information in
terms of states space and consistency. However,
it is less ontologically demanding than the
modal approach, since it assumes a clearly limited
domain of application, and it is compatible with
Dretske’s probabilistic approach, although it does
not require a probability measure on sets of states.
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The informational content of p is not determined
a priori, through a calculus of possible states
allowed by a representational language, but in
terms of factual content that p carries with respect
to a given situation. Information tracks possible
transitions in a system’s states space under normal
conditions. Both Dretske and situation theories
require some presence of information already
immanent in the environment (environmental
information), as nomic regularities or constraints.
This “semantic externalism” can be controversial
both epistemologically and ontologically. Finally,
the inferential approach defines information in
terms of entailment space: information depends
on valid inference relative to a person’s theory
or epistemic state.

Most approaches close to MTC assume the
principle of alethic neutrality, and run into the
difficulties I outlined in section 2.2 (Dretske
and Barwise are important exceptions; Devlin
rejects truthfulness as a necessary condition). As
a result, the semantic approach (Floridi forth-
coming 2 and ¢) adopts SDI and defines factual
information in terms of data space.

Suppose there will be exactly three guests for
dinner tonight. This is our situation w. Imagine
that you are told that

T) there may or may not be some guests for
dinner tonight; or

V) there will be some guests tonight; or

P) there will be three guests tonight.

The degree of informativeness of T is zero because,
as a tautology, T applies both to w and to —w. V
performs better, and P has the maximum degree
of informativeness because, as a fully accurate,
precise, and contingent truth, it “zeros in” on its
target w. Generalizing, the more distant a true
o is from its target w, the larger is the number
of situations to which it applies, the lower its
degree of informativeness becomes. A tautology
is a true © that is most “distant” from the world.
Let us use the letter ¥ to refer to the distance
between a true 6 and w. Using the more precise
vocabulary of situation logic, ¥ indicates the
degree of support oftered by w to 6. We can
now map on the x axis the values of ¥ given a
specific 6 and a corresponding target w. In our
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example, we know that O(T) = 1 and ¥(P) = 0.
For the sake of simplicity, let us assume that
B(V) = 0.25 (see Floridi forthcoming ¢ on how
to calculate O values). We now need a formula to
calculate the degree of informativeness 1 of ¢ in
relation to 9(c). It can be shown that the most
elegant solution is provided by the complement
of the square value of ¥(0), that is y = 1 — «”.
Using the symbols jut introduced we have:

(o) =1 - (o) (4.13)
Figure 4.2 shows the graph generated by equa-
tion (4.13) when we also include negative values
of distance for false ¢ (O ranges from -1 =
contradiction to 1 = tautology).

If 6 has a very high degree of informativeness
 (very low ¥) we want to be able to say that it
contains a large quantity of semantic informa-
tion and, vice versa, the lower the degree of
informativeness of G is, the smaller the quantity
of semantic information conveyed by ¢ should
be. To calculate the quantity of semantic informa-
tion contained in ¢ relative to (o) we need to
calculate the area delimited by equation (4.13),
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that is, the definite integral of the function (o)
on the interval [0, 1]. As we know, the max-
imum quantity of semantic information (call it
o) is carried by P, whose © = 0. This is equivalent
to the whole area delimited by the curve. Gen-
eralizing to ¢ we have:

(4.14)

Figure 4.3 shows the graph generated by equa-
tion (4.14). The shaded area is the maximum
amount of semantic information o carried by ©.

Consider now V, “there will be some guests
tonight.” V can be analyzed as a (reasonably
finite) string of disjunctions, that is V = [“there
will be one guest tonight” or “there will be two
guests tonight” or. .. “there will be z guests
tonight”], where # is the reasonable limit we
wish to consider (things are more complex than
this, but here we only need to grasp the general
principle). Only one of the descriptions in V
will be fully accurate. This means that V also
contains some (perhaps much) information that
is simply irrelevant or redundant. We shall refer
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to this “informational waste” in V as vacuous
information in V. The amount of vacuous
information (call it B) in V is also a function of
the distance O of V from w, or more generally

v
J 1(0)dx =P (4.16)
0
Since H(V) = 0.25, we have
0.25
J L (V)dx = 0.24479 (4.17)
0

Figure 4.4 shows the graph generated by equa-
tion (4.17). The shaded area is the amount of
vacuous information 3 in V. Clearly, the amount
of semantic information in V is simply the
difference between o (the maximum amount
of information that can be carried in principle
by o) and B (the amount of vacuous informa-
tion actually carried by o), that is, the clear area
in the graph of figure 4.4. More generally, the
amount of semantic information 7y in G is:

y(o) = (o = B) (4.18)
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Note the similarity between 4.14 and 4.16. When
V(o) = 1, that is, when the distance between ©
and w is maximum, then o =  and y(c) = 0.
This is what happens when we consider T. T is
so distant from w as to contain only vacuous
information. In other words, T contains as
much vacuous information as P contains relevant
information.

A final comment, before closing this section.
Each of the previous extentionalist approaches
can be given an intentionalist interpretation by
considering the relevant space as a doxastic space,
in which information is seen as a reduction in
the degree of personal uncertainty given a state
of knowledge of the informee.

5 Conclusion

In this chapter, we have been able to visit only a
few interesting places. The connoisseur might
be disappointed and the supporter of some local
interests appalled. To try to appease both and to
whet the appetite of the beginner here is a list of
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some very important concepts of information that
have not been discussed:

informational complexity (Kolmogorov and
Chaitin, among others), a measure of the com-
plexity of a string of data defined in terms of the
length of the shortest binary program required
to compute that string. Note that Shannon’s H
can be considered a special case of Kolmogorov
complexity K, since H = K if the sequence is
drawn at random from a probability distribution
with entropy = H,

instructional information (imagine a recipe, an
algorithm, or an order), a crucial concept in fields
like computer science, genetics, biochemistry,
neuroscience, cognitive science, and Al (see
Chapters 1 and 2, on CoMPUTATION and on
COMPLEXITY);

pragmatic information, central in any theory
addressing the question of how much informa-
tion a certain informant carries for an informee
in a given doxastic state and within a specific
informational environment. This includes useful
information, a key concept in economics, informa-
tion management theory, and decision theory,
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where characteristics such as relevance, timeliness,
updatedness, cost, significance, and so forth are
crucial (see Chapter 22, on GAME THEORY);

valuable information in ethical contexts (see
Chapter 5, on ComruteR Ethics, and Floridi
2003);

environmental information, that is, the possible
location and nature of information in the world
(Dretske 1981 and see Chapters 11-13, on
ONTOLOGY, on VIRTUAL REeaLITy, and on THE
PHysics OF INFORMATION, respectively);

physical information and the relation between
being and information (see Leff & Rex 1990
and again Chapters 11-13);

biological information (see Chapter 15, on
ArrtrFicIAL Likg). The biologically minded reader
will notice that the 4 symbols in the AB system
we built in section 3.1 could be adenine, guanine,
cytosine, and thymine, the four bases whose order
in the molecular chain of DNA or RNA codes
genetic information.

The nature of these and other information
concepts, the analysis of their interrelations and




of their possible dependence on MTC, and the
investigation of their usefulness and influence in
the discussion of philosophical problems are some
of the crucial issues that a philosophy of informa-
tion needs to address. There is clearly plenty of
very interesting and important work to do.
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Some Web Resources

There are many useful resources freely available
on the web, of which the following have been
used in writing this chapter:

Feldman D., A Brief Tutorial on Information
Theory, Excess Entropy and Statistical Complex-
ity:  <http://hornacek.coa.edu/dave /Tutorial /
index.html>

Fraundorf P., Information-Physics on the Web:
<http://newton.umsl.edu/infophys/
infophys.html>

Introduction to Information Theory, by Lucent
Technologies Bell Labs Innovation: <http://
www.lucent.com/minds/infotheory/>

MacKay J. C., A Short Course in Information
Theory:

<http://www.inference.phy.cam.ac.uk /mackay/
info-theory/course.html>

Shannon C. E. 1948. A Mathematical Theory of
Communication:
<http://cm.bell-labs.com/cm/ms/what/
shannonday/paper.html> [The classic text on the
mathematical theory of information, graduate
level. ]

Schneider T. 2000. Information Theory Primer —
With an Appendix on Logarithms:
<http://www-lmmb.ncifcrf.gov,/~toms/paper/
primer/index.html> [A very clear and accessible
introduction, undergraduate level. |
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UTI, the Unified Theory of Information website,
contains documents, and links about the develop-
ment of UTI:
<http://kaneda.iguw.tuwien.ac.at/uti/uti4 /
index.html>

References

Bar-Hillel, Y. 1964. Language and Information.
Reading, MA and London: Addison Wesley.
[Collection of influential essays on semantic
information, graduate level. ]

and Carnap, R. 1953. “An outline of a theory
of semantic information,” repr. in Bar-Hillel
1964: 221-74. [One of the first and most influ-
ential attempts to develop a quantitative analysis
of semantic information, graduate level.]

Barwise, J. and Perry, J. 1983. Situations and Atti-
tudes. Cambridge, MA: MIT Press. [Influential
text in situation logic, graduate level. |

—— and Seligman, J. 1997. Information Flow: The
Logic of Distributed Systems. Cambridge: Cam-
bridge University Press. [Innovative approach to
information flow, graduate level, but the modular
structure contains some very accessible chapters. |

Bateson, G. 1973. Steps to an Ecology of Mind.
Frogmore, St. Albans: Paladin. [The beginning
of the ecological approach to mind and informa-
tion, undergraduate level. ]

Braman, S. 1989. “Defining information.” Telecom-
munications Policy 13: 233-42.

Chalmers, D. J. 1997. The Conscious Mind: In Search
of o Fundamental Theory. Oxtord: Oxford Univer-
sity Press. [Accessible to undergraduates. |

Cherry, C. 1978. On Human Communication,
3rd ed. Cambridge, MA: MIT Press. [Clear and
accessible introduction to communication theory,
old but still valuable. |

Colburn, T. R. 2000. “Information, thought, and
knowledge.” Proceedings of the World Multicon-
ference on Systemics, Cybernetics and Informatics
(Orlando, FL, July 23-6,2000), vol. 10: 467-71.
[Analyzes the standard definition of knowledge
as justified true belief from an informational per-

spective, very accessible. ]

Cover, T. and Thomas, J. A. 1991. Elements of
Information Theory. New York: Chichester, Wiley.
[Standard textbook in the field, requires a solid
mathematical background, graduate level only,
see Jones 1979 for a more accessible text, or
Pierce 1980.]




Deutsch, D. 1985. “Quantum theory, the Church—
Turing Principle and the Universal Quantum
Computer.” Proceedings of the Royal Society
400: 97-117. [Information and computation in
quantum computing, requires a solid mathemat-
ical background, graduate level only.]

——. 1997. The Fabric of Reality. London: Penguin.
[On the ontological implications of quantum
physics, advanced undergraduate level. ]

Devlin, K. 1991. Logic and Information. Cam-
bridge: Cambridge University Press. [ Reviews and
improves on situation logic, undergraduate level. ]

Di Vincenzo, D. P. and Loss, D. 1998. “Quantum
information is physical.” Superlattices and Micro-
structures 23: 419-32; special issue on the occa-
sion of Rolf Landauer’s 70th birthday; also
available at <http://xxx.lanl.gov/abs/cond-mat/
9710259>. [Reviews the debate on the physical
aspects of information, graduate level. |

Dretske, F. 1981. Knowledge and the Flow of
Information. Cambridge, MA: MIT Press, rep.
Stanford: CSLI, 1999. [ Classic informational ana-
lysis of knowledge, advanced undergraduate level. |

Fetzer, J. H. (forthcoming). “Information misin-
formation, and disinformation.” Forthcoming in
Minds and Muachines. |Criticizes Floridi’s view
that information encapsulates truth and develops
an alternative account; accessible. |

Floridi, L. 1999. Philosophy and Computing — An
Introduction. London and New York: Routledge.
[Textbook that complements this Guide, element-
ary undergraduate level. ]

——. 2003. “On the intrinsic value of information
objects and the infosphere.”. Ethics and Informa-
tion Technology 4, no. 4: 287-304. Preprint avail-
able at <http://www.wolfson.ox.ac.uk/~floridi/
papers.htm>. [Develops an ethical approach to
information environments, advanced undergradu-
ate level.>

——. (forthcoming #). “Is semantic information
meaningful data?” Forthcoming in Philosophy
and Phenomenological Research. Preprint avail-
able at <http://www.wolfson.ox.ac.uk/~floridi/
papers.htm>. [Defines semantic information as
well-formed, meaningful, and truthful data;
graduate level. ]

——. (forthcoming 4). “Information, semantic con-
ceptions of.” Stanford Encyclopedin of Philosophy.
[Reviews philosophical conceptions of semantic
information, undergraduate level. ]

——. (forthcoming ¢) “Outline of a theory of
strongly semantic information.” Forthcoming in

Information

59

Minds and Machines. Preprint available at <http://
www.wolfson.ox.ac.uk/~floridi/papers.htm>.
[Develops a truth-based approach to semantic
information, graduate level. ]

Fox, C. J. 1983. Information and Misinformation
— An Investigation of the Notions of Information,
Misinformation, Informing, and Misinforming.
Westport, CN: Greenwood Press. [Analysis of
information based on information science, under-
graduate level. |

Franklin, S. 1995. Artificial Minds. Cambridge, MA:
MIT Press. [Undergraduate level. ]

Frieden, B. R. 1998. Physics from Fisher Informa-
tion: A Unification. Cambridge: Cambridge Uni-
versity Press. [Controversial attempt to provide
an interpretation of physics in terms of informa-
tion, requires a solid background in mathematics,
graduate level only. ]

Grice, . 1989. Studies in the Way of Words. Cam-
bridge MA: Harvard University Press. [ Collection
of Grice’s influential works, advanced under-
graduate level. ]

Hanson, P., ed. 1990. Information, Language
and Cognition. Vancouver: University of British
Columbia Press. [Important collection of essays,
most at graduate level. ]

Hintikka, J. and Suppes, P. 1970. Information and
Inference. Dordrecht: Reidel. [Important collec-
tion of philosophical essays on information theory,
graduate level. ]

Isracl, D. and Perry, J. 1990. “What is informa-
tion?” In Hanson 1990: 1-19. [ Analyzes informa-
tion on the basis of situation logic, graduate level. |

Jones, D. S. 1979. Elementary Information Theory.
Oxford: Clarendon Press. [Brief textbook on
information theory, less mathematical than Cover
& Thomas 1991, but still more demanding than
Pierce 1980.]

Landauer, R. 1987. “Computation: a fundamental
physical view.” Physica Scripta 35: 88-95. [ Gradu-
ate level only.]

——. 1991. “Information is physical.” Physics Today
44: 23-9. [Graduate level only. ]

——. 1996. “The physical nature of information.”
Physics Letter A217: 188. [ Graduate level only.]

and Bennett, C. H. 1985. “The fundamental
physical limits of computation.” Scientific Amer-
ican July: 48-56. [ A more accessible presentation
of the view that information requires a physical
implementation, undergraduate level. ]

Left, H. S. and Rex, A. F. 1990. Maxwell’s Demon:
Entropy, Information, and Computing. Bristol:




Hilger. [Collection of essays on this classic prob-
lem, graduate level. |

Losee, R. M. 1997. “A discipline independent
definition of information.” Journal of the Amer-
ican Society for Information Science 48(3): 254—
69. [Undergraduate level.]

Mabon, P. C. 1975. Mission Communications:
The Story of Bell Laboratories. [Very readable
account of the people and the discoveries that
made information theory possible, undergradu-
ate level. ]

Machlup, F. 1983. “Semantic quirks in studies of
information.” In F. Machlup and U. Mansfield,
eds., The Study of Information: Interdisciplinary
Messages. New York: John Wiley, pp. 641-71.
[Advanced undergraduate level. ]

MacKay, D. M. 1969. Information, Mechanism and
Meaning. Cambridge, MA: MIT Press. [ Develops
an alternative view of information to Shannon’s,
graduate level. ]

Mingers, J. 1997. “The nature of information and
its relationship to meaning.” In R. L. Winder
et al., eds., Philosophical Aspects of Information
Systems. London: Taylor and Francis, pp. 73-84.
[Analyzes information from a system theory per-
spective, advanced undergraduate level. |

NATO. 1974. Advanced Study Institute in Informa-
tion Science, Champion, 1972. Information
Science: Search for Identity, ed. A. Debons. New
York: Marcel Dekker.

——. 1975. Advanced Study Institute in Informa-
tion Science, Aberystwyth, 1974. Perspectives in
Information Science, eds. A. Debons and W. J.
Cameron. Leiden: Noordhoft.

——. 1983. Advanced Study Institute in Informa-
tion Science, Crete, 1978. Information Science
in Action: Systems Design, eds. A. Debons and A.
G. Larson. Boston: Martinus Nijhoftf.

Nauta, D. 1972. The Meaning of Information. The
Hague: Mouton. [Reviews various analyses of
information, advanced undergraduate level. |

Newell, A. and Simon, H. A. 1976. “Computer
science as empirical inquiry: symbols and search.”
Communications of the ACM, 19 March: 113—
26. [The classic paper presenting the Physical
Symbol System Hypothesis in Al and cognitive
science, graduate level. ]

Pierce, J. R. 1980. An Introduction to Information
Theory: Symbols, Signals and Noise. New York,
Dover Publications. [Old but still very valuable
introduction to information theory for the non-
mathematician, undergraduate level. ]

Luciano Floridi

60

Popper, K. R. 1935. Logik der Forschung: zur
Erkenntnistheorie der modernen Naturwissenschaft.
Vienna: J. Springer; tr. The Logic of Scientific
Discovery. London: Hutchinson, 1959. [Popper’s
classic text, graduate level. ]

Schrader, A. 1984. “In search of a name: informa-
tion science and its conceptual antecedents.”
Library and Information Science Research 6:
227-71. [Undergraduate level.]

Schneider, T. 2000. “Information theory primer
— with an appendix on logarithms.” Version
2.48, postscript version <ftp://ftp.nciferf.gov/
pub/delila/primer.ps>, web version <http://
www.lecb.nciferf.gov/~toms /paper/primer,/>.
[A very clear and simple introduction that
can also be consulted for further clarification
about the mathematics involved, undergraduate
level. ]

Shannon, C. E. 1993a. Collected Papers, eds. N. J.
A. Sloane and A. D. Wyner. Los Alamos, CA:
IEEE Computer Society Press. [ Mostly graduate
level only.]

. 1993b. Article on “Information Theory,”

Encyclopedia Britannica, repr. in his Collected

Papers, pp. 212-20. [A brief and accessible pre-

sentation of information theory by its founding

father, undergraduate level. |

—— and Weaver, W. 1998 [first published 1948].
The Mathematical Theory of Communication, with
a foreword by R. E. Blahut and B. Hajek. Urbana
and Chicago, IL: University of Illinois Press. [The
classic text in information theory, graduate level;
Shannon’s text is also available on the web — see

above. |
Sloman A. 1978. The Computer Revolution in
Philosophy. Atlantic Highlands: Humanities

Press. [One of the earliest and most insightful
discussions of the informational /computation
turn in philosophy, most chapters undergraduate
level. ]

Steane, A. M. 1998. “Quantum computing.”
Reports on Progress in Physics 61: 117-73. [A
review, graduate level, also available online at
<http: //xxx.lanl.gov/abs/quant-ph /9708022>.]

Thagard, P. R. 1990. “Comment: concepts of
information.” In Hanson 1990.

Weaver, W. 1949. “The mathematics of commun-
ication.” Scientific American 181(1): 11-15.
[Very accessible introduction to Shannon’s theory,
undergraduate level. |

Wellisch, H. 1972. “From information science to
informatics.” Journal of Librarianship 4: 157-87.




Wersig, G. and Neveling, U. 1975. “The phenom-
ena of interest to information science.” Informa-
tion Scientist 9: 127-40.

Wheeler, J. A. 1990. “Information, physics, quan-
tum: the search for links.” In W. H. Zureck, ed.,
Complexity, Entropy, and the Physics of Information.
Redwood City, CA: Addison Wesley. [Introduces
the “It from Bit” hypothesis, graduate level. ]

Wiener, N. 1954. The Human Use of Human Beings:

Information

6l

Cybernetics and Society, 2nd ed.; reissued in 1989
with a new introduction by Steve J. Heims. Lon-
don: Free Association. [A very early discussion of
the ethical and social implications of the com-
puter revolution, undergraduate level. ]

——. 1961. Cybernetics or Control and Commun-
ication in the Animal and the Machine, 2nd ed.
Cambridge, MA: MIT Press. [ The foundation of
cybernetics, graduate level. ]







Part 11

Computers 1n Society






Chapter 5

Computer Ethics

Deborah G. Johnson

1 Introduction

From the moment of their invention, computers
have generated complex social, ethical, and value
concerns. These concerns have been expressed
in a variety of ways, from the science fiction
stories of Isaac Asimov (1970) to a dense three-
volume treatise on social theory by Manuel
Castells (1996, 1997, 1998), and with much in
between. Generally, the literature describes the
social consequences of computing, speculates on
the meaning of computation and information
technology in human history, and creatively
predicts the future path of development of com-
puter technology and social institutions around
it. A small, though steadily increasing, number
of philosophers has focused specifically on the
ethical issues.

As computer technology evolves and gets de-
ployed in new ways, certain issues persist — issues
of privacy, property rights, accountability, and
social values. At the same time, seemingly new
and unique issues emerge. The ethical issues can
be organized in at least three different ways:
according to the type of technology; according
to the sector in which the technology is used;
and according to ethical concepts or themes. In
this chapter I will take the third approach. How-
ever, before doing so it will be useful to briefly
describe the other two approaches.
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The first is to organize the ethical issues by
type of technology and its use. When computers
were first invented, they were understood to be
essentially sophisticated calculating machines, but
they seemed to have the capacity to do that which
was thought to be uniquely human — to reason
and exhibit a high degree of rationality; hence,
there was concern that computers threatened
ideas about what it means to be human. In the
shadow of the Second World War, concerns
quickly turned to the use of computers by gov-
ernments to centralize and concentrate power.
These concerns accompanied the expanding use
of computers for record-keeping and the expon-
ential growth in the scale of databases, allow-
ing the creation, maintenance, and manipulation
of huge quantities of personal information. This
was followed by the inception of software con-
trol systems and video games, raising issues of
accountability-liability and property rights. This
evolution of computer technology can be fol-
lowed through to more recent developments
including the internet, simulation and imaging
technologies, and virtual reality systems. Each
one of these developments was accompanied by
conceptual and moral uncertainty. What will this
or that development mean for the lives and values
of human beings? What will it do to the relation-
ship between government and citizen? Between
employer and employee? Between businesses and
consumers?




A second enlightening approach is to organize
the issues according to the sector in which they
occur. Ethical issues arise in real-world contexts,
and computer-ethical issues arise in the con-
texts in which computers are used. Each context
or sector has distinctive issues, and if we ignore
this context we can miss important aspects of
computer-ethical issues. For example, in dealing
with privacy protection in general, we might miss
the special importance of privacy protection for
medical records where confidentiality is so essen-
tial to the doctor—patient relationship. Similarly,
one might not fully understand the appropriate
role for computers in education were one not
sensitive to distinctive goals of education.

Both of these approaches — examining issues
by types and uses of particular technologies, and
sector by sector — are important and illuminat-
ing; however, they take us too far afield of the
philosophical issues. The third approach — the
approach to be taken in this chapter — is to em-
phasize ethical concepts and themes that persist
across types of technology and sectors. Here the
issues are sorted by their philosophical and eth-
ical content. In this chapter I divide the issues
into two broad categories: (1) metatheoretical
and methodological issues, and (2) traditional
and emerging issues.

2 Metatheoretical and
Methodological Issues

Perhaps the deepest philosophical thinking on
computer-ethical issues has been reflection on the
field itself — its appropriate subject matter, its
relationship to other fields, and its methodology.
In a seminal piece entitled “What is Computer
Ethics?” Moor (1985) recognized that when
computers are first introduced into an environ-
ment, they make it possible for human beings
(individuals and institutions) to do things they
couldn’t do before, and this creates policy
vacuums. We do not have rules, policies, and
conventions on how to behave with regard to
the new possibilities. Should employers monitor
employees to the extent possible with com-
puter software? Should doctors perform surgery
remotely? Should I make copies of proprietary
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software? Is there any harm in me taking on a
pseudo-identity in an online chatroom? Should
companies doing business online be allowed to
sell the transaction-generated information they
collect? These are examples of policy vacuums
created by computer technology.

Moor’s account of computer ethics has shaped
the field of computer ethics with many com-
puter ethicists understanding their task to be that
of helping to fill policy vacuums. Indeed, one of
the topics of interest in computer ethics is to
understand this activity of filling policy vacuums.
This will be addressed later on.

2.1 The connection between technology
and ethics

While Moor’s account of computer ethics remains
influential, it leaves several questions unanswered.
Hence, discussion and debate continue around
the question of why there is or should be a field
of computer ethics and what the focus of the
field should be.

In one of the deeper analyses, Floridi (1999)
argues for a metaphysical foundation for com-
puter ethics. He provides an account of com-
puter ethics in which information has status such
that destroying information can itself be morally
wrong. In my own work I have tried to establish
the foundation of computer ethics in the non-
obvious connection between technology and
ethics (Johnson 2001). Why is technology of
relevance to ethics? What difference can tech-
nology make to human action? To human affairs?
To moral concepts or theories?

Two steps are involved in answering these
questions. The first step involves fully recogniz-
ing something that Moor’s account acknow-
ledges, namely that technology often makes it
possible for human beings to do what they could
not do without it. Think of spaceships that take
human beings to the moon; think of imaging
technology that allows us to view internal organs;
or think of computer viruses that wreak havoc
on the internet.

Of course, it is not just that human beings can
do what they couldn’t do before. It is also that we
can do the same sorts of things we did before,
only in new ways. As a result of technology, we




can travel, work, keep records, be entertained,
communicate, and engage in warfare iz new ways.
When we engage in these activities using com-
puter technology, our actions have different prop-
erties, properties that may change the character
of the activity or action-type. Consider the act
of writing with various technologies. When I write
with paper and pencil, the pencil moves over
paper; when I write using a typewriter, levers and
gears move; when I write using a computer, elec-
tronic impulses change configurations in micro-
chips. So, the physical events that take place when
I write are very different when I use computer
technology.

Using action theory, the change can be char-
acterized as a change in the possible act tokens
of an act type. An act type is a kind of action
(e.g. reading a book, walking) and an act token
is a particular instance of an act type. An act
token is an instance of the act type performed
by a particular person, at a particular time, and
in a particular place. For example, “Jan is, at this
moment, playing chess with Jim in Room 200
of Thornton Hall on the campus of University
of Virginia” is an act token of the act type “play-
ing chess.” When technology is involved in the
performance of an act type, a new set of act
tokens may become possible. It is now possible,
for example, to “play chess” while sitting in
front of a computer and not involving another
human being. Instead of manually moving three-
dimensional pieces, one presses keys on a key-
board or clicks on a mouse. Thus, when human
beings perform actions with computers, new sets
of tokens (of act types) become possible. Most
important, the new act tokens have properties
that are distinct from other tokens of the same
act type.

Computer technology instruments human
action in ways that turn very simple movements
into very powerful actions. Consider hardly-
visible finger movements on a keyboard. When
the keyboard is connected to a computer and the
computer is connected to the internet, and when
the simple finger movements create and launch
a computer virus, those simple finger movements
can wreak havoc in the lives of thousands (even
millions) of people. The technology has instru-
mented an action not possible without it. To be
sure, individuals could wreak havoc on the lives of
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others before computer technology, but not in
this way and perhaps not quite so easily. Computer
technology is not unique among technologies
in this respect; other technologies have turned
simple movements of the body into powerful
actions, e.g. dynamite, automobiles.

Recognizing the intimate connection between
technology and human action is important for
stopping the deflection of human responsibility
in technology-instrumented activities, especially
when something goes wrong. Hence, the hacker
cannot avoid responsibility for launching a virus
on grounds that he simply moved his fingers
while sitting in his home. Technology does noth-
ing independent of human initiative; though, of
course, sometimes human beings cannot foresee
what it is they are doing with technology.

Thus, the first step in understanding the con-
nection between computer technology and ethics
is to acknowledge how intimate the connection
between (computer) technology and human
action can be. The second step is to connect
human action to ethics. This step may seem too
obvious to be worthy of mention since ethics is
often understood to be exclusively the domain
of human action. Even so, computer technology
changes the domain of human action; hence, it
is worth asking whether these changes have moral
significance. Does the involvement of computer
technology — in a human situation — have moral
significance? Does the instrumentation of human
action affect the character of ethical issues, the
nature of ethical theory, or ethical decision-
making?

The involvement of computer technology
has moral significance for several reasons. As men-
tioned earlier, technology creates new possibilities
for human action and this means that human
beings face ethical questions they never faced
before. Should we develop biological weapons
and risk a biological war? Should I give my organs
for transplantation? In the case of computer
technology, is it wrong to monitor keystrokes of
employees who are using computers? To place
cookies on computers when the computers are
used to visit a website? To combine separate
pieces of personal data into a single comprehens-
ive portfolio of a person?

When technology changes the properties of
tokens of an act type, the moral character of the




act type can change. In workplace monitoring,
for example, while it is generally morally accept-
able for employers to keep track of the work of
employees, the creation of software that allows
the employer to record and analyze every key-
stroke an employee makes raises the question in a
new way. The rights of employers and employees
have to be reconsidered in light of this new
possibility. Or to use a different sort of example,
when it comes to property rights in software,
the notion of property and the stakes in owning
and copying are significantly different when it
comes to computer software because computer
software has properties unlike that of anything
else. Most notably, software can be replicated
with no loss to the owner in terms of possession
or usefulness (though, of course, there is a loss
in the value of the software in the marketplace).
So, computers and ethics are connected inso-
far as computers make it possible for humans
to do things they couldn’t do before and to do
things they could do before but in new ways.
These changes often have moral significance.

2 Applied and Synthetic Ethics

To say that computer technology creates new
tokens of an act type may lead some to categorize
computer ethics as a branch of applied or practical
ethics. Once a computer ethical issue is under-
stood to involve familiar act types, it might be
presumed, all that is necessary to resolve the
issue is to use moral principles and theories that
generally apply to the act type. For example, if
the situation involves honesty in communicating
information, simply follow the principle, “tell
the truth,” with all its special conditions and
caveats. Or, if the situation involves producing
some positive and negative effects, simply do the
utilitarian calculation. This account of computer
ethics is, however, as controversial as is the notion
of “applied ethics” more generally.

For one thing, computer technology and the
human situations arising around it are not always
so casy to understand. As Moor has pointed out,
often there are conceptual muddles (1985). What
is software? What is a computer virus? How are
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we to conceptualize a search engine? A cookie?
A virtual harm? In other words, computer ethi-
cists do more than “apply” principles and theor-
ies; they do conceptual analysis. Moreover, the
analysis of a computer-ethical issue often involves
synthesis, synthesis that creates an understanding
of both the technology and the ethical situation.
A fascinating illustration of this is the case of a
virtual rape (Dibbell 1993). Here a character in
a multi-user virtual reality game rapes another
character. Those participating in the game are
outraged and consider the behavior of the real
person controlling the virtual characters offens-
ive and bad. The computer ethical issue involves
figuring out what, if anything, wrong the real
person controlling the virtual character has done.
This involves understanding how the technology
works, what the real person did, figuring out how
to characterize the actions, and then recommend-
ing how the behavior should be viewed and re-
sponded to. Again, analysis of this kind involves
more than simply “applying” principles and theor-
ies. It involves conceptual analysis and interpreta-
tion. Indeed, the synthetic analysis may have
implications that reflect back on the meaning of,
or our understanding of, familiar moral principles
and theories.

To be sure, philosophical work in computer
ethics often does involve drawing on and extend-
ing the work of well-known philosophers and
making use of familiar moral concepts, principles,
and theories. For example, computer ethical issues
have frequently been framed in utilitarian,
deontological, and social contract theory. Many
scholars writing about the internet have drawn on
the work of existentialist philosophers such as
Soren Kierkegaard (Dreyfus 1999; Prosser & Ward
2000) and Gabriel Marcel (Anderson 2000). The
work of Jirgen Habermas has been an import-
ant influence on scholars working on computer-
mediated communication (Ess 1996). Recently
van den Hoven (1999) has used Michael Walzer’s
“spheres of justice” to analyze the information
society; Cohen (2000) and Introna (2001) have
used Emmanuel Levinas to understand internet
communication; Adams and Ofori-Amanfo (2000)
have been connecting feminist ethics to compu-
ter ethics; and Grodzinsky (1999) has developed
virtue theory to illuminate computer ethics.




Nevertheless, while computer ethicists often
draw on, extend, and “apply” moral concepts and
theories, computer ethics involves much more
than this. Brey (2000) has recently argued for
an approach that he labels “disclosive computer
ethics.” The applied ethics model, he notes,
emphasizes controversial issues for which the eth-
ical component is transparent. Brey argues that
there are many nontransparent issues, issues that
are not so readily recognized. Analysis must be
done to “disclose” and make visible the values
at stake in the design and use of computer tech-
nology. A salient example here is work by Introna
and Nissenbaum (2000) on search engines. They
show how the design of search engines is laden
with value choices. In order to address those
value choices explicitly, the values embedded
in search engine design must be uncovered and
disclosed. This may sound simple but in fact
uncovering the values embedded in technology
involves understanding how the technology
works and how it affects human behavior and
human values.

Setting aside what is the best account of
computer ethics, it should be clear that a major
concern of the field is to understand its domain,
its methodology, its reason for being, and its
relationship to other areas of ethical inquiry. As
computer technology evolves and gets deployed
in new ways, more and more ethical issues are
likely to arise.

3 Traditional and Emerging
Issues

“Information society” is the term often used
(especially by economists and sociologists) to
characterize societies in which human activity
and social institutions have been significantly
transformed by computer and information tech-
nology. Using this term, computer ethics can
be thought of as the field that examines ethical
issues distinctive to “an information society.”
Here I will focus on a subset of these issues,
those having to do with professional ethics,
privacy, cyber crime, virtual reality, and general
characteristics of the internet.
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3.1 Ethics for computer professionals

In an information society, a large number of
individuals are educated for and employed in
jobs that involve development, maintenance,
buying and selling, and use of computer and
information technology. Indeed, an information
society is dependent on such individuals —
dependent on their special knowledge and
expertise and on their fulfilling correlative social
responsibilities. Expertise in computing can be
deployed recklessly or cautiously, used for good
or ill, and the organization of information tech-
nology experts into occupations/professions is
an important social means of managing that
expertise in ways that serve human well-being.

An important philosophical issue here has to
do with understanding and justifying the social
responsibilities of computer experts. Recogniz-
ing that justification of the social responsibilities
of computer experts is connected to more general
notions of duty and responsibility, computer ethi-
cists have drawn on a variety of traditional philo-
sophical concepts and theories, but especially
social contract theory.

Notice that the connection between being a
computer expert and having a duty to deploy that
expertise for the good of humanity cannot be
explained simply as a causal relationship. For one
thing, one can ask “why?” Why does the role of
computer expert carry with it social responsibil-
ities? For another, individuals acting in occupa-
tional roles are typically not acting simply as
individual autonomous moral agents; they act as
employees of companies or agencies, and may
not be involved in the decisions that most critic-
ally determine project outcomes. Hence, there is
a theoretical problem in explaining why and to
what extent individuals acting in occupational
roles are responsible for the effects of their work.

Social contract theory provides an account of
the connection between occupational roles and
social responsibilities. A social contract exists
between members of an occupational group and
the communities or societies of which they are
a part. Society (states, provinces, communities)
allows occupational groups to form professional
organizations, to make use of educational institu-
tions to train their members, to control admission,




and so on, but all of this is granted in exchange
for a commitment to organize and control the
occupational group in ways that benefit society.
In other words, a profession and its members
acquire certain privileges in exchange for accept-
ing certain social responsibilities.

The substantive content of those responsibil-
ities has also been a topic of focus for computer
ethicists. Computer professional groups have
developed and promulgated codes of professional
and ethical conduct that delineate in broad terms
what is and is not required of computer experts.
See, for example, the ACM Code of Ethics and
Professional Conduct or the Code of Conduct
of the British Computer Society. Since these
codes are very general, there has been a good
deal of discussion as to their appropriate role
and function. Should they be considered com-
parable to law? Should there be enforcement
mechanisms and sanctions for those who violate
the code? Or should codes of conduct aim at
inspiration? If so, then they should merely con-
sist of a statement of ideals and need not be
followed “to the letter” but only in spirit.

At least one computer ethicist has gone so far
as to argue that the central task of the field of
computer ethics is to work out issues of pro-
fessional cthics for computer professionals.
Gotterbarn (1995: 21) writes that the “only way
to make sense of ‘Computer Ethics’ is to narrow
its focus to those actions that are within the
control of the individual moral computer
professional.”

While Gotterbarn’s position is provocative, it
is not at all clear that it is right. For one thing,
many of the core issues in computer ethics are
social value and policy issues, such as privacy
and property rights. These are issues for all cit-
izens, not just computer professionals. Moreover,
many of the core issues faced by computer pro-
fessionals are not unique to computing; they are
similar to issues facing other occupational groups:
What do we owe our clients? Our employers?
When are we justified in blowing the whistle?
How can we best protect the public from risk?
Furthermore, since many computer professionals
work in private industry, many of the issues they
face are general issues of business ethics. They
have to do with buying and selling, advertising,
proprietary data, competitive practices, and so
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on. Thus, it would be a mistake to think that all
of the ethical issues surrounding computer and
information technology are simply ethical issues
for computer professionals. Computer experts
face many complex and distinctive issues, but
these are only a subset of the ethical issues sur-
rounding computer and information technology.

3.2 Privacy

In an “information society” privacy is a major
concern in that much (though by no means all)
of the information gathered and processed is
information about individuals. Computer tech-
nology makes possible a previously unimaginable
magnitude of data collection, storage, retention,
and exchange. Indeed, computer technology has
made information collection a built-in feature of
many activities, for example, using a credit card,
making a phone call, browsing the web. Such
information is often referred to as transaction-
generated information or TGI.

Computer ethicists often draw on prior philo-
sophical and legal analysis of privacy and focus
on two fundamental questions: What is privacy?
Why is it of value? These questions have been
contentious and privacy often appears to be an
elusive concept. Some argue that privacy can be
reduced to other concepts such as property or
liberty; some argue that privacy is something
in its own right and that it is intrinsically valu-
able; yet others argue that while not intrinsically
valuable, privacy is instrumental to other things
that we value deeply — friendship, intimacy, and
democracy.

Computer ethicists have taken up privacy
issues in parallel with more popular public con-
cerns about the social effects of so much personal
information being gathered and exchanged. The
fear is that an “information society” can easily
become a “surveillance society.” Here computer
ethicists have drawn on the work of Bentham
and Foucault suggesting that all the data being
gathered about individuals may create a world
in which we effectively live our daily lives in a
panopticon (Reiman 1995). “Panopticon” is
the shape of a structure that Jeremy Bentham
designed for prisons. In a panopticon, prison cells
are arranged in a circle with the inside wall of




cach cell made of glass so that a guard, sitting in
a guard tower situated in the center of the circle,
can see everything that happens in each and every
cell. The effect is not two-way; that is, the pris-
oners cannot see the guard in the tower. In fact,
a prison guard need not be in the guard tower
for the panopticon to have its effect; it is enough
that prisoners believe they are being watched.
When individuals believe they are being watched,
they adjust their behavior accordingly; they take
into account how the watcher will perceive their
behavior. This influences individual behavior and
how individuals see themselves.

While computerized information-gathering
does not physically create the structure of a
panopticon, it does something similar insofar as
it makes a good deal of individual behavior avail-
able for observation. Thus, data collection activ-
ities of an information society could have the
panopticon effect. Individuals would know that
most of what they do can be observed and this
could influence how they behave. When human
behavior is monitored, recorded, and tracked,
individuals could become intent on conforming
to norms for fear of negative consequences. If
this were to happen to a significant extent, it
might incapacitate individuals in acting freely and
thinking critically — capacities necessary to real-
ize democracy. In this respect, the privacy issues
around computer technology go to the heart of
freedom and democracy.

It might be argued that the panoptic effect
will not occur in information societies because
data collection is invisible so that individuals are
unaware they are being watched. This is a pos-
sibility, but it is also possible that as individuals
become more and more accustomed to informa-
tion societies, they will become more aware of
the extent to which they are being watched. They
may come to see how information gathered in
various places is put together and used to make
decisions that affect their interactions with gov-
ernment agencies, credit bureaus, insurance com-
panies, educational institutions, employers, ctc.

Concerns about privacy have been taken up
in the policy arena, with a variety of legislation
controlling and limiting the collection and use
of personal data. An important focus here has
been comparative analyses of policies in different
countries — for they vary a good deal. The Amer-
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ican approach has been piecemeal, with separate
legislation for different kinds of records (i.e.,
medical records, employment histories, credit
records), whereas several European countries have
comprehensive policies that specify what kind
of information can be collected under what
conditions in #/l domains. Currently the policy
debates are pressured by the intensification of
global business. Information-gathering organiza-
tions promise data subjects that they will only
use information in certain ways; yet, in a global
economy, data collected in one country — with a
certain kind of data protection — can flow to
another country where there is no or different
protection. An information-gathering organiza-
tion might promise to treat information in a
certain way, and then send the information
abroad where it is treated in a completely differ-
ent way, thus breaking the promise made to the
data subject. To assure that this does not hap-
pen, a good deal of attention is currently being
focused on working out international arrange-
ments and agreements for the flow of data across
national boundaries.

3.3 Cybercrime and abuse

While the threats to privacy described above arise
from wuses of computer and information techno-
logy, other threats arise from abuses. As individuals
and companies do more and more electronically,
their privacy and property rights become ever
more important, and these rights are sometimes
threatened by individuals who defy the law or
test its limits. Such individuals may seek personal
gain or may just enjoy the challenge of figuring
out how to crack security mechanisms. They are
often called hackers or crackers. The term hacker
used to refer to individuals who simply loved the
challenge of working on programs and figuring
out how to do complex things with computers,
but did not necessarily break the law. Crackers
were those who broke the law. However, the
terms are now used somewhat interchangeably
to refer to those who engage in criminal activity.

The culture of hackers and crackers has been
of interest not only because of the threat posed
by their activities, but also because the culture
of hackers and crackers represents an alternative




vision of how computer technology might be
developed and used, one that has intrigued philo-
sophers. (See Chapter 7 on INTERNET CULTURE.)
Hackers and crackers often defend their behavior
by arguing for a much more open system of com-
puting with a freer flow of information, creating
an environment in which individuals can readily
share tools and ideas. In particular, the culture
suggests that a policy of no ownership of soft-
ware might lead to better computing. This issue
goes to the heart of philosophical theories of
property, raising traditional debates about the
foundations of property, especially intellectual
property.

Some draw on Locke’s labor theory of property
and argue that software developers have a natural
right to control the use of their software. Others,
such as me, argue that while there are good
utilitarian reasons for granting ownership in soft-
ware, natural rights arguments do not justify
private ownership of software (Johnson 2001).
There is nothing inherently unfair about living
in a world in which one does not own and cannot
control the use of software one has created.

Nevertheless, currently, in many industrialized
countries there are laws against copying and dis-
tributing proprietary software, and computer ethi-
cists have addressed issues around violations of
these laws. Conceptually, some have wondered
whether there is a difference between familiar
crimes such as theft or harassment and parallel
crimes done using computers. Is there any
morally significant difference between stealing
(copying and selling copies of)) a software pro-
gram and stealing a car? Is harassment via the
internet morally any different than face-to-face
harassment? The question arises because actions
and interactions on the internet have some dis-
tinguishing features. On the internet, individuals
can act under the shroud of a certain kind of
anonymity. They can disguise themselves through
the mediation of computers. This together with
the reproducibility of information in computer
systems makes for a distinctive environment for
criminal behavior. One obvious difference in
cybertheft is that the thief does not deprive the
owner of the use of the property. The owner
still has access to the software, though of course
the market value of the software is diminished
when there is rampant copying.
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Computer ethicists have taken up the task of
trying to understand and conceptualize cyber-
crimes as well as determining how to think about
their severity and appropriate punishment. Crim-
inal behavior is nothing new, but in an informa-
tion society new types of crimes are made possible,
and the actions necessary to catch criminals and
prevent crimes are different.

3.4 Internet issues

Arguably the internet is the most powerful
technological development of the late twentieth
century. The internet brings together many
industries, but especially the computer, telecom-
munications, and media enterprises. It brings
together and provides a forum for millions of
individuals and businesses around the world. It
is not surprising, then, that the internet is cur-
rently a major focus of attention for computer
ethicists. The development of the internet has
involved moving many basic social institutions
from a paper and ink medium to the electronic
medium. The question for ethicists is this: is there
anything ethically distinctive about the internet?
(A parallel question was asked in the last section
with regard to cybercrime.)

The internet seems to have three features that
make it unusual or special. First, it has an unusual
scope in that it provides many-to-many commun-
ication on a global scale. Of course, television
and radio as well as the telephone are global in
scale, but television and radio are one-to-many
forms of communication, and the telephone,
which is many-to-many, is expensive and more
difficult to use. With the internet, individuals
and companies can have much more frequent
communication with one another, in real time,
at relatively low cost, with ease and with visual as
well as sound components. Second, the internet
facilitates a certain kind of anonymity. One can
communicate extensively with individuals across
the globe (with ease and minimal cost), using
pseudonyms or real identities, and yet one never
has to encounter the others face-to-face. This
type of anonymity affects the content and nature
of the communication that takes place on the
internet. The third special feature of the internet
is its reproducibility. When put on the internet,




text, software, music, and video can be duplicated
ad infinitum. They can also be altered with ease.
Moreover, the reproducibility of the medium
means that all activity on the internet is recorded
and can be traced.

These three features of the internet — global
many-to-many scope, anonymity, and reproduc-
ibility — have enormous positive as well as negat-
ive potential. The global, many-to-many scope
can bring people from around the globe closer
together, relegating geographic distance to insig-
nificance. This feature is especially freeing to those
for whom travel is physically challenging or
inordinately expensive. At the same time, these
potential benefits come with drawbacks; one of
the drawbacks is that this power also goes to
those who would use it for heinous purposes.
Individuals can — while sitting anywhere in the
world, with very little effort — launch viruses and
disrupt communication between others. They can
misrepresent themselves and dupe others on a
much larger scale than before the internet.

Similarly, anonymity has both benefits and
dangers. The kind of anonymity available on the
internet frees some individuals by removing bar-
riers based on physical appearance. For example,
in contexts in which race and gender may get in
the way of fair treatment, the anonymity provided
by the internet can eliminate bias; for example, in
on-line education, race, gender, and physical ap-
pearance are removed as factors affecting student-
to-student interactions as well as the teacher
evaluations of students. Anonymity may also
facilitate participation in beneficial activities such
as discussions among rape victims or battered
wives or ex-cons where individuals might be re-
luctant to participate unless they had anonymity.

Nevertheless, anonymity leads to serious
problems of accountability and for the integrity
of information. It is difficult to catch criminals
who act under the shroud of anonymity. And
anonymity contributes to the lack of integrity
of electronic information. Perhaps the best illus-
tration of this is information one acquires in
chatrooms on the internet. It is difficult (though
not impossible) to be certain of the identities
of the persons with whom one is chatting. The
same person may be contributing information
under multiple identities; multiple individuals may
be using the same identity; participants may have
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vested interests in the information being discussed
(e.g., a participant may be an employee of the
company,/product being discussed). When one
can’t determine the real source of information
or develop a history of experiences with a source,
it is impossible to gauge the trustworthiness of
the information.

Like global scope and anonymity, reproducib-
ility also has benefits and dangers. Reproducibility
facilitates access to information and commun-
ication; it allows words and documents to be
forwarded (and downloaded) to an almost
infinite number of sites. It also helps in tra-
cing cybercriminals. At the same time, however,
reproducibility threatens privacy and property
rights. It adds to the problems of accountability
and integrity of information arising from anony-
mity. For example, when I am teaching a class,
students can now send their assignments to
me electronically. This saves time, is convenient,
saves paper, etc. At the same time, however, the
reproducibility of the medium raises questions
about the integrity of the assignments. How can
I be sure the student wrote the paper and didn’t
download it from the web?

When human activities move to the internet,
features of these activities change and the changes
may have ethical implications. The internet has
led to a wide array of such changes. The task of
computer ethics is to ferret out these changes
and address the policy vacuums they create.

3.5 Virtual veality

One of the most philosophically intriguing
capacities of computer technology is “virtual real-
ity systems.” These are systems that graphically
and aurally represent environments, environments
into which individuals can project themselves and
interact. Virtual environments can be designed
to represent real-life situations and then used to
train individuals for those environments, e.g., pilot
training programs. They can also be designed to
do just the opposite, that is, to create environ-
ments with features radically different from the
real world, e.g., fantasy games. Ethicists have
just begun to take up the issues posed by virtual
reality and the issues are deep (Brey 1999). The
meaning of actions in virtual reality is what is at




stake as well as the moral accountability of indi-
vidual behavior in virtual systems. When one acts
in virtual systems one “does” something, though
it is not the action represented. For example,
killing a figure in a violent fantasy game is not
the equivalent of killing a real person. Neverthe-
less, actions in virtual systems can have real-world
consequences; for example, violence in a fantasy
game may have an impact on the real player or,
as another example, the pilot flying in the flight
simulator may be judged unprepared for real
flight. As human beings spend more and more
time in virtual systems, ethicists will have to
analyze what virtual actions mean and what, if
any, accountability individuals bear for their
virtual actions. (See Chapter 12 for more on
VIRTUAL REALITY.)

4 Conclusion

This chapter has covered only a selection of the
topics addressed by philosophers working in the
field of computer ethics. Since computers and
information technology are likely to continue to
evolve and become further integrated into the
human and natural world, new ethical issues are
likely to arise. On the other hand, as we become
more and more accustomed to acting with and
through computer technology, the difference
between “ethics” and “computer ethics” may well
disappear.

Websites and Other Resources

Ethics and Information Technology, an interna-
tional quarterly journal by Kluwer Academic
Publishers (and the only journal devoted speci-
fically to moral philosophy and information and
communication technology; first published in
1999), contains articles on a variety of topics.

Tavani, H. 1996. “Bibliography: a computer ethics
bibliography.” Computers & Society SIGCASE
Reader 1996. New York, NY: ACM Inc. This is
an extremely useful resource which Tavani con-
tinues to update at: <http:/www.rivier.edu/
faculty /htavani/biblio.htm>.
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<http: //www.ethics.ubc.ca/resources/
computer,/>

This is the Computer and Information Ethics
Resources portion of the website of the Centre
for Applied Ethics of the University of British
Columbia. The site includes Starting Points in
Computer Ethics/Info-Tech Ethics, a set of
papers to read, and a bookstore showing books
in computer and information ethics which are
linked to Amazon.com.

<http: /www.wolfson.ox.ac.uk /~floridi/>

This website is the work of Luciano Floridi. It
contains his paper entitled “Information ethics:
on the philosophical foundation of computer
cthics,” and includes a list of resources as well as
links to other projects and papers by Floridi.

<http: //www.ccsr.cse.dmu.ac.uk /contents />
This is the site for the Centre for Computing
and Social Responsibility (CCSR), in the UK,
provides access to a variety of useful materials
including a list of conferences, a discussion
forum and links to other sites.

<http://onlineethics.org>

This website is devoted broadly to engineering
and computer cthics, and contains bibliographic
materials and case studies, as well as links to
other sites.
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Chapter 6

Computer-mediated
Communication and
Human-Computer Interaction

Charles Ess

Introduction: CMC and
Philosophy

From Anaximander through Kant, philosophers
have recognized that knowing a thing involves
knowledge of its limits, i.e., the boundaries or
edges that define (delimit) both what a thing is
and what it is not. Information and Computing
Technologies (ICT) give philosophers powerful
new venues for examining previously held be-
liefs concerning what delimits human beings, for
instance, artificial pis-2-vis natural intelligence.
As we will see, ICT further allow us to test long-
debated claims regarding human nature and thus
politics, that is, questions like whether we are
capable of democratic governance or we require
authoritarian control. Computer-Mediated Com-
munication (CMC) and Human-Computer Inter-
action (HCI) provide philosophers with new
laboratories in which claims that previously rested
primarily on the force of the best arguments can
now be reevaluated empirically, in light of the
attempts made to implement these assumptions
in the praxis of human—-machine interaction, in
the potentially democratizing effects of CMC,
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and so forth (on this new methodological turn
see also Chapter 26, PHILOSOPHY OF INFORMA-
TION TECHNOLOGY).

To see how this is so, this chapter begins with
some elementary definitions. The second section
provides an analysis of some of the key philo-
sophical issues that are illuminated through vari-
ous disciplinary approaches that incorporate CMC
technologies. This discussion is organized in
terms of the fundamental elements of worldview,
i.e., of ontology, epistemology (including semi-
otics, hypertext, and logic), the meaning of iden-
tity and personhood (including issues of gender
and embodiment), and ethical and political values
(especially those clustering about the claim that
these technologies will issue in a global demo-
cracy vs. the correlative dangers of commercial-
ization and a “computer-mediated colonization”).
In the last section, some suggestions of possible
research directions for, and potential contribu-
tions of, “computer-mediated philosophy” are
offered, in view of a philosophical inquiry ori-
ented towards the sorts of theories, praxis, and
interdisciplinary dialogues described here. Perhaps
most importantly, philosophers may be able to
contribute to a renewed education — one taking




Socrates as its model — that is required for cul-
tural flows facilitated by CMC.

1 Some Definitions

CMC may be defined as interactive communica-
tion between two or more intelligent agents that
relies on ICT — usually personal computers and
networks — as its primary medium. Examples in-
clude: e-mail, chatrooms, USENET newsgroups,
MUDs and MOOs, listserves, “instant messaging”
services (ICQ, AOL Instant Messager, etc.),
audio- and video-teleconferencing, shared virtual
reality systems, and other ways of sharing files
and information via networks and the internet,
including peer-to-peer file transfers (via a service
such as Gnutella, <http:/www.gnutella.com>),
and the multimedia communication of the web
(e.g., personal homepages, folder- and link-
sharing via <http://www.backflip.com>, photo-
file sharing on commercial servers, etc.). This
definition allows for the possibility of humans
communicating with intelligent but artificial
agents via computers and networks and, as we
will see below, thus points towards artificial in-
telligence and related developments as limiting
issues for CMC (see Herring 2002 for a more
complete description and history of the most
significant examples of CMC).

HCI may be construed as a narrowly defined
variant of CMC. While CMC refers to any com-
munication between intelligent agents mediated
by computers, such communication usually in-
cludes, and thus presupposes, successful interac-
tion between human agents and the mediating
technologies. Such interaction requires an inter-
face design that, ideally, allows for “seamless” or
“intuitive” communication between human and
machine. The design of such interfaces, and the
correlative investigations into human and machine
capacities, cognitive abilities, and possible ways
of interacting with the world and one another
constitute the subject matter of HCI. While HCI
is incipient in every computer design, early HCI
literature largely assumed that machines would
be used by an elite of technical experts; but as
computing technologies became more ubiquitous,
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so the need increased for more “user-friendly”
interface design, thus requiring greater attention
to HCI issues (Bardini 2000, Hollan 1999,
Suchman 1987).

Finally, as Carleen Maitland (2001) points out,
the research area of computer-supported co-
operative work (CSCW) may be included as a
subarea of CMC/HCI.

2 Philosophical Perspectives:
Worldview

While extensive and growing almost as explos-
ively as the internet and the web themselves,
both scholarly and popular literatures in CMC,
HCI, and CSCW remain primarily within the
boundaries of the disciplines of computer sci-
ence, “human factors” as understood in terms
of ergonomics, communication theory, cultural
studies, and such social sciences as ethnography,
anthropology, psychology, and, especially, in the
case of CSCW, the social psychology of group
work (Hakken 1999; Bell 2000). Some theorists
and designers exploit the theoretical frameworks
and insights of cognitive psychology, cognitive
science, artificial intelligence, and so forth, thus
approaching more directly philosophical domains.
Finally, some examples represent an explicit dia-
logue between CMC and HCI on the one hand,
and philosophical concerns on the other. The
communication theorists Chesebro and Bertelson,
for example, utilize a theory of communication ori-
ginally developed by Innis, Eisenstein, McLuhan,
and Ong, that sees communication as a techno-
logy that in turn centrally defines culture, in order
to explicitly address philosophical concerns with
epistemology, ontology, critical reasoning, etc.
(Chesebro & Bertelson 1996; see Ess 1999).
Taken together, these contribute significantly to
the characteristically philosophical projects of un-
covering and articulating basic worldview assump-
tions such as epistemology (including questions
concerning the nature of truth, whether truth
may have a universally valid status, etc.), ontology
(including questions concerning the reality and
meaning of being human), ethics, politics (includ-
ing issues of democracy and justice), and so forth




(see also in this volume Chapters 11 and 12,
ONTOLOGY and VIRTUAL REALITY).

2.1 Ontology, epistemoloyy, personhood

In this chapter the term “ontology” is used in a
broad sense, one that includes more traditional
metaphysics. This category raises questions about
the nature of the real, including both internal
entities (such as a self, mind, and /or spirit), and
external realities as well as an external world or
worlds, including persons, transcendental realities
(mathematical, ethical [e.g., values and rights that
are not reducible to the strictly material |, religious,
etc.), causal and other possible relationships.
Beyond questions regarding ontology and vir-
tual reality, questions concerning human nature
and the self are among the most prominent
ontological questions evoked by, and explored
in, CMC and HCI. These questions are perhaps
as ancient as speculation concerning the Golem
and automata in the fifteenth and sixteenth cen-
turies. In any case, directions for design of HCI
were defined from the 1950s on by two distinct
philosophical visions. The first (originally, the
minority position represented by Douglas Engel-
bart) was a more humanistic — indeed, classically
Enlightenment/Cartesian — vision of using com-
puting technologies as slaves, in a symbiosis
intended to aungment, not replace, human intel-
ligence. The second (originally more domin-
ant) vision of the Al community was to build
superior replacements of the human mind. This
general project is commonly characterized by a
Cartesian dualism, one that regards the mind as
reason divorced from body and whose primary
mode of knowledge is mathematical and sym-
bolic (see, however, Floridi 1999 for a more
extensive analysis of the philosophical assump-
tions underlying so-called strong Al, one that
argues against the view that Al rests on Cartesian
roots). The former emphasized the need for HCI
design to accommodate the machine to the
human by recognizing that the machine differs
from the human in important ways. Its binary
language and symbolic processes do not neatly
match human natural language, and the human
“interface” with our world includes that of an
embodied mind, one whose interaction with the

Charles Ess

78

machine will thus turn on a variety of physical
devices (most famously, Engelbart’s mouse)
and multiple senses (including a graphical user
interface that exploits the visual organization of
information). The AI orientation tended to min-
imize matching human and computer in terms
of interface, partly because any human-machine
symbiosis was seen as only an intermediate stage
on the way to machines replacing human beings
(Bardini 2000: 21). Engelbart’s “coevolutionary”
approach to HCI, by contrast, rests on an ana-
logous dialogue between disciplines. He was
directly influenced by linguist Benjamin Whorf
and the recognition of the role of natural lan-
guage in shaping worldview (Bardini 2000: 36).
Worldview is thus the conceptual interface
between HCI, linguistics, and philosophy.

Winograd and Flores (1986) more explicitly
take up the philosophical dimensions of the split
in HCI between AI and Engelbart. They explore
the intersections between computer technology
and the nature of human existence, including
“the background of a tacit understanding of
human nature and human work.” They clarify
that “in designing tools we are designing ways
of being” (1986: xi). That is: tools are designed
with the goal of making specific actions and pro-
cesses casier and thus their design reflects a range
of assumptions, including worldview assumptions
regarding what is valuable, what is possible and
casy for the users involved, and what are the
preferred ways of facilitating these processes. As
they make certain actions and processes casier,
tools thus embody and embed these assump-
tions, while excluding others. In doing so, they
thus bias their users in specific directions and,
in this way, shape our possible ways of being.
Following Bardini’s analysis of the dominance of
Al-oriented approaches in earlier HCI, Winograd
and Flores interpret the worldview of much com-
puter design as “rationalistic,” “because of its
emphasis on particular styles of consciously
rationalized thought and action” (1986: 8). They
seek to correct its “particular blindness about
the nature of human thought and language” by
highlighting how language and thought depend
on social interaction, an analysis based on the
philosophical traditions of hermeneutics and phe-
nomenology and including Heidegger, Austin,
Searle, and Habermas (1986: 9).




Winograd and Flores’s project of unveiling the
established but tacit background knowledge of
computer designers regarding what it means to
be buman anticipates a burgeoning discussion in
CMC, HCI, and CSCW literatures in the 1990s
concerning specific conceptions of personhood
and identity presumed by various design philo-
sophies. A central focal point for this discussion
is the notion of the cyborg, the human—-machine
symbiosis originally figuring in science fiction,
perhaps most prominently as the Borg in Star
Trek: The Next Generation. The Borg can rep-
resent humanity’s worst fears about technology.
Once the boundary between humanity and
machinery is breached, the machinery will irre-
sistibly take control, destroying our nature (spe-
cifically, the capacities for independent agency
and compassion towards others) in the process.
By contrast, Donna Haraway’s “Cyborg Mani-
festo” (1990) argues that women as embodied
creatures are thus trapped in a real world of
patriarchal oppression, one in which women,
body, and sexuality are demonized. Women (and
men) can thus find genuine equality and libera-
tion only as disembodied minds in cyberspace,
as cyborgs liberated rather than dehumanized
through technology.

Philosophers will recognize in Haraway’s
vision of technologically mediated liberation a
dualism that echoes Descartes” mind-body split.
For historians of religion, such dualism further
recalls Gnostic beliefs. Gnostics held that the
human spirit is a kind of divine spark fallen from
heaven and trapped within the debased materiality
of the human body. For such a spirit — as onto-
logically and ethically opposed to the body —
salvation can come only through liberation from
the body. Such Gnosticism appears to be at work
in numerous visions of liberation through CMC
technologies, including explicitly religious ones
(O’Leary & Brasher 1996; Wertheim 1999). As
Katherine Hayles (1999) has documented, this
dualism emerges in the foundational assumptions
of cybernetics and a conception of formalistic
rationality in Al, one that issues most famously
in Hans Moravec’s hope that humans will soon
be able to download their consciousness into
robotic bodies that will live forever (1988). This
dualism, morcover, can be seen at work in the
relatively early celebration of hypertext and CMC
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as marking out a cultural shift as revolutionary
as the printing press, if not the invention of fire
(e.g., Lyotard 1984, Bolter 1984, 1991, Landow
1992, 1994). That is, to emphasize the radical
difference between print culture and what Ong
has called the “secondary orality” of electronic
media and culture (1988) requires us to establish
a dualistic opposition between these two cultural
stages, one fostered by especially post-modernist
emphases on such a radical dichotomy between
modernity and postmodernity. This emphasis on
the radical /revolutionary difference between past
and future is, precisely, consistent with Haraway’s
carly “cyber-gnosticism,” the equally dualistic
presumption that the mind /persona in cyberspace
is radically divorced from the body sitting back
at the keyboard. Such cyber-gnosticism takes
political expression in the libertarian hopes for
a complete liberation from the chains of mod-
ernity and the constraints of what John Perry
Barlow so contemptuously called “meatspace”
(1996).

The difficulties of dualism and Gnosticism,
however, are well known, ranging from the mind—
body problem (in Descartes’s terms, how does
mind as a thinking, non-extended substance com-
municate with and affect the body as a non-
thinking, extended substance?) to what Nietzsche
identified as “the metaphysics of the hangman,”
i.e., the objection that especially Christian dualisms
result in a denigration of body, sexuality, women,
and “this life” in general (1954: 500). In light
of these classical difficulties, the more recent turn
from such dualisms in the literatures of CMC and
HCI is not surprising. To begin with, alternatives
to the Cartesian/Al conceptions of knowledge
began to emerge within the literatures of cyber-
netics and HCI, e.g. in Bateson’s notion of dis-
tributed cognition (1972, 1979) and Engelbart’s
emphasis on kinesthetic knowledge (Bardini
2000: 228f.; Hayles 1999: 76-90; cf. Suchman
1987). A more recent example of this turn is
Hayles’ version of the “posthuman,”
terized by an explicit epistemological agenda:
“reflexive epistemology replaces objectivism . . .
embodiment replaces a body seen as a support
system for the mind; and a dynamic partner-
ship between humans and intelligent machines
replaces the liberal humanist subject’s manifest
destiny to dominate and control nature” (1999:

as charac-




288). That is, Hayles foregrounds here the shift
from an objectivist epistemology, based on a
dualistic separation of subject—object (and thus
between subjective vs. objective modes of know-
ledge, so as to then insist that only “objective”
modes of knowledge are of value), to an epi-
stemology which (echoing Kant) emphasizes the
inevitable interaction between subject and object
in shaping our knowledge of the world. Know-
ledge is not an “either/or” between subjective
and objective, it is both subjective and objective.
In the same way, Hayles further focuses precisely
on the meanings of embodiment in what many
now see as a post-Cartesian understanding of
mind-and-body in cyberspace (Bolter 2001;
Brown & Duguid 2000; Dertouzos 2001). These
shifts, finally, undercut the Cartesian project of
using technology to “master and possess nature”
(Descartes 1637: 35). Such a project makes sense
for a Cartesian mind radically divorced from its
own body and nature, indeed, a mind for whom
nature is seen as inferior and dependent (1637:
19). But as the environmental crises of our own
day make abundantly clear, as embodied beings
(not just “brains on a stick”) we are intimately
interwoven with a richly complex natural order,
contra the Cartesian dualisms underlying what
Hayles calls the liberal project of mastery and
domination of nature. More broadly, especially
as the demographics of the Net change, and
women are now the majority of users, it seems
likely that the literature on gender, cyborgs, and
personhood will continue to offer new philo-
sophical insights and directions.

There emerges here then a series of debates
between postmodern/dualistic emphases on rad-
ical difference between mind and body, humanity
and nature, electronic and print cultures, etc.,
and more recent reconsiderations that stress con-
nection between these dyadic elements. These
debates are further at work in philosophical con-
siderations of space and place. On the one hand,
the very term “cyberspace” indicates that our
ordinary conceptions cannot fully apply to the
new sorts of individual and social spaces enabled
by these technologies. Similarly, Mike Sandbothe
(1999), partly relying on Rorty and Derrida, has
argued that the internet and the web collapse
“natural” senses of time into the virtually instan-
taneous, thus making the experience of time one
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shaped by users. Especially given a postmodernist
or social-constructivist epistemology that minim-
izes the role of any external givens as constrain-
ing our knowledge, time and space may become
our own creations, the result of aesthetic choices
and our narrative and cooperative imagination.

On the other hand, the renewed stress on the
ontological /epistemological connections between
mind and world and the corresponding ethical
and political responsibilities entailed by such
connections further parallel observations that,
contra the ostensibly transnational character of
the web and the Net, social and national bound-
aries are in fact observed in cyberspace (Halavais
2000), with potentially imperialistic consequences
(Barwell & Bowles 2000). As we will see in the
discussion of politics, the strength of the connec-
tions between physical spaces and cyberspace is
further apparent if we examine the role of diverse
cultures in resisting a “computer-mediated colon-
ialism,” i.e., the imposition of Western values
and communication preferences across the globe
as these values and preferences are embedded in
the current technologies of CMC and CSCW.
Recent work documents the many ways in which
especially Asian cultures — whose cultural values
and communicative preferences perhaps most
clearly diverge from those embedded in Western
CMC and CSCW technologies — are able to
reshape CMC and CSCW technologies in order
better to preserve and enhance distinctive cultural
values and identity.

2.2 Epistemology: semiotics, hypertext,
and logic

The notion of “communication” in CMC com-
bines philosophical and communication theoret-
ical views. For example, Shank and Cunningham
(1996) argue that CMC requires moving from a
Cartesian view, according to which autonomous
minds transfer information across a transparent
medium, to a theoretical approach reflecting both
communication theories that stress intersubject-
ivity (as instantiated in dialogues and multilogues,
in contrast with a monologue) and C. S. Peirce’s
semiotics, which emphasizes the emergence of
meaning out of an interconnected triad of objects,
signs, and persons (or, more generally what Peirce




calls “interpretants”). Peirce remains an import-
ant point of dialogue between philosophers and
CMC theorists (Mayer 1998, Groleau & Cooren
1999).

Chapter 19 takes up hypertext in greater de-
tail. Here we can note that David Kolb (1996)
has explored how hypertextual CMC techno-
logies may preserve and expand the discursive
moves of argument and criticism, in a domain
that is both hypertextual and, using Ong’s terms,
“oral” (i.c., ostensibly marked by greater equal-
ity and participation than in the more hierar-
chical societies of literate and print cultures)
vis-a-vis the ostensive linearity of print. Against
the postmodern emphasis on hypertext as radi-
cally overturning ostensibly modern and /or solely
literate modes of reasoning and knowledge, Kolb
argues that hypertext can facilitate especially the
dialectical patterns of Hegelian and Nietzschean
argument. But contra postmodern celebrations
of hypertext as exploding all print-based con-
straints, Kolb emphasizes the reality of humans
as finite creatures. In the face of the “informa-
tion flood” of an exponentially expanding web
of argumentative hypertexts, Kolb (rightly) pre-
dicts that the finitude of human knowers will
require new centers of access to exploding infor-
mation flows, thus engendering new forms of
hypertextual discourse.

Herbert Hrachovec (2001) has explored CMC
as a potential “space of Reason,” one whose
hypertextual dimensions either (a) reinstantiate
traditional print-based modes of knowledge rep-
resentation and argument (the Talmud, indices,
cross-references, use of images in medieval manu-
scripts, etc.) and/or (b) fundamentally challenge
and surpass traditional forms of knowledge,
argument, and reason (for similar sorts of dis-
cussion concerning how computer technologies
may reshape received notions of logic, see Scaltsas
1998, Barwise & Etchemendy 1998).

Some famous (but controversial) studies have
documented negative social consequences corre-
lating with increased participation in cyberspace.
Even such prominent proponents as Jay David
Bolter (2001) acknowledge that electronic envir-
onments favor the personal and playful rather
than abstract reasoning. These observations raise
additional questions as to how CMC technologies
may be shaping consciousness in ways potentially
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antiphilosophical, or at least “differently” philo-
sophical. For example, if we live increasingly in
a style of multitasking and “partial attention”
(Friedman 2001), how well will complex philo-
sophical arguments requiring sustained intel-
lectual attention remain accessible to novice
philosophers? Similarly, traditional philosophical
conceptions of the self include a singular agent,
as a moral agent responsible for its acts over time
or as an epistemological agent, such as Kant’s
transcendental unity of apperception, whose unit-
ary nature is inferred from the coherence of an
experiential stream of sense-data that otherwise
tends to scatter centrifugally. Of course, post-
modernism counters with notions of multiple,
decentered, fragmented selves. Postmodernist
theories dominated early CMC literature, cel-
cbrating the hypertextual web of cyberspace
precisely as it appeared to instantiate such con-
ceptions of self. Should our immersion into
cyberspace issue exactly in such decentered selves,
however, the philosophical debates between
modernists and postmodernists concerning the
self may become irrelevant. Selves that are de
facto decentered and fragmented would be
incapable of the sustained attention required for
complex philosophical arguments — as well as
incapable of acting as singular epistemological
and moral agents. Such selves would 7ot dem-
onstrate the cogency of the postmodern concept
as resulting from rigorous philosophical debate
between moderns and postmoderns. Rather, such
selves would represent only a technologically
aided self-fulfilling prophecy, i.e., the result of
adopting such technologies in the first place
because we uncritically and without further
argument presume the truth of the postmodern
notions of self as justification for immersing
ourselves in the technologies that produce such
selves. As this last phrase tries to make clear,
such self-fulfilling prophecies are, in logical terms,
viciously circular arguments, for their conclusions
are already asserted in their premises. At stake in
the debate, however, is nothing less than our
most fundamental conceptions of what it means
to be a human and/or a person. Both these con-
ceptions and the consequences of uncritically
accepting a given (e.g., postmodernist) concep-
tion over another are too important to have them
decided for us on the basis of circular argument




and self-fulfilling prophecy, rather than through
more logically sound philosophical debate.

2.3 Ethics and politics:
democratization vs. the panopticon
and modernism vs. postmodernism

Perhaps the single most important claim made
in the effort to legitimate — if not simply sell —
CMC technologies is that they will democratize,
in the sense of flatten, both local (including
corporate) and global hierarchies, bringing about
greater freedom and equality. These claims
obviously appeal to Western — specifically, both
modern liberal and postmodernist — values, but
require philosophical scrutiny. To begin with,
much CMC and popular literature assumes that
“democracy” means especially a libertarian form
of democracy, in contrast with communitarian
and pluralist forms (Ess 1996: 198-202; Hamelink
2000: 165-85). Much of the theoretically in-
formed debate turns on especially Habermasian
conceptions of democracy, the public sphere, and
a notion of communicative reason which, cou-
pled with the rules of discourse, may achieve, in
an ideal speech situation, the freedom, equality,
and critical rationality required for democracy
(Ess 1996: 203-12; Hamelink 2000: 165-85).
Seen as simply a final expression of modern
Enlightenment, however, Habermas is criticized
by feminists and postmodernists for attempting
to save a notion of reason that, at best, may be
simply a male form of “rationality” and, at worst,
contrary to its intentions to achieve freedom and
equality, threatens instead to become its own
form of totalitarian power (e.g. Poster 1997:
206-10). Habermas responds to these critiques
by incorporating especially feminist notions of
solidarity and perspective-taking, and by criticiz-
ing postmodernism in turn as ethically relativistic
and thus unable to sustain its own preferences
for democratic polity over other forms (Ess 1996:
212-16; Hamelink 2000: 55-76). More recent
debate between Habermas and Niklas Luhmann
further sharpens the theoretical limitations of
the former’s conception of democracy and the
public sphere. Habermas’s conception of “partial
publics” (Teiloffentlichkeiten) survives here as
something of a theoretical compromise between
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a full-fledged public sphere on the internet and
its complete absence in a postmodernist em-
phasis on fragmentation and decentering (Becker
& Wehner 2001; cf. Jones’s conceptions of
“micropolis” and “compunity,” 2001: 56-7;
Stevenson 2000).

Examining how CMC technologies are imple-
mented in praxis further illuminates this debate,
where the emphasis on testing theory by attempt-
ing to realize it precisely within the particulars
of everyday life is itself a Habermasian — indeed,
Aristotelian — requirement. Specific instances of
decision-making facilitated by CMC technolo-
gies appear to approximate the ideal speech situ-
ation and realize at least a partial public sphere
(Ess 1996: 218-20; Becker & Wehner 2001;
Sy 2001). At the same time, however, counter-
examples abound, including cases of CMC
technologies serving authoritarian ends and
preserving cultural hierarchies of power, status,
privilege, etc. (Yoon 1996: 2001). There are also
middle grounds, with examples of CMC tech-
nologies leading to partial fulfillment of hopes
for democracy and equality in cultural contexts
previously marked by more centralized and
hierarchical forms of government (Dahan 1999,
Hongladarom 2000, 2001, Wheeler 2001). These
diverse results suggest that realizing the demo-
cratic potentials of CMC will require conscious
attention to the social context of use, including
education, a point we shall return to below.

2.4 Globalization, commercialization,
and commodification vs. individual,
local identity

Economic and infrastructure realities dramatically
call into question the assumption that CMC rep-
resents a democratizing technology insofar as it
is interactive and can place a printing press in
the hands of anyone who can afford a computer
and internet access. Currently, less than 7 per-
cent of the world’s population enjoys such access
(see <http://www.nua.ie/surveys/how_many_
online />). Commercialization and commodifica-
tion work against any such democratization
effect (Poster 1997, Stratton 1997, McChesney
2000, Willis 2000, Yoon 2001; see Plant 2000
for a discussion of Irigaray’s notion of the




commodification of women in the “specular
economy”). In particular, Sy (2001) describes
the “commodification of the lifeworld,” drawing
on Habermas to understand how CMC tech-
nologies in the Philippines threaten to override
local cultural values and communication prefer-
ences. This is a process now well-documented
for numerous cultures. In the context of India, for
example, Keniston (2001) analyzes commodifica-
tion and other forces contributing to an emer-
ging, culturall homogenous “McWorld,” a threat
to local and regional identity that understand-
ably evokes sometimes violent but fragmenting
efforts of preservation (Sardar 2000). Hamelink
(1999) refers to this process as the “Disneyfica-
tion scenario” (cf. Bukatman 2000).
Nevertheless, recent research shows how local
or “thick” cultures both resist a computer-
mediated colonization of the lifeworld and re-
shape extant CMC and CSCW technologies to
better preserve and enhance distinctive com-
municative preferences and cultural values. In the
literature of CSCW, for example, Lorna Heaton
(2001) documents how Japanese CSCW resear-
chers developed their own CSCW technologies
to capture the many elements of nonverbal com-
munication crucial in Japanese culture (gesture,
gaze, ctc.). Similarly, in Thailand (Hongladarom
2000, 2001) and the Philippines (Sy 2001) it
appears that any emerging global culture remains
“thin” in Walzer’s sense, i.¢., it provides no sense
of historical /spatial location nor any of the
“thick” moral commitments and resources that
distinguish the practices and preferences of one
culture from the next (cf. Hamelink 1999). The
dangers and problems of globalization, especially
as fostered by the rapid diffusion of CMC
technologies — including the presumption of a
consumerist, resource-intensive, and thus non-
sustainable lifestyle — are not to be dismissed.
However, contra the claims of technological
determinism, these and similar reports suggest
that CMC technologies will not inevitably over-
run diverse cultural values and preferences.
Rather, especially when implemented in ways that
attend to the social context of use, including
education, these technologies may be appropri-
ated by diverse cultures in ways that make both
global (but “thin”) communication and culture
possible without compromising local /“thick”

Computer-mediated Communication

83

cultural values and preferences (e.g., Harris
et al. 2001).

3 Interdisciplinary Dialogue and
Future Directions in Philosophy

Philosophers have much to gain from the theory
and praxis of the many disciplines clustered about
CMC technologies. Despite fledgling (Ess 2001)
and more considered work (Borgman 1984, 1999,
Graham 1999), philosophers yet have much to
contribute to an interdisciplinary dialogue with
theorists and practitioners in CMC. The follow-
ing is only a brief overview of three key areas of
rescarch.

3.1 Critical veflection and history
of idens

To begin with, philosophers can extend — and,
when necessary, amplify and challenge — the
developing histories and conceptual frameworks
of CMC, especially as these intersect questions of
epistemology, ethics, and ontology. Researchers
in communication theory, cultural studies, HCI,
etc., are not as fully versed in the history of ideas
and the often complex arguments more familiar
to philosophers. These limitations can result in
lacunae, oversimplifications, and errors of fact
and logic that philosophers can amend, thereby
adding greater accuracy and conceptual strength
to the discussion and development of CMC.
Specifically, beyond issues of epistemology, em-
bodiment, and what it means to be a person,
philosophers may also contribute to the related
theoretical-metatheoretical issue of what we mean
by culture (see Ess 2001: 20-2).

3.2 Uncovering worldview

CMC technologies force us to articulate and,
perhaps, alter and transcend the most basic ele-
ments of our worldview, including our presump-
tions of identity, ontology, and epistemology
(Sandbothe 1999). At the same time, the aban-
doning of Cartesian dualism in early Haraway




and Barlow involves a renewed interest in phe-
nomenological and hermeneutical approaches
that emphasize connectedness between body and
mind and between the individual and a larger
community as shaped by history, tradition, cul-
ture, etc. Thus, Paul Ricoeur is enjoying a new
currency (Richards 1998; Bolter 2001), as are
Husserl and Nozick (McBeath & Webb 2000).
In this light, Winograd and Flores, in their appeal
to the hermeneutical /phenomenological philo-
sophies of Gadamer and Heidegger, were con-
siderably ahead of their time.

3.3 Contributing to global dialogue

Sandbothe (1999) takes up Rorty’s hope that
the new media may lead to a transcultural com-
munication, one that will help us become more
empathic, understanding, and receptive towards
others. Sandbothe argues that as internet com-
munication forces users to articulate our most
basic assumptions about identity, time, and space,
it thereby also helps us recognize the contingent
(i.e. mom-universal) character of these most basic
presumptions. Such communication thereby
issues in a kind of epistemological humility. This
should short-circuit ethnocentrisms that other-
wise root both tacit and overt forms of cultural
imperialism, thereby contributing to the genu-
ine dialogue across and between cultures required
for the much-prophesied global village of online
communities that extend beyond specific cultural
boundaries (see also Ess 2001).

3.4 Education for an intercultural
global village?

By engaging in an interdisciplinary theory and
praxis of CMC, philosophers may contribute to
a specific sort of education for the citizens of an
intercultural electronic village that is required to
avoid the cultural homogenization of McWorld
and the radical fragmentation of Jihad.

While Plato (at least in a straw-man form) is
routinely targeted especially by postmodernist
critics for an alleged dualism that then grounds
subsequent dualisms in Western thought, one
can argue that his allegory of the cave in the
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Republic remains a vital metaphor for both philo-
sophy and education as processes of making
tacit assumptions explicit and thereby enabling a
critical examination of worldview. Philosophical
education moves us from the ethnocentrism of
the cave to more encompassing and finally dia-
logical conceptions of human beings (Ess 2001).
Cees Hamelink (2000: 182ft.), in his many re-
commendations for how to democratize tech-
nology choices, calls for an explicitly “Socratic
education,” one that stresses critical thinking
about the risks of deploying information and
communication technologies. Hamelink appeals
for an education that will “prepare people for
the ‘culture of dialogue’ that the democratic
process requires,” a (partially Habermasian) dia-
logue that will be based on citizens’ “capacity to
reason through their own positions and justify
their preferences” as they jointly “deliberate and
reflect on the choices that optimally serve the
common interest” (184). Drawing on John
Dewey and Martha Nussbaum, Hamelink sees
such education as vital to sustaining a demo-
cratic society as now centrally engaged with the
technologies of CMC. One could add that such
education is simultaneously vital to any hopes
for intercultural dialogue and democracy on a
global scale. In addition to historical and con-
ceptual metaphors of the postmodern and
posthuman, philosophical education in intercul-
tural values may contribute to a new Renaissance
of cultural flows facilitated by CMC technologies
in dramatic new ways.
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Chapter 7

Internet Culture

Wesley Cooper

Introduction

The internet is a magnet for many metaphors.
It is cyberspace or the matrix, the “information
superhighway” or infobahn or information hair-
ball, a looking-glass its users step through to
meet others, a cosmopolitan city with tony and
shady neighborhoods, a web that can withstand
nuclear attack, electric Gaia or God, The World
Wide Wait, connective tissue knitting us into a
group mind, an organism or “vivisystem,” a petri
dish for viruses, high seas for information pirates,
a battleground for a war between encrypters and
decrypters, eye candy for discreet consumers of
a tsunami of pornography, a haven for vilified
minorities and those who seek escape from stulti-
fying real-world locales, a world encyclopedia
or messy library or textbook or post office, chat
“rooms” and schoolrooms and academic confer-
ences, a vast playground or an office complex, a
cash cow for the dot.coms, The Widow Maker,
training wheels for new forms of delinquency
practiced by script kiddies and warez d00des, a
wild frontier with very little law and order, the
glimmer in the eyes of virtual-reality creators, a
workshop for Open Source programmers, a poll-
ing booth for the twenty-first century, a market-
place for mass speech, a jungle where children
are prey, a public square or global village, a mall
or concert hall, a stake for homesteaders, a safari
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for surfers, a commercial space much in need of
zoning, the mother of all Swiss Army knives, a
tool palette for artists, a lucid dream or magic, a
telephone or newspaper or holodeck, a monster
that has escaped DARPA’s control, the Linux
penguin, sliced bread, an addiction, the Grand
Canyon, and on and on.

Before attempting to think through these
metaphors, it is worthwhile to note at the outset
that we regular users of the internet are only a
minority, even in societies that have passed
through industrialization and are now exploring
economies in which information technology has
become central. There are important technical,
moral, and political issues about conversion of
this minority into a majority, including whether
that would be a good thing, whether it is
required by fairness, how much priority should
be given to information technology in develop-
ing countries especially relative to processes of
industrialization, and so forth. It is clear, how-
ever, that desire for connection to the Net is not
a minority taste, something only for a military or
academic elite, but rather it corresponds closely
to the enormous demand for the ubiquitous com-
puter itself at every social level. So the prospect
of a global electronic metropolis, in which citizens
can reliably be expected to be netizens, is not an
idle dream, or nightmare. The internet is so new
that we don’t know yet whether it has an Aristo-
telian zelos of some benign or malign nature, or




whether instead it will always be a loose and
disjointed Humean thing, evading every attempt
to discern an underlying unity.

Although the internet is bringing us together,
it also keeps us apart in two general ways. First,
time spent online is inevitably time spent in a
greater or lesser degree of detachment from one’s
physical surroundings, including local others.
Second, the connection to distant others is itself
a form of detachment, as coolly a matter of busi-
ness as online banking or as etiolated a form of
sociability as a chat room. The major issue about
the former is simply time management. Almost
everyone has decided that local detachment is all
right, because we do it when reading, watching
television, listening to music, and so forth. But
there are still questions about how internet use
will impact on these other forms of detachment,
for instance in reading less or, worse, less well.
The latter issue is more complex. Detachment
from distant others can be valued for purposes of
efficiency, as with banking, or because it affords
anonymity to members of unpopular subcultures,
as with some chat rooms, or because one happens
to find that level of sociability to one’s liking.
There is not anything evidently wrong with any
of this, putting criminal or pathological cases aside
— hacking into banks, planning terrorist attacks,
escaping from life, and so on. Perhaps the major
issue about online detachment will have to do
with its transformation as more “bandwidth” gets
piped into our ever more versatile computers,
giving them audiovisual and even tactile powers
to create experiences that are very different from
invoking File Transfer Protocol from a command
line to send scientific data from node A to node B.

The internet is also changing us. Users of the
internet are not the people they would have been
in the absence of the computer revolution. At
one level this is a truism: experiences change us.
But many interpreters of postmodern culture,
the culture of postindustrial societies particularly
as influenced by information technology such as
the internet (and computers, CDs, etc.), detect a
change in us that is understated even by emphas-
izing that our personalities have become differ-
ent. Some of these interpretations are pretentious
babble, including much theorizing that passes as
postmodernist philosophy or psychology when
it opines that there is nothing outside the text,
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that the self is an outmoded social construct,
and so forth. Postmodernist theory should be
sharply distinguished from postmodern culture.
The latter, however it is to be characterized in
detail, is a large social fact; the former, whether
it is true or false or meaningful or nonsensical, is
precisely a theory; one can be a participant in
postmodern culture without espousing post-
modernist doctrine. Interpretations of postmodern
culture, including many insightful ones, point to
the need for a theory of personhood and personal
identity that does full justice to the changes in
us, and gives us a way of thinking constructively
about them. Many different disciplines, from
philosophy to psychology, from linguistics to
sociology, from anthropology to literary studies,
should converge so as to develop such a theory.

The internet is changing our relationship to
nature, not only in the way that postmodernist
theorists emphasize, by “thickening” the layers of
images that mediate our perception of the external
world and our interactions with it, but also by
starting to lessen the stress on nature caused by
the technologies of the industrial revolution. The
two are related. The thickened layers can include
the images that constitute the emerging tech-
nology of teleconferencing, and the lessened
stress, we have reason to hope, will take the
form of reduced environmental damage caused
by planes, trains, and automobiles; alternatives
to fossil fuel will depend, either at the research
stage or in implementation, on digital techno-
logy to harness the energy of the sun, the wind,
hydrogen, and so forth. The layers can include
the electronic paper that is clearly visible now
on the technological horizon, and the relief for
nature will be felt by our forests. The power of
computer modeling should also be mentioned, a
new way of representing the world that is prov-
ing its value for understanding, monitoring, and
controlling natural processes, from the human
genome to the weather; it is changing the way
traditional sciences are undertaken as well as
birthing relatively new sciences such as cognitive
psychology, artificial intelligence, and nanotech-
nology. These changes in the images or representa-
tions that we rely upon are introducing social
changes as well, ranging from less reliance on
the amenities of cities for educational and enter-
tainment purposes, to new forms of populism as




groups organize on the internet despite lack of
access to high-cost tools. The great engine of
acculturation, schooling, is now producing genera-
tions for whom computer use is second nature,
a presence in the classroom since the first year.
This large fact presents a challenge to the exist-
ence of a “mainstream culture,” since this gen-
eration will be influenced by such various cultural
forces that even the cultural fragmentation occa-
sioned by the 500-channel television will only
hint at the upshot. Let this thought be the back-
ground to the question whether the internet and
information technology not only are having im-
pact on the larger culture, but also whether they
have a culture of their own.

Internet Culture?

Is there internet culture, something more sub-
stantial than shared mastery of the email or
chatroom “smiley,” or is that an oxymoron? Is
the internet a tool, or something more? Is the
internet improving education or corrupting it?
Is the space of cyberspace a place to explore
utopian possibilities, or a wrecking yard for
traditional culture, or something as neutral with
respect to questions of value as a screwdriver?
These are some of the questions that a philosophy
of internet culture should address. The answers
to be found in a large and diverse literature on
the subject are classifiable as utopian, dystopian,
or instrumental. A utopian view sees the internet
as good, perhaps profoundly so, or at least good-
on-balance. As dystopian, it is profoundly bad
or at least bad-on-balance. And as instrumental,
the Net is a tool, perhaps merely a tool or at
least a tool that does not harbor profoundly good
or evil values.

The notion of profundity in this trichotomy
acknowledges the influence of Martin Heidegger
on the philosophy of technology, especially his
The Question Concerning Technology. Many inter-
preters of the internet have borrowed from him
the idea that a technology can be inseparable from
a value commitment. Heidegger would not have
liked the term “value.” In “Letter on Humanism”
he writes, “Every valuing, even where it values
positively, is subjectivising. It does not let beings:
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be ... the thinking that inquires into the truth
of Being and so defines man’s essential abode
from Being and toward Being is neither ethics
nor ontology” (1977: 87). This chapter returns
to Heidegger under the heading of dystopian
inherence, making the case that Heidegger’s
philosophy of technology does indeed betray a
significant value commitment, contrary to its aim
at something more profound, a commitment that
undermines its authority as a model for under-
standing the internet.

The general Heideggerian idea of a value
inherent in technology is instanced in the state-
ment that the high technology of factory farming,
or “agribusiness,” is inseparable from a bad way
of relating to nature, understanding it, and treat-
ing it simply as something to be processed
in wholesale fashion for satisfaction of human
appetites. Heidegger’s idea has been adopted
mainly by dystopian theorists like his translator
Michael Heim, who argues in The Metaphysics
of Virtual Reality that the “Boolean logic” of
the computer marks a “new psychic framework”
that “cuts off the peripheral vision of the mind’s
eye” and generates infomania (1993: 22, 25),
as he indicates in the following passage.

Note already one telltale sign of infomania:
the priority of system. When system precedes
relevance, the way becomes clear for the
primacy of information. For it to become
manipulable and transmissible as information,
knowledge must first be reduced to homogen-
ized units. With the influx of homogenized
bits of information, the sense of overall signi-
ficance dwindles. This subtle emptying of
meaning appears in the Venn diagrams that
graphically display Boolean logic. (1993: 17)

Heim’s profound or inberence dystopianism
may be contrasted with on-balance or simply
balance dystopianism, exemplified by Sven
Birkerts® The Gutenbery Elegies: The Fate of Read-
ing in an Electronic Age, and particularly by the
cost-benefit analysis of the computer revolution
that he provides in the following passage.

We can think of the matter in terms of gains
and losses. The gains of electronic postmodern-
ity could be said to include, for individuals,




(a) an increased awareness of the “big
picture,” a global perspective that admits the
extraordinary complexity of interrelations;
(b) an expanded neural capacity, an ability to
accommodate a broad range of stimuli simul-
tancously; (c) a relativistic comprehension of
situations that promotes the erosion of old
biases and often expresses itself as tolerance;
and (d) a matter-of-fact and unencumbered
sort of readiness, a willingness to try new situ-
ations and arrangements.

In the loss column, meanwhile, are (a) a

fragmented sense of time and a loss of the

]

so-called duration of experience, that depth
phenomenon we associate with reverie; (b) a
reduced attention span and a general impati-
ence with sustained inquiry; (¢) a shattered
faith in institutions and in the explanatory
narratives that formerly gave shape to subject-
ive experience; (d) a divorce from the past,
from a vital sense of history as a cumulative or
organic process; (e) an estrangement from
geographic place and community; and (f) an
absence of any strong vision of a personal or
collective future. (Birkerts 1994: 27)

Note that the distinction between inherence and
balance dystopians concerns the form of argu-
mentation rather than conclusions about the tech-
nology, which may be similar. Heim would agree
with Birkerts that, as the latter writes, “We are at
awatershed point. One way of processing informa-
tion is yielding to another. Bound up with
each is a huge array of aptitudes, assumptions,
and understandings about the world” (1994: 27).
But Heim has an extra reason for that conclu-
sion, the profound one about the “infomania”
value inherent in the new technology.

Heidegger’s idea, this extra reason, can be
extended to utopianism. An inherence utopian
about the internet, on this extension, is one who
believes that there is something good about it
beyond a simple toting up of gains and losses.
For instance, Wired magazine editor Kevin Kelly’s
Out Of Control: The New Biology of Machines,
Social Systems, and the Economic World theorizes
the internet as a vivisystems, and as such an
instance of, in his words,

[t]he overlap of the mechanical and the life-
like [that] increases year by year. Part of this
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bionic convergence is a matter of words. The
meanings of “mechanical” and “life” are both
stretching until all complicated things can be
perceived as machines, and all self-sustaining
machines can be perceived as alive. Yet beyond
semantics, two concrete trends are happening:
(1) Human-made things are behaving more
lifelike, and (2) Life is becoming more engin-
cered. The apparent veil between the organic
and the manufactured has crumpled to reveal
that the two really are, and have always been,
of one being. What should we call that com-
mon soul between the organic communities
we know of as organisms and ecologies, and
their manufactured counterparts of robots,
corporations, economies, and computer cir-
cuits? I call those examples, both made and
born, “vivisystems” for the lifelikeness each
kind of system holds. (1994: 3)

The inherent value for Kelly is the value of a
vivisystem, as revelatory of a hidden connection
between the natural and the mechanical. Kelly’s
focus on vivisystems is comparable to historian
Bruce Mazlish’s reconstruction of how we have
overcome the fourth discontinuity, between our-
selves and machines, the earlier discontinuities
having been overcome when Copernicus showed
that our earth was not the center of the universe,
when Darwin showed that man did not have a
privileged place in creation, and when Freud
showed that our rationality is not so perfect as
to set us apart from the other animals. Kelly’s
vivisystems allow Mazlish’s point to be put
positively, in terms of continuity rather than dis-
continuity: the range of manmade and natural
vivisystems reveals the continuity between our-
selves and machines.

Vivisystems figure in the version of James
Lovelock’s Gaia Hypothesis that Kelly endorses.
This is the hypothesis, that, in Lovelock’s words,
“The entire range of living matter on Earth,
from whales to viruses, from oaks to algae, could
be regarded as constituting a single living entity,
capable of manipulating the Earth’s atmosphere
to suit its overall needs and endowed with facult-
ies and powers far beyond those of its constitu-
ent parts” (Kelly 1994: 83). (Kelly is quoting
from Lovelock’s The Ages of Gain.) Although
there may be controversy about whether Gaia is
an organism, Kelly thinks there should be no




doubt that, as he writes, “it really is a system
that has living characteristics. It is a vivisystem.
It is a system that is alive, whether or not it
possesses all the attributes needed for an organ-
ism” (1994: 84). Gaia is not only alive but it is
coming to have a mind, thanks to the internet
and other networking technologies. Kelly makes
the point in dramatic language.

There is a sense in which a global mind also
emerges in a network culture. The global mind
is the union of computer and nature — of
telephones and human brains and more. It is a
very large complexity of indeterminate shape
governed by an invisible hand of its own. We
humans will be unconscious of what the global
mind ponders. This is not because we are not
smart enough, but because the design of a
mind does not allow the parts to understand
the whole. The particular thoughts of the
global mind — and its subsequent actions —
will be out of our control and beyond our
understanding. Thus network economics will
breed a new spiritualism.

Our primary difficulty in comprehending the
global mind of a network culture will be that
it does not have a central “I” to appeal to.
No headquarters, no head. That will be most
exasperating and discouraging. In the past,
adventurous men have sought the holy grail,
or the source of the Nile, or Prester John, or
the secrets of the pyramids. In the future the
quest will be to find the “I am” of the global
mind, the source of its coherence. Many souls
will lose all they have searching for it — and
many will be the theories of where the global
mind’s “I am” hides. But it will be a never-
ending quest like the others before it. (1994:
202)

Another inherence-utopian vision incorporates
the internet’s group mind as only a minor fore-
shadowing of an end-of-time God, intelligent
life connected throughout the universe, as a
result of colonization of space (and so forth). It
will tap into the energy created by gravity’s
“divergence towards infinity” in the Big Crunch
so as to reproduce all past experience in massive
computations that generate the requisite virtual
realities. Construing our brains as virtual reality
generators themselves, these theorists prophesy
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that brains can be replaced by their Turing-
machine essence: we will be brought back to life
as programs suitable for generating the virtual-
reality renderings that capture our lived experi-
ence, with the unpleasant bits trimmed away and
desirable additions inserted, perhaps additions
from program-based future societies, if we can
tolerate the culture shock. The details can be
found in Frank J. Tipler’s The Physics of Immor-
tality and David Deutsch’s The Fabric of Reality.

This much will serve to introduce a frame-
work for understanding internet culture and
the theorizing that surrounds it: the utopian/
dystopian/instrumental trichotomy and the
balance/inherence dichotomy. The stage is set
for a critical illustration of balance utopianism,
in the next section; then inherence dystopianism;
and then inherence instrumentalism; and fin-
ally some concluding remarks, including some
caveats and qualifications about the framework
just bruited.

Balance Utopianism

The advent of the internet took Sherry Turkle
by surprise. She had published The Second Selfin
1984, describing the identity-transforming power
of the computer at that stage of the computer
revolution. Reflecting on her experience and the
experience of others with the new Apple and
IBM PC computers, she conceived of the rela-
tionship of a person to her computer as one-on-
one, a person alone with a machine. By 1995,
when Life on the Screen appeared, she was writ-
ing about something quite different, “a rapidly
expanding system of networks, collectively known
as the internet, [which] links millions of people
in new spaces that are changing the way we think,
the nature of our sexuality, the form of our com-
munities, our very identities” (1995: 9).
Though Turkle speaks neutrally here of
“change” in these matters, she fits into the
“utopian” category of her trichotomy between
utopian, apocalyptic, and utilitarian evaluations
of the internet. The computer is a new and
important tool, most assuredly, but the internet
makes it “even more than a tool and mirror: We
are able to step through the looking glass. We




are learning to live in virtual worlds. We may
find ourselves alone as we navigate virtual oceans,
unravel virtual mysteries, and engineer virtual
skyscrapers. But increasingly, when we step
through the looking glass, other people are there
as well” (1995: 9). Whereas apocalyptic theorists
diagnose this as stepping through the looking-
glass to cultural impoverishment or a new form
of mental illness, Turkle theorizes the new experi-
ences by reference to colonization of a new land.
This metaphor of colonization should be
understood carefully, however, as she is not sug-
gesting that Sherry Turkle, sociologist and MIT
professor, should be left behind in favor of a
new life as the cybernaut ST on LambdaMOO.
That suggestion comes from an extreme form of
inherence utopianism about the internet, or it
is the equally extreme suggestion of inherence
dystopian theorists, like Mark Slouka in War of
the Worlds, who diagnose the internet experi-
ence as equivalent to wholescale departure from
everyday reality. More in Turkle’s spirit is the
thought that a new dimension of human life is
being colonized, and although that raises a host
of new issues about budgeting time and effort,
and even about physical and mental health, Turkle
is not proposing that it be undertaken in the
spirit of these extreme forms of utopianism.
She does indeed characterize her colonists as
“constructing identity in the culture of simula-
tion,” in a cultural context of “eroding boundar-
ies between the real and the virtual, the animate
and the inanimate, the unitary and the multiple
self” (1995: 10), a context in which experiences
on the internet figure prominently but share a
cultural drift with changes in art, such as the
postmodern architecture that the cultural critic
Fredric Jameson studies; science, such as research
in psychoanalysis and elsewhere inspired by
connectionist models of the mind/brain; and
entertainment, such as films and music videos in
which traditional narrative structure is hard to
discern. Constructing identity in the culture of
simulation — our postmodern culture, as Turkle
interprets it — involves two closely related ideas.
First, there is the idea that we are newly aware
of a rich continuum of states between the real and
the virtual, the animate and the inanimate, the
unitary and the multiple self. A boundary that
may have been a sharp line is now a complex
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zone. For instance, a player who manipulates a
character or avatar in an online virtual reality
such as a Multi-User Dungeon (MUD) is dis-
tinctly located in that zone. By contrast, traveling
to Rome or viewing someone’s movie about
Rome, even when doing so is “virtually like
being there,” is safely on one side or the other
of the real /virtual line, awakening no awareness
of the zone being constructed and explored by
Turkle’s colonists.

Second, constructing identity involves some-
thing like the notion of a dimension as it was
just introduced: although Turkle is distinctly on
the “real” side of the real/virtual continuum,
she now builds her identity partially by reference
to dimensions of herself that owe their existence
to activity in the border zone. To the degree
that MUDing is important to her, for instance,
to that degree it is constitutive of who she is.
This is a high-technology application of the gen-
eral principle that we are self-defining creatures.
It is not the idea that crossing the postmodern
divide has somehow destroyed personal identity.
Although some psychologists and sociologists
adopt the conceit of speaking this way, it is no
more than acknowledging the complexity of self-
definition in modern society; or else this way of
speaking falsely equates personal identity with
a soul-pellet or Cartesian Thinking Substance,
in which case it is broadcasting the stale news
that such conceptions of the self are largely dis-
credited. Turkle discusses the phenomenon of
Multiple Personality Disorder, and it may be that
MPD is more common because of the stresses
of modern life, and not because, say, the medic-
alization of human experience leads us to find
mental illnesses today that weren’t there yester-
day. But constructing identity is, and always has
been, distinct from going crazy, even when the
building material is a new high-tech dimension.

This is not to say that Turkle always gets this
exactly right. Setting out some of her interviews
with students who play MUDs, she writes that
“as players participate, they become authors not
only of text but of themselves, constructing new
selves through social interaction. One player says,
‘You are the character and you are not the char-
acter, both at the same time.” Another says, ‘You
are who you pretend to be.”” Analyzing these
interviews, she continues, “MUDs make possible




the creation of an identity so fluid and multiple
that it strains the limits of the notion. Identity,
after all, refers to the sameness between two
qualities, in this case between a person and his
or her persona. But in MUDs one can be many”
(1995: 12). The short path out of these woods
is to deny that a person and his or her persona
are identical: you are not who you pretend to
be, but rather you are pretending to be some-
one in such a way as to call upon your verbal,
emotional, and imaginative resources to accom-
plish the pretense.

One of Turkle’s major themes is the trans-
ition from modern to postmodern culture,
which she glosses as follows, beginning with a
set of ideas that have come to be known as
“postmodernism.”

These ideas are difficult to define simply, but
they are characterized by such terms as
“fluid,”
“opaque.” They contrast with modernism, the
classical world-view that has dominated West-
ern thinking since the Enlightenment. The
modernist view of reality is characterized by
such terms as “linear,” “logical,” “hierarch-
ical,” and by having “depths” that can be
plumbed and understood. MUDs offer an
experience of the abstract postmodern ideas
that had intrigued yet confused me during
my intellectual coming of age. In this, MUDs
exemplify a phenomenon we shall meet often
in these pages, that of computer-mediated
experiences bringing philosophy down to earth.

(1995: 17)

“decentered,” “nonlinear,” and

It does so, Turkle suggests, because the trans-
ition from modernism to post-modernism, from
the early post-Second World War years onward,
is paralleled in the world of computers by a trans-
ition from a culture of calculation to a culture
of simulation. For those caught up in the war
effort, like John von Neumann, the new com-
puters were objects to calculate with, specifically
to make the staggeringly complex calculations
that would tell whether an implosion device
would detonate an atomic bomb. Even the relat-
ively carefree hackers at the MIT AI Lab in the
fifties and sixties were privy to this culture,
prizing what Turkle calls “vertical” understanding
of the computer: understanding it all the way
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down from high-level programming languages
to assembler to machine language, and wanting
to know as well the engineering architecture of
the hardware. (Hackers who loved to code but
knew little about hardware were called “soft-
ies.”) By contrast the consumer computers that
were brought to the market in the mid-seventies
to early eighties, first by Apple and then by IBM
and many others, made computers accessible
far beyond the military, industry, and academe.
For Turkle the Apple Macintosh’s graphical
user interface, as well as its presenting itself
as “opposed and even hostile to the traditional
modernist expectation that one could take a
technology, open the hood, and see inside”
(1995: 35), are crucial developments, giving
the computer massive popular appeal to many
who preferred “horizontal understanding,” of an
operating system’s or an application’s interface,
surface over depth.

The power of the Macintosh was how its
attractive simulations and screen icons helped
organize an unambiguous access to programs
and data. The user was presented with a scin-
tillating surface on which to float, skim, and
play. There was nowhere visible to dive. (1995:
34)

The massive growth of internet culture, from its
roots in the MIT /ARPANET connection and the
UNIX/USENET connection, into the behemoth
we see now, turned on the fact that a lot of
people want to be pilots, not mechanics.
Turkle acknowledges that even her beloved
Macintosh ultimately requires the skills and tools
of modernist culture, but it strove to make these
“irrelevant” to the user, and in this way “the tools
of the modernist culture of calculation became
layered underneath the experience of the culture
of simulation” (1995: 34). This is an important
point, and one that she may not have developed
sufficiently. The culture of simulation requires a
modernist spine. It requires technicians to keep
its computer network running, for one thing,
but it also needs inventors and theoreticians to
explore its possibilities. More generally, it needs
a background of a world that is external to its
rapidly thickening layers of images and other
representations, a world that is best disclosed by




the sciences, in contradistinction to the post-
modern conceit that there is nothing outside
the text, that science is just one among many
narratives in an anarchic cacophony, etc. Often
enough to counsel attention, modernist values
consort with plain truths. (This of course rejects
the postmodernist theoretician’s notion that truth
reduces to what passes for true, which is a func-
tion of which community’s values you subscribe
to.) The plain truth of science’s superior track
record consorts with the modernist value that
discerns a hierarchy in which science ranks higher
than, say, wishful thinking in its power to reveal
the nature of things. The plain truth that there
is an external world consorts with the modernist
value of depth, in this case a depth beyond our
images, symbols, and other representations. The
modernist value of prudence, of rational self-
interest which gives equal weight to each mo-
ment of one’s life, consorts with the plain truth
about personal identity that I canvassed earlier.
The value and the fact are not the same: one can
grant that there is personal identity through time
and rational concern about it, without embrac-
ing the modernist conception of prudence that
requires one to be a shepherd, so to speak, for a
whole human life. For instance, it is not irra-
tional, on certain conceptions of rationality, to
severely discount one’s distant future. But such
conceptions aren’t those that have had influence
in building our senses of ourselves and our social
institutions, like social and medical insurance.
Those reflect modernist values.

Inherence Dystopianism

A leitmotiv of some dystopian critique is a fal-
lacy: an inference from features of computation
to features of the media that the computation
enables. Call this the Frame Fallacy, after the
mistake of inferring from the fact that a movie is
made up of discrete frames, the conclusion that
the experience of watching a movie is the experi-
ence of a series of discrete frames.

For instance, Fred Evans makes observations
about the algorithmic character of computation
and infers from this that computer scientists
and cognitive psychologists are in league with
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technocratic bureaucrats who are concerned
only with efficient administration. There are in
fact two fallacies here. First, efficient administra-
tion with respect to programming might be put
to the service of organizations that are devoted
to human rights and opposed to technocratic
manipulation of citizens. To suppose the con-
trary to is to commit the simple Frame Fallacy.
Additionally, Evans makes an unwitting philo-
sophical pun - a fallacy of equivocation — on
the term ¢fficiency. The two fallacies blend in a
spectacular howler.

Evans’s Psychology and Nibilism: A Genealo-
gical Critique of the Computational Model of Mind
argues that “technocratic rationality” is a secret
value presupposed by the computer model of
mind, which he takes to be the model that defines
cognitive science and cognitive psychology. His
fear (“the crisis of modernity”) is that conscious-
ness itself “might be reduced to just those para-
meters necessary for the continued reproduction
of restrictive and univocal social, cultural, and eco-
nomic systems” (1993: 2). In this way the com-
puter model of cognitive psychology “serves the
interest of the new technocratic elite by emulat-
ing their style of thinking” (1993: 7). Assimilating
us to machines, cognitive psychology implicitly
denies those cultural values that affirm and celeb-
rate life, and consequently it is “nihilist.”

Evans’s main argument is as follows.

Because we can precisely state its properties,
we shall use the Turing machine as our for-
malization and the idealization of “analytic
discourse.” Like analytic discourse, the Turing
machine divides its subject matter into a set of
discrete entities, maintains a strict separation
between its program (language) and the
domain over which it operates (the same pro-
gram can imitate many different machines),
adheres to an ideal of transparency in its code
and in what it codifies, and subordinates its
subject matter to the achievement of a pre-
established goal that requires no change in the
basic rules and symbols of the Turing machine’s
own program (the ideal of “domination” or
“administration”). For both analytic discourse
and the Turing machine, the ideal is to trans-
Sform everything into an “cffective procedure,”
and this is exactly the task of technocratic ration-
ality. In more historical terms, the Turing




machine transforms the “clearness and distinct-
ness” dictum of Descartes into “imitatable by
the Turing machine.” (1993: 64)

At bottom, this argument is a bad pun. Evans is
equivocating on “effective procedure,” between
cost-¢ffective administration on one hand, and
algorithm on the other. It is the same sort of
mistake as supposing that, since the Bank of
Montreal and the bank of the Saskatchewan River
are both banks, it must follow that they both
make financial transactions. Effective procedures
in the sense that interested Alan Turing are fea-
tures of mathematical reasoning, not features of
administration of people. Evans’s mistaken in-
ference from features of computation to features
of the research communities that make use of
them is egregiously abetted by his equivocation
on “effective procedure.”

One reason to be wary of utopian or dystopian
inherence theories is that they encourage a tend-
ency toward blanket denunciation and renunci-
ation of the internet, or the blanket opposite,
when what is needed is a piecemeal evaluation
of this or that use of it, this or that tool that
is enabled by the internet metatool. A striking
contemporary instance of the blanket approach
is the Montana philosopher Albert Borgmann’s
position, in Holding on to Reality, that digitally
generated information is incapable of making
a positive contribution to culture, but on the
contrary threatens to dissolve it, by introducing
information as reality to compete with the picture
of the world that is drawn from natural informa-
tion (information about reality, as in weather
reports) and cultural information (information
for reality, as in recipes for baking things).

The technological information on a compact
disc is so detailed and controlled that it
addresses us virtually as reality. What comes
from a recording of a Bach cantata on a CD is
not a report about the cantata nor a recipe
— the score — for performing the cantata, it is
in the common understanding music itself.
Information through the power of technology
steps forward as a rival of reality.

Today the three kinds of information are
layered over one another in one place, grind
against cach other in a second place, and are
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heaved and folded up in a third. But clearly
technological information is the most pro-
minent layer of the contemporary cultural
landscape, and increasingly it is more of a
flood than a layer, a deluge that threatens to
crode, suspend, and dissolve its predecessors.

(1999: 2)

This has led some disciples of Borgmann to
eschew all digitally recorded music, insisting
on listening only to live performances. Another
example of inherence dystopianism leading to
blanket evaluations is Neil Postman’s Technopoly:
The Survender of Culture to Technology, which
indicts the United States as a “technopoly,”
along with “Japan and several European nations
that are striving to become Technopolies as
well” (1993: 48-9). A Technopoly does no less,
according to Postman, than eliminate “alternat-
ives to itself in precisely the way Aldous Huxley
outlined in Brave New World” (1993: 48).

An object lesson about the wholesale approach
can be drawn from Richard Bernstein’s analysis
of the father of dystopian theories of high tech-
nology, Heidegger. In “Heidegger’s Silence?:
Ethos and Technology” Bernstein makes the case
that the great German philosopher’s briet but
active support of Hitler and the Nazis, during
the 10-month period when he served as Rector
of the University of Freiburg between April 1933
and February 1934, is symptomatic of a philo-
sophical failing that expresses itself in what he
said and did before and after those 10 months,
notably in his silence about the Holocaust after
the war, when there were no longer any serious
doubts about the full horror of the Nazi regime.
“But we are delivered over to [technology] in
the worst possible way,” Heidegger writes in
The Question Concerning Technology, “when we
regard it as something neutral; for this concep-
tion of it, to which today we particularly like to
do homage, makes us blind to the essence of
technology” (1977: 91).

According to Bernstein’s account of the link
between his biography and his philosophy,
Heidegger conceals and passes over in silence
the importance for the Greeks, specifically
Aristotle, of phronesis, the state of the soul that
pertains to praxis. He refers to a discussion by
Aristotle in Nicomachean Ethics that has “special




importance,” but his reference is partial and one-
sided, bringing out the role of techne in relation
to poiesis, as sketched above, but not tracking
the full discussion, which Aristotle summarizes
in the following passage.

Then let us begin over again, and discuss these
states of the soul. Let us say, then, that there
are five states in which the soul grasps the
truth [aletheia] in its affirmations or denials.
These are craft [zechne], scientific knowledge
[episteme], [practical] intelligence [phronesis|,
wisdom [sophia], and understanding [ 7zowus] . . .
(cited in Bernstein 1992: 121)

Bernstein asks, “Why should we think that the
response that modern technology calls forth is
to be found by “re-turning” to techne and poiesis,
rather than phronesis and praxis” He objects
that Heidegger does not even consider this pos-
sibility, writing that “[t]he entire rhetorical con-
struction of The Question Concerning Technology
seduces us into thinking that the only alternative
to the threatening danger of Gestell is poiesis. 1t
excludes and conceals the possibility of phronesis
and praxis” (1992: 122). Bernstein urges that
our destiny rests not solely with the thinkers and
the poets who are guardians of the abode in
which man dwells, but with the phronesis of
ordinary citizens’ contribution to public life. The
possible upsurgence of the saving power may
be revealed in action (praxis) and not only in
“poctic dwelling.”

Bernstein asks again, “Why is Heidegger blind
to those aspects of praxis and phronesis high-
lighted by Taminiaux, Gadamer, Arendt, and
Habermas?” He agrees with Habermas’s sugges-
tion: that Heidegger is guilty of “a terrible intel-
lectual hubris” when he suggests that the only
proper and authentic response to the supreme
danger is to prepare ourselves to watch over
unconcealment.

Bernstein next draws attention to an unpub-
lished manuscript of the 1949 lecture that became
The Question Concerning Technology, which con-
tains the following passage that has been deleted
from the published text.

Agriculture is now motorized food industry —
in essence the same as the manufacturing of
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corpses in gas chambers and extermination
camps, the same as blockading and starving of
nations [it was the year of the Berlin blockade],
the same as the manufacture of hydrogen
bombs. (cited in Bernstein 1992: 130)

Bernstein understands this grotesque passage
as a natural expression of Heidegger’s reaction
against the “correct” definition of technology
as a neutral instrument which can be used for
benign ends of increased food production or
the malignant end of extermination of human
beings.

But if we focus on the essence of technology
then these differences are “non-essential.” The
manufacturing of corpses in gas chambers more
fully reveals the essence of technology. ..
Unless we fully acknowledge and confront the
essence of technology, even in “manufacturing
of corpses in gas chambers,” unless we realize
that 2/l its manifestations are “in essence the
same,” we will never confront the supreme
danger and the possible upsurgence of the
saving power. (1992: 131)

Bernstein concludes that the deleted passage is
not simply some insensitive remark but rather a
necessary consequence of the very way in which
Heidegger characterizes Gestell, as an unconceal-
ment that claims man and over which he has
no control. He sets out a formulaic pattern in
Heidgegger’s thinking,

a pattern that turns us away from such “mun-
dane” issues as mass extermination, human
misery, life and death, to the “real” plight, the
“real” danger — the failure to keep meditative
thinking alive ... It is as if in Heidegger’s
obsession with man’s estrangement from
Being, nothing else counts as essential or true
except pondering one’s ethos. .. It becomes
clear that the only response that is really
important and appropriate is the response to
the silent call of Being, not to the silent
screams of our fellow human beings . . . when
we listen carefully to what he is saying, when
we pay attention to the “deepest laws of
Heideggerian discourse” then Heidegger’s
“silence” is resounding, deafening, and damn-
ing. (1992: 136)




Bernstein’s analysis and conclusions suggests a
moral critique of utopian and dystopian theories
of internet culture. Although none of the theories
I have reviewed is so damned by its inherence
arguments as Heidegger’s, which blinded him to
the specific evil of the Holocaust, yet a Postmanian
anti-Technopolist may be blinded in parallel
fashion to something good or bad about this
or that specific aspect of American culture; a
Borgmannian may be blinded to something
specifically good or bad about some digitally
generated artifact; and a gung-ho cybernaut of
the Leary persuasion may be blinded to the
old-fashioned pleasures of embodiment.

Inherence Instrumentalism

Turkle’s category of utilitarian interpretation
understands the internet as a tool. The version
scouted here under the rubric of inherence
instrumentalism interprets the internet as essen-
tially a metatool for creating tools. This general
idea derives from Robert Nozick’s discussion of
a libertarian utopia in Anarchy, State and Utopin.
Although he did not have the internet in mind,
what he says there about a framework for utopia
transfers quite naturally to the internet, as well as
having greater plausibility there than in political
philosophy for the real world.

The internet does not have a culture of simu-
lation, on this metatool account, because it is a
tool for creating a variety of subcultures, some
of which may fit Turkle’s description of internet
culture, some of which will not, not to mention
the variety of internet activity, like setting up a
webpage for lecture notes, that does not amount
to creating a subculture. The internet is the Swiss
Army knife of information technology.

Libertarians sometimes think of #topia in this
way: ideally, everyone would be free — would
have the Lockean “natural right” — to migrate
or emigrate as he or she chose. The worlds that
result from such to-ing and fro-ing they call
associations. Acknowledging that there is no
single world that’s everyone’s perfect cup of tea,
the libertarian is inspired by a utopia which is a
set of possible worlds, with permeable borders,
in which one world is the best imaginable for each
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of us. Those whom you would have in your
ideal world are also free to imagine and relocate,
perhaps to a world of their own imagining. There
could be an incessant churn of relocation, all
worlds being ephemeral, or some stable worlds
might emerge in which everyone would choose to
remain. There will be no one in a stable associ-
ation who wants out, and no one will be in whose
presence is not valued by the others. Libertari-
anism may be bad politics, but its conception of
utopia is a plausible model of the internet.

The claim that inherence instrumentalism
makes to being “value free” is provocative, defy-
ing a post-Weberian tradition of deconstructing
such claims with a view to revealing hidden value
commitments, an argumentative strategy that
bears Heidegger’s imprimatur, as noted above.
It may be helpful to clarify the claim with an
analogy to a box of paints and a variety of paint-
ings made with them, some of them good paint-
ings, some of them bad, some of them so-so. It
would be a logical error, a “category mistake” in
Rylean terminology, to evaluate the box of paints
as a good, poor, or so-so painting. It is not a
painting at all. Classification of the internet as a
metatool aims at a similar conclusion. Corres-
ponding to the variety of paintings in the ana-
logy is the variety of comtent on the internet.
None of this content is value free in the sense
that is being reserved for the internet as a
metatool. Content in the middle of the con-
tinuum from poor to good might be deemed
value free in the sense that it excites no judg-
ments of praise or condemnation with respect to
this or that value; such internet content might
be described as bland. But the sense in which
the internet is value free is not like this. Rather,
it is like the freedom of the box of paints from
being judged a good, bad, or so-so painting. It
is not a bland painting, and the internet is not
bland internet content, on the inherence instru-
mentalist account. Inherence dystopians and
utopians purport to find something deeply good
or bad about the internet, but on an instrument-
alist diagnosis either they become so deep that
they loose touch with the truth, as illustrated by
the attempt to tie the computer inevitably to a
society of technocratic administration, or else they
are guilty of a part-whole fallacy, judging the
whole internet by some of its uses. Even if all




uses had some bad value or effect X, that would
ground only a balance-of-reasons judgment that
one should or should not use the internet,
depending on whether X outweighs the good
value or effect 7.

Conclusion
To illustrate once more the dystopian/
instrumental /utopian  continuum and  the

balance /inherence vectors that can be traced
by reference to it, consider the changes being
wrought in work and leisure by the computer
revolution. Offices have been transformed by
the computer over the past two decades, while
web surfing, computer gaming, and internet
chatrooms have become significant leisure activit-
ies. As recent events in Afghanistan testify, even
war, that most regrettably necessary form of work,
must be fought with sophisticated information
technology in order to achieve success in the
battlefield of the twenty-first century; the leisure
activity of correspondence is migrating from the
pen and the typewriter to computer email, a trans-
ition from manipulating matter to manipulating
digital bytes that is as significant as any preceding
revolution in communication technology. Despite
the uneven track record of “dot.coms,” business
activity on the internet is starting to take giant
strides; new communities are being formed on
the internet, like Multi-User Dungeons (MUDs),
Internet Relay Chat (IRC), and so on, online
“third places” between work and home that
allow users of the Net a respite from the demands
of office and household. Work as traditional as
farming is becoming reliant on the boost to
organization and efficiency that computers make
possible; games like chess, go, poker, and bridge
are just as likely to play out on the internet as in
physical spaces. Computers and the internet are
opening up new employment opportunities, new
tools, and new media for artists; correspondingly,
creating and maintaining a personal webpage has
become an art that many pursue in their free
time. Telecommuting and teleconferencing are
becoming more widespread, with potentially
enormous implications for city design and trans-
portation systems; making friends is no longer

Internet Culture

103

channeled by physical neighborhood, and with the
development of automatic translation software a
great obstacle to cross-cultural friendships, namely
lack of a common language, is being removed.
New motivations and organizational structures
for work are being discovered on the internet,
notably the “open source” initiative associated
with Linus Torvalds, Eric Raymond, and a legion
of true hackers, showing how psychic rewards
can replace monetary ones in high-quality soft-
ware development within the internet milieu; if
work is understood as paid employment, con-
tributions to such software development is not
work, whereas if it is understood as activity that
is instrumental to some further end, such as a
new Linux kernel, it is work calling for a high
level of skill. This raises the question whether
the suffusion of IT into work and leisure will
eventually lead to their transcendance in “mean-
ingful work” that is pursued because of its
intrinsic motivations, not extrinsic ones such as
money. Is there something about information
technology that makes it inberently amenable to
meaningful work? The case could be made that
will do so by following a negative and a positive
path. The via negativa is the elimination of
“agonistic work,” work that one would gladly
avoid if it weren’t necessary. The via positiva is
the creation of attractive environments in which
one is always able to work “just as one has a
mind.” Marx had such an environment in mind
when he speculated about the higher stages of
communism, in which the division of labor char-
acteristic of capitalism has been overcome and
one’s distinctively human powers are fully real-
ized, without the compulsion of necessity. In
The German Ideology he made the point like this:

For as soon as the distribution of labor comes
into being, each man has a particular, exclus-
ive sphere of activity which is forced upon him
and from which he cannot escape. He is a
hunter, a fisherman, a shepherd, or a critical
critic, and must remain so if he does not want
to lose his means of livelihood; while in com-
munist society, where nobody has one exclus-
ive sphere of activity but ecach can become
accomplished in any branch he wishes, society
regulates the general production and thus makes
it possible for me to do one thing today and




another tomorrow, to hunt in the morning,
fish in the afternoon, rear cattle in the even-
ing, criticize after dinner, just as I have a mind,
without ever becoming hunter, fisherman,
shepherd, or critic. (Tucker, ed., 1974: 124)

Add to Marx’s flight of fancy the thought that
information technology will be the means by
which “society regulates the general production,”
and you have a form of inherence utopianism
about IT. However, given the failure of com-
mand economies in real-world tests such as the
USSR, Heideggerian inherence dystopianism may
recommend itself instead. IT will have taught
us, on this account, to view nature as so much
“standing reserve” and not even the overcoming
of the division of labor will protect us from a
mental architecture that we should want to avoid.
Another inherence-dystopian option argues that
a core value of our civilization, to which our
self-respect is inexorably tied, is agonistic work;
IT, by showing us how to eliminate such work,
will have the unintended consequence of remov-
ing the bases of our self-esteem. The aspect of
technological determinism is noticeable in these
three options. An alternative is the outlook that
Karl Popper advocated in The Open Society and
its Enemies and elsewhere, which views with
suspicion ideas about the necessity of history’s
unfolding and recommends instead that oppor-
tunities for change be monitored for unintended
consequences, so that choices can be made that
reflect knowledge of where change is going
wrong. The current debate about genetically
modified foods is an example of such monitor-
ing; it also illustrates a tendency for inherence
voices to emerge at the dystopian and utopian
extremes.

The Popperian outlook may be viewed as
contributing to an inherence-instrumentalist
interpretation of internet culture, wherein the
metatool character of the technology acknow-
ledges dystopian fears and utopian hopes with
respect to particular content. At the metalevel,
however, the internet is neither good nor bad
nor in-between; at the level of specific content,
it may be any of these things. The Popperian
contribution theorizes the internet, not as his-
torical inevitability to be deplored or valorized
holus-bolus, but rather as a locus of possibilities,
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to be monitored carefully in order to make prac-
tically wise choices about its use. As the “Mount
Carmel Declaration on Technology and Moral
Responsibility” observed in 1974 in its eighth
article, “We need guardian disciplines to mon-
itor and assess technological innovations, with
especial attention to their moral implications”
(Hester & Ford 2001: 38). No technology is
morally neutral if that means freedom from moral
evaluation. But there is no inberent reason why
that evaluation should be pro or con.
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Chapter 8

Digital Art
Dominic Mclver Lopes

Introduction

Artworks are artifacts, their making always
involves some technology, and much new art
exploits and explores new technologies. There
would be no novels without inexpensive print-
ing and book binding. The modern skyscraper is
a product of steel manufacture. Jazz married the
European technology of the diatonic scale to
African rhythms. A factor in the origins of Im-
pressionism was the manufacture of ready-made
oil paints in tubes, which facilitated painting
outdoors in natural light. As soon as computers
became available, they were used to make art —
the first computer-based artwork was created as
carly as 1951 (Reffen Smith 1997: 99) — and
since then the body of digital artworks has grown
by leaps and bounds. But although the first philo-
sophical paper on “cybernetic art” appeared in
1961 (Parkinson 1961), philosophers are only
now beginning to address in depth the ques-
tions raised by digital art. What is digital art?
How, if at all, is it new and interesting as an art
medium? Can it teach us anything about art as
a whole?

Answering these questions provides an antidote
to the hype that frequently attaches to digital
art. We hear that computer art is overhauling
our culture and revolutionizing the way we think
about art. It frees artists from the materiality of

106

traditional art media and practices. Art appreci-
ators, once passive receptacles of aesthetic delight,
may finally participate actively in the art process.
Pronouncements such as these spring less from
careful study and more from marketing forces
and simple misunderstandings of a complex and
multifaceted technology. An accurate conception
of the nature of digital art and its potential may
channel without dousing the enthusiasm that
attends any innovation. At the same time, it coun-
terbalances some cultural critics’ jeremiads against
digital art. Radical antihype often depends for its
rhetorical force on our reaction to hype. When
we are told that electronic music or fractal art
or virtual-reality goggles are the future of art, we
are given good reason to doubt the credibility
of our informant and this doubt may engender
blanket skepticism about digital art. But while
most digital art is admittedly dreadful, this does
not show that it never has value or interest. The
correct lesson to draw is that we should proceed
with caution.

This chapter is divided into three sections. The
first reports on the use of computers as tools in
art-making. The second describes some artworks
that capitalize on the distinctive capabilities of
digital computers and digital networks. To make
sense of these works we must define digital art
and consider whether it is a new art medium. The
third reviews the use of computers as instruments
that yield general insights into art-making. This




three-section division is one case of a useful way
of thinking about any use of computers, not just
in the arts. For example, a philosophy of artificial
intelligence might begin by discussing computers
as cognitive aids (e.g. to help with calculations),
then consider whether computers possess a kind
of intelligence, and close with a discussion of
the use of computer models of the human mind
in cognitive psychology.

1 Making Art Digitally

The digital computer has occasioned two quite
distinct kinds of innovation. It has automated
and sped up many tasks, especially routine ones,
that were once relatively difficult or slow. It has
also made some activities possible that were pre-
viously impossible or else prohibitively difficult.
Most discussions of digital art are captivated by
the latter kind of innovation; however, the im-
pact of the former should not be ignored. If art
always involves some craft then the practice of
that craft may incorporate the use of computers.
Moreover, a clear view of the uses of computers
as art-making tools can help crystallize a con-
ception of the kind of innovation that involves
opening up new possibilities for art.

When the craft underlying an art medium has
practical, non-art applications, digital technology
is frequently brought to bear to make the exercise
of that craft easier and more efficient. Here the
use of computers in making art simply extends
their use in other areas of human endeavor. The
first computer imagining technologies, output
plotter drawings, were developed for engineering
and scientific uses, but were quickly adopted by
artists in the early 1960s. It hardly needs to be
pointed out that word-processors have proved
as much a boon to literary authors as to office
managers. Software created for aeronautical
design paved the way for the stunning, complex
curves that characterize Frank Gehry’s recent
buildings, notably the Guggenheim Bilbao. Since
digital sound processing and the MIDI protocol
were developed specifically with music in mind,
music is an exception to the rule that digital art
technologies adapt technologies fashioned for
some non-art purpose. In each of these cases,
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however, the computer merely realizes efficiencies
in art-making or art distribution. Digital tech-
nology, including digital networking and the
compact disk, is used to store music, as did vinyl
records, but in a format that is considerably more
portable and transmissible without introducing
noise. Musical recordings that once required
live musicians, a studio, and several technicians,
can now be made at a fraction of the cost by
one person in her garage with a keyboard and a
computer.

Computers sometimes make it easier for artists
to work and, by reducing the technical demands
of the craft underlying an art medium, they some-
times make it easier for untutored novices to
make art. In addition, some uses of computers
in making and distributing art cause artworks to
have properties they would not otherwise have.
The use of typewriters by some modernist writers
in the early twentieth century influenced the
character of their writing. Relatively inexpensive
digital movie editing encourages film-makers to
experiment with faster pacing and more complex
sequencing. Poor musical technique is now no
barrier to recording music and distributing it
worldwide from one’s desk. Tod Machover’s
hyperinstruments can be played in interesting
ways — some, for instance, are soft toys whose
sound depends on how they are squeezed — and
can be used to make music whose sound reflects
its instrumentation (see <http://www.media.mit.
edu/hyperins>). What properties artworks of an
era possess depends in part upon the techno-
logies employed in making art during that era.
Art’s history is partly driven by technological
innovation.

While the kinds of innovations discussed so
far generate artworks with new properties, they
neither beget new art media nor change our
standards for evaluating artworks. An aesthetic
evaluation of a performance of a pop song need
not take into account whether the recording of
it is analog, digitally remastered, or direct-to-
digital, and whether that recording is played back
from a vinyl record, a reel of magnetic tape, a
compact disk, or an MP3 file. The relative case
of online publication means that much more is
published, but the nature of literature and its
aesthetically relevant properties endure. A novel
is a novel and is as good or as bad as it is whether




it is printed and bound into a book or emailed
to one’s friends. It is important to recognize how
computers have found their way into artists’
studios — or made the resources of a studio
more widely and cheaply available. But this is no
revolution in the nature of the arts.

2 The Digital Palette

Computers ease the performance of some tasks
but they also equip us to undertake new tasks.
Exploiting this, artists may invent new varieties
of art, including what we may designate the
“digital arts.” One question to be answered is
what is characteristic of digital art media. Theor-
ists typically propose that digital art is novel in
two ways, the first deriving from virtual-reality
technologies and the second deriving from the
capacity of computers to support interactivity.
Something must be said about what virtual real-
ity and interactivity are, and it will be helpful to
describe some artistic uses of each. But since our
goal is to devise a theory of digital art, it is prudent
to begin by considering what an adequate theory
of any art medium should look like.

Art media are species of a genus that com-
prises all and only works of art. This genus can
be characterized either evaluatively or descript-
ively. According to evaluative characterizations,
works of art are necessarily good as works of art,
and “art” is an essentially honorific term. Some
theorists who write about digital art (especially
its critics) have this characterization in mind.
Brian Reffen Smith, himself a computer artist,
dismisses much of what goes under the banner
of digital art as “graphic design looking a bit
like art” (Reffen Smith 1997: 102). He does not
allow that the works in question are poor art,
for art, he assumes, is necessarily good as art.
Descriptive conceptions of art allow that some
works may be failures as works art and yet
deserve the name, so that to call something “art”
is not necessarily to commend it but merely to
acknowledge its membership in the class of
artworks, good and bad. It is a matter of con-
siderable controversy how to characterize the
conditions of membership in this class (see Carroll
2000, Davies 2000). Fortunately, consensus is
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not necessary if our aim is to characterize digital
art. We may assume that digital art is a kind of
art and concentrate our efforts on what distin-
guishes it from other kinds of art. And although
we may proceed with either an evaluative or
descriptive characterization of art, it is wiser to
characterize digital art as art in the descriptive
sense, so as not to beg any questions about its
quality.

The assumption that digital art should be
considered art, even when art is characterized
descriptively, is not uncontroversial. One theorist
asks of digital graphic art,

whether we should call it “art” at all. In treating
it as art we have tended to weigh it down with
the burden of conventional art history and art
criticism. Even now — and knowing that the use
of computing will give rise to developments
that are as far from conventional art as com-
puters are from the abacus — is it not too late
for us to think of “computer art” as some-
thing different from “art”? As something that
perhaps carries with it parallel aesthetic and
emotional charges but having different and
more appropriate aims, purposes and cultural
baggage? (Lansdown 1997: 19)

There are two reasons that this objection should
not give us pause, however. Even granting that
what we count as art depends on a welter of
social practices and institutions, art status is not
a matter for deliberate legislation. More import-
antly, the objection misses an important fact
about art. We never judge or see an artwork
merely as art but always as some kind of artwork
— as belonging to some art medium. If digital
art is art, it remains an open question whether
it is an art medium that inherits the history,
purposes, standards of criticism, and “cultural
baggage” of any other art media.

In his classic paper “Categories of Art,”
Kendall Walton maintains that we perceive every
work of art as belonging to some category of
art, where art categories are defined by three
kinds of properties: standard, variable, and con-
trastandard properties (Walton 1970). Standard
properties of works in a category are ones in
virtue of which they belong to the category; lack-
ing a feature standard for a category would tend




to disqualify a work from the category (“having
an unhappy ending” is a standard property of
tragedies). We discriminate among works in a
category with respect to their variable properties
(“featuring an indecisive prince” is a variable
property of works in the category of tragedies).
Contrastandard properties of works with respect
to a category are the absence of standard fea-
tures in respect of the category. A tragedy may
have the contrastandard feature of having an
ending that is not unhappy. But why perceive a
work in a category when it has properties that
are contrastandard with respect to that category?
For Walton, at least four factors determine what
category we should perceive a work as belong-
ing to: the work’s having a relatively large number
of properties that are standard for the category,
the artist’s intention or expectation that the work
be perceived as in the category, the existence
of social practices that place it in the category,
and the aesthetic benefits to be gleaned from
perceiving the work as being in the category — a
drama with a happy ending that is inventive,
even shocking, when viewed as tragedy, may seem
old hat when viewed as comedy.

Art categories provide a context within which
we appropriately interpret and evaluate artworks.
To appreciate a work of art one must know
how it resembles and differs from other works of
art, but not every resemblance or difference is
aesthetically significant. There is only a point to
noticing differences among works that belong
to a kind and to noticing similarities among works
when the similarity is not shared by everything
of its kind. Acid jazz differs from opera, but to
appreciate John Scofield’s “Green Tea” as a work
of acid jazz it is not enough to hear how it
differs from Rigoletto — one must recognize how
it differs from other works of acid jazz.

Moreover, what properties are standard,
contrastandard, and variable with respect to a
category is subject to change. Suppose that it is
a standard property of photography that photo-
graphs accurately record visible events. As the
use of software for editing rasterized photographs
increases, this may become a variable property
of the category. Digital image doctoring may
thereby change how we see all photographs
(Mitchell 1992; Savedoft 1997). The lesson is
that contexts within which we appreciate and
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evaluate works of art are fluid and can be shaped
by technological forces.

As the examples given indicate, there are
several schemes of categories into which artworks
can be portioned. One scheme comprises the
art media — music, painting, literature, theater,
and the like. Another scheme comprises genres
of art, such as tragedy and melodrama; works
in these categories may belong to different art
media. A third scheme, that of styles, also cuts
across media and genres. There are postmodernist
parodies and postmodernist comedies; some of
the former are musical while others are architec-
tural and some of the latter are literary while
others are pictorial. How, then, should we char-
acterize the scheme of art categories that com-
prises the art media? For it is within this scheme
that we might expect to make room for a cat-
egory of digital art.

One way to characterize the art media is with
reference to their physical bases. Musical works
are sounds; pictures are flat, colored surfaces;
and theatrical performances consist in human
bodies, their gestures and speech, together with
the spaces in which they are located. Indeed, we
use the term “medium” ambiguously to name
an art form and its physical embodiment. The
“medium of pictures” can denote the pictorial art
form or it can denote the stuff of which pictures
are made — oil paint, acrylic, encaustic, ink, and
the like. Nevertheless, ordinary usage notwith-
standing, we should distinguish art media from
what I shall call, following Jerrold Levinson, their
“physical dimensions” (Levinson 1990: 29). The
reason is that works in different art media may
share the same physical dimension and works in
the same art medium may have different physical
dimensions. The case of literature is instructive.
Literary works can have many physical dimen-
sions, for they can be recited from memory as
well as printed on paper. Moreover, when novels
are printed on paper they have the same physical
dimension as many pictures, but although some
artworks are both literary and pictorial (visual
poems for instance), printed volumes of Lady
Chatterley’s Lover are not pictures.

The medium of literature is independent of
any particular physical dimension because works
of literature are made up of bits of language and
language is independent of any particular physical




dimension. Yet there is a sense, however
stretched, in which every art medium comprises
a “language,”
of practices that govern how the materials of the
medium are worked. This is all we need in order
to characterize the art media. Artworks standardly
belong to the same art medium when and only
when they are produced in accordance with a set
of practices for working with some materials,
whether physical, as in sculpture, or symbolic, as
in literature. These materials together with the
practices of shaping them determine what works
are possible in an art medium. Call the materials
and the practices governing how they can be
worked the art medium’s “palette.”

The digital palette comprises a suite of tech-
nologies and ways of using them that determine
what properties digital artworks can possess, in-
cluding those properties that are standard and
variable with respect to the category of digital
art. Since computers can be programmed to serve
indefinitely many tasks, the digital palette is un-
bounded. But we can discern, if only in outline,
some of the potential of the digital palette by
canvassing some typical cases of innovative
digital art. We should keep in mind throughout
that the point of thinking of digital artworks as
belonging to a digital art medium is that we
properly appreciate and evaluate digital artworks
only when we perceive them within the category
or medium of digital art, as it is characterized by
the digital palette.

One digital technology that is much discussed
in recent years among media theorists and that
is thought to engender a new digital art form is
virtual reality. This is standardly defined as a “syn-
thetic technology combining three-dimensional
video, audio, and other sensory components to
achieve a sense of immersion in an interactive,
computer-generated environment” (Heim 1998:
442). The vagueness of this definition accurately
reflects the wide range of technologies that are
called virtual reality. “Three-dimensional video”
can denote the use of perspective animations
to represent three-dimensional scenes on two-
dimensional computer monitors, often with ex-
aggerated foreshortening (as in most computer
games), or it can denote the use of stereoscopic
animations viewed through virtual-reality goggles.
The question to ask is whether virtual reality

understood as embodied in a set
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makes possible an art medium with distinctive
properties.

Some claim that virtual reality uniquely gen-
erates an illusion that the user is in the computer-
generated environment, perceiving it. But what
is meant by “illusion”? On the one hand, it does
not appear that even the most sophisticated
virtual-reality set-ups normally cause their users
to believe, mistakenly, that they are part of and
perceiving the computer-generated environment.
On the other hand, any imagistic representation
elicits an experience like that of perceiving the
represented scene, even images (e.g. outline
drawings) that are far from realistic. Virtual
reality could be redescribed without loss as
“realistic imaging” and classified with other real-
istic imaging such as cinema or three-imensional
(stereoscopic) cinema. If virtual reality offers any-
thing new it is the possibility for interaction with
the occupants and furniture of the computer-
generated environment. As Derek Stanovsky puts
the point, “computer representations are dif-
ferent because people are able to interact with
them in ways that resemble their interaction with
the genuine articles” (see Chapter 12, VIRTUAL
ReaLITy). Virtual reality as realistic imaging
should not be confused with interactivity.

The interactivity of computers capitalizes on
their ability to implement complex control struc-
tures and algorithms that allow outputs to be
fine tuned in response to different histories of
inputs. What properties a work of interactive
digital art possesses depends on the actions of
its user. The point is not that every user has a
different experience when engaging with an art-
work — that is arguably true of our experiences
ofall artworks. The point is rather that the struc-
tural properties of the work itself, not just how
our experience represents the work, depend on
how we interact with it (Lopes 2001). Defined
in this way, digital interactive art is something
new and it exists precisely because of the special
capabilities of computing technology.

A hypertext story, such as Michael Joyce’s
widely read Afternoon, A Story of 1987, is inter-
active because it allows the reader to follow
multiple narrative pathways, so that the story
goes differently on each reading. But there is no
reason that hypertext need involve hyperlinked
text that the user selects. Simon Bigg’s Great




Wall of China of 1999 (at <http://hosted.
simonbiggs.casynet.co.uk>) transforms a display
of the text of Kafka’s story in accordance with
movements of the user’s mouse. The reader of
Jettrey Shaw’s 1989 Legible City sits on a fixed
bicycle which he or she uses to navigate a land-
scape built of words, each route through the
landscape telling a story about a city. Indeed,
the input of users to interactive artworks can
take a variety of forms: gesture, movement,
sound, drawing, writing, and mere physical pres-
ence have all been used. Nor is interactive art
always narrative in form. Avatar technologies and
synchronous remote puppeteering enable users
to act in represented performance spaces. Peter
Gabriel’s Xplora 1 CD-ROM of 1993 allows its
owner to remix Gabriel’s music so that it has
different sound properties from one occasion of
interaction to the next. Robert Rowe’s Cypher
and George Lewis’s Voyager are computer pro-
grams that improvise music in real time as part
of an ensemble that includes human musicians.
Since what music the computer makes depends
on what the other players in the ensemble do, the
computer is as interactive as musicians jamming
with each other.

One way to see what is special about the works
just described is to consider their ontology.
Artworks can have, broadly speaking, one of two
ontologies. Some artworks, paradigmatically
paintings, have a unitary ontology: the work just
is the painting, a spatio-temporally bounded par-
ticular. Multiple-instance artworks, paradigmatic-
ally works of music and literature, have a dual
ontology: they are types whose instances are
tokens. Most musical performances, for example,
are tokens of types that are musical works. The
work type determines the properties which any-
thing must possess in order to count as instances
of it, yet we apprehend the work through its
instances. In the case of music, we typically
abstract the musical work from performances
of it by stripping from them properties of the
performances themselves. This explains how it is
possible for a work and its instances to have
different as well as shared properties, especially
different aesthetic properties. We evaluate per-
formances as aesthetic objects in their own right
and yet we evaluate a work performed without
thereby evaluating any performance of it. A good
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work can be given poor performances and a poor
work given performances that are, qua perform-
ances, good but not redeeming.

According to Timothy Binkley, the aesthetic-
ally relevant features of a predigital artwork are
features of its physical embodiment (Binkley 1997,
1998a, 1998b). To make an artwork is tradition-
ally to “maculate” some physical substance, shap-
ing it into the work. But digital artworks are not
physical objects, for the computer “computes
abstract numbers with mathematical algorithms
rather than plying physical material with manual
implements” (Binkley 1998a: 413). Instead of
making things, digital artists manipulate data
structures; they “mensurate” symbols instead of
“maculating” physical stuff. Of course, Binkley
realizes that the data structures making up di-
gital artworks always take some physical, usually
electronic, embodiment; his point is that the data
and its structure is independent of any particular
physical embodiment. For this reason digital
art “bears no telltale traces of the magnetism,
electricity, or cardboard that might happen to
host its abstract symbols” (Binkley 1998b: 48).
Digital artworks are therefore types. Their aes-
thetically relevant features are not features of
physical objects. They are indefinitely reusable
and can be copied with perfect accuracy (think
of a digital image sent by email from one person
to many others). Binkley concludes that digital
art diminishes the importance of art’s physical
dimension (Binkley 1997: 114; Binkley 1998b:
50). Itis, he writes, “an art form dedicated to pro-
cess rather than product” (Binkley 1998a: 413).

The claim that digital artworks are types is
instructive, as is the observation that they are for
this reason indefinitely reusable and perfectly
reproducible. Also instructive, however, are two
related mistakes in Binkley’s account. Binkley’s
first mistake is to take painting’s ontology as
paradigmatic of all art — that is, by assuming
that all nondigital artworks are physical objects.
Literature, as we have seen, is a clear counter-
example. Musical works, if they are types tokened in
individual performances or playings, are another
counterexample. When I listen to a performance
of “Summertime” I am hearing two things. One
is the performance, which is a physical event, and
the second is the song itself, which is not ident-
ical to the performance though I apprehend its




features by listening to the performance. The
case of music indicates Binkley’s second mistake.
From the fact that digital artwork types are
nonphysical it does not follow that their tokens
are not physical. Performances of “Summertime”
are physical events and our aesthetic interest in
them is partly an interest in their physical qual-
ities. Binkley thinks of a computer as a central
processing unit and a digital artwork as the data
structure a CPU processes. But this ignores two
additional and essential components of the
computer, the input and output transducers. A
digital image is a data structure but it is tokened
only by being displayed on an appropriate
device, usually a printer or monitor. Indeed, our
aesthetic interest in the image is an interest above
all in properties of the physical embodiment of
its tokens.

David Saltz identifies three design elements
essential to digital interactivity: a sensing device
(such as a keyboard or mouse) that transduces
user actions as inputs, a computational process
that systematically relates inputs to outputs, and
a display mechanism that transduces outputs into
something humanly perceptible (Saltz 1997: 118).
All three elements must be in place in order for
an interactive piece to vary in its content or ap-
pearance with human interaction. For this reason,
Saltz models the ontology of interactive art on
that of performance art. An interaction is perform-
ative, according to Saltz, “when the interaction
itself becomes an aesthetic object . . . interactions
are performative to the extent that they are about
their own interactions” (Saltz 1997: 123). The
aesthetically relevant properties of performative
interactions are properties of the interactor in the
work, who plays a role in the interaction’s unfold-
ing. But there is no work type of which individual
interactions are tokens since the interactions are
unscripted, and in the performing arts it is the
script (or score or choreography) that identifies
individual performances as tokens of one work
type. Saltz infers that “to interact with a work of
computer art does not produce a token of the
work the way performing a dramatic or musical
work does” (Saltz 1997:123).

Neither Binkley’s nor Saltz’s view adequately
describes the ontology of interactive digital art.
According to Binkley, only digital work types
are objects of aesthetic attention; according to
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Saltz interactive works are not tokens of aes-
thetically interesting types. However, the virtue
of the application of the type—token distinction
to art is that it allows for dual objects of aesthetic
attention. We usually attend simultaneously to
properties of a performance gua performance and
to properties of the work performed. The fact
that we direct our attention upon interactive
processes, or upon our own actions as interactors,
does not show that we cannot and do not simul-
taneously attend to properties of a work type
with which we are interacting. Saltz is right that
there is no interactive work type understood as
what is indicated by a script or score. But it does
not follow that we cannot descry features of an
interactive work type through instances of inter-
action with it. The contours of the work type are
drawn by what interactions it makes possible.
Afternoon is many stories, but it is important to
know what set of stories it tells and how: these
give access to properties of Afternoon itself, not
the individual stories our interactions with it
generate. Moreover, we miss something import-
ant if we do not view interaction instances as
instances of a work type, since to fully appreciate
an interaction as an interaction, one must regard
it as means of discerning the work’s properties.
As one commentator puts the point, “the inter-
active art experience is one that blends together
two individualized narratives. The first is the story
of mastering the interface and the second is about
uncovering the content that the artist brings to
the work” (Holmes 2001: 90).

Interactive work instances are not tokened by
performance or playing (as in live and recorded
music) and they are not tokened by recital or
printing (as in literature); they are tokened by
our interaction with them. The way instances
of an interactive work are tokened cannot be
modeled on the way musical or literary works
are tokened. In place of the score, the script,
and the text we have the individual user’s inter-
action (Lopes 2001). This is one way of seeing
what is new about interactive digital art. It gives
a role to its user, not just in interpreting and
experiencing the work but in generating instances
of it, that users of no other art media enjoy. An
interactor tokens an interactive artwork in a way
that a reader or spectator of a non-interactive
artwork does not.




Interactivity, unlike virtual reality, is distinctive
of the digital palette, but not all digital art is
interactive. There are many rather more mun-
dane functions that computers perform and that
provide resources for the digital palette. Word-
processors routinely check the spelling of docu-
ments: Brian Reffen Smith has created artworks
by first running a text in English through a French
spell checker, which substitutes orthographically
similar French words for the English originals,
and then translating the French words back into
English (Reffen Smith 1997: 101-2). So-called
interface artworks are applications that change
the way familiar graphical user interfaces work.
1/0/D’s Web Stalker provides an alternative,
exploded perspective on websites, for instance
(see <http://bak.spc.org/iod>). Like much art
of the past century that takes as one of its main
subjects the technical basis of its own medium,
some digital art uses digital technologies in order
to represent or draw our attention to features of
the digital art medium.

Early explorations of a new medium tend to
imitate the media from which it sprang. Photo-
graphy aspired at first to the look of painting
and it was only after several decades that photo-
graphers made unabashedly photographic photo-
graphs. One explanation for this is that a new
medium must establish its status as art by asso-
ciating itself with a recognized art medium.
Another explanation is that it is difficult to dis-
cern the full potential of a medium’s palette in
advance of actually using it to make art. What-
ever the explanation, it is only with time that we
can expect digital art to look less like other kinds
of art and to acquire a character of its own. This
process involves coming to see what standard
and variable properties characterize the digital
medium and how they are determined by the
digital palette. It culminates in our evaluating
digital art on its own terms, as digital art.

3 Computing Creativity

Making art is a cognitive activity, as well as a
physical and a social activity. Just as philo-
sophers and behavioral scientists study cognitive
processes such as vision or language acquisition
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by developing computer models of those pro-
cesses, they may learn about the cognitive under-
pinnings of art-making by building art-making
computers. Computers have been programmed
as a means to learn about drawing, musical com-
position, poetic writing, architectural style, and
artistic creativity in general.

One may immediately object to the viability
of this enterprise. Artworks are necessarily arti-
facts and artifacts are the products of intentional
action, but if “art”-making computers have no
intentions, then they cannot make artworks. If
they cannot make artworks, it is pointless to use
them to study art-making processes. The objection
does not assume that no computers or robots
can have intentions. It assumes only that the com-
puters that have been programmed to make “art”
are not intentional agents — and this is a plausible
assumption. The drawing system described below
can be downloaded from the internet and installed
on a computer that can otherwise do nothing
more than send email and word-process.

Granting that artworks are intentionally made
artifacts, two replies can be made to this objec-
tion. The first challenges the objection directly
by arguing that computer-made “art” is art
indeed. Typical acts of art-making involve two
intentions: an artist intends to make an object
that has certain intrinsic properties (e.g. a given
arrangement of colors, a meaning) and further
intends, typically through the realization of the
first intention, to make a work of art. Distin-
guishing these intentions makes sense of some
atypical acts of art-making. An artist selects a
piece of driftwood, mounts it, and labels it
(alluding to Duchamp’s snow shovel) Notes in
Advance of o Broken Arm. If Notes is a work
of art, it is a work of art in the absence of an
intention to create an object with the physical
features possessed by the driftwood. Qua drift-
wood, the object is not an artifact, yet it is an
artifact qua artwork, since it is mounted and
displayed with the intention that it be a work of
art. We may view a drawing made by a computer
as, like the driftwood, shaped by a force of
nature, and yet deem it art since we intend that
it be displayed as art. The second reply concedes
that computer-made “art” is not art but suggests
that it is quasi-art instead. Computer drawing is
sufficiently like human drawing that we can use




the former to study the latter. We cannot use
what a computer does to study that part of the
art-making process that depends on agency or
on social institutions, but that is no limitation
we need worry about.

Early experiments in computer creativity ex-
tend a venerable tradition of automatic art. Wind
chimes or acolian harps are designed to make
music, but the particular music they make is not
composed. Humans can be involved in making
automatic art when they do nothing more than
implement an algorithm. Mozart’s “Musikalisches
Wiirfelspiel” requires its players to role dice that
determine how the music goes. In the surrealists’
game of Exquisite Corpse, each player draws on
part of a surface the rest of which is blocked from
view, making part of an image that, as a single
image, nobody drew. During the 1950s and
1960s, the heyday of “systems art,” composers
such as Iannis Xénakis and John Cage created
algorithms for music generation that were im-
plemented on computers. A currently popular
form of automatic art is genetic art, in which a
computer randomly propagates several mutations
of a form, of which humans select one, that pro-
vides the material for another round of mutation
and selection (e.g. Sims 1991).

Clearly, not all computer-based automatic art
illuminates processes of human art-making. What
is required is, first, that the computer’s computa-
tional architecture be designed to model that
of humans, at least at relatively high levels of
abstraction, and, second, that the choice of algo-
rithms be constrained so as to produce works
that resemble those made by humans. Whereas
automatic art looks, sounds, or reads like auto-
matic art, art made by computers designed to
model human art-making should pass an aesthetic
version of Turing’s imitation game.

Harold Cohen’s AARON, a version of which
can be installed as a screen saver on personal
computers, draws convincing figures — figures
that are sufficiently charming that they have been
exhibited in art galleries (see <http://www.
kurzweilcyberart.com>). The four-
component architecture reflects some of what
we would have to know in order to understand
how we make images (Burton 1997). AARON
possesses a way of creating physical images, either
by coloring pixels on a screen or by sending data

system’s

Dominic Mclver Lopes

114

to a printer or a plotter. It has also been supplied
with a set of “cognitive primitives” — the basic
elements of line pattern and coloration that form
the universal building blocks of pictures. A set of
behavioral rules governs how the system deploys
the cognitive primitives in response to feedback
from the work in progress. Finally, a second set of
behavioral rules directs the system’s work in light
of knowledge of how things look in the world —
knowledge, for instance, of human anatomy.
While these rules might be devised so as to pro-
duce only realistic images in canonical perspective,
AARON is able to produce images that fit into
a variety of human drawing systems, including
those favored by children of different ages.
AARON models an isolated artist, one who
works outside a drawing tradition. David Cope’s
EMI is designed to write music that mimics music
in the style of historical composers on the basis
of “listening” to a selection of their work (Cope
1991). EMI’s top-level algorithm comprises six
steps: encoding input works by a target com-
poser into a format it can manipulate, running a
pattern matcher on the input, finding the patterns
that make up the composer’s stylistic “signature,”
composing some music in accordance with an
appropriate set of rules, overlaying the composer’s
“signature” upon the newly composed music,
and finally adding musical textures that conform
to the composer’s style. The technologies em-
ployed include rule-based expert systems, pattern
recognition neural nets, LISP transition networks,
and a style dictionary. The results are remarkable:
expert audiences are unable to reliably distinguish
EMD’s versions of music in the styles of Mozart
and Rachmaninoff from the originals.
Specialized applications of this technology
enable systems to improvise music in real time
with or without human musicians. These systems
incorporate real-time listening, musical analysis,
and classification with real-time music genera-
tion. Moreover, since the music generated at a
given time must be recognizably related in an
appropriate style to earlier elements of the piece,
these systems have been developed in tandem
with computational theories of improvisation
(Johnson-Laird 1993). Analogous style recogni-
tion and art-production systems have been
designed for architecture (e.g. Stiny & Mitchell
1980) and poetry. Here is a haiku written by




Ray Kurzweil’s Cybernetic Poet in imitation
of the style of Wendy Dennis (<http:/www.
kurzweilcyberart.com/poetry/rkcp_poetry_
samples.php3>):

Payge

Sashay down the page
through the lioness
nestled in my soul

Supposing AARON, EMI, and the Cybernetic
Poet make art, or quasi-art, it does not follow
that their activities are creative. This means it is
possible to study what creativity is by consider-
ing the possibility of creative computers. Margaret
Boden approaches the topic of creativity in sci-
ence and art by asking: can computation help
us understand creativity? can computers appear
creative? can computers appear to recognize cre-
ativity? can computers be creative? (Boden 1994:
85; Boden 1998). The point is not to answer
these questions primarily so as to understand
the capabilities of computers but rather so as to
gain a deeper understanding of creativity itself.
Boden, for example, draws a distinction be-
tween historical creativity, a property of a valu-
able idea that nobody has ever had before, and
psychological creativity, a property of a valuable
idea that could not have arisen before in the
mind of the thinker who has the idea (Boden
1994: 76). Computers can clearly originate his-
torically creative ideas; it is their capacity for ori-
ginating psychologically creative ideas that is in
question. To resolve this question we need to
know what it means to say an idea “could not”
have arisen before in a thinker. A creative idea is
not merely a novel idea in the sense that a com-
putational system is said to be able to generate
novel outputs. I have never before written the
previous sentence but the sentence is hardly
creative, for my capacity to write the sentence is
a computational capacity to generate novel sen-
tences. Boden proposes that a system is creative
only when it can change itself so as to expand
the space of novel ideas it is capable of generat-
ing. In order to change itself in this way, it
must represent its own lower-level processes for
generating ideas and it must have some way of
tweaking these processes. Genetic algorithms,
which enable a system to rewrite its own code,
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appear to meet these conditions, and so suggest
one way in which computers can be made to be
genuinely creative. What is important here is not
the ultimate adequacy of Boden’s account but
its value as an illustration of the prospects of
developing a theory of creativity by modeling it
computationally.

It is tempting to assume that the cutting-edge
applications of digital technologies are exclusively
scientific or industrial. Artists have explored the
potential of computers since their invention,
sometimes using them in surprising ways. We
might learn something about computers from
their use by artists. Yet a great deal of computer-
based art is pure techno-spectacle that has not
much more to offer us than the shiny newness
of'its technology. Digital technology is as much
a challenge as well as an opportunity.
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Part III
Mind and Al






Chapter 9

The Philosophy of Al
and its Critique

James H. Fetzer

Historical Background

Prior to the advent of computing machines, theor-
izing about the nature of mentality and thought
was predominantly the province of philosophers,
among whom perhaps the most influential his-
torically has been René Descartes (1596-1650),
often called “the father of modern philosophy.”
Descartes advanced an ontic (or ontological) thesis
about the kind of thing minds are as features of
the world and an epistemic (or epistemological)
thesis about how things of that kind could be
known. According to Descartes, who advocated
a form of dualism for which mind and body are
mutually exclusive categories, “minds” are things
that can think, where access to minds can be
secured by means of a faculty known as “intro-
spection,” which is a kind of inward perception
of a person’s own mental states.

Descartes’s approach exerted enormous influ-
ence well into the twentieth century, when the
development of digital computers began to cap-
tivate the imagination of those who sought a more
scientific and less subjective conception of the
nature of thinking things. The most important
innovations were introduced by Alan Turing
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(1912-54), a brilliant British mathematician, cry-
ptographer, theoretician, and philosopher. Some
of Turing’s most important research concerned
the limitations of proof within mathematics,
where he proposed that the boundaries of the
computable (of mathematical problems whose
solutions were obtainable on the basis of finite
applications of logical rules) were the same as
those that can be solved using a specific kind of
problem-solving machinery.

Things of this kind, which are known as
Turing machines, consist of an arbitrarily long
segmented tape and a device capable of four
operations upon that tape, namely: making a
mark, removing a mark, moving the tape one
segment forward, and moving the tape one seg-
ment backward. (The state of the tape before a
series of operations is applied can be referred to
as “input,” the state of the tape after it has been
applied as “output,” and the series of instruc-
tions as a “program.”) From the perspective of
these machines, it became obvious there are
mathematical problems for which no finite or
computable solutions exist. Similar results relat-
ing effective procedures to computable problems
were concurrently obtained by the great Amer-
ican logician Alonzo Church.




The Turing Test

Church’s work was based on purely mathematical
assumptions, while Turing’s work appealed to a
very specific kind of machine, which provided an
abstract model for the physical embodiment of
the procedures that suitably define “(digital) com-
puters” and laid the foundation for the theory of
computing. Turing argued that such procedures
impose limits upon human thought, thereby com-
bining the concept of a program with that of a
mind in the form of a machine which in principle
could be capable of having many types of physical
implementation. His work thus introduced what
has come to be known as the computational con-
ception of the mind, which inverts the Cartesian
account of machines as mindless by turning minds
themselves into special kinds of machines, where
the boundaries of computability define the bound-
aries of thought.

Turing’s claim to have fathered Al rests upon
the introduction of what is known as the Turing
test, where a thing or things of one kind are
pitted against a thing or things of another kind.
Adapting a party game where a man and a woman
might compete to see whether the man could
deceive a contestant into mistaking him for the
woman (in a context that would not give the
game away), he proposed pitting a human being
against an inanimate machine (equipped with a
suitable program and mode of communication).
Thus, if an interlocutor could not differentiate
between them on the basis of the answers they
provided to questions that they were asked, then
those systems should be regarded as equal (or
equipotent) with respect to (what he took to
be) intelligence (Turing 1950).

This represented a remarkable advance over
Cartesian conceptions in three different respects.
First, it improved upon the vague notion of a
thinking thing by introducing the precise notion
of a Turing machine as a device capable of mark
manipulation under the control of a program.
Second, it implied a solution to the mind/body
problem, according to which hardware is to soft-
ware as bodies are to minds, that was less meta-
phorical and more scientific than the notion of
bodies with minds. Third, it appealed to a
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behavioral rather than introspective criterion for
empirical evidence supporting inferences to the
existence of thinking things, making the study
of the mind appear far less subjective.

Physical Machines

Descartes’s conception of human minds as
thinking things depends upon actually having
thoughts, which might not be the case when
they are unconscious (say, asleep, drugged,
or otherwise incapable of thought), since their
existence as things that think would not then
be subject to introspective verification, which
supports hypothesis (hl):

minds

(hl) (Conscious) human

thinking things (Descartes);

arc

Analogously, Turing’s conception of these
machines as thinking things depends upon the
exercise of the capacity to manipulate marks as a
sufficient condition for the possession of intel-
ligence which could be comparable to that of
humans, suggesting hypothesis (h2):

(h2) Turing machines manipulating marks
possess intelligence (Turing);

where the identification of intelligence with
mentality offers support for the conclusion that
suitably programmed and properly functioning
Turing machines might qualify as manmade
thinking things or, in the phrase of John
McCarthy, as “artificial intelligence.”

As idealized devices that are endowed with
properties that physical systems may not possess,
including segmented tapes (or “memories”) of
arbitrary length and perfection in performance,
however, Turing machines are abstract entities.
Because they do not exist in space/time, they are
incapable of exerting any causal influence upon
things in space/time, even though, by defini-
tion, they perform exactly as intended (Fetzer
1988). The distinction is analogous to that
between numbers and numerals, where numbers
are abstract entities that do not exist in space/




time, while numerals that stand for them are
physical things that do exist in space/time.
Roman numerals, Arabic numerals, and such have
specific locations at specific times, specific shapes
and sizes, come into and go out of existence,
none which is true of numbers as timeless and
unchanging abstract entities.

These “machines,” nevertheless, might be sub-
ject to at least partial implementations as phys-
ical things in different ways employing different
materials, such as by means of digital sequences of
0s and 1s, of switches that are “on” or “off,” or
of higher and lower voltage. Some might be con-
structed out of vacuum tubes, others made of
transistors or silicon chips. They then become
instances of physical things with the finite propert-
ies of things of their kinds. None of them performs
exactly as intended merely as a matter of definition:
all of them have the potential for malfunction
and variable performance like aircraft, automo-
biles, television sets, and other physical devices.
Their memories are determined by specific phys-
ical properties, such as the size of their registers;
and, while they may be enhanced by the addi-
tion of more memory, none of them is infinite.

Symbol Systems

While (some conceptions of) God might be
advanced as exemplifying a timeless and unchang-
ing thinking thing, the existence of entities of
that kind falls beyond the scope of empirical and
scientific inquiries. Indeed, within computer sci-
ence, the most widely accepted and broadly influ-
ential adaptation of Turing’s approach has been by
means of the physical symbol system conception Alan
Newell and Herbert Simon have advanced, where
symbol systems are physical machines — possibly
human — that process physical symbol structures
through time (Newell & Simon 1976). These
are special kinds of digital machines that qualify
as serial processing (or von Neumann) machines.
Thus, they implement Turing’s conception by
means of a physical machine hypothesis (h3),

(h3) Physical computers manipulating
symbols are intelligent (Newell and Simon);
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where, as for Turing, the phrase “intelligent
thing” means the same as “thinking thing.”

There is an ambiguity about the words “sym-
bol systems” as systems that process symbols and
as the systems of symbols which they process,
where Newell and Simon focused more attention
on the systems of symbols that machines process
than they did upon the systems that process those
symbols. But there can be no doubt that they
took for granted that the systems that processed
those symbols were physical. It therefore becomes
important, from this point hence, to distinguish
between “Turing machines” as abstract entities
and “digital computers” as physical implemen-
tations of such machines, where digital com-
puters, but not Turing machines, possess finite
memories and potential to malfunction. Newell
and Simon focused upon computers as physical
machines, where they sought to clarify the
status of the “marks” that computers subject to
manipulation.

They interpreted them as sets of physical
patterns they called “symbols,” which can occur
in components of other patterns they called
“expressions” (or “symbol structures”). Relative
to sets of alpha-numerical (alphabetical and
numerical) characters (ASCII or EBCDIC, for
example), expressions are sequences of symbols
understood as sequences of characters. Their
“symbol systems” as physical machines that
manipulate symbols thus qualify as necessary
and sufficient for intelligence, as formulated by
hypothesis (h4):

(h4) (Beinga) symbol system is both neces-
sary and sufficient for intelligence (Newell
and Simon);

which, even apart from the difference between
Turing machines as abstractions and symbol sys-
tems as physical things, turns out to be a much
stronger claim than (h2) or even (h3). Those
hypotheses do not imply that every thinking thing
has to be a digital computer or a Turing machine.
(h2) and (h3) are both consistent with the exist-
ence of thinking things that are not digital com-
puters or Turing machines. But (h4) does not
allow for the existence of thinking things that
are not digital machines.




The Chinese Room

The progression of hypotheses from (hl) to (h2)
to (h3) and perhaps (h4) appears to provide sig-
nificant improvement on Descartes’s conception,
especially when combined with the Turing test,
since they not only clarify the nature of mind and
elucidate the relation of mind to body, but even
explain how the existence of other minds might
be known, a powerful combination of ontic and
epistemic theses that seems to support the pros-
pects for artificial intelligence. As soon as com-
puting machines were designed with performance
capabilities comparable to those of human beings,
it would be appropriate to ascribe to those in-
animate entities the mental properties of think-
ing things. Or so it seemed, when the philosopher
John Searle advanced a critique of the prospects
for Al that has come to be known as “the Chinese
Room” and cast it all in doubt (Searle 1980).

Searle proposed a thought experiment involv-
ing two persons, call them “C” and “D,” one (C)
fluent in Chinese, the other (D) not. Suppose C
were locked in an enclosed room into which
sequences of marks were sent on pieces of paper,
to which C might respond by sending out other
sequences of marks on other pieces of paper. If
the marks sent in were questions in Chinese and
the marks sent out were answers in Chinese,
then it would certainly look as though the occup-
ant of the room knew Chinese, as, indeed, by
hypothesis, he does. But suppose instead D were
locked in the same room with a table that allowed
him to look up sequences of marks to send out
in response to sequences of marks sent in. If he
were very proficient at this activity, his perform-
ance might be the equal of that of C, who knows
Chinese, even though D, by hypothesis, knows
no Chinese.

Searle’s argument was a devastating counter-
example to the Turing test, which takes for
granted that similarities in performance indicate
similarities in intelligence. In the Chinese Room
scenario, the same “inputs” yield the same
“outputs,” yet the processes or procedures that
produce them are not the same. This suggests
that a distinction has to be drawn between “sim-
> where systems simulate one another
when they yield the same outputs from the same

ulations,”
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inputs, and “replications,” where systems replic-
ate one another when they yield the same out-
puts from the same inputs by means of the same
processes or procedures. In this language, Searle
shows that, even if the Turing test is sufficient
for comparisons of input/output behavior
(simulations), it is not sufficient for comparisons
of the processes or procedures that yield those
outputs (replications).

Weak AT

The force of Searle’s critique becomes apparent
in asking which scenario, C or D, is more like
the performance of a computer executing a pro-
gram, which might be implemented as an auto-
mated look-up table: in response to inputs in
the form of sequences of marks, a computer pro-
cesses them into outputs in the form of other
sequences of marks on the basis of its program.
So it appears appropriate to extend the compar-
ison to yet a third scenario, call it “E,” where a
suitably programmed computer takes the same
inputs and yields the same outputs. For just as
the performance of D might simulate the per-
formance of C, even though D knows no Chi-
nese, so the performance of E might simulate
the performance of D, even though E possesses
no mentality. Mere relations of simulation thus
appear too weak to establish that systems are
equal relative to their intelligence.

Searle also differentiated between what he
called “strong AI” and “weak AI,” where weak
Al maintains that computers are useful tools in
the study of the mind, especially in producing
useful models (or simulations), but strong Al
maintains that, when they are executing pro-
grams, computers properly qualify as minds (or
replications). Weak AI thus represents an
epistemic stance about the value of computer-
based models or simulations, while strong Al
represents an ontic stance about the kinds of
things that actually are instances of minds. Pre-
sumably, strong Al implies weak Al since actual
instances of minds would be suitable subjects
in the study of mind. Practically no one objects
to weak Al, however, while strong Al remains
controversial on many grounds.




That does not mean it lacks for passionate ad-
vocates. One of the most interesting introductions
to artificial intelligence has been co-authored by
Eugene Charniak and Drew McDermott (1985).
Already in their first chapter, the authors define
“artificial intelligence” as the study of mental
faculties through the use of computational
models. The tenability of this position, no doubt,
depends upon the implied premise that mental
faculties operate on the basis of computational
processes, which, indeed, they render explicit by
similarly postulating that what brains do “may
be thought of at some level as a kind of com-
putation” (Charniak & McDermott 1985: 6).
The crucial distinction between
“strong” Al, however, depends upon whether
brains actually qualify as computers, not whether
they may be thought to be.

“weak” and

Strong AI

Charniak and McDermott also maintain “the
ultimate goal of research in Al is to build a
person or, more humbly, an animal.” Their gen-
eral conception is that the construction of these
artificial things must capture key properties of
their biological counterparts, at least with respect
to kinds of input, kinds of processing, and kinds
of output. Thus, the “inputs” they consider in-
clude vision (sights) and speech (sounds), which
are processed by means of internal modules for
learning, deduction, explanation, and planning,
which entail search and sort mechanisms. These
combine with speech and motor capabilities to
yield “outputs” in the form of speech (sounds)
and behavior (motions), sometimes called “ro-
botics.” The crucial issue thus becomes whether
these “robots” are behaving like human beings
as (mindless) simulations or instead embody
(mindful) replications.

Their attention focuses upon what goes on in
“the black box” between stimulus and response,
where those with minds depend upon and utilize
internal vepresentations as states of such systems
that describe or otherwise represent various
aspects of the world. Indeed, some of these as-
pects could be internal to the system itself and
thus represent its own internal states as internal
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representations of aspects of itself. But, while
sclf-awareness and self-consciousness are often
taken to be important kinds of intelligence or
mentality, they do not appear to be essential to
having intelligence or mentality in general as
opposed to having intelligence or mentality of
specific kinds. There may be various kinds of
mentality or intelligence — mathematical, verbal,
and artistic, for example — but presumably they
share certain core or common properties.
There would seem to be scant room for doubt
that, if artificial machines are going to qualify as
comparable to human beings relative to their
mental abilities, they must have the same or similar
capacities to use and manipulate internal repres-
entations, at least with respect to some specified
range — presumably, alpha-numeric — of tasks.
They must take the same or similar external inputs
(or “stimuli”), process them by means of the
same or similar “mental” mechanisms, and pro-
duce the same or similar external outputs (or
“responses”). While Charniak and McDermott
may aspire to build an artificial animal, the AI
community at large, no doubt, would settle for
building an artificial thinking thing, presuming
that it is possible to create one without the other.

Folk Psychology

There is an implied presumption that different
systems that are subject to comparison are oper-
ating under the same or similar causally relevant
background conditions. No one would suppose
that a computer with a blown motherboard
should yield the same outputs from the same
inputs as a comparable computer with no hard-
ware breakdown, even when they are loaded with
the same programs. Analogously, no one would
assume that a human being with a broken arm,
for example, should display the same behavior in
response to the same stimuli (say, a ball coming
straight toward him while seated in the bleachers
at a game) as another person without a broken
arm. But that does not mean that they are not
processing similar stimuli by means of similar
representations.

Human beings are complicated mechanisms,
whether or not they properly qualify as




“machines” in the sense that matters to Al
Indeed, the full range of causally relevant factors
that make a difference to human behavior appears
to include motives, beliefs, ethics, abilities, cap-
abilities, and opportunities (Fetzer 1996). Dif-
ferent persons with the same or similar motives
and beliefs, for example, but who differ in their
morals, may be expected to display different
behavior under conditions where ethics makes a
difference, even though they may have similar
abilities and are not incapacitated from the exer-
cise of those abilities. As we all know, human
beings consume endless hours endeavoring to
explain and predict the behavior of others and
themselves, employing a framework of causally
relevant factors of this kind, which has come to
be known as “folk psychology.”

No doubt when appraised from the perspective
of, say, the conditions of adequacy for scientific
theories — such as clarity and precision of lan-
guage, scope of application for explanation and
prediction, degree of empirical support, and the
economy, simplicity, or elegance with which these
results are attained — folk psychology appears
to enjoy a high degree of empirical support by
virtue of its capacity to subsume a broad range
of cases within the scope of its principles. Some
of that apparent success, however, may be due
to the somewhat vague and imprecise character
of the language upon which it depends, where
there would appear to be opportunity for revi-
sion and refinement to enhance or confine its
scope of application. Yet some researchers argue
for its elimination altogether.

Eliminative Materialism

Paul Churchland, for example, maintains that
folk psychology is not only incomplete but also
inaccurate as a “misrepresentation” of our internal
states and mental activities. He goes so far as to
suggest that progress in neuroscience should lead,
not simply to the refinement of folk psychology,
but to its wholesale elimination (Churchland
1984: 43). The model Churchland embraces thus
follows the pattern of elimination of “phlogiston”
from the language of chemistry and of “witches”
from the language of psychology. He thus con-
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tends that the categories of motives and beliefs,
among others, are destined for a similar fate
as neuroscience develops. Churchland admits
he cannot guarantee that this will occur, where
the history of science in this instance might
instead simply reflect some adjustment in folk-
psychological principles or dispensing with some
of its concepts.

The deeper problem that confronts eliminative
materialism, however, appears to be the same
problem confronting classic forms of reduction-
ism, namely, that without access to information
relating brain states to mind states, on the one
hand, and mind states to behavioral effects, on
the other, it would be impossible to derive pre-
dictive inferences from brain states to behavioral
effects. If those behavioral effects are manifesta-
tions of dispositions toward behavior under spe-
cific conditions, moreover, then it seems unlikely
that a “mature” neuroscience could accomplish
its goals if it lacked the capacity to relate brain
states to behavioral effects by way of dispositions,
because there would then be no foundation for
relating mind states to brain states and brain
states to human behavior.

In the case of jealousy (hostility, insincerity, and
so on) as causal factors that affect our behavior
in the folk-psychological scheme of things, if we
want to discover the brain states that underlie
these mind states as dispositions to act jealous
(to act hostile, and so forth) under specific condi-
tions, which include our other internal states, then
a rigorous science of human behavior might be
developed by searching for and discovering some
underlying brain states, where those dispositions
toward behavior were appropriately (presumably,
lawfully) related to those brain states. Sometimes
brain states can have effects upon human behavior
that are not mediated by mind states, as in the
case of brain damage or mental retardation. For
neurologically normal subjects, mind states are
able to establish connections between brain states
and their influence on behavior.

Processing Syntax

The predominant approach among philosophers
cager to exploit the resources provided by the




computational conception, however, has been in
the direction of refining what it takes to have a
mind rather than the relationship between minds,
bodies, and behavior. While acknowledging these
connections are essential to the adequacy of any
account, they have focused primarily upon the
prospect that language and mentality might be
adequately characterized on the basis of purely
formal distinctions of the general kind required
by Turing machines — the physical shapes, sizes,
and relative locations of the marks they manip-
ulate — when interpreted as the alpha-numeric
characters that make up words, sentences, and
other combinations of sentences as elements of
a language.

Jerry Fodor, for example, has observed that
computational conceptions of language and men-
tality entail the thesis that “mental processes have
access only to formal (nonsemantic) properties
of the mental representations over which they
are defined” (Fodor 1980: 307). He elaborates
upon the relationship between the form (syntax)
and the content (semantics) of thoughts, main-
taining (a) that thoughts are distinct in content
only if they can be identified with distinct repres-
entations, but without offering an explanation
of how it is (b) that any specific thoughts can be
identified with any specific representations, a
problem for which he elsewhere offers a solution
known as “the language of thought.” But any
account maintaining that the same syntax always
has the same semantics or that the same semantics
always has the same syntax runs afoul of prob-
lems with ambiguity on the one hand, and with
synonymy on the other.

Nevertheless, the strongest versions of com-
putational conceptions tend to eschew concern
for semantics and focus instead on the centrality
of syntax. Stephen Stich has introduced the syn-
tactic theory of the mind (STM) as having an
agnostic position on content, neither insisting
that syntactic state types (as repeatable patterns
of syntax) have no content nor insisting that
syntactic state tokens (specific instances of syn-
tactic state types) have no content: “It is simply
silent on the whole matter . .. [T]he STM is in
effect claiming that psychological theories have
no need to postulate content or other semantic
properties” (Stich 1983: 186). STM is thereby
committed to hypothesis (h5):
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(h5) Physical computers processing syntax
possess minds (STM);

which may initially appear much stronger than
(h3). But Newell and Simon’s notion of
“symbol” is defined formally and their “symbol
systems” are also computing machines. Both
approaches run the risk of identifying “thinking
things” with mindless machines.

Semantic Engines

Systems of marks with rules for their manipula-
tion are examples of (what are known as) formal
systems, the study of which falls within the
domain of pure mathematics. When those formal
systems are subject to interpretations, especially
with respect to properties and objects within
the physical world, their study falls within the
domain of applied mathematics. A debate has
raged within computer science over whether
that discipline should model itself after pure
or applied mathematics (Colburn et al. 1993).
But whatever the merits of the sides to that dis-
pute, there can be scant room for doubt that
mere mark manipulation, even in the guise of
syntax processing, is not enough for thinking
things. Thoughts possess content as well as form,
where it is no stretch of the imagination to sug-
gest that, regarding thought, content dominates
form.

The STM, which makes syntax processing
sufficient for the possession of mentality, thus
appears to be far too strong, but a weaker ver-
sion might still be true. The ability to process
syntax might be necessary for mentality instead,
as indeed hypothesis (h3) implies, when Newell
and Simon’s “symbols” are properly understood
as marks subject to manipulation. Thus, a more
plausible version of (h5) should maintain instead
(ho):

(h6) (Conscious) minds are physical com-
puters processing syntax;

where syntax consists of marks and rules for their
manipulation that satisfy constraints that make
them meaningful. But since there are infinitely




many possible interpretations of any finite
sequence of marks, some specific interpretation
(or class of interpretations) requires specifica-
tion as “the intended interpretation.” Marks can
only qualify as syntax relative to specific inter-
pretations in relation to which those marks
become meaningful.

From this point of view, a (properly function-
ing) computing machine can be qualified as an
automatic formal system when it is executing a
program, but becomes meaningful only when its
syntax satisfies the constraints of an intended inter-
pretation. Indeed, an automatic formal system
where “the semantics follows the syntax” has
been designated “a semantic engine” by Daniel
Dennett. This supports the contention some have
called the basic idea of cognitive science: that
intelligent beings arve semantic engines, that is,
automatic formal systems under which they con-
sistently make sense (Haugeland 1981: 31). (h6)
thus requires qualification to incorporate the role
of interpretation as (h7):

(h7) Semantic engines are necessary and
sufficient for intelligence;

where, as in the case of Newell and Simon,
“intelligent things” are also “thinking things”
and “(conscious) minds,” understood as physical
computers processing syntax under an inter-
pretation. The problem is to “pair up” the syntax
and the semantics the right way.

The Language of Thought

Jerry Fodor (1975) has advanced an argument
hypothesizing the existence of an innate language,
which is species-specific and possessed by every
neurologically normal human being. He calls it
mentalese (or “the language of thought”). He
contends the only way to learn a language is to
learn the truth conditions for sentences that
occur in that language: “learning (a language) L
involves learning that ‘Px’ is true if and only if
x s G for all substitution instances. But notice
that learning that could be learning P (learning
what P means) only for an organism that already
understood G” (Fodor 1975: 80). Given the
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unpalatable choice between an endless bierarchy of
successively richer and richer metalanguages for
specifying the meaning of lower-level languages
and & base language that is unlearned, Fodor
opts for the existence of an innate and inborn
language of thought.

The process of relating a learned language to
the language of thought turns human beings
into semantic engines, which may be rendered
by hypothesis (h8) as follows:

(h8) Human beings are semantic engines
with a language of thought (Fodor).

Fodor commits a mistake in his argument, how-
ever, by overlooking the possibility that the kind
of prior understanding which is presupposed by
language learning might be nonlinguistic. Chil-
dren learn to suck nipples, play with balls, and
draw with crayons long before they know that
what they are doing involves “nipples,” “balls,”
or “crayons.” Through a process of interaction
with things of those kinds, they acquire habits
of action and habits of mind concerning the
actual and potential behavior of things of those
kinds. Habits of action and habits of mind that
obtain for various kinds of things are concepts.
Once that nonlinguistic understanding has been
acquired, the acquisition of linguistic dispositions
to describe them appears to be relatively unprob-
lematical (Fetzer 1990).

One of the remarkable features of Fodor’s
conception is that the innate and inborn lan-
guage of thought possesses a semantic richness
such that this base language has to be sufficiently
complete to sustain correlations between any
natural language (French, German, Swahili, and
such) at any stage of historical development (past,
present, and future). This means that mentalese
not only has to supply a foundation for everyday
words, such as “nipple,” “ball,” and “crayon” in
English, for example, but also those for more
advanced notions, such as “jet propulsion,”
“polio vaccine,” and “color television,” since
otherwise the language of thought could not
fulfill its intended role. Among the less plausible
consequences of this conception turn out to be
that, since every human has the same innate lan-
guage, which has to be complete in each of its
instantiations, unsuccessful translations between




different languages and the evolution of language
across time are both impossible, in principle,
which are difficult positions to defend.

Formal Systems

Fodor’s approach represents an extension of
the work of Noam Chomsky, who has long
championed the conception of an innate syntax,
both inborn and species-specific, to which Fodor
has added a semantics. Much of Chomsky’s
work has been predicated upon a distinction
between competence and performance, where
differences between the grammatical behavior of
different language users, which would otherwise
be the same, must be accounted for by circum-
stantial differences, say, in physiological states
or psychological context. In principle, every user
of language possesses what might be described
as (unlimited) computational competence, where
infinitely many sentences can be constructed from
a finite base by employing recursive procedures
of the kind that were studied by Church
and Turing in their classic work on effective
procedures.

Fodor and Zenon Pylyshyn (1988) adopt con-
ditions for the production of sentences by lan-
guage users implying that the semantic content
of syntactic wholes is a function of the semantic
content of their syntactic parts as their principle
of the compositionality of meaning and that mole-
cular representations are functions of other
molecular or atomic representations as a principle
of recursive generability. These conditions are
obvious counterparts of distinctions between
structurally atomic and structurally molecular
representations as a precondition for a language
of thought that is modeled on formal systems,
such as sentential calculus. The principles of those
formal systems, automated or not, may or may
not transfer from abstract to physical contexts,
not least because physical systems, including
digital machines, are limited in their capacities.

Turing machines with infinite tapes and infal-
lible performance are clearly abstract idealizations
compared to digital machines with finite memor-
ies that can malfunction. The physical properties
of persons and computers are decidedly different
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than those of automated formal systems as an-
other case of abstract idealization. By comparison,
digital machines and human beings possess no
more than (Lmaited) computational competence
(Fetzer 1992). The properties of formal systems
— such as incompleteness for systems richer than
first-order monadic logic, which Kurt Godel
established — that might be supposed to impose
limits on mental processes and have attracted
interest by such scholars as J. R. Lucas (1961)
and Douglas Hofstadter (1979), appear to have
slight relevance to understanding the nature of
cognition. Formal systems are useful in model-
ing reasoning, but reasoning is a special case
of thinking. And if we want to understand the
nature of thinking, we have to study thinking
things rather than the properties of formal sys-
tems. Thinking things and formal systems are
not the same.

Mental Propensities

Roger Penrose has suggested that thinking may
be a quantum phenomenon and thereby qualify
as non-algorithmic (Penrose 1989: 437-9). The
importance of this prospect is that algorithms
are commonly understood as functions that map
single values within some domain onto single
values within some range. If mental processes
are algorithmic (functions), then they must be
deterministic, in the sense that the same mental-
state cause (completely specified) invariably brings
about the same mental-state effect or behavioral
response. Since quantum phenomena are not
deterministic, if mental phenomena are quantum
processes, they are not functions — not even par-
tial functions, for which, when single values
within a domain happen to be specified, there
exist single values in the corresponding range,
but where some of the values in the domain
and range of the relevant variables might not be
specified.

Systems for which the presence or the absence
of every property that makes a difference to an
outcome is completely specified are said to be
“closed,” while those for which the presence or
absence of some properties that make a differ-
ence to the outcome are unspecified are said to




be “open.” The distinction between determin-
istic and (in this case) probabilistic causation is
that, for closed systems, for deterministic causal
processes, the same cause (or complete set of
conditions) invariably (or with universal strength
u) brings about the same effect, whereas for
probabilistic causal processes, the same cause vari-
ably (with probabilistic strength p) brings about
one or another effect within the same fixed class
of possible outcomes. A polonium*® atom, for
example, has a probability for decay during a
3.05 minute interval of 1/2.

The determination that a system, such as an
atom of polonium?'®, is or is not a closed system,
of course, poses difficult epistemic problems,
which are compounded in the case of human
beings, precisely because they are vastly more
complex causal systems. Moreover, probabilistic
systems have to be distinguished from (what are
called) chaotic systems, which are deterministic
systems with “acute sensitivity to initial condi-
tions,” where the slightest change to those con-
ditions can bring about previously unexpected
effects. A tiny difference in hundreds of thou-
sands of lines of code controlling a space probe,
for example, consisting of the occurrence of only
one wrong character, a single misplaced comma,
caused Mariner 1, the first United States inter-
planetary spacecraft, to veer off course and then
have to be destroyed.

The Frame Problem

Indeed, there appear to be at least three contexts
in which probabilistic causation may matter to
human behavior, namely: in processing sensory
data into patterns of neural activation; in trans-
itions between one pattern of activation and
another; and in producing sounds and other
movement as a behavioral response. Processes of
all three kinds might be governed by probabilistic
or by chaotic deterministic processes and there-
fore be more difficult to explain or predict, even
when the kind of system under consideration
happens to be known. The most important dif-
ferences between species appear to concern the
range and variety of sensory data they are cap-
able of processing, the speed and reliabilty with
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which they can effect transitions between pat-
terns of activation, and the plasticity and strength
of their behavior responses.

Concerns about variation in such types of causa-
tion also arise within the context of the study of
mental models or representations of the world,
specifically, what has be known as #he frame prob-
lem, which Charniak and McDermott describe
as the need to infer explicitly that one or more
states will not change across time, which forms a
“frame” within which other states may change
(1985: 418) While the frame problem has proven
amenable to many different characterizations — a
variety of which may be found, for example, in
Ford and Hayes 1991 — one important aspect of
the problem is the extent to which a knowledge
base permits the prediction and the explanation
of systems when those systems are not known to
be open or closed.

Indeed, from this point of view, the frame
problem even appears to instantiate the classic
problem of induction encountered in attempting
to predict the future based upon information
about the past, which was identified by David
Hume (1711-76), a celebrated Scottish philo-
sopher. Thus, Hume observed that there are
no deductive guarantees that the future will re-
semble the past, since it remains logically possible
that, no matter how uniformly the occurrence
of events of one kind have been associated with
events of another, they may not continue to be.
If the laws of nature persist through time, how-
ever, then, in the case of systems that are closed,
it should be possible to predict — invariably or
probabilistically — precisely how those systems
will behave over intervals of time, so long as the
complete initial conditions and laws of systems
of that kind are known.

Minds and Brains

Because connectionism appeals to patterns of
activation of neural nodes rather than to indi-
vidual nodes as features of brains that function
as representations and affect behavior, it appears
to improve upon computationally-based concep-
tions in several important respects, including per-
ceptual completions of familiar patterns by filling




in missing portions, the recognition of novel
patterns even in relation to previously unfamiliar
instances, the phenomenon known as “graceful
degradation,” and related manifestations of men-
tality (Rumelhart et al. 1986: 18-31). Among
the most important differences is that connec-
tionist “brains” are capable of what is known
as parallel processing, which means that, unlike
(sequential) Turing machines, they are capable
of (concurrently) processing more than one
stream of data at the same time.

This difference, of course, extends to physical
computers, which can be arranged to process
data simultaneously, but each of them itself
remains a sequential processor. The advantages
of parallel processing are considerable, especially
from the point of view of evolution, where
detecting the smells and the sounds of predators
before encountering the sight of those predators,
for example, would afford adaptive advantages.
Moreover, learning generally can be understood
as a process of increasing or decreasing activa-
tion thresholds for specific patterns of nodes,
where classical and operant conditioning may
be accommodated as processes that establish
association between patterns of activation and
make their occurrence, under similar stimulus
conditions, more (or less) probable, where the
activation of some patterns tends to bring about
speech and other behavior.

Those who still want to defend computational
conceptions might hold that, even if their internal
representations are distributed, human beings are
semantic engines (h9):

(h9) Human beings are semantic engines
with distributed representations;

but the rationale for doing so becomes less and
less plausible and the mechanism — more and
more “independent but coordinated” serial pro-
cessors, for example — appears more and more a4
hoc. For reasons that arose in relation to eliminat-
ive materialism, however, no matter how suc-
cessful connectionism as a theory of the brain,
it cannot account for the relationship between
bodies and minds without a defensible conception
of the mind that should explain why symbol
systems and semantic engines are not thinking
things.
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Semiotic Systems

The conception of minds as semiotic (or as
sign-using) systems advances an alternative to
computational accounts that appears to fit the
connectionist model of the brain like a hand in a
glove. It provides a noncomputational framework
for investigating the nature of mind, the relation
of mind to body, and the existence of other
minds. According to this approach, minds are
things for which something can stand for some-
thing else in some respect or other (Fetzer 1990,
1996). The semiotic relation, which was elabor-
ated by the American philosopher Charles S.
Peirce (1839-1914), is triadic (or three-placed),
involving a relation of causation between signs
and their users, a (crucial) relation of grounding
between signs and that for which they stand,
and an nterpretant relation between signs, what
they stand for, and the users of signs.

There are three branches of the theory of semi-
otics, which include syntax as the study of the
relations between signs and how they can be
combined to create new signs, semantics as the
study of the relations between signs and that for
which they stand, and pragmatics as the study of
the relations between signs, what they stand for,
and sign users. Different kinds of minds can then
be classified on the basis of the kinds of signs they
are able to utilize — such as icons, which resemble
that for which they stand (similar in shapes, sizes,
and such); indices, which are causes or effects of
that for which they stand (ashes, fires, and
smoke); and symbols, which are merely habitually
associated with that for which they stand (words,
sentences, and things) — as iconic, indexical, and
symbolic varieties of mentality, respectively.

Meanings are identified with the totality of
possible and actual behavior that a sign user
might display in the presence of a sign as a func-
tion of context, which is the combination of
motives, beliefs, ethics, abilities, and capabilities
that sign-users bring to their encounters with
signs. And patterns of neural activation can func-
tion as internal signs, where (all and only) think-
ing things are semiotic systems, (h10):

(h10) Thinking things, including human
beings, are semiotic systems.




This approach can explain what it is to be con-
scious relative to a class of signs, where a system
is comscious with respect to signs of that kind
when it has the ability to utilize signs of that
kind and is not inhibited from the exercise of
that ability. And it supports the conception of
cognition as an effect that is brought about
(possibly probabilistically) by interaction between
signs and sign-users when they are in suitable
causal proximity.

Critical Differences

Among the most important differences between
semiotic systems and computational accounts
becomes apparent at this point, because the se-
mantic dimension of mentality has been encom-
passed by the definition of systems of this kind.
Observe, for example, the difference between
symbol systems and semiotic systems in figures
9.1 and 9.2, where semiotic systems reflect a
grounding relationship that symbol systems lack.
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Figure 9.2: Semiotic systems
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This difference applies even when these systems
are processing marks by means of the same pro-
cedures. A computer processing a tax return can
yield the same outputs from the same inputs, yet
they mean nothing to that system as income,
deductions, or taxes due. A distinction must be
drawn between those marks that are meaningful
for use by a system and marks that are meaningtful
for the users of that system. They can function as
signs for those users without having to function
as signs for those systems.

“Symbols” in this sense of semiotic systems
must therefore be clearly distinguished from
“symbols” in the sense of symbol systems, which
can be meaningless marks, lest one mistake
symbol systems in Newell and Simon’s sense for
(symbol-using) semiotic systems, as has John
McCarthy (McCarthy 1996: ch. 12). This re-
flects (what might be called) the static difference
between computer systems and thinking things.
Another is that digital machines are under the
control of programs as causal implementations
of algorithms, where “algorithms” in turn are
effective decision procedures. Effective decision
procedures are completely reliable in producing
solutions to problems within appropriate classes
of cases that are invariably correct and they do
in a finite number of steps. If these machines are
under the control of algorithms but minds are
not, then there is 2 dynamic difference that may
be more subtle but is not less important as well.

Indeed, there are many kinds of thinking —
from dreams and daydreams to memory and
perception as well as ordinary thought — that
do not satisfy the constraints imposed by eftect-
ive decision procedures. They are not reliable
problem-solving processes and need not yield
definitive solutions to problems in a finite number
of steps. The causal links that affect transitions
between thoughts appear to be more dependent
upon our life histories and associated emotions
(our pragmatic contexts) than they do on syntax
and semantics per se. Even the same sign, such
as a red light at an intersection, can be taken as
an icon (because it resembles other red lights),
as an index (as a traffic control device that is
malfunctioning), or as a symbol (where drivers
should apply the breaks and come to a complete
halt) as a function of a sign user’s context at the
time. Anyone else in the same context would




(probabilistically) have interpreted that sign the
same way.

The Hermeneutic Critique

Whether or not the semiotic conception ulti-
mately prevails, current research makes it increas-
ingly apparent that an adequate account of
mentality will have to satisfy many of the con-
cerns raised by the hermenecutic critique advanced
by Hubert Dreyfus (1979). Dreyfus not only
objected to the atomicist conception of rep-
resentation that became the foundation for the
compositionality of meaning and recursive gener-
ability theses that Fodor and Pylyshyn embraced
but also emphasized the importance of the role
of bodies as vehicles of meaning, especially
through interactions with the world, very much
in the spirit of Peirce, which whom he shares
much in common. Thus, the very idea of creat-
ing artificial thinking things whose minds are
not inextricably intertwined with their bodies and
capable of interacting with the world across time
becomes increasingly implausible.

It has become clear that differences between
Turing machines, digital computers, and human
beings go considerably beyond those addressed
above, where the semiotic conception of con-
sciousness and cognition, for example, offers the
capacity to make a mistake as a general criterion
of mentality, where making a mistake involves
taking something to stand for something else,
but doing so wrongly, which is the right result.
From this point of view, there appear to be three
most important differences (see table 9.1). Even
apart from a specific theory of representation
intended to account for the meaning of the marks
machines can manipulate, it appears evident from
the table that these are three distinctly different

Table 9.1: Three distinctly different kinds of things
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kinds of things, where thinking things are unlike
digital machines.

Ultimately, of course, the adequacy of a theory
of mind hinges upon the adequacy of the theory
of meaning it provides that relates brains, minds,
and behavior. The crucial consideration appears
to be that, whether bodies and minds are deter-
ministic, chaotic, or probabilistic systems, it must
provide a completely causal account of how the
signs that minds employ make a difference to
the behavior of those systems that is sufficient to
sustain an inference to the existence of mentality
as the best explanation for the data. One way in
which that may occur emerges from the differ-
ent ways in which sensations affect behavior,
where the dog barked at the bush when the wind
blew, because he mistook it for a stranger; where
Mary rushed to the door at the sound of the
knock, because she thought her friend had come;
or where Bob slowed down when the light turned
red, because he knew that he should apply the
breaks and bring the car to a complete halt.

Conventions and Communication

Because different users can use different signs
with the same meaning and the same signs with
different meaning, it is even possible for a sign
user to use signs in ways that, in their totality,
are not the same as those of any other user. This
implies that social conceptions of language,
according to which private languages are impos-
sible, are not well-founded from the perspective
of semiotic systems. A person who found himself
abandoned on a deserted island, for example,
might while away the time by constructing an
claborate system of classification for its flora
and fauna. Even though that system of signs
might therefore have unique significance for that

(Abstract)
Turing machines

Infinite capacities: Yes
Subject to malfunction: No
Capable of mistakes: No

(Physical) (Actual)
Digital computers Human beings
No No
Yes Yes
No Yes
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Figure 9.3: Communication situations

individual user, that system of signs, presumably,
would still be learnable in the sense that there is
no reason why it could not be taught to others.
It would simply be the case it never had.

In communication situations, whether spoken,
written, or otherwise, different sign users tend
to succeed when they use signs the same way or
to the extent to which they mean the same things
by them. The question that arises is whether the
same sign s stands for the same thing x for differ-
ent sign users z1 and z2 under specific conditions
(see figure 9.3). When z1 and z2 speak different
languages, such as English and German, the suc-
cess of a translation can be difficult to ascertain.
But it can also be difficult when very similar
sounds are associated with meanings that may
not mean the same thing for every user.

There are circumstances under which we may
prefer for our signs to be confidential. Turing
himself, for example, spent time successfully
cracking the Enigma cipher during the Second
World War, enabling the British to understand
the German’s coded messages. Other circum-
stances, however, encourage the use of the same
signs in the same ways, such as in the case of a
community of members with common object-
ives and goals. Systems of public schools, for
example, are commonly financed with the pur-
pose, among others, of instilling the members of
the community with a common understanding
of the language they use, which promotes com-
munication and cooperation between them. Some
nations, such as the United States, have benefited
immeasurably from their standing as “melting
pots” where people from many countries come
together and are united by reliance upon English,
in the absence of which this country would no
doubt tend toward Balkanization.
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Other Minds

The adoption of an approach of this general
kind clarifies and illuminates distinctively mental
aspects of various sorts of causal processes. When
causal relations occur (when causes such as inputs
bring about effects such as outputs) and those
inputs and outputs do not serve as signs for a
system, they may then be classified as stimuli.
When effects are brought about by virtue of their
grounding (because they stand for those things
in those respects) for the systems that use them,
they may properly be classified as signs. And when
semiotic relations occur (when signs being used
by one user are interpreted by another) between
systems that use them, they may be further clas-
sified as signals. Sometimes the signals we send are
intentional (successful, and so on), sometimes
not. Every sign must be a stimulus and every
signal must also be a sign, but not vice versa.
Every human being, (other) animal, and in-
animate machine capable of using signs thereby
qualifies as a thinking thing on the semiotic con-
ception. This realization thus explains why dreams
and daydreams, memory and perception, and
ordinary thought are mental activities, while tooth
decay, prostate cancer, and free-fall, by com-
parison, are not. Whether or not the semiotic
conception emerges as the most adequate
among the alternative conceptions, it has become
apparent that an adequate account ought to be
one that is at least very much like it, especially
in accommodating crucial differences between
Turing machines, digital computers, and human
beings. It has become equally apparent, I surmise,
that minds are not machines. If thinking were
governed by mental algorithms, as such accounts
imply, then minds simply follow instructions
mechanically, like robots, and have no need for
insight, ingenuity, or invention. Perhaps we deny
that we are nothing but robots because our
mental activities involve so much more. Indeed,
some of the most distinctive aspects of thought
tend to separate minds from machines.
Simulations are clearly too weak and emuln-
tions, which yield the same inputs from the same
outputs by means of the same processes and are
made of the same matter, are clearly too strong.
But the shoals are treacherous. David Chalmers,




for example, has argued that, for some systems,
simulations are replications, on the presumption
that the same psychophysical laws will be operat-
ive. Thus, if the transition from an initial state S,
at time # yields a final state S, at z,, where the
intermediate steps involved in the transition be-
tween them, say, S, at #, through S, at z,_,,
are the same, then properties that are lawfully
related to them, such as consciousness, must
come along with them, even when they are made
of different stuft (Chalmers 1996). But that will
be true only if the difference in matter does not
affect the operation of those laws themselves.
In cases where it does, replications may require
emulations.

Intelligent Machines

An approach of this kind can explain why symbol
systems and semantic engines are not thinking
things. Their properties account for the form of
thoughts but not their content, or else cannot
account for the transitions between thoughts
themselves. Turing machines, with which we
began, are not even physical things and cannot
sustain the existence of finite minds that can
malfunction and can make mistakes. The con-
nectionist conception of brains as (wet) neural
networks supplies a crucial foundation for re-
thinking the nature of the mind, but requires
supplementation by an account of the nature of
the mind that is noncomputational. An appropri-
ate conception of mental causation — including
the processes of perception, of thought trans-
ition, and of response behavior — should permit
those kinds of processes to be computational
but not require it. Computing is merely one
special kind of thinking.

Not the least of the benefits that are thereby
derived is an account of mentality that can be
reconciled with biology and evolution. Primitive
organisms must have had extremely elementary
semiotic abilities, such as sensitivity to light by
means of single cells with flagella to bring about
motion. If moving toward the light promotes
survival and reproduction, then that behavior
would have adaptive benefits for such simple
systems. Under the combined influence of genetic
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mutation, natural selection, genetic drift, sexual
reproduction, sexual selection, group selection,
artificial selection and genetic engineering, of
course, biological evolution, including of our own
species, continues to this day, bringing about
more complex forms of semiotic systems with
abilities to use more signs of similar kinds and
other signs of various different kinds.

As manmade connectionist systems of (dry)
neural networks are developed, it should not be
too surprising if they reach a point where they
can be appropriately classified as artificial think-
ing things. Whether that point will ever come
depends upon advances in science and techno-
logy over which philosophers have no control.
While the conception of symbol systems and even
semantic engines appear to fall short of captur-
ing the character of thinking things, this does
not mean that they fail to capture the character
of intelligent machines. To the extent to which
machines properly qualify as “intelligent” when
they have the ability to process complex tasks
in a reliable fashion, the advent of intelligent
machines came long ago. The seductive concep-
tual temptation has been to confuse intelligent
machines with thinking things.

See also Chapter 1, ComruratioN; Chapter 2,
COMPLEXITY; especially  Chapter 10,
COMPUTATIONALISM, CONNECTIONISM, AND THE
PHILOSOPHY OF MIND.

and
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Chapter 10

Computationalism,
Connectionism, and the

Philosophy of Mind

Brian P. McLaughlin

Introduction

The central questions of the philosophy of mind
are the nature of mental phenomena, and how
mental phenomena fit into the causal structure
of reality. The computational theory of mind
aims to answer these questions. The central tenet
of the theory is that a mind is a computer. Ac-
cording to the theory, mental states and events
enter into causal relations via operations of the
computer. The main aim of the theory is to say
what kind of computer — what kind of computa-
tional mechanism — a mind is. The answer is still
unknown. Pursuing it is the main research pro-
gram of the theory.

In the most general sense, a computer is,
roughly, a system of structures functionally
organized in such a way as to be able to com-
pute. The structures, their functional organiza-
tion, and the basic modes of operation of the
system when it computes comprise the functional
architecture of the computer. The two tasks of
the computational theory of mind are: (1) to
identify the functional architecture of the com-
puting system that grounds our mental abilities
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and (2) to explain how those abilities are exer-
cised via operations of the system. The tasks are
related. The explanation of how operations of
the system constitute exercises of our mental
abilities will justify the claim that our possession
of those abilities consists in our being at least
partly constituted by the system.

Computationalists hold that the functional
architecture of the computing system that
grounds our mental abilities resides in our
brains. There is, however, no consensus as to
what even the general character of that architec-
ture is. The symbols-system paradigm and the
connectionist paradigm are the two dominant
research paradigms within the computational
theory of mind. They differ primarily in what
kind of computer the mind is assumed to be,
and thus in the kinds of functional architectures
explored. The symbol-system paradigm pre-
supposes that the mind is a kind of automatic
formal system, while the connectionist paradigm
presupposes that it is a system of connectionist
networks. These paradigms will be discussed in
due course. First, however, further general dis-
cussion of the computational theory of mind is
in order.




1 The Computational Theory
of Mind

Cognitive functions

Having a mind consists in having mental abilities
such as, for example, the ability to think. Accord-
ing to the computational theory of mind, the
exercise of mental abilities consists in the com-
putation of certain functions — cognitive func-
tions. The theory is thus concerned with what
functions are cognitive functions and how they
are computed.

Functions are relations, but not every relation
is a function. A function is a one—one or many-
one relation. Functions have arguments and
values. The set of arguments of the function is
its domain and the set of values is its range. For
each argument in the domain, there is a unique
value in the range. Functions are thus extension-
ally characterized as sets of ordered pairs, the
first element of each ordered pair being an argu-
ment of the function, the second, the unique
value of the function for that argument. Addi-
tion, multiplication, and division, for example,
are mathematical functions that take order pairs
of numbers as arguments and have numbers as
values. A computable function is one that can be
computed. Not all functions are computable. A
function is computable if and only if there is an
algorithm for finding a value of the function for
any argument of the function. An algorithm is a
kind of procedure, a way of getting something
done; but not every procedure is an algorithm. An
algorithm is an effective procedure, a sure-fire
way of getting something done in a finite number
of steps. It is sure-fire in that if each step is
followed exactly, success is guaranteed. Each step
of an algorithm is, moreover, easy in the sense
that it requires no ingenuity or intelligence to
carry it out, and thus “a mere mechanism” could
execute it.

To compute is to compute a function, and to
compute a function is to execute an algorithm.
More than one algorithm can be used to com-
pute a function. For example, the multiplication
function — understood extensionally as a set of
ordered pairs — can be computed using either the
partial-product method taught in elementary
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school or by a series of additions. In fact, for any
computable function, there will be infinitely many
algorithms for computing it. The reason is trivial:
we can always add intermediate steps to an algo-
rithm for computing the function that contribute
nothing to its computation.

How a function is computed will depend on
the functional architecture of the machine (the
computing system) that computes it, including
the representational code used in the machine.
Thus, for example, the algorithms for doing
addition in base 10 differ from those for doing
addition in binary notion, which uses only 1’s
and 0’s. Likewise, the algorithms for doing addi-
tion, multiplication, and division using Roman
numerals are different from those for computing
these functions in the Arabic numerals we were
taught in grade school.

These methods of calculating are algorithms
for manipulating numerals (symbols that repres-
ent numbers), as are the methods for calculation
using other kinds of numeral systems. However,
the symbols manipulated by an algorithm can be
symbols for anything that can be represented:
persons, places, things, etc. And since a symbol
can purport to represent something yet fail, an
algorithm can manipulate symbols that purport
to represent something yet fail.

Symbols have formal as well as semantic prop-
erties. The formal properties of symbols are in-
trinsic nonsemantic properties, such as shape or
syntactic structure. Symbolic algorithms operate
on symbols in virtue of certain of their formal
properties, rather than their semantic ones. Thus,
for example, the mathematical operations on
Arabic numerals are defined over the shapes of
the numerals, and likewise for the mathematical
operations on Roman numerals. The beauty of
symbolic algorithms is that they can involve the
manipulation of symbols in ways that makes sense
given what the symbols represent. Thus, while
the algorithms for adding Arabic numerals are
different from those for adding Roman num-
erals, the symbol transitions that occur during
the execution of the algorithms in question can
be systematically interpreted as adding the num-
bers represented.

Not all algorithms are symbol manipulation
algorithms. An algorithm for getting all of the
sides of a Rubik’s Cube to match in color, for




example, involves the manipulation of the squares
of the Cube, not the manipulation of symbols
representing them (Cummins & Schwarz 1991).
The computational theory of mind is concerned
with the algorithms by which we compute cog-
nitive functions. As will become apparent in due
course, while the symbol-system paradigm appeals
to symbol manipulation algorithms to explain how
cognitive functions are computed, the connec-
tionist computational paradigm often appeals to
nonsymbolic algorithms to do so.

When we execute the partial-product algo-
rithm using pencil and paper, for instance, each
step of the process is guided by our intentions
and decisions; likewise, when we execute by hand
an algorithm for getting all of the sides of a
Rubik’s Cube to match in color. Computation-
alists maintain that the execution of basic cog-
nitive algorithms (ones not executed by means
of the execution of other cognitive algorithms)
can be described and explained without invok-
ing intelligent guidance for any step, and so
without having to invoke “homunculi” — little
intentional agents. This ultimate elimination of
homunculi is essential since computationalism
aims to reductively explain intentional abilities.
(See the discussion of homunculi in Sterelny
1990.)

To see how an algorithm can be executed com-
pletely mindlessly, consider electronic circuits that
function as truth-functional gates. For example,
an AND-gate has two input wires and one out-
put wire. When it receives current along both of
its input wires it closes, thereby sending current
along its output wire. When it receives current
from only one input wire or does not receive
current from either input wire, it remains open
and no current is sent along its output wire. This
circuit is called an “AND-gate” because using T’
to represent current being sent current along a
wire and F to represent the absence of current
being sent along a wire, we can construct a ma-
chine table representing how this circuit works
that will exactly resemble the truth-table for con-
junction, the truth function expressed by central
uses of “and” in English. An AND-gate can thus
be interpreted as computing the truth-function
conjunction. Indeed for any truth table, no mat-
ter how complex, there is a formally equivalent
electronic circuit design, and the converse. The
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electronic circuitry of such a device acts com-
pletely mindlessly.

The computational, algorithmic, and
implementational levels

David Marr (1982) perspicuously distinguished
three levels of analysis for addressing a computa-
tional problem. At the computational level of
analysis, one specifies what cognitive function is
being computed. At the algorithmic level, one
describes how the function is being computed,
the algorithm used to compute it. And at the
implementational level, one describes how the
steps of that algorithm are implemented, that is,
the underlying mechanism by whose operations
they are taken.

The three levels are relative to a computa-
tional problem. What is at the implementational
level relative to one computational problem can
be at either the computational or algorithmic
level relative to another. The reason is that the
implementation of a step of an algorithm might
itself be characterized as the computation of a
function, one executed by a different algorithm,
whose steps are themselves implemented some-
how; and each step of the latter algorithm might
itself be characterized as the computation of
a function, and so on, and so forth. Different
algorithms are executed at different scales in the
brain. It is an unanswered empirical question
whether all cognitive functions are executed by
algorithms involving elements at the same scale
(Churchland & Sjenowski 1993).

Marr (1982) suggested that computational
level analysis could be carried out largely inde-
pendently of algorithmic level analysis, and the
latter largely independently of implementational
analysis. Now it is certainly true that the com-
putational level underdetermines the algorithmic
level: infinitely many algorithms can compute the
same function. Moreover, the algorithmic level
in turn underdetermines the implementational
level: a given algorithm can be implemented in
infinitely many possible ways. Nonetheless, the
computationalist’s concern is not merely to dis-
cover what cognitive functions are computed,
but also to discover the algorithms used to com-
pute them. Since what algorithms a machine can




execute will depend on its functional architec-
ture, attention to likely modes of implementation
can help in discovering those algorithms.

What algorithms a machine can execute
supervenes on the functional architecture of
the machine. (A-properties supervene on B-
properties just in case the two things cannot difter
in respect of A-properties without differing in
respect of B-properties.) Thus, there cannot be a
difference in what algorithms two machines can
compute without a difference in their functional
architectures. It follows that two machines with
exactly the same functional architecture can ex-
ecute exactly the same algorithms. Similarly, what
functions a machine can compute will supervene
on what algorithms it can execute, and so two
machines that can execute exactly the same algo-
rithms can compute exactly the same functions.
Since supervenience is transitive, what functions
a machine can compute will supervene on the
functional architecture of a machine. As indicated
above, however, functional architecture does not
supervene on computational power. Machines
with very different architectures can have exactly
the same computational power.

Turing machines and Turing
computability

In his ecarly machine-state psychofunctionalism,
Hilary Putnam (1975) claimed that we are finite
state automata, by which he meant that we are
Turing machines with finite tapes. The idea that
our minds have the functional architecture of
a Turing machine with a finite tape is not to be
taken seriously. No computationalist thinks the
mind has a Turing machine architecture. One of
Putnam’s essential points, however, was that we
have the computational capacities of a Turing
machine with a finite tape, in that our cognitive
functions are computable by a Turing machine.
According to the computational theory of mind,
all cognitive functions can be computed by
algorithms — effective procedures. According to
the Church-Turing thesis, every function that
can be computed by an algorithm can be com-
puted by a Turing machine. If the Church—
Turing thesis is correct, then the computational
theory of mind is committed to the thesis that
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every cognitive function is Turing-computable
(see Chapter 1, COMPUTATION).

Since not all functions are computable by a
Turing machine, a way to try to falsify the com-
putational theory of mind is by showing that
there are cognitive functions that are not so com-
putable. Whether there are such cognitive func-
tions is a subject of dispute, and so this remains
one line of attack on computationalism (Lucas
1961; Penrose 1989; van Gelder 1995; McCall
1999; Copeland 2000; see Lewis 1979 for a
response to Lucas; and see Chalmers 1996 for
responses to Penrose).

The Holy Grail of artificial
intelligence

Since the functional architecture of our minds
resides in our brains, Marvin Minsky has called
our minds “meat machines.” The Holy Grail of
the field of artificial intelligence (see Chapter 9,
THE PHiLosorHY OF Al AND 1TS CRITIQUE) is to
build something with mental abilities out of
something other than living tissue. In pursuit
of this Holy Grail, AI presupposes the com-
putational theory of mind. If the computational
theory of mind is correct, then it is at least logic-
ally possible for a mind essentially like ours to
be made of quite different stuft from ours. The
reason is that what is essential are the structures
and their functional organization, not the material
of which the elements of the structures are made.
If the computational theory is right, then it is at
least logically possible that the relevant structures
with the relevant functional organization can be
realized in something that is, for example, silicon
based, rather than carbon based.

AT has been impressively successful in design-
ing machines that can perform difficult tasks with-
out our supervision. Moreover, it has been at
the cutting edge of research into how cognitive
functions might be computed. Finding the Holy
Grail, however, remains an unrealized dream. We
have computers that play master’s-level chess and
teams of robots that play soccer, but there are
no artifacts that are even remotely plausible can-
didates for being the subjects of mental abilities.
And despite the optimism of some Al researchers,
there do not seem to be any in the works. It is




important to note, then, that the computational
theory of mind is not committed to the success
of this Al project. It leaves it an open empirical
question whether the dream will ever be realized.
For all we know, it may be that given the laws of
nature and the initial conditions of the universe
it is physically impossible for a mind (one essen-
tially like ours) to be realized in something com-
posed entirely of (e.g.) silicon. Such a mind might
be impossible in the way that a 90-foot tall
human being is impossible. The computational
theory leaves this empirical issue open.

Nor is the computational theory of mind com-
mitted to Turing’s (1950) would-be test (see
Chapter 9) for determining whether something
is genuinely intelligent (as opposed to merely
appearing intelligent). The theory leaves open
that there is more to intelligence than matching
the dispositions to verbal or written behavior of
an intelligent human being. It is not committed
to the view that there is some pattern of dis-
positions to outward or peripheral behavior that
suffices for the possession of genuine intelligence
(Block 1981; Jackson 1993; McLaughlin &
O’Leary-Hawthorne 1994).

2 The Symbol-system Paradigm

Mind as an interpreted automatic
formal system

According to proponents of the symbol-system
paradigm, the mind is an interpreted automatic
formal system (Haugeland 1985). More precisely,
having mental abilities consists in being consti-
tuted, at least partly, by an interpreted auto-
matic formal system. A formal system is a system
for manipulating discrete items in virtue of their
formal properties; an automatic formal system is
one that does so automatically. Many games,
among them chess and checkers, are formal sys-
tems. Games that are formal systems share the
following features: they are finitely playable,
and are played by manipulating discrete items
according to the rules of the game. In chess for
instance, the discrete items are the chess pieces,
which are manipulated according to the rules
of chess. An automated formal system is one in
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which discrete items are automatically manip-
ulated according to the rules — like a chess set
that plays chess by itself. An interpreted auto-
matic formal system is an automated formal
system in which the discrete items that are
manipulated include symbols or representations:
discrete items with semantic and formal prop-
erties. The rules by which they are manipulated
prescribe algorithmic operations on them. Thus,
this paradigm is sometimes called “the rules and
representations” paradigm.

Turing machines are interpreted automatic
formal systems. There are many computationally
equivalent machines that are automatic formal
systems with different functional architectures
from that of a Turing machine (see Chapter 1,
CoMPUTATION). One such machine is a von
Neumann machine, so named after John von
Neumann. Virtually all commercial computers
are von Neumann machines. The functional archi-
tecture of such a machine includes a Central
Processing Unit (CPU), an arithmetic unit,
memory locations, and two kinds of memory
access. The CPU has access to memory loca-
tions and current active data structures and
determines what operations the computer is to
perform by consulting instructions (programs)
located in memory. A somewhat similar func-
tional architecture is implicit in some symbolic
models of mental abilities: online processing is
done using a short-term memory store that holds
information relevant to the process being carried
out; and online processing influences and is
influenced by long-term memory. Nevertheless,
it is universally accepted by computationalists
that the functional architecture of the mind is
not von Neumann architecture.

Higher-level programming languages such as
Basic, Pascal, FORTRAN, Cobol, Java, and C++,
and Lisp (List Processing) are (or describe) uni-
versal machines that are automatic formal systems.
Such languages are very useful since, as John
Haugeland (1985) has aptly noted, some ma-
chines are easy to build and some are easy to
program. So we build the machines that are easy
to build and use them to simulate the machines
that are easy to program. Higher-level program-
ming languages are thus simulated machines rel-
ative to the machine language of the computers
we actually build; they are thus virtual machines




relative to the machine language of the computer.
(A complier is a program that translates the
higher-level language into the machine language
of the actual physical machine — in the case of
von Neumann machines, into instructions en-
coded into strings of 1’s and 0’s.). No one thinks
that any of these higher-level programming lan-
guages characterize the functional architecture
of the mind.

Production  Systems Turing-machine
equivalent higher-level programming languages
used in research in the symbolic paradigm. Pro-
duction Systems consist of rules specifying actions
to be performed when certain conditions are
met. While some computationalists think that at
least some cognitive modules may have a Pro-
duction System architecture, it is widely held by
researchers in the symbolic paradigm that we do
not yet know what the functional architecture of
the mind is. The fundamental research objective
of the symbolic paradigm is to determine what
kind of automatic formal system the mind is.

are

Mind as syntactic engine

Recall that while a symbolic algorithm is defined
over the formal properties of symbols (e.g., their
shapes or syntactic structures), symbolic algo-
rithms can govern symbol-to-symbol transitions
that make sense given the meanings of the sym-
bols. In proof theory, logical relations are treated
as moves in a formal game; the formal moves
preserve truth: they never take one from a truth
to a falschood. An algorithm can preserve truth:
if one begins with a true symbol, the algorithm
will take one only to a true symbol. The symbol-
system paradigm is thus often said to presuppose
a proof-theoretic conception of mind. Moreover,
algorithms can be defined over the formal prop-
erties of symbols so as to preserve other sorts
of semantic properties of the symbols, so that
symbol transitions can implement reasoning pro-
cesses of all sorts, not only deductive reasoning,
but inductive reasoning, analogical reasoning,
decision-making, etc. Haugeland (1985) suggests
the following as the symbolist motto: “Take care
of the syntax (the formal operations), and the
semantics will take care of itself.” As Daniel
Dennett has aptly noted, the symbolic or rules
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and representations paradigm presupposes that
the mind is “a syntactic engine.”

The language of thought

Jerry Fodor and Zenon Pylyshyn have articulated
a research program in the symbolic paradigm for
reductively explaining propositional attitudes and
mental processes involving them, a program that
invokes the hypothesis that there is “a language
of thought” (Fodor 1975; Pylyshyn 1986; Fodor
& Pylyshyn 1988). Propositional attitudes have
an intentional mode and a propositional content.
The intentional modes include belief, desire, hope,
wish, fear, intention, and the like. The proposi-
tional contents of propositional attitudes are
expressed using that-clauses. Thus, the belief that
that the cat is on the mat has the propositional
content that the cat is one the mat; and the hope
that it will not rain has the propositional content
that it will not rain. According to the language-
of-thought hypothesis, some mental symbols
are atomic, and some are molecular in that they
contain other mental symbols as constituents.
Moreover, the mental symbol system has a com-
positional semantics: the content or meaning of
a molecular symbol is a function of its syntactic
structure and the contents of its constituent atomic
symbols. The contents of propositional attitudes
are expressed by sentence-like mental symbols; the
contents of concepts, by word-like symbols. On
this view, to be in a state within a certain inten-
tional mode is to be disposed to compute in a
certain way with an amalgam of concepts with a
sentence-like syntactic structure — a mentalese
sentence. Thus, to believe that p is to be disposed
to compute in a certain way with a mentalese sen-
tence that means that p; to desire that p is to be
disposed to compute in a certain other way with
a mentalese sentence that means that p, and so on
for the other propositional attitudes. It is a topic
for empirical investigation what the grammar of
the language of thought is and what, exactly,
these ways of being disposed to compute are.
As Fodor and Pylyshyn (1988) point out, if
the mental symbol system includes a language of
thought in the above sense, then we can appeal
to it to explain, among other things, the system-
aticity and productivity of thought. They claim




that thought is productive in that one can, ide-
ally, think an infinite number of thoughts; one is
prevented from doing so only by the fact that
one has a finite lifespan and finite memory re-
sources. And they claim that thought is system-
atic in that pairs of abilities to have thoughts in
the same intentional mode and with related con-
tents are counterfactually dependent, in that one
would have one member of the pair if one would
have the other. Thus, normally, an individual
that can think that Romeo loves Juliet can think
that Juliet loves Romeo; and, normally, an indi-
vidual that can hope the rock is next to the tree
can hope the tree is next to the rock.

Psychosemantics

The question naturally arises of course as to
how mental symbols — mental representations —
acquire their contents or meanings. The num-
erals of various numeral systems such as Arabic
numerals and Roman numerals derive their mean-
ings from the linguistic conventions of commu-
nities. The current along the input and output
wires of an electronic computer circuit derive
their meanings from our intentional stipulative
assignments; as do the keys of hand-calculators
and the displays on their screen. If intentionality
is to be explained by appeal to mental representa-
tions, then we need an account of their meaning
that makes no appeal to linguistic conventions or
semantic intentions, for these presuppose inten-
tionality (Fodor 1990).

Procedural semantics and inferential or con-
ceptual role semantics attempt to explain how
mental representations derive their meaning from
their participation in computational processes.
John Searle’s “Chinese Room” argument (see
Chapter 9 above) makes a case that the semantic
properties of symbols do not supervene on their
syntactic relations, and so that intentional phe-
nomena such as (e.g.) understanding Chinese
cannot be explained solely by appeal to computa-
tional relations (see e.g. Searle 1999). If he is
right about this failure of supervenience, then the
kinds of semantics in question cannot succeed.
Perhaps logical symbols — truth-functional sym-
bols (e.g., “and” and “or”) and symbols for the
universal and existential quantifiers (respectively,
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“all” and “some”) — can be defined by patterns
of inferential relations. However, it seems that
most symbols (e.g., “cow” and “run”) cannot.

Semantic externalists claim that the meanings
of many mental symbols fail to supervene on
anything that goes on in our heads, since they
depend on environmental relations. Externalists
typically claim that a computational theory of
intentionality must thus be supplemented with
an externalist naturalistic account of meaning that
makes no appeal to intentional notions. There are
various programs for attempting to explain the
semantic properties of mental symbols in purely
naturalistic terms. However, the naturalistic rela-
tions appealed to (e.g., causal relations, coun-
terfactual dependencies, information-theoretic
relations, processes of natural selection), all appear
to leave the semantic properties of mental
representations underdetermined. Dual-aspect
semanticists hope to combine inferential or con-
ceptual role semantics with a naturalistic externalist
account to determine the semantic properties of
mental representations (Block 1986). This project,
however, faces the problem of specifying which
inferential relations are constitutive of the internal
component of meaning (Fodor & LePore 1992).
Moreover, it is uncertain whether any such com-
bination will yield determinate meanings for
mental symbols. Saul Kripke (1981) has argued
that since our inferential dispositions are in fact
finite (due to limitations in memory, our finite
lifespan, etc.), they will leave the meanings of
symbols radically indeterminate. Thus, suppose
that one is in fact disposed to perform only 500
million calculations with a symbol “+”. Even if
the output of each of these 500 million calcula-
tions can be systematically interpreted as a com-
putation of the plus function, one’s dispositions
to calculate will be compatible with the symbols
expressing instead the “quus function,” which
can be defined as follows: x quus y = x plus y, for
any y < 500,000,001, otherwise x quus y = 5.
Conceptual role theorists take this problem to
be one of how conceptual roles should be ideal-
ized. But no entirely satisfactory solution to the
Kripke’s problem has yet been proposed. Suffice
it to note that the problem of how mental rep-
resentations acquire their meanings is perhaps
the deepest problem that any reductive theory
of intentionality faces.




3 The Connectionist
Computational Paradigm

The functional architecture of our minds is some-
how realized in our brains. One of the few things
we know about the brain that seems to have a
bearing on mentality is that it is, inter alin, a
system of neural networks. Neural networks are
not well understood; indeed neurons themselves
are not well understood. There are somewhere
between 50 and 500 different kinds of cortical
neurons, and these different kinds of neurons
appear to perform specialized functions not yet
understood (Churchland & Sejnowski 1993).
Nonetheless, just as top-down considerations of
what cognitive functions are being computed can
guide research into how mental abilities are seated
in the brain, bottom-up considerations of the
workings of neural networks can guide research
into what algorithms are used to compute the
functions in question. They can serve as a guide
to discovering the functional architecture of the
mind.

While the operations of actual neural networks
are not well understood, the connectionist com-
putational paradigm explores functional archi-
tectures that are at least “neurally inspired.” Some
connectionist networks, called “artificial neural
networks,” are specifically designed to approx-
imate various kinds of real neural networks in
various respects: the units (or nodes) in artificial
neural networks are analogous to neurons, the
connections among units analogous to axons,
and the weights or strengths of the connections
analogous to synapses. These networks are extens-
ively employed in the growing field of computa-
tional neuroscience (see Churchland & Sejnowski
1993). The connectionist networks employed to
model the computation of cognitive functions
typically make no attempt at neural realism.
Nonetheless, they have at least “a neural flavor.”

Connectionist networks

A connectionist network is composed of inter-
connected units (or nodes). Individual units
do all the information processing: there is thus
no executive or CPU. There is, moreover, no
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program stored in memory; the program is im-
plicit in the pattern of connectivity exhibited by
the units. Many units process information simul-
taneously, and so the network as a whole engages
in parallel distributed processing (PDP) (see
McClelland & Rumelhart et al. 1986; Rumelhart
& McClelland et al. 1986).

Units have states of activation. Depending on
the network architecture, a unit may have only
two states of activation, “on” and “off,” three
or more discrete states of activation, or continu-
ous levels of activation, bounded or unbounded.
Units process information by changing or re-
taining their state of activation in response to
activation signals from their sending units.

The connections among units can be of vari-
ous strengths or weights, which affect the extent
to which the activity output of a sending unit
influences the activation states of receiving units.
Connections can, moreover, be excitatory or
inhibitory. The connection from a unit U, to a
unit U is excitatory if the activation output of
U, tends to increase the level of activation of U,
and inhibitory if it tends to decrease it. The
causal influence exerted by a sending unit on a
receiving unit thus depends on two intrinsic prop-
erties of their connection: its weight and whether
it is excitatory or inhibitory. The notation “w,”
is used to stand for a real number that indexes
the connection from unit U; to unit U, by its
weight and kind. The number is positive when
the connection is excitatory, negative when it is
inhibitory. The weight of the connection is the
absolute value of w; In many networks, the
extent and kind of causal influence a unit U;
exerts on a unit U; is indexed by the product of
w; and the activation value of U,

Whether a unit changes or retains its state
of activation is a function of three factors: the
totality of input to the unit, the unit’s current
activation state, and the unit’s bias (if any), which
may be positive or negative. A unit thus com-
putes an activation function that maps its total
network activity input (and external input if any),
its current activation state, and its bias (if any)
to an activation state. The total network activity
input to U, is the sum of all of the causal influ-
ences from sending units: it is the sum of the
product of each activation value from a sending
unit and the real number indexing the weight




and kind of connection the sending unit bears
to U, While the output function of a unit can
be linear, it is typically a threshold function, and
thus nonlinear. If a unit has a negative bias, it
may send 0, the null signal, unless its activation
value exceeds a certain threshold. If it has a posit-
ive bias, it may send a certain non-0 activation
value unless its activation state value falls below
a certain threshold. In Hopfield networks, units
have a sigmoidal (S-shaped) response to net
input: their output only increases by a given
amount given an increase in net input; after that,
they increase no further. But units can also have
Gaussian (bell-shaped) output functions and
other sorts of nonlinear ones as well.

The input units of a network receive signals
directly from the environment of the network,
while the output units send signals directly to
the environment. Since input and output units
directly interact with the environment, they are
called “visible units.” So-called “hidden units”
only directly interact with other units.

Some networks, called “perceptrons,” have
only two layers of units: a layer of input units
and a layer of output units. Minsky and Pappert
(1969) showed perceptrons are limited in their
computational power: for example, they cannot
compute XOR (exclusive-or). The reason is that
the problem of determining the value of the
XOR function is a linearly inseparable problem
and perceptrons cannot solve any such problem.
Rumelhart et al. 1986 demonstrated, however,
that networks with three or more layers can
compute XOR and, more generally, can solve
decidable linearly inseparable problems.

Feedforward networks with one or more
layers of hidden units are called “multilayered”
networks. The Hamming net, for instance, is
a widely used feedforward network with three
layers of units, one of which is a layer of hidden
units. Feedforward networks are non-interactive:
activation flows from the input units through
each layer of hidden units to the output units.
In interactive networks, two units can mutually
influence each other, and thus a unit can be
related to another both as an input unit and as
an output unit. In interactive networks, two-way
connections between units are often symmetrical,
so that w; = w;. In competitive networks, units
form pools: the units in a pool are all mutually
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inhibitory, while units outside of the pool bear
excitatory connections to one or more units in
the pool. In recurrent networks, there are con-
nection patterns that contain loops, so that a
unit is either related to itself as an input unit or
there is a series of connections from the unit
back to itself, so that the output of a unit at one
time can causally influence its activation state at
another. In auto-associative networks, each unit
is connected to every other unit, including itself.
These are only some of the many kinds of patterns
of connectivity that are possible.

The behavior of a network as a whole is a
consequence of the pattern of connectivity ex-
hibited by its units at a time and the global activa-
tion state of the network at that time. A vector
(ordered list) of real numbers is used to index
the global activation state. The activation value
of each unit in the network at that time is indexed
by one and only one element of the vector, and
so the number of elements in the vector will be
equal to the number of units in the network.
The set of all possible global activation states of
anetwork is its activation space, whose dimension-
ality is exactly equal to the number of units in
the network. A network with » units will thus
be indexed by an #n-tuple of real numbers that
identifies a position in an #-dimensional vector
space. That position represents the global activa-
tion state of the network at a time. A temporal
series of global activation states will trace a path
through a vector space. Network information
processing is characterized as the evolution
through time of global patterns of activation.
Networks can be systematically interpreted as
performing mathematical operations on matrices
such as matrix multiplication (e.g., a computing
inner product).

Explicit representations in a connectionist
network can be either local or distributed. Local
representations are individual units, or individual
units at certain levels of activation. Distributed
representations are patterns of activity over a
group of units. The pattern of connectivity of a
network is sometimes characterized as implicitly
representing.

As a result of the pattern of connectivity
exhibited by its units, a network as a whole
can behave in rule-like ways to compute func-
tions. When a feedforward network computes a




function, the arguments of the function are rep-
resented by different patterns of activity over the
input units, and the values of those arguments
for the function by patterns of activity over out-
put units. In computing the function, the net-
work acts as a look-up table. Input activation
patterns function like questions posed to the
network (for example, “To what category does
this belong?”), and output patterns function like
answers to the question (“To category C”).
Unlike in a symbolic look-up table, however,
the answers are not stored as data structures;
rather they are implicitly represented in the
pattern of connectivity. (Sometimes, however,
hidden units are explicit representations.) In
interactive units, the argument of a function
might be represented by an initial pattern of
activation over units in the network, and the
value of the function for that argument by a
pattern of activation over those same units, a
pattern the network “settles” or “relaxes” into
after information processing.

The “neural flavor” of connectionist networks
is by no means their only attraction for computa-
tionalists. Connectionist networks are good at
pattern recognition tasks: pattern matching, pat-
tern completion, and pattern association. They
degrade gracefully in their performance of a task
as a network is damaged (e.g., when a unit is lost)
and in the face of noisy or incomplete data. They
can learn. That is to say, with proper training,
they can improve their performance of various
tasks. Moreover, they are very efficient at solving
connected problems and at arriving at optimal
or near optimal solutions to best-match problems.
Of these attractions, more below.

Learning

The weights of the connections in a network are
not architecturally fixed. Learning consists in
changes in the weights. There are various learn-
ing rules that govern weight change. The Hebb
Rule is based on Donald Hebb’s (1949) hypo-
thesis that the connections between two neurons
might strengthen whenever they fire simultane-
ously. According to the Hebb rule, the weight of
a connection between units should be increased
or decreased in proportion to the products of
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their simultaneous activations (Rumelhart et al.
1986). The Delta rule is an error correction rule
that changes the weights leading from units send-
ing signals to output units on the basis of the
discrepancy between the actual output and the
desired one. Backpropagation is a generalization
of the Delta rule, and is widely used in multi-
layered networks. The actual output activation
pattern for a given input activation pattern is
compared with the desired output. The differ-
ence between the two is then propagated back
into whatever connections were used to get the
actual output activation pattern. The connec-
tions among units that contributed to the actual
output are strengthened (increased in weight)
when the match is good, and are reduced in
strength (decreased in weight) when it is poor.
The weights are thus adjusted so as to reduce
the margin of error between the actual output
and the desired one. And in this way, the network
learns.

Network training can be supervised or un-
supervised. In supervised learning, the network
is provided explicit feedback from an external
source about what output is desired as a response
to a certain input. The Delta rule and back-
propagation are used in supervised learning. In
unsupervised learning, no such external feedback
is provided to the network; rather, the network
monitors its own performance through internal
feedback. There are a number of unsupervised
learning algorithms; the Kohonen algorithm is
one such (see Beale & Jackson 1990, ch. 5).

Pattern recognition

NETtalk offers a vivid example of the ability of
networks to learn to recognize patterns. Designed
by Terrence Sejnowski and C. R. Rosenberg
(1987), it is a network that learns to map letters
onto phonemes. NETtalk is a three-layered
feedforward network, whose input units repres-
ent letters (individual letters are represented by
patterns of activation over 29 input units and
there are 7 such groups of 29 input units) and
whose output units represent phonemes. The
network feeds into a synthesizer. After sufficient
training using backpropagation, when presented
strings of letters comprising the words of actual




English text, the network drives the synthesizer
to sound like a robotic voice literally reading the
text.

Some studies have compared networks using
backpropagation with various members of the class
of “top-down inductive decision trees” (“deci-
sion trees” for short) in respect of accuracy in
pattern recognition and the ability to deal with
noisy, incomplete data gracefully, as well as in
other respects (see Sethi & Jain 1991). Decision
trees are production-rule systems, and thus sym-
bolic systems, that excel at pattern recognition
tasks (see Utgoft 1999). One comparative study
by Shavlik et al. (1991) included a comparison
between a decision tree system called “ID3” and
a network using backpropagation on both the
NETtalk A data set and the NETtalk full data
set. Shavlik et al. noted: “for the most part [both]
learning systems are similar with respect to accur-
ately classifying novel examples” (1991: 120).
They also compared ID3 and the network on
three kinds of noisy data: inaccurate feature values,
missing feature values, and insufficient number
of features. The network performed slightly
better than ID3 on inaccurate feature values and
missing feature values, but when trained on
insufficient numbers of feature values, “ID3 and
backpropagation degrade at roughly the same
rate as the number of features is reduced” (1991:
130). Several other comparative studies have
found that networks using backpropagation are
roughly comparable to various other members of
the family of decision trees as concerns accuracy
in pattern recognition and graceful degradation
in response to noisy, incomplete data. Decisions
trees are, however, much faster at learning than
networks using backpropagation (see Sethi &
Jain 1991; Marinov 1993; and McLaughlin &
Warfield 1994).

Connected problems, best-match
problems, and multiple soft constraint
satisfaction

Networks are especially efficient at solving con-
nected problems — problems that do not divide
into independently solvable subproblems, like the
traveling salesman problem. The goal is to find
the shortest route that a salesman can take to
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visit each of a number of cities, while visiting each
city only once. Since which city the salesman
visits depends on which cities he has already
visited, the problem does not divide into inde-
pendently solvable subproblems. The traveling
salesman problem is decidable, and so can be
solved by a symbol system. But if, for instance,
there are 20 cities to visit, there is a minimum of
653,837,184,000 possible routes to take (Raggett
& Bains 1992). Thus, as the number of cities
increases there is an exponential increase in the
computational resources required to solve the
traveling salesman problem within a symbol sys-
tem (see Chapter 2, ComrLexiTy). A Hopfield
network is able to find a solution in a small
number of training cycles.

Networks are also especially efficient at finding
optimal or near optimal solutions to what Minsky
and Papert (1969) called “best-match problems”
— problems whose solution involves assessing the
satisfaction of multiple soft (i.e., non-mandatory)
constraints. Hinton (1977) developed the first
network approach to solving best-match prob-
lems. The following description of it paraphrases
the description provided in McClelland and
Rumelhart 1988. Units in the network have one
of two states of activation (“on” or “oft”), and
the network contains local representations, each
unit representing a different hypothesis. The
connections in the network implicitly represent
evidential relationships among the hypotheses.
Thus if a hypothesis H is evidence for another
hypothesis H’, the connection from the unit
representing H to the unit representing H’ is
positive; if H is evidence against H’, the connec-
tion is negative. The stronger the confirming or
disconfirming relationship the one hypothesis
bears to the other, the stronger the connection
between the units that represent them. If one
hypothesis H entails another H’, then the con-
nection between the unit representing H and
the unit representing H” will be such that the
second unit is on whenever the first is on. When
two hypotheses are incompatible, they are con-
nected in such a way that they cannot both be
on. Since the network contains input units that
receive signals from the environment, hypo-
theses can receive confirming or disconfirming
evidence directly from the environment. The fact
that different hypotheses have different a prior:




probabilities is captured by biasing the relevant
units. The overall goodness of fit of a particular
hypothesis to evidence is measured by the sum
of the individual constraints on the activation
value of the unit representing the hypothesis.
The activation values of units range between a
minimum and a maximum. The maximum value
means that the hypothesis should be accepted,
the minimum that it should be rejected, and
intermediate values correspond to intermediate
levels of certainty. The constraint satisfaction
problem is thus reduced to one of maximizing
this overall goodness of constraint fit.

Of course, this approach to best-match prob-
lems may well not seem interestingly different
from a symbolic approach; indeed it might be
viewed as a way of implementing a symbolic
decision procedure on a network. The computa-
tionally relevant formal property of a symbol
can be a unit’s being activated, and symbols can
participate in probabilistic algorithmic processes.
There are other networks, however, that solve
best-match problems in strikingly different, and
striking efficient ways.

A problem that arises for procedures for
solving best-match problems is that of avoiding
local maxima of goodness of constraint fit. It
can be characterized as an energy minimization
problem (McClelland & Rumelhart 1988). The
analog of the goodness maximum is the energy
minimum, and the analogs of local goodness
maxima are local energy minima. The situation
is casy to visualize as an energy landscape. In an
energy landscape, the goodness maximum cor-
responds to the lowest valley in the landscape,
while local goodness minima correspond to local
valleys in the landscape. The problem of avoid-
ing local goodness maxima is thus the problem
of avoiding settling into a local valley, rather
than into the lowest valley in the energy land-
scape. John Hopfield (1982) observed that some
networks behave in such a way as to minimize a
measure over the whole network, one he aptly
called “energy.” The behavior of these networks
can be characterized as moving through an energy
landscape. The Boltzmann machine, developed
by Hinton and Sejnowski (1986) and named
after the physicist Ludwig Boltzmann, is such a
network. To handle the problem of local maxima
of goodness of constraint fit, the Boltzmann
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machine employs a computational analog of the
metallurgical process of annealing. Annealing is
a process whereby metals are heated to a little
below their melting point and then cooled very
slowly so that all their atoms have time to settle
into a single orientation. The analog of heat in
the Boltzmann machine is random noise that is
introduced into network activity. The function
of the noise is to jar the network out of local
valleys, so that it can explore other parts of the
energy landscape to find the lowest valley, thereby
achieving the global maximum of fit. When the
network reaches a stable state, it has settled or
relaxed into a solution. Given sufficient time,
the Boltzmann machine can find the energy min-
imum for any best-match problem.

Networks and cognitive abilities

There are network models of certain aspects of
motor control and low-level perception. For
example, there is a network model for the vesti-
bular ocular reflex, which enables eyes to track
an object as the head moves (Churchland &
Sejnowski 1993). As concerns low-level visual
perception, the linear models color-constancy
algorithm, for instance, is characterized in con-
nectionist terms (Maloney & Wandell 1986).
Moreover, opponent processing theory, the lead-
ing neuro-computational theory of color experi-
ence, is easily understood in connectionist terms
(Hurvich 1981). According to the theory, there
are pairs of opponent channels that respond
differently to the outputs of our three types of
cones (L-cones, M-cones, and S-cones): the RED
channel and the GREEN channel, the BLUE
channel and the YELLOW channel, and the
BLACK channel and the WHITE channel. Activ-
ity in one channel inhibits activity in its oppon-
ent channel. The theory explains the fact that
nothing looks bluish-yellow as a result of the
fact that activity in the BLUE channel inhibits
activity in the YELLOW channel and conversely.
And the theory explains the appearance of unique
blue (blue that is not at all reddish or greenish)
as the result of the activation of the BLUE chan-
nel, the YELLOW channel being deactivated,
and the RED and GREEN channels being in
equilibrium. These channels can, of course, be




understood as pools of interconnected neuron-
like units.

Connectionist modeling has by no means been
restricted to motor control and low-level per-
ception. It has been extended to most areas
of cognition. Connectionist networks have been
appealed to as mechanisms for processes of
categorization in terms of resemblance to proto-
types (Churchland 1995). And there are, more-
over, connectionist models of various aspects of
language comprehension and production. For
example, Jeffrey Elman (1990) has explored how
recurrent nets can learn to become sensitive to
anaphoric relations. And Alan Prince and Paul
Smolensky’s (1993) optimality theory, for in-
stance, outlines how a multiple soft constraint
satisfaction might serve as a natural language
parser might work by employing multiple soft
constraint satisfaction. This sample represents
only a tiny fraction of connectionist cognitive
modeling. (For a recent very brief overview, see
McClelland 1999.)

4 How are Paradigms Related?

The relationship between the symbolic and
connectionist paradigms is a topic of heated
dispute. It will have to suffice here simply to list
some possibilities.

One possibility is that the functional architec-
ture of the mind is hybrid: some aspects of cog-
nition are symbolic and some are connectionist.
For example, perhaps motor control modules and
low-level perceptual modules have a connectionist
architecture, while linguistic modules and reason-
ing in central processing have a symbolic archi-
tecture. On this view, the mind is not a single
kind of computer, but has different kinds of com-
partments that are different kinds of computers.

Another possibility is that the functional
architecture of the mind is a symbolic architec-
ture, but this architecture is implemented by a
connectionist one. (Both Turing machines and
Production Systems, it should be mentioned,
have been implemented by connectionist net-
works.) Connectionism, it is often claimed, is con-
cerned with microcognition; and its advocates
often characterize the connectionist paradigm as
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the subsymbolic paradigm. Some connectionists
have suggested that the relationship between the
symbolic paradigm and the connectionist (sub-
symbolic) paradigm is analogous to the relation-
ship that Newtonian physics bears to quantum
mechanics (Rumelhart et al. 1986). But pro-
ponents of the implementational view of connec-
tionism will claim that the more apt analogy is
the relationship chemistry bears to quantum
mechanics. Atoms are constituted by subatomic
particles, and chemical processes are implemented
by quantum mechanical ones (indeed all causal
processes are ultimately implemented by quan-
tum mechanical ones). Perhaps, analogously,
atomic symbols are constituted by patterns of
activation, and connectionist processes implement
symbolic algorithmic processes (McLaughlin
1993a).

Yet another possibility is that the functional
architecture of the mind is either thoroughly sym-
bolic or thoroughly connectionist. Proponents
of this view see the two paradigms as in a sort of
zero-sum competition. The leading objection
to the view that the functional architecture of
the mind is thoroughly connectionist is due to
Fodor and Pylyshyn (1988). They argue that a
connectionist architecture cannot explain the
systematicity of thought without implementing
a symbolic architecture. A large literature has
arisen in response to this objection. Some deny
that thought is systematic. Some concede that
thought is systematic, but maintain that it is not
the job of a theory of cognitive architecture to
explain systematicity (see McLaughlin 1993b for
a discussion). And some attempt to show how
a connectionist architecture could explain the
systematicity of thought without implementing
a symbolic one (see e.g. Smolensky 1991; for
a response, see Fodor & McLaughlin 1990;
McLaughlin 1997a; for a counter-response, see
Cummins 2000).

Another possibility still is that the functional
architecture of the mind somehow integrates
features of symbolic architectures and features
of connectionist architectures. Smolensky (1994,
1995) has sketched an architecture he calls “an
Integrated Connectionist Symbol architecture
(ICS)” that attempts to include features of both
connectionist and symbol architectures, and which
he claims will explain the systematicity and




productivity of thought. But it remains a question
whether when developed sufficiently to explain
systematicity and productivity, it would collapse
into an implementation architecture for a sym-
bolic one (McLaughlin 1997a).

Of course, not all of these possibilities are
exclusive. It may be that some cognitive modules
are thoroughly connectionist, and that various
other modules are symbolic but implemented
by connectionist networks. There is, it should
be noted, a growing body of work in the field
of machine learning that attempts to develop
machines with a mixed architecture, including
symbolic and connectionist subcomponents. Of
course, this work in machine learning is not
concerned with either psychological or neuro-
logical realism (but rather with building better
machines). Nonetheless, it demonstrates the use-
fulness of such mixed architectures for computa-
tional purposes.

Suffice it to note that the functional architec-
ture of the mind remains an open question. What
the future will bring remains to be seen.
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Chapter 11

Ontology

Barry Smith

Philosophical Ontology

Ontology as a branch of philosophy is the science
of what is, of the kinds and structures of objects,
properties, events, processes, and relations in
every area of reality. “Ontology” is often used
by philosophers as a synonym of “metaphysics”
(a label meaning literally: “what comes after the
Physics”), a term used by early students of Aris-
totle to refer to what Aristotle himself called
“first philosophy.” Sometimes “ontology” is used
in a broader sense, to refer to the study of what
might exist; “metaphysics” is then used for the
study of which of the various alternative possible
ontologies is in fact true of reality (Ingarden
1964). The term “ontology” (or ontologin) was
coined in 1613, independently, by two philo-
sophers, Rudolf Gockel (Goclenius) in his Lexicon
philosophicum and Jacob Lorhard (Lorhardus) in
his Theatrum philosophicum. Its first occurrence
in English as recorded by the Oxford English
Dictionary appears in Bailey’s dictionary of 1721,
which defines ontology as “an Account of being
in the Abstract.”

Ontology secks to provide a definitive and
exhaustive classification of entities in all spheres
of being. The classification should be definitive
in the sense that it can serve as an answer to
such questions as: What classes of entities are
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needed for a complete description and explana-
tion of all the goings-on in the universe? Or:
What classes of entities are needed to give an
account of what makes true all truths? It
should be exhaustive in the sense that all types
of entities should be included in the classifica-
tion, including also the types of relations by
which entities are tied together to form larger
wholes.

Difterent schools of philosophy offer difterent
approaches to the provision of such classifica-
tions. One large division is that between what
we might call substantialists and fluxists, which
is to say between those who conceive ontology
as a substance- or thing- (or continuant-) based
discipline and those who favor an ontology
centered on events or processes (or occurrents).
Another large division is between what we might
call adequatists and reductionists. Adequatists
seck a taxonomy of the entities in reality at all
levels of aggregation, from the microphysical to
the cosmological, and including also the middle
world (the mesocosmos) of human-scale entities
in between. Reductionists see reality in terms of
some one privileged level of existents; they seek
to establish the “ultimate furniture of the uni-
verse” by decomposing reality into its simplest
constituents, or they seek to “reduce” in some
other way the apparent variety of types of en-
tities existing in reality.




It is the work of adequatist philosophical
ontologists such as Aristotle, Ingarden (1964),
and Chisholm (1996) which will be of primary
importance for us here. Their taxonomies are in
many ways comparable to the taxonomies pro-
duced by sciences such as biology or chemistry,
though they are of course radically more general
than these. Adequatists transcend the dichotomy
between substantialism and fluxism, since they
accept categories of both continuants and
occurrents. They study the totality of those
objects, properties, processes, and relations that
make up the world on different levels of focus
and granularity, and whose different parts and
moments are studied by the different scientific
disciplines. Ontology, for the adequatist, is then
a descriptive enterprise. It is thus distinguished
from the special sciences not only in its radical
generality but also in its goal or focus: it seeks
not predication and explanation but rather
taxonomy and description.

Methods of Ontology

The methods of ontology — henceforth in philo-
sophical contexts always used in the adequatist
sense — are the methods of philosophy in general.
They include the development of theories of
wider or narrower scope and the testing and
refinement of such theories by measuring them
up, ecither against difficult counter-examples or
against the results of science. These methods
were familiar already to Aristotle himself.

In the course of the twentieth century a range
of new formal tools became available to ontolo-
gists for the development and testing of their
theories. Ontologists nowadays have a choice
of formal frameworks (deriving from algebra,
category theory, mereology, set theory, topo-
logy) in terms of which their theories can be
formulated. These new formal tools, along with
the language of formal logic, can in principle
allow philosophers to express intuitive ideas
and definitions in clear and rigorous fashion,
and, through the application of the methods
of formal semantics, they can allow also for the
testing of theories for logical consistency and
completeness.
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Ontological Commitment

To create effective representations it is an advant-
age if one knows something about the things
and processes one is trying to represent. (We
might call this #he Ontologist’s Credo.) The at-
tempt to satisfy this credo has led philosophers
to be maximally opportunistic in the sources they
have drawn upon in their ontological explorations
of reality and in their ontological theorizing.
These have ranged all the way from the prepara-
tion of commentaries on ancient texts to reflec-
tion on our linguistic usages when talking about
entities in domains of different types. Increasingly,
however, philosophers have turned to science,
embracing the assumption that one (perhaps the
only) generally reliable way to find out some-
thing about the things and processes within a
given domain is to see what scientists say. Some
philosophers have indeed thought that the way
to do ontology is exclusively through the invest-
igation of scientific theories.

With the work of Quine (1953) there arose in
this connection a new conception of the proper
method of ontology, according to which the
ontologist’s task is to establish what kinds of
entities scientists are committed to in their
theorizing. The ontologist studies the world by
drawing conclusions from the theories of the
natural sciences, which Quine takes to be our
best sources of knowledge as to what the world
is like. Such theories are extensions of the theor-
ies we develop and use informally in everyday
life, but they are developed with closer attention
to those special kinds of evidence that confer a
higher degree of probability on the claims made.
Quine — or at least the Quine of 1953 (I am
here leaving aside Quine’s views on such matters
as ontological relativity and the indeterminacy
of translation) — still takes ontology seriously.
His aim is to use science for ontological pur-
poses, which means: to find the ontology in
scientific theories. Ontology is then a network
of claims, derived from the natural sciences, about
what exists, coupled with the attempt to establish
what types of entities are most basic. Each nat-
ural science has, Quine holds, its own preferred
repertoire of types of objects to the existence
of which it is committed. Each such science




embodies only a partial ontology. This is defined
by the vocabulary of the corresponding theory
and (most importantly for Quine) by its canon-
ical formalization in the language of first-order
logic. Note that ontology is for Quine himself
not the metalevel study of the ontological com-
mitments or presuppositions embodied in the
different natural-scientific theories. Ontology is
rather these commitments themselves. Quine
moves to the metalevel, making a semantic as-
cent to consider the statements in a theory, only
in setting out to establish those expressions which
definitively carry its commitments. Quine fixes
upon the language of first-order logic as the
medium of canonical representation not out of
dogmatic devotion to this particular form, but
rather because he holds that this is the only
really clear form of language. First-order logic is
itself just a regimentation of corresponding parts
of ordinary language, a regimentation from
which, in Quine’s eyes, logically problematic
features have been excised. It is then, Quine
argues, only the bound variables of a theory that
carry its definitive commitment to existence. It
is sentences like “There are horses,” “There are
numbers,” “There are electrons,” that do this
job. His so-called “criterion of ontological com-
mitment” is captured in the slogan: To be s to be
the value of o bound variable. This should not
be understood as signifying some reductivistic
conception of existence itself as a merely logico-
linguistic matter. Rather it is to be interpreted in
practical terms: to determine what the ontological
commitments of a scientific theory are, it is neces-
sary to determine the values of the quantified
variables used in its canonical formalization.
Quine’s approach is thus most properly
conceived not as a reduction of ontology to the
study of scientific language, but rather as a
continuation of ontology in the traditional sense.
When viewed in this light, however, it can be
seen to be in need of vital supplementation. For
the objects of scientific theories are discipline-
specific. This means that the relations between
objects belonging to different disciplinary do-
mains fall out of bounds for Quinean ontology.
Only something like a phzlosophical theory of how
different scientific theories (or their objects)
relate to each other can fulfill the task of provid-
ing an inventory 