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Over 40 years of teaching experience are distilled into this text. The guiding prin-
ciple is the wide use of the concept of intermediate asymptotics, which enables
the natural introduction of the modeling of real bodies by continua. Beginning
with a detailed explanation of the continuum approximation for the mathematical
modeling of the motion and equilibrium of real bodies, the author continues with a
general survey of the necessary methods and tools for analyzing models. Next, spe-
cific idealized approximations are presented, including ideal incompressible fluids,
elastic bodies and Newtonian viscous fluids. The author not only presents general
concepts but also devotes chapters to examining significant problems, including
turbulence, wave-propagation, defects and cracks, fatigue and fracture. Each of
these applications reveals essential information about the particular approxima-
tion. The author’s tried and tested approach reveals insights that will be valued by
every teacher and student of mechanics.
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Foreword

In his preface to this book, Professor G. I. Barenblatt recounts the saga of the course
of mechanics of continua on which the book is based. This saga originated at the
Moscow State University under the aegis of the renowned Rector I. G. Petrovsky
and moved with the author first to the Moscow Institute for Physics and Technol-
ogy, then to Cambridge University in England, then to Stanford University, until it
reached its final home as a much loved and appreciated course at the mathematics
department of the University of California, Berkeley. Those not fortunate enough
to have been able to attend the course now have the opportunity to see what has
made it so special.

The present book is a masterful exposition of fluid and solid mechanics, in-
formed by the ideas of scaling and intermediate asymptotics, a methodology and
point of view of which Professor Barenblatt is one of the originators. Most physical
theories are intermediate, in the sense that they describe the behavior of physical
systems on spatial and temporal scales intermediate between much smaller scales
and much larger scales; for example, the Navier–Stokes equations describe fluid
motion on spatial scales larger than molecular scales but not so large that relativ-
ity must be taken into account and on time scales larger than the time scale of
molecular collisions but not so large that the vessel that contains the fluid collapses
through aging. An awareness of the scales that are relevant to each problem must
guide the formulation of mathematical models as well as the asymptotics that lead
to their solution. Accordingly, the book makes explicit the intermediate asymptotic
nature of many of the well-known arguments in mechanics, leading to a clear un-
derstanding of their domains of validity and their limitations. Along the way, the
assumptions that underlie the various models are spelled out in detail and expressed
in terms of the appropriate dimensionless numbers. Dimensional and scaling con-
siderations are introduced early, allowing the reader an easy way to understand the
consequences of the various assumptions without the heavy mathematical machin-
ery that can impede understanding if it is introduced prematurely.
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These unique features make it possible for this book to present, without long pre-
liminaries, not only the basic features of the mechanics of continua but also more
sophisticated topics in turbulence and fracture, fields to which Professor Baren-
blatt has contributed so much but where present understanding is still incomplete.
In particular, the reader will surely appreciate the illuminating presentations of
crack propagation and of the scaling of turbulent shear flow. I was privileged to
work on this last topic with Professors Barenblatt and Prostokishin, and I feel very
strongly that our straightforward scaling arguments satisfy all logical requirements
and fit all the data (“all” means literally “all”) better than the older alternatives. The
presentation here is detailed enough for the reader to form his or her own opinion.

Finally, I would like to mention that the historical asides that Professor
Barenblatt provides throughout are enjoyable and illuminating. This is indeed a
remarkable book.

Alexandre J. Chorin
University Professor

University of California



Preface

(1) Mechanics, the science of the motion and equilibrium of real bodies, is the
oldest natural science created by humankind. Unlike other scientific disciplines,
mechanics had no predecessors. Prehistoric human beings started to take their first
steps in mechanics – apparently even before starting to speak – when they invented
and improved their first primitive tools.

Later, when humankind took its first steps in mathematics, mechanics was the
first field of application. The value of mechanics for mathematics was clearly em-
phasized by Leonardo da Vinci: “Mechanics is the paradise for mathematical sci-
ences because through it one comes to the fruits of mathematics.”

Nowadays mechanics is an organic part of applied mathematics – the art of de-
signing mathematical models of phenomena in nature, society and engineering.

The development of mechanics, and the recognition of its value, has not gone
smoothly over the centuries. An analogy of mechanics with the phoenix comes
to mind. This legendary bird has appeared with practically identical magical fea-
tures in the ancient legends of many cultures: Egyptian, Chinese, Hebrew, Greek,
Roman, native North American, Russian and others. The names were different:
the name “phoenix” was coined by the Assyrians; Russians called it “zhar-ptitsa”
(fire-bird). According to the legend, unlike all other living beings the phoenix had
no parents, and death could never touch it. However, from time to time, when it
was weakened, the phoenix would carefully prepare a fire from aromatic herbs col-
lected from throughout the world and burn itself. Everything superfluous is burnt
in the fire and a new beautiful creative life opens to the phoenix.

So, what is the analogy? Mechanics now is living through a critical period. The
community at large, particularly the scientific community, often considers mechan-
ics to be a subject of secondary value. As a practical result of this attitude, bright
young people nowadays are not interested in choosing mechanics as their pro-
fession. Inevitably, and rather quickly, a decline in the level of students leads to
a decline in the level of professors. One after another mechanics departments in
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universities and technological institutes close; mechanics disappears from the cur-
ricula of physics and mathematics.

I am sure that a phoenix-type rebirth of mechanics is unavoidable. The reason
for my confidence is the existence (not always generally recognized by society, nor
its political leaders) of fundamental problems of vital importance for humankind
that cannot be solved without the leading participation of mechanics and applied
mathematics as a whole. To mention a few of these: the suppression of tropical
hurricanes; the prediction of earthquakes three to four hours before the event; the
creation of a new branch of engineering based on nano-technology; the creation of
a new standard for the development of the deposits of the Earth’s non-renewable
resources, in particular oil, gas and coal, replacing the existing predatory exploita-
tion; etc. These problems should be the subject of national and multinational pro-
grams. The participation of mechanics, renewed when necessary, in solving such
problems is unavoidable: the strength and long-lastingness of mechanics come
from its ability for continual renewal and, once renewed, for tackling potential
problems of primary importance for leading nations and for humankind as a whole.
The surge of interest in mechanics during World War II and its aftermath demon-
strated this clearly.

(2) Ivan Georgievich Petrovsky, a great mathematician whose rectorship guided an
epoch for Moscow State University, was a man of unsurpassable vision in science
and education. His role as a leading mathematician is illustrated by a remarkable
event: Sir Michael Atiyah, R. Bott and L. Gårding had published an article (Atiyah,
Bott and Gårding, 1970) with a dedication to I. G. Petrovsky in Russian, clarifying
and generalizing – as the authors said – Petrovsky’s theory of lacunas for hyper-
bolic differential operators. His textbooks on ordinary differential equations (Petro-
vsky, 1966), partial differential equations (Petrovsky, 1967) and integral equations
(Petrovsky, 1967) have seen wide use throughout the world. Petrovsky died in the
building of the Central Committee of the Communist Party (he himself was not a
member of the Party), fighting for his principles regarding the selection, teaching
and education of students.

Petrovsky had a clear view of the role of mechanics in scientific education. It
was he who offered the late V. I. Arnold, at that time a brilliant young professor
of mathematics who became later one of the world’s leading mathematicians, a
chance to deliver the course of classical rational mechanics for student mathemati-
cians. The mechanics community at Moscow State University considered this offer
to be a risky experiment, but the result exceeded all expectations: Arnold’s book
(Arnold, 1978) Mathematical Methods of Classical Mechanics became a gem of
scientific literature.1

1 The title of the book was also a result of compromise.
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Later, Petrovsky, as Chairman of the Department of Differential Equations, gave
me the chance to teach the course on the mechanics of continua. The class was ex-
cellent: it contained very strong students, now disseminated over the entire planet.
Ivan Georgievich offered me remarkable conditions: a one-year course, two exams,
complete freedom in selecting the curriculum. However, he did impose one strict
condition: “I cannot force the students to attend your lectures, so at each lecture
you should tell them something special that they cannot find in the textbooks”.

After the end of the Petrovsky era at Moscow State University I continued,
through the initiative of my former student V. B. Librovich (at that time the lead-
ing person in the Academy’s Institute for Problems in Mechanics), to deliver this
course under the same conditions at the Moscow Institute for Physics and Technol-
ogy (MIPT). This institute was a remarkable school, founded after World War II
by an enthusiastic group of first-class physicists, applied mathematicians and en-
gineers, headed by S. A. Christianovich. They were inspired by the example of the
Ecole Polytechnique, and the level of the entering students was very high.

When I moved to the West, I delivered appropriate parts of this course in Cam-
bridge UK, the University of Illinois, Urbana–Champaign, Stanford University, and
finally at the University of California, Berkeley. Naturally, each time the content of
the course was suitably modified, but the general style that had been blessed by I.
G. Petrovsky remained the same.

(3) Now I want to mention some specific features of the present book. Contrary to
common practice, I do not devote a substantial initial part of the book to the presen-
tation of tensor calculus. I prefer to introduce tensors and discuss their properties
at the spot where they naturally appear.

At the very beginning of this book I introduce the concept of intermediate asymp-
totics and use it widely throughout. It is worthwhile to present here the definition
of this concept, formally introduced by Ya. B. Zeldovich and myself, but de facto
used long before that. Let us assume that in a problem under consideration there
are two parameters X1 and X2 having the dimension of an independent variable x
and that X1 is much less than X2, so that there exists an interval of values of x where
X1 � x and at the same time x � X2. The asymptotic representation, or simply
asymptotics, in this interval is called the intermediate asymptotics.

It is emphasized that the fundamental concept of a continuous medium intro-
duced after that, and widely discussed and illustrated by many examples, is one of
intermediate asymptotics.

Also, at the very beginning, the concept of an observer is formally introduced, as
well as the invariance principle: all physically significant relations can be written
in a form valid for all observers.
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(4) Next comes a detailed presentation of dimensional analysis and physical simili-
tude, as a consequence of the invariance principle: physical relations can be written
in a form valid for all observers, having units of measurement of the same physical
nature but of different magnitudes. Dimensional analysis is widely used through-
out the whole book, and it greatly simplifies the presentation. It is difficult for me
to understand the custom of presenting these concepts at the end of mechanics of
continua courses, where they can be used for nothing.

After introducing the fundamental concept of a continuous medium which, I
emphasize, is based entirely on the intermediate asymptotic approach, multiple
illustrations are presented justifying this concept on various scales from the atomic
to the cosmic. After that the basic equations of mass and momentum conservation
for continuous media are presented. Here the concept of the mass flux vector and
the stress tensor appear naturally, following from the invariance principle.

(5) To obtain a closed system of basic equations for mathematical models, the
continuous medium should be supplied with some physical features. A general ap-
proach using finite constitutive equations is outlined. It is emphasized that in fact
this approach is of restricted value; it is justified only when the microstructure of
the material remains intact in the process of the motion. Otherwise, the finite con-
stitutive equations should be replaced by equations for the kinetics of microstruc-
tural transformation. This comment should be taken into account, in particular,
when one is analysing the rheology of complex fluids, principally polymeric solu-
tions and melts. In particular, the universality of the constants entering constitutive
equations such as the Oldroyd B model should be verified for selected materials
in a given class of motions; otherwise, predictions based on the model could be
incorrect.

(6) After these preliminary steps, basic models or idealizations are presented. It is
emphasized that all these models are approximations, valid for a restricted class of
materials in a restricted range of motions and loading situations.

After this we follow with the classic models (approximations): the model of an
ideal incompressible fluid, the model of an ideal elastic solid, the model of a New-
tonian viscous fluid, and the model of an ideal gas. The conditions of applicability
of each model are discussed in detail. In their due place the conservation laws of
energy and angular momentum are presented and used in constructing the models.
These conservation laws appear exactly where they are needed and can be used.

(7) The presentation of each model follows the same general scheme: general re-
lations are derived, with specially selected “accompanying problems”, presented
in detail with a discussion of why they can be used. So, for the model of an ideal
incompressible fluid, the accompanying problems are the Lavrentiev problem of
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a directed explosion, and the problem of the lifting force on a slender, weakly
inclined wing. It is demonstrated, in particular, that the model of an ideal incom-
pressible fluid needs to be modified in a natural way in the formulation of the lift
force problem, which is substantially nonlinear in spite of the linearity of the ba-
sic equations. Here the concept of intermediate asymptotics is crucially important.
The problem of brittle and quasi-brittle fracture accompanies the presentation of
the ideal elastic solid approximation. It is demonstrated that the model should also
be thus modified for the formulation of this substantially nonlinear problem, in
spite of the linearity of the basic equations. (The situation is similar to the lift force
problem.) It is demonstrated that the fracture of a structure is not a local event but a
global one. From a mathematical viewpoint, fracture is the loss of existence of the
solution to an explicitly formulated nonlinear free boundary problem for the linear
equations of the equilibrium of an elastic body.

The problem of the boundary layer and drag of a slender weakly inclined wing
accompanies the Newtonian viscous fluid approximation. The Prandtl–Blasius in-
termediate asymptotic solution to the problem of the boundary layer on a flat plate
is presented in detail; the underwater reefs to be found in this problem are specially
emphasized and discussed.

A more detailed analysis and classification of scaling laws is needed before we
can proceed further. This is presented in detail in Chapter 9. The concepts of com-
plete and incomplete similarity are introduced and discussed. They are widely used
in the subsequent chapters, in which we discuss the ideal gas approximation and
turbulence. The accompanying problem of impulsive loading is presented in Chap-
ter 10 concerning the ideal gas approximation.

The final two chapters concern turbulence. I have found that the only two ac-
companying problems preserving the same style as in previous chapters that can
be presented are those of turbulent shear flows at very large Reynolds numbers
and of the local structure of turbulent flows at very large Reynolds numbers (the
Kolmogorov–Obukhov theory). The discussion of turbulent shear flows at very
large Reynolds numbers is based on the works of A. J. Chorin, V. M. Prostokishin
and the present author. Some colleagues consider our model to be controversial.
That is their business; the formulae and the comparison with experimental data
speak for themselves.

So, this is the content of the present book as it was delivered in my courses of
lectures.

Now it is time for acknowledgments. I want to remember with deep gratitude
and admiration the late Ivan Georgievich Petrovsky who generated this course at
Moscow State University. The support and care of the late Vadim Bronislavovich
Librovich allowed me to continue this course at the Moscow Institute for Physics
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and Technology. I remember with gratitude Sergey Sergeevich Voyt who extended
my audience at MIPT to the students affiliated with the Institute of Oceanology. I
was honored by election to the G. I. Taylor Chair in Fluid Mechanics at the Univer-
sity of Cambridge: my cordial gratitude goes to G. K. Batchelor, D. G. Crighton,
H. K. Moffatt and Sir James Lighthill. I spent a term at the University of Illi-
nois, Urbana–Champaign: my deep thanks go to H. Aref and N. D. Goldenfeld.
Later I was elected S. P. Timoshenko Visiting Professor of Applied Mechanics at
Stanford University: my deep gratitude goes to M. D. Van Dyke, J. B. Keller and
T. J. R. Hughes.

Before my period as Timoshenko Professor, I came for a short one-month Miller
Visiting Professorship at Berkeley, by invitation of Professor Alexandre Chorin.
We met for the first time on 16 February 1996; we both celebrate this date. In our
first discussion we understood that our interests in turbulence studies and our gen-
eral views on turbulence and science in general, although developed independently,
practically coincide. We began to work together. Our first paper was submitted to
the Proceedings of the US National Academy of Sciences three weeks later. Twenty
papers followed this one and now, though working in different fields, we continue
to systematically exchange thoughts. My gratitude to Alexandre is immeasurable:
together with A. N. Kolmogorov and Ya. B. Zeldovich he became a benchmark in
my scientific life. In particular I appreciate his many-fold advice concerning this
book. Alexandre’s efforts to obtain for me an honorary position at the University of
California, Berkeley were strongly supported by Professor Calvin Moore, former
Vice-President of the University of California, and at that time Chairman of the
Department of Mathematics. Though himself a pure mathematician, Calvin Moore
always strongly supported applied mathematics. I appreciate his friendship, kind
attention and help rendered to me throughout my time at Berkeley.

I express my gratitude to Professor James Sethian, head of the Department of
Mathematics at the Lawrence Berkeley National Laboratory. We work in different
fields of mathematics, but his friendly attention to my work has been a permanent
stimulus for me.

My cordial thanks go to Mrs Valerie Heartlie, Administrative Assistant of the
department. She did her best to make this department a pleasant place for my work
and everyday life.

I want to thank two who played an essential role in my work on this book.
These are Professor Valery Mikhailovich Prostokishin, who attended my lectures
and gave me most valuable advice, and Dr David Tranah, Publishing Director,
Mathematical Sciences and Information Technology, Cambridge University Press,
who initiated the book, escorted it from its first version, and influenced its structure
and style.
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The help of Mrs Jean McKenzie, the Head Librarian of Berkeley Engineering
Library, is highly appreciated.

I grew up in the family of my maternal grandfather, Veniamin Fedorovich Kagan
(in the western mathematical literature he is known as Benjamin Kagan), after my
mother, a physician–virologist, perished preparing the first vaccine for Japanese en-
cephalitis. My grandfater was an outstanding mathematician, working in the foun-
dations of geometry and non-euclidean geometry; at Moscow State University he
created an influential school of tensor differential geometry. He was a person of
unbending principles in science and life and achieved an extraordinary moral au-
thority, which allowed him to survive the stormy 1920s and 1930s of the Soviet era,
even being accused of “sabotage in science” by the leading journal of the Commu-
nist party (Bolshevik) and thereafter immediately arrested.

The dedication of this book to his glowing memory is but a weak expression of
my love and eternal gratitude to him.



Introduction

The purpose of the present book is to give an idea about fundamental concepts and
methods, as well as instructive special results, of a unified intermediate asymp-
totic mathematical theory of the flow, deformation and fracture of real fluids and
deformable solids. This theory is based on a quite definite and, we emphasize, ide-
alized approach where the real materials are replaced by a continuous medium;
therefore it is often called the mechanics of continua. It generalizes, and represents
from a unified viewpoint, more focused disciplines: fluid dynamics, gas dynamics,
the theory of elasticity, the theory of plasticity etc. For various reasons these dis-
ciplines underwent separate development for a long time. The splendid exceptions
found in the work of A. L. Cauchy, C. L. M. H. Navier and A. Barré de Saint-
Venant in the nineteenth century and L. Prandtl, Th. von Kármán, and G. I. Taylor
in the twentieth century confirm rather than disprove the general rule. Therefore
the teaching of the mechanics of continua and, more generally, the maintaining
of interest in the mechanics of continua as a unified scientific discipline was, in
this period of fragmentation, the job of physicists, who considered it to be a nec-
essary part of a complete course of theoretical physics. So it was not by accident
that among those who created courses in mechanics of continua were outstanding
physicists: M. Planck, A. Sommerfeld, V. A. Fock, Ya. I. Frenkel, L. D. Landau
and E. M. Lifshitz and, more recently, L. M. Brekhovskikh.

The physicists were more interested, however, in general ideas and methods
rather than in the consistent presentation of special, even very important, results,
which in fact give true shape to the subject.

In recent decades the tendency to take the separate branches of the mechanics of
continua and combine them into a unified scientific discipline has penetrated to the
mechanics community, and the practitioners of various specialities and scientific
profiles have been involved in this activity.

There have been several reasons for this tendency; first of all, the internal need
for the development of the mechanics of continua in order for one to understand



2 Introduction

and evaluate, from a unified viewpoint, the methods and results achieved in the
various specialized branches of this subject. Bearing in mind the modern grand
scale of activity in mechanics stimulated by practical applications, it was simply
not expedient to develop repeatedly from scratch essentially the same ideas and
overcome similar difficulties in applications to different branches of the mechanics
of continua.

An instructive example: the investigation of the slow motion of viscous fluids
in wedge-shaped vessels and the investigation of the stress–strain state in elastic
wedges can be reduced to completely identical mathematical problems. Neverthe-
less, for more than 60 years the study of these two problems was performed sepa-
rately, without even a single cross-reference, in spite of the now obvious fact that
instead of solving from scratch a problem in fluid dynamics it is enough to rein-
terpret appropriately the solution to the corresponding elasticity problem obtained
long before, and vice versa.

It seems therefore expedient to continue to work to unify the subject as much
as possible and in particular to avoid the appearance and propagation of separate
terminology in its special branches – these constitute a language barrier which
prevents the understanding of problem formulation and solutions by even qualified
specialists not belonging to a certain narrow community. Such a unification should
aid the discovery and use of results about analogous activities in other branches of
the mechanics of continua.

Long ago Lord Rayleigh in Great Britain and L. I. Mandelstam in the Soviet
Union developed a remarkable idea of “oscillation mutual aid” – a stimulating
exchange of ideas and methods between physicists studying oscillations of different
types: mechanical, acoustic, electromagnetic etc. The realization of this idea is an
instructive example of a fruitful approach unifying various branches of physics
on the basis of a unified method. Another instructive example of such a unified
approach is synergetics.

The second, and perhaps the most important, reason for promoting the above-
mentioned consolidation has been the growth in the range of the materials used
in technology and also in the range of parameters (temperature, pressure etc.) of
the working conditions of even classical structural materials such as steel. Thus it
has become necessary to study the behavior of structures fabricated from synthetic
materials and from more traditional materials under extreme conditions: high tem-
peratures, pressures, strain rates and loading rates etc. For such applications the
classical models of materials used in the theory of elasticity, fluid dynamics, etc.,
are insufficient and more general ones are needed.

In more detail, the situation is as follows. Every material at fixed external con-
ditions (temperature, pressure etc.) has a certain characteristic “relaxation time”
τ. This is the time during which a deformed body in its fixed shape (Figure 1)
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Figure 1 (a) A shear deformation imposed on a body, and the resulting fixed
skewed shape of the body. (b) The shear stress disappears after a ‘relaxation
time’ τ.

continues to exhibit shear stresses before settling down to a new equilibrium. Ev-
ery physical process of loading and/or deformation also has its own characteristic
time T , e.g. the time duration of application of the load. Therefore the general be-
havior of a given material in a given loading or deformation process is determined
by the ratio of these two times, the dimensionless parameter

De =
τ

T
, (1)

the Deborah number, as named by M. Reiner.1 If De � 1 then the behavior of the
material can be qualified as fluid and if De � 1 the material can be considered as
a solid. So, for water under normal conditions we have, τ ∼ 10−12 s and for steel
(in the range of tensile or compressing stresses of the usual order, 1000 kgf/cm2)
τ ∼ 1012 s. The duration T of a human experiment is usually in the range 10−9 s
(1 nanosecond) < T < 109 s (30 years). Therefore, for any T in this range, De for
water is very small, less than one thousandth, and for steel it is very large, more
than one thousand.2

1 The reason for such a name derives from the Song of Deborah in the Old Testament (Judges 5:5): “The
mountains flowed from before the Lord”. It is interesting that in the old King James version it was written
“melted” instead of “flowed”; careful comparison with the original showed that this was not quite correct
(especially for the purpose under discussion) and a proper translation was done in the later Cambridge
academic editions of the Bible. The same mistake occurs in the Slavic Church text of the Old Testament.

2 Now it becomes clear what exactly is the meaning of the statement of Deborah in modern scientific terms: as
is known, the characteristic time for rocks (of which “mountains” consist) is of the order of 1011 s. However,
the characteristic time of the Lord as mentioned by Deborah should be taken, according to modern estimates
of the age of the Universe (the time since the Creation (the Big Bang)) to be several billion years, T > 1016 s.
Therefore, De is less than 10−5 and, indeed, rocks (“mountains”) can be considered as fluids. This argument
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At the same time, for Silly Putty, a well-known material from which a popular
toy used to be made, τ is of the order of 1 s. Therefore this material can have both
fluid and solid body behavior in an easily accessible range of observation times. In-
deed, if it is thrown quickly to the floor it will rebound like a rubber ball; put it on a
horizontal solid surface and it will flow slowly along the surface; hammer it sharply
and it will break like fragile glass. Similarly, to observe the “solid body” behav-
ior of water, for instance its brittle fracture, and the formation and propagation of
cracks, it is necessary to load it with an extremely high strain rate: 1014–1015 s−1.
(Such experiments have been performed!)

For the familiar material polymethylmetacrylate (PMMA), an organic glass, the
formation and propagation of cracks can be observed by simply using strain rates
of the order of 104 s−1, easily accessible with the help of a laser pulse in the regime
of free generation. However, for structural materials of a common steel type, at
high temperatures or at high stresses, the relaxation time decreases rapidly and
then, even at ordinary strain rates and loading rates, steel cannot be considered as
a solid.

These reasons have led to an increasing interest in studying and teaching the
flow, deformation and fracture of bodies as a unified subject, based on sufficiently
general assumptions concerning the material under consideration, and in develop-
ing corresponding general approaches.

Scientifically speaking, mechanics is a synthesis of the approaches of physics,
applied mathematics3 and engineering. This is also completely true for the me-
chanics of continua. However, we will concentrate basically on the applied mathe-
matics and physics view, using engineering ideas only to motivate the formulation
and description of problems, and will not address detailed considerations of special
engineering problems.

As mentioned above, our plan is to explore the fundamental ideas of the mechan-
ics of continua, to give an idea of its basic methods and approaches as well as its
instructive special results. Therefore we will not consider those topics that require
for their exposition long calculations, with no compensation provided through the
frequent use of the results achieved: such topics should be the subject of special
courses and books.

obviously also demonstrates that Deborah was aware of correct estimates of the age of the Universe and, in
particular, of the Earth; previous Biblical estimates (several thousand years, ∼ 1011 s) as well as the estimates
of Lord Kelvin (hundreds of thousands of years), which did not take into account the heat generated by
radioactivity, would be in conflict with her statement.

3 There is nowadays considerable discussion concerning the subject of applied mathematics. In fact, its proper
understanding is clarified if we remember the famous saying of J. W. Gibbs: “Mathematics is also a
language.” If so, then on the one hand pure mathematicians can be identified with linguists, who study the
laws of the formation, history and evolution of languages. On the other hand applied mathematicians,
building models of phenomena, are analogous to writers and poets who use language to create novels, poetry,
critical essays, etc. Applied mathematics is the art of constructing mathematical models of phenomena in
nature, engineering and society.
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The subject of fluid mechanics and the mechanics of deformable solids is a clas-
sical one. Some of the results we present were obtained many years, even many
decades ago. It is well known, however, that each era brings its own perception to
classical masterpieces of art: literature, music, paintings relate to what excites the
human spirit today. This is equally true for a book on the mechanics of continua:
even classical results are understood today quite differently from previous times
and often need a completely different interpretation.

It is natural to ask what tools are required in continuum mechanics for modeling
the equilibrium, motions, deformation, flow and fracture of real bodies.

First we mention the general invariance principle, whose value goes far beyond
the borders of mechanics. The invariance principle is formulated in the following
way:

The laws of equilibrium and motion can be expressed through equations valid for all
observers.

The invariance principle establishes the equivalence, the “possession of equal
rights” by all observers, which is physically natural. Its formulation is trivial. We
will see, however, that the consequences of this principle can be highly non-trivial.

Furthermore, we have at our disposal conservation laws: fundamental laws ex-
pressing the conservation (or balance) of mass, momentum, angular momentum,
energy etc. These conservation laws give the most important fundamental relations
of the mechanics of continua. They are, however, insufficient for obtaining a closed
mathematical formulation of a model.

Therefore a very important aspect of any study in the mechanics of continua
is to supply the continuous medium under consideration with physical proper-
ties. In the classical mechanics of continua this is done through the introduction
of finite constitutive equations. Such equations are a priori relations that are ap-
proximately valid for a certain class of motions of a certain class of materials in
which the researcher is interested. They connect the above-mentioned properties
of state and/or the motion of real bodies with the internal forces acting in them. As
classical examples, we can consider Hooke’s law for an ideal elastic body, which
establishes the proportionality of stress and strain, or Newton’s law for viscous
flow, which establishes the proportionality of the stress and the strain rate; see
Figure 2.If these equations are applicable and well checked, they allow us in prin-
ciple to obtain a closed system of equations sufficient to construct a mathemati-
cal model. It is tacitly assumed that the parameters entering the constitutive equa-
tions, such as the coefficients of proportionality in Hooke’s law or in Newton’s law
mentioned before, are universal constants, valid for the whole class of phenom-
ena under consideration. In fact it means that in these phenomena the microstruc-
ture of the material remains the same. There are wide and important classes of
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Figure 2 (a) Hooke’s law establishes the proportionality of the strain – the elon-
gation per unit length – of a rod and the stress – the tensile force per unit cross-
sectional area. (b) Newton’s law establishes the proportionality of the strain rate –
the velocity difference per unit layer thickness – and the shear force per unit area.
The basic content of both laws is that the constants of proportionality μ, η and E
are material properties, constant for fixed external conditions.

problems where this is so, and the models provided by the constitutive equations
are successful.

The important thing is, however, that in general this is not the case and that
therefore the kinetic equations governing the microstructural transformations of
the material should also be included in the mathematical model. A classical ex-
ample is the Zeldovich–Frank–Kamenetsky model of gas combustion, where the
laws of mass conservation, energy conservation and the kinetics of the material
transformation are considered simultaneously.

Mathematical analysis plays a most important role in the mechanics of continua.
In constructing mathematical models of phenomena researchers have created a lan-
guage of basic concepts that allows our intuition to be shaped. A good mathemat-
ical model starts to live on its own, revealing new features of a phenomenon that
are very often unexpected for the researcher who created it.

Proving well-posedness, i.e. the existence and uniqueness of the solution to a
closed system of equations of a mathematical model in a physically reasonable
class of functions, under appropriate initial and boundary conditions, is an essen-
tial stage of mathematical modeling. However, the problems of the existence and
uniqueness of the solution in the mechanics of continua play a much more impor-
tant role than is generally recognized. There are problems where the really inter-
esting answer is not the solution itself but the range of parameters where solutions
exist. Fracture and thermal explosions are classic examples of such problems.
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Nevertheless, the central part of the mathematical analysis of problems in the
mechanics of continua is not concerned with these topics. An applied mathemati-
cian working in this field is interested first of all in obtaining qualitative laws for
the phenomena under investigation, i.e. the qualitative properties of the solutions.
In a more or less general formulation such qualitative analysis is very difficult al-
though it sometimes happens to be possible. The best chance for investigating the
qualitative properties of a phenomenon is given by an explicit analytic form of the
solution. To obtain a solution in such a form it is usually necessary to simplify
the problem formulation as much as possible, in particular to simplify its geome-
try. Only the most basic features of the phenomenon should be left in the model,
those without which the essence of the phenomenon would be lost.4 It is a very
important and responsible stage of modeling. As Einstein is alleged to have said
“Things should be as simple as possible, but no simpler!” The value of solutions
obtained in such a way very often goes far beyond the framework of the corre-
sponding special problems because they often allow clarification of the properties
of solutions of wide classes of problems. Textbooks on fluid mechanics, elasticity
etc. are not collections of solutions to special problems, as pure mathematicians
sometimes claim. Using analytical, and therefore the most transparent, solutions,
applied mathematicians working in the mechanics of continua reveal general ideas.
Very often special solutions happen to be the intermediate asymptotics to solutions
of wide classes of problems where the influence of the non-essential details of the
initial and boundary conditions has already disappeared but the system is still far
from its state of ultimate equilibrium. Therefore the asymptotic approach pervades
continuum mechanics.

For applications it is very important to compute the solutions to special prob-
lems with sufficient accuracy. Therefore computational methods in mechanics play
a most important role. They should not be seen as in opposition to analytical meth-
ods. In fact a numerical investigation is especially fruitful after the qualitative
features of the expected solutions have been clarified using analytical methods.
Numerical computation in general has many features in common with experimen-
tal investigation; numerical schemes and algorithms should be carefully investi-
gated and approved in the same way as good experimentalists calibrate their mea-
suring devices. However, the analogy between a numerical computation and an
experimental investigation is in fact much deeper than this. The researcher per-
forming a numerical computation cannot be satisfied by a listing of the results of

4 Compare the poem by Alexander Block, “The retribution”:

Rule out the accidental features
And you will see: the world is marvelous

(Translation from Russian by Sir James Lighthill.)
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Figure 3 At some intermediate distance from the picture everyone will recog-
nize the Mona Lisa. Up close the image disappears – it turns out to consist of
560 monochromatic squares distributed in a particular way. However, at large
distances the image naturally disappears again. This is an example of an “inter-
mediate asymptotic” consideration, which will be basic in our presentation. From
Harmon (1973).

computations. These results should be processed and attempts made to extract from
them some general laws.

A particular example is worthwhile noting: specialists in color printing assign
numbers to all colors, for even the finest shades of difference. Therefore the “exact”
listing of colors in Figure 3 will constitute a table of the following form:

Square Row Column Number for color
number number number of the square

1 1 1 2040–G20Y
2 1 2 4050–G20Y
...

...
...

...

560 28 20 2040–G20Y
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It is clear that there is more present than just this listing: the Mona Lisa still
needs to appear! We will return to this important example later.

The creation of a mathematical model requires the acceptance of certain as-
sumptions, i.e. basic hypotheses. Such an acceptance is always a deliberate act. It
should be justified by observation or experiment – a physical or numerical experi-
ment based on a more detailed model. Therefore in the mechanics of continua an
appropriate combination of mathematical modeling with experiment, be it physical
or numerical, is decisive.

The reader may be astonished that the number of tools that have been mentioned
is so small. But compare it with the number of tools available to artists: an easel,
brushes, palette, canvas, paints – what else . . .? However, the history of civilization
would be much poorer without the visual art which has been created using these
tools, and only them!

Observation, mathematical modeling and experiment combine to form the basis
of continuum mechanics. The goal of this book is to demonstrate how this is done.



1
Idealized continuous media: the basic concepts

1.1 The idealized model of a continuous medium

In the mechanics of continua the most important invention (whose fundamental
value, however, is not always appreciated because it seems so natural) is the very
concept of a continuous modelling of real materials. More precisely, the truly fun-
damental discovery was recognizing that to a knowable degree of accuracy the
motion, deformation, fracture and/or equilibrium of real bodies can be based on an
idealization (a model), that of a continuous medium.

In fact, we intend to study, i.e. to make models of, the motions, deformations,
flows, fracture etc. of real bodies. These bodies consist of specific materials: honey,
milk, petroleum, metals, polymers, ceramics, rocks, composites, etc. If we look at
these materials with the naked eye they very often seem continuous and homoge-
neous. But, when viewed through a microscope or telescope these materials (see
Figures 1.1–1.7) display a developed microstructure at various scales – from atomic
to essentially macroscopic ones – having a huge diversity of shape. How can we
account for this diversity of shapes and properties of the elements of microstruc-
tures? Let us forget for the moment that we do not know the equations governing
the equilibrium or motion. We do know, however, that taking into account the shape
of the elements of a microstructure should mean accepting certain conditions at the
boundaries of these odd formations. Let us imagine that by some miracle we know
all these odd shapes. It is easy to show that it is impossible to write down the
conditions at the boundaries of the microstructural elements even for the simplest
problems.

Indeed, consider, for example, the problem of oil flow in an oil deposit. A large
oil deposit has a volume of the order of a billion cubic meters. The oil moves in
pores whose diameter is of the order of one to ten micrometers. The relative volume
occupied by the pores is of the order of one tenth. Therefore in the deposit under
consideration there are 1023 pores. Let us assume that for a description of a single
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Figure 1.1 A microphotograph of the tip of a tungsten needle. (×5 000 000) The
intersections of crystal planes are clearly seen. (J. J. Hren and B. A. Newman.
Reproduced from Cottrell (1967), p. 92.)

Figure 1.2 A microphotograph of a specimen of superplastic steel (×3000). The
ferrite (coloured) and austenite (white) parts can be seen. Reproduced from H. W.
Hayden, R. C. Gibson and J. H. Brophy (1969), p. 31.

pore only one printed character is needed; then the description of the deposit will
require 1023 printed characters. As is well known, the average book contains 106

characters, so 1017 books of average size would be needed to write down these



12 Idealized continuous media: the basic concepts

Figure 1.3 A microphotograph of a silicon polymer in polarized light. Neigh-
bouring crystalline and amorphous regions can be seen. F. P. Price, Reproduced
from Mark (1967), p. 148.

Figure 1.4 A microphotograph of a metallocomposite (×2000). High strength
niobium “whiskers” are seen in a niobium matrix. P. Lemkey and M. J. Salkind.
Reproduced from Kelly (1967), p. 160.

boundary conditions! All the paper in the world would not be enough. And even in
the digital era, the figure of 1023 bytes exceeds the memory of the largest computers
by many orders of magnitude!
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Figure 1.5 A microphotograph of the ceramic uranium carbide, a combination
of metallic uranium and carbon (×300). W. E. Bruce. Reproduced from Gilman
(1967), p. 112.

Figure 1.6 A microphotograph of a semi-conductor – cadmium sulphide –
(×800). The defects of crystallic structure of material are seen. (C. E. Bleil, H. W.
Sturner. Reproduced from Mott (1967), p. 81.)

An analogous situation occurs for the motion of gas in space. Indeed, even an
ordinary thimble under normal pressure contains a huge number of gas molecules.
The motion of each molecule is governed by Newton’s second law, i.e. by an
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(a) (b)

Figure 1.7 (a) The biggest ball of stars in our galaxy, the globular cluster Omega
Centaurus, which contains about 10 million separate stars as it orbits the center
of the Milky Way. From Trefil (1999), p. 221. (b) The Triffid Nebula in the plane
of the Milky Way. Color photograph from the Palomar Hale telescope. From Bok
(1972), p. 48.

ordinary differential equation of the second order. To write down the initial condi-
tions, i.e. the initial positions and velocities of each molecule (even if by a miracle
we knew them), we would need more paper than there is on Earth, and that for a
thimble of gas!

However, the very diversity and disorder of a real body’s actual microstructure
helps the researcher. Because of this disorder, the details of microstructural con-
figuration can be assumed to be random (in fact this is a very strong assumption,
which, generally speaking, requires confirmation). After making this assumption
we can replace the real matter in the whole diversity of microstructure by an imag-
inary, fictitious “continuous medium” filling the space continuously!

An easy way to understand the introduction of the concept of a continuous
medium is to consider a slow fluid flow, e.g. of oil, in a porous medium: so-called
seepage or filtration. Indeed, let us take (see Figure 1.8) a certain geometric point
O of a porous medium and consider a sequence of volumes Ωn shrinking to it. For
each volume Ωn we can define the mean porosity

mn =
Pn

Vn
, (1.1)
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Figure 1.8 Introduction of a fictitious porous medium filling space continuously.
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Figure 1.9 Porosity versus inverse diameter of the region Ωn; see Figure 1.8.

where Pn is the volume of the part of region Ωn occupied by pores and Vn is the
total volume of Ωn. It is in fact convenient to plot the dependence of mn on the
inverse diameter (i.e. the inverse maximal length size) d−1

n of the volume Ωn (see
Figure 1.9).

When the volume of Ωn is still large, the mean porosity depends on the size of
the region because of the natural inhomogeneity of the rock. On the other hand,
when the size of the region Ωn becomes sufficiently small, less than the size of a
single pore, the quantity mn becomes equal to 0 or 1 depending on where the se-
lected point is – inside a pore or inside a grain. It so happens, however, that for real
porous media forming oil or gas deposits or aquifers in the middle of this ladder of
scales, i.e. for Ωn sufficiently small but not too small, “representative samplings”
of a porous medium are contained: the quantity mn appears to be practically inde-
pendent of the size of the domain Ωn and so equal to a constant m. It is worthwhile
therefore to introduce into our considerations an imaginary “continuous” porous
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medium that fills the space continuously and has a constant porosity m. This means
that inside an arbitrarily small region filled by this continuous medium there will
be both pores and solid parts, so that the relative volume of the pores will be equal
to m.

In an analogous way the concept of a kinematic characteristic of fluid motion
in a porous medium – the velocity of filtration – can be introduced. Indeed, let
us imagine a plane section of the porous medium. Take a geometric point O in
this section and consider a sequence of areas Σn (the top faces of the volumes Ωn)
shrinking to this point (Figure 1.8). Let us divide the fluid volume flowing through
an area Σn per unit time by the whole area Σn. At small, but not too small, sizes
of Σn the obtained quantity for real porous media happens to be independent of
the area size Σn. The reason is the randomness of the microstructure has already
been accounted for, via the process of representative sampling, whereas the macro-
inhomogeneity of the medium is not yet apparent. The quantity thus obtained is
defined as the projection of the vector of the velocity of filtration normal to the area
at the point under consideration. The projections onto three mutually perpendicular
directions determine the filtration velocity vector.1

It is natural that, in introducing a simplification – an asymptotic concept of a
continuous porous medium and the fluid flowing in it – and describing real motion
on the basis of this concept, we lose a certain amount of information: we are con-
sciously rejecting any attempt to describe the properties of a real medium and the
fluid motion at a “microstructural” length scale, in this case the length scale of a
single pore. The application of the continuous medium approach is possible only if
the information we lose is irrelevant to our purposes.

Let us mention, however, that in fact the idea of a continuous medium is very
natural. We essentially use the same approach in our reception of visual art, e.g.
in painting. Our brain regards as a “continuous” picture the image produced by
the artist’s brush on the canvas. Of course, as we come near to the painting we do
not expect to get an accurate view at the length scale of a brush stroke or smaller.
Exceptions, like Jan Vermeer’s painting “A girl reading a letter”, where the text of
the letter can be seen through a magnifying glass, are now considered rather a mus-
ing and this fact, at least for modern connoisseurs, does not increase the painting’s
value. An opposite example: a brush stroke in Vincent Van Gogh’s painting “Starry
night” (Figure 1.10) covers a space scale of many light years.

Now, look again at the painting shown in Figure 3 in the Introduction. This
“painting” consists of 560 squares, each monochromatic. There is no accurate view

1 We will see why the filtration velocity is a vector a little later: here I remind the reader that a vector is not
simply a set of three numbers but also a law of transformation of these numbers when we pass to a different
system of coordinates.
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Figure 1.10 The brush stroke in Vincent Van Gogh’s painting “Starry night” cov-
ers space scales of many light years.

at the length scale of a single square. However, at a distance sufficiently large, but
not too large, everyone will recognize Leonardo’s “Mona Lisa”!

The use of a continuum approach for modeling certain phenomena is then a
sharply expressed act of will. Whether it is possible in any particular case is a prob-
lem that can be solved by comparison with experiment on with a more
detailed theory or, at least, on the basis of the researcher’s intuition. It is obvi-
ous that to apply this continuum approach it is necessary that the size of the body
under consideration should be much larger than the linear scale of the microstruc-
ture. For instance, it can be applied in modeling the motion of oil, water or gas in
natural collectors. However, it cannot be used to describe water flow in a small pile
of large cobblestones. The length scale at which the continuum approach ceases to
be adequate can vary considerably. For instance, for air motion in the lower layers
of the atmosphere this length scale is of the order of 10−5 cm; for fluid motion
in porous rocks it is of the order of 10−3 cm; for modeling the strength of a con-
crete dam it is of the order of 1 cm. The continuum approach is used nowadays to
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model traffic on highways and to plan the battle operations of infantry with tanks;
in these cases the smallest length scale is of the order of 102–104 cm. In modeling
stellar conglomerations with a continuum approach, which is possible and often
worthwhile, this scale (cf. Figure 1.10) is of the order of light years, 1017–1018 cm.

1.2 Properties of a continuum and its motion. Density, flux and
velocity. Law of mass balance

In order to model the equilibrium and motion of real bodies, their deformation, flow
and fracture, we introduce an idealized medium, continuously filling a region in
three-dimensional space. Now the goal is to determine laws governing the motion
and, as a special case, the equilibrium of this idealized continuous medium. By this
we mean:

(1) giving precise definitions of the quantitative properties of the motion in which
we are interested; and

(2) obtaining mathematical expressions for these quantities as functions of posi-
tion in space, time and other appropriate variables.

Let us first introduce several basic concepts, bearing in mind those readers who
like formal definitions. A body is defined as a three-dimensional manifold in a
continuous medium. We call the elements of this manifold particles. The region
of three-dimensional space occupied by the body at a certain moment is called the
configuration of the body. At different instants of time the body, generally speaking,
has different configurations.

We emphasize the difference between a particle and a material point. A particle
in a continuous medium, in distinction to a material point, has all the properties
of this medium. Therefore its size, by a basic assumption, should be much larger
than the characteristic length scale of the microstructure of a real body, although
within the framework of continuum mechanics it is considered as infinitesimally
small. Sometimes the term “physically infinitesimally small” is used. For instance,
when modeling stellar conglomerations a particle can have a size of the order of
light years (see e.g. Figures 1.7a, b), many orders of magnitude larger than the size
of the bodies modeling terrestrial phenomena.

When introducing the concept of a continuous medium we meet the fundamen-
tal concept of intermediate asymptotics, which will accompany us throughout this
entire book. As a reminder, by an asymptotic representation (an asymptotics for
short) we mean the approximate representation of a function in a certain range of
independent variables.

An intermediate asymptotics is determined, as already mentioned in the Intro-
duction, in the following way. Assume that in a phenomenon under consideration



1.2 Properties of a continuum and its motion 19

there are two quantities, X1 and X2, each having the dimension of an independent
variable x but of very different magnitudes:

X1 ≪ X2 . (1.2)

The notation a≪ b means that there exists an interval of the values of the variable
x such that x � a but at the same time x � b. Then the asymptotic representation
of certain properties of a phenomenon in the range of x

X1 � x � X2 ,

that is, for values large in comparison with X1 but small in comparison with X2, is
called an intermediate asymptotics. More precisely, if in a problem we have two
parameters X1 and X2 having the dimension of an independent variable x, we say
that the intermediate asymptotics is an asymptotic representation for x/X1 → ∞
and x/X2 → 0. The concept of a particle in a continuous medium as being large
in comparison with the medium’s microscale but small in comparison with size of
the body is a typical intermediate asymptotic concept.

To every body there corresponds some measure2 called its mass, denoted by M.
The limit

ρ = lim
Mn

Vn
(1.3)

for a sequence of bodies shrinking to a certain point (a particle) that have config-
urations Ωn, masses Mn and volumes Vn is called the density of the continuous
medium at the given point. In fact, we have in mind an “intermediate” limit in the
sense mentioned above.

We come now to consider the properties of the motion of continua. We need to
introduce the vital concept of an observer. We call an observer a unit consisting of
a reference system (to start with, an inertial Newtonian system), plus a clock and
a system of units sufficient for measuring the properties of the class of phenomena
under consideration (e.g. the motion and equilibrium of bodies).

The motion of continua can be investigated in two ways. Either we can follow
the motion of fixed particles of a body, whose configuration was prescribed at a
certain moment or we can follow the properties of the motion at points fixed in the
reference system of an observer.

The first approach is known as the Lagrangian approach, and consists of the
following. Let X be the radius vector of a particle of a body in the reference system
of an observer at an initial moment t = t0 and let x be the radius vector of the
particle at an arbitrary time moment t. We are interested in the motion of fixed

2 This measure can be introduced in various ways (for instance, in battle operations, the number of soldiers or
tanks) but here we have in mind the ordinary Newtonian mass.
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particles: using mathematical language, this motion is given by the mapping

x = f (X, t) . (1.4)

The mapping X→ x in (1.4) can be assumed to be continuous and single-valued
and such that the inverse mapping x → X is also single-valued and continuous.
In mathematics such mappings are called homeomorphisms. In the Lagrangian ap-
proach all other properties of the motion of a continuum are determined also as
certain functions of the initial position of a particle, X, in the reference system of
an observer and of time t. For instance, the density ρ of a continuum is

ρ = ρ(X, t) . (1.5)

The second approach is named after Euler.3 In the Eulerian approach, the prop-
erties of motion of a continuum are determined as functions of the current position
x of a particle in the reference system of an observer and time t. Here the density
is written as

ρ = ρ(x, t) . (1.6)

The velocity in the Eulerian approach is defined in a less direct way than in
the Lagrangian approach. The definition of velocity is straightforward in the La-
grangian approach:

u = ∂tx(X, t) . (1.7)

Indeed, the vector giving the initial position of a particle, X, specifies the particle
and does not depend on time t. At the same time, the vector x determines the current
position of the particle at time t.

The definition of velocity in the Eulerian approach is made as follows. Let us
take a particle O with radius vector x in the reference system of an observer. Let
us construct at the point O an arbitrarily oriented elementary (infinitesimal) area
ΔΣ having outward normal n and area ΔΣ. Over an elementary time Δt, a mass
ΔQ of the continuous medium passes through this area in the direction n. Let us
denote by jn the density of flux of the continuum through the area having outward
normal n. This is equal to the limit of the ratio ΔQ/(ΔΣΔt) when the area shrinks
to the point O (again, an intermediate asymptotic quantity). Of course, throughout
this shrinking the diameter of the area is always considered to be much larger than
the length scale of the microstructure, but we need not worry about that. Indeed,
the concept of a continuous medium has already been introduced, and we are not
considering the motion of real matter but of a model of it, an idealized continuous

3 In fact, the senior predecessor of Joseph-Louis Lagrange (Lagrange was Italian; his original given Italian
name was Giuseppe Luigi) was Leonard Euler, who clearly knew both approaches. Therefore naming one
particular approach as Lagrangian is a certain tribute to tradition. It is also a fact that Euler did so much that if
we were to name everything he discovered after him would mean his name would no longer be a distinction.
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medium. Now denote by j1, j2, j3 the values of jn for areas whose normals are
directed along the coordinate axes of a Cartesian system x1, x2, x3. We must deter-
mine what conditions are imposed on the properties of the motion just introduced
by the law of mass conservation, i.e. by the fundamental condition that matter does
not disappear or emerge from nowhere. Take an arbitrary finite region of three-
dimensional space, Ω, bounded by a closed smooth surface ∂Ω. We defined earlier
the density ρ; according to this definition the mass in an elementary volume dω is
ρdω, and the mass of the whole body having Ω as its configuration at time t is thus∫

Ω

ρ(x, t) dω . (1.8)

The variation in this mass during the time interval between t and t + dt is equal to(
∂t

∫
Ω

ρ(x, t) dω
)

dt . (1.9)

This variation is composed, first of all, of an inflow of the continuous medium
through the boundary ∂Ω into the region Ω during the elementary time interval.
According to the definition given above of the flux density this inflow is

−dt
∫
∂Ω

jn dΣ , (1.10)

where dΣ is an element of surface area and n is the unit vector of the outward
normal to the surface ∂Ω, hence the minus sign in formula (1.10).

Furthermore, the external inflow of matter into the volume Ω contributes

dt
∫
Ω

Q dω (1.11)

to the mass variation (1.9). Here Q = Q(x, t) is the density of mass inflow into
the volume. The possibility of such an inflow for instance due to a chemical reac-
tion or evaporation, should be, generally speaking, foreseen. By the law of mass
conservation we have, equating (1.9) to the sum of (1.10) and (1.11),

∂t

∫
Ω

ρ dω =
∫
Ω

Q dω −
∫
∂Ω

jn dΣ . (1.12)

We remind the reader now of some elementary facts from vector and tensor
calculus. Take two Cartesian orthonormal systems x1, x2, x3 and x′1, x′2, x′3 with unit
vectors e1, e2, e3 and e′1, e′2, e′3. Then the geometric object defined by the relations
a = aαeα, a = a′βe

′
β in each system and by the transformation law a′i = aγλiγ,

where λi j = (e′i · e j), is a first-rank tensor, i.e. a vector. Similarly, a geometric
object Γ defined in each system by nine numbers Γi j, Γ′k� and the transformation
law Γ′k� = λkβλ�γΓβγ is a second-rank tensor.
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Figure 1.11 Neglecting terms of third order, we find that the flux over the surface
of an elementary tetrahedron vanishes.

For two vectors a and b, where a = aαeα, b = bβeβ, three types of product are
defined: the scalar, or inner, product (a · b) = aαbα; the vector product defined as a
determinant

[a,b] =

∣∣∣∣∣∣∣∣∣
e1 e2 e3

a1 a2 a3

b1 b2 b3

∣∣∣∣∣∣∣∣∣ ;

and the tensor product a ⊗ b, i.e. the second-rank tensor Γ with components Γi j =

aib j and transformation law Γ′i j = Γαβλiβλ jγ. Note that only the scalar product is
commutative: (a · b) = (b · a). The inner product Γ · a of the second-rank tensor Γ
and the vector a is a vector with ith component Γiαaα.

Now we can show that in fact jn, the flux density through the elementary area
having outward normal n, is the projection onto n of a vector j, which is naturally
called the flux density vector of the continuum. Indeed, let us takeΩ as an infinites-
imally small tetrahedron (Figure 1.11) with three faces having normals opposite to
the axes x1, x2, x3 and the fourth face having area dΣ and normal n; the areas of the
four faces constitute the elementary area of the boundary of the body, ∂Ω. Integrals
over this volume Ω will obviously be of the third order in smallness, whereas those
over the surface will be of second order. Neglecting the former in comparison with
the latter we obtain from (1.12)∫

∂Ω
jn dΣ 	 ( j1n1 + j2n2 + j3n3 − jn) dΣ = 0 .
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Here the ni (i = 1, 2, 3) are the projections of the unit normal vector n onto the co-
ordinate axes, so that the areas of the faces are ni dΣ. Since the area dΣ is arbitrary,
we obtain

jn = jαnα , (1.13)

for an arbitrary direction of the normal n. (Here and below we use the summation
rule over repeated Greek indices (from 1 to 3), so that jαnα = j1n1 + j2n2 + j3n3.)

Indeed, jαnα = j′βn
′
β because the system of coordinates can be selected arbitrar-

ily. Furthermore n is a vector, so that nα = n′βλβα. Therefore

jαnα − j′βn
′
β = n′β( jαλβα − j′β) = 0 ,

and from this relation the vector transformation law for the components ji follows
immediately. The relation (1.13) means in particular that the quantity jn defined
above is the component parallel to the area vector n dΣ of the vector j(x, t) having
components j1, j2, j3 in the orthogonal Cartesian system x1, x2, x3: the vector law
of transformation of the components follows from (1.13).

The velocity vector u(x, t) of a particle x at time t is defined in the Eulerian
approach as the ratio of the flux density of the continuous medium and its density:

u =
j
ρ
. (1.14)

We assume that the density, flux density and velocity are smooth functions, i.e.
that they all have the necessary time and space coordinate derivatives.4

Transforming the last integral on the right-hand side of (1.12) into an integral
over volume (using Gauss’ theorem) and taking into account (1.14), we can reduce
(1.12) to the form ∫

Ω

(∂tρ + ∇ · ρu − Q) dω = 0 . (1.15)

Here ∇ is the Hamiltonian vectorial operator “nabla”, the vector ∇ = eα∂α where
eα are the unit vectors of the coordinate axes. For a scalar f , the vector ∇ · f =
eα∂α f = grad f is called the gradient of f . For a vector q, the scalar ∇ ·q =
∂αqα = div q is called the divergence of q. Furthermore the vector [∇,q] = curl q
is called the curl or the vorticity of q.

The space region Ω is arbitrary; therefore we obtain

∂tρ + ∇ · j = Q or ∂tρ + ∇ · ( ρu) = Q . (1.16)

4 There exists a large class of motions, for instance the motion of gas with large velocities, where such an
assumption, generally speaking, does not hold everywhere in the domain where the continuum motion is
considered: the functions ρ, j, u could have discontinuities. We will see in Chapter 10 how to deal with such
cases.
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Figure 1.12 There is a momentum flow through the boundary of the configuration
of the “detached” part of the body. Also, the momentum of this part is influenced
by the ambient part of the body.

In the frequently considered case when there is no inflow or outflow of matter we
have Q = 0 and the equation of mass conservation takes the form

∂tρ + ∇ · j = 0 or ∂tρ + ∇ · ( ρu) = 0 , (1.17)

which is known as the continuity equation. Introduce in the observer’s reference
system the fixed orthonormal Cartesian coordinates xi (i = 1, 2, 3). In these coordi-
nates, equation (1.17) takes the form

∂tρ + ∂αρuα = 0 . (1.18)

Here ui (i = 1, 2, 3) are the components of the velocity vector u in the coordinate
system xi. We remind the reader of the summation rule over repeated Greek indices.

We note that the equation of mass conservation (1.18), which we have obtained
with the Euler approach, is not closed. It relates four quantities: the density ρ

and the three components ui of the velocity vector. Therefore we will try to over-
come this difficulty by considering another conservation law, the law of momentum
balance.

1.3 Law of momentum balance. Stress tensor

Let us use the Euler approach. Consider an arbitrary region Ω, fixed in time and
bounded by a smooth surface ∂Ω, in three-dimensional space occupied by a mov-
ing continuous medium (Figure 1.12). The momentum of a body enclosed in any
elementary volume dω is equal to ρu dω, so that the momentum of an arbitrarily
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detached part of a body at time t having the region Ω at its configuration is equal to∫
Ω

ρu dω . (1.19)

Its variation in the time interval from t to t + dt is, to first order,(
∂t

∫
Ω

ρu dω
)

dt . (1.20)

Evidently this variation is has two parts: first, the momentum inflow from mass
force which acts on the body and, second, the momentum inflow through the
boundary of the body, ∂Ω. By definition, the mass force acting on an elementary
volume dω is equal to ρF dω, where F is a vector that depends, generally speaking,
on the position of the element and on the time t. (The simplest examples of mass
forces are gravity and centrifugal forces.) Thus, the inflow of momentum to the
body under consideration due to the mass force in the time dt is equal to

dt
∫
Ω

ρF dω . (1.21)

Consider now the momentum influx through the boundary ∂Ω. Assume for the
time being that the boundary of the detached part of the body ∂Ω is free: the ambi-
ent continuous medium does not act on it. A mass (j · n) dΣ = (ρu · n) dΣ flows per
unit time through elementary area dΣ of the surface ∂Ω, carrying with it amount of
momentum equal to (ρu · n)u dΣ. Therefore the variation of the body’s momentum
over time dt due to the inflow of momentum through the boundary ∂Ω is equal to

−dt
(∫

∂Ω
(ρu · n)u dΣ

)
;

again, a minus sign appears because n is an outward normal.
Note now that the quantity (ρu · n)u is a vector with ith component ρuαnαui. It

is equal to the product of ρu ⊗ u, the tensor product of the two vectors ρu and u,
and the vector n; its components are ρuα. Therefore the previous expression can be
written in the form

−dt
( ∫

∂Ω
(ρu ⊗ u) · n dω

)
. (1.22)

However, the boundary ∂Ω of the body is arbitrary and, therefore, in general not
free. There is a force on the body due to the action of the remaining part of the
continuous medium. Therefore the variation in the momentum of the body having
configuration Ω due to the inflow of momentum through the boundary ∂Ω can be
written in the form

−dt
(∫

∂Ω
( ρu ⊗ u −σσσ) · n dΣ

)
. (1.23)
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Hereσσσ is an additional term expressing the force action of the ambient continuous
medium on the surface ∂Ω of the body with configuration Ω.

As a reminder, the tensor product of vectors ρu and u is a tensor of the sec-
ond rank with components ρuiu j. Therefore, owing to the invariance principle, the
quantity σσσ must also be a second-rank tensor, and we denote its components by
σi j. Otherwise the expression (1.23) would be non-invariant with respect to a trans-
formation of coordinates (for instance, a transition from one orthonormal Cartesian
system to another), and this would violate the principle of the equivalence of ob-
servers, which is impossible for a quantity having a physical sense. The second-
rank tensor σσσ which determines the internal forces acting in a continuous medium
is called the stress tensor. From (1.20), (1.21) and (1.23) we obtain

∂t

∫
Ω

ρu dω =
∫
Ω

ρF dω −
∫
∂Ω

(ρu ⊗ u −σσσ) · n dΣ . (1.24)

Using the same assumption as in the derivation of the equation of mass bal-
ance, namely, that density, velocity and the stress tensor are smooth functions, we
can transform the surface integral on the right-hand side of (1.24) into a volume
integral: ∫

Ω

[∂t(ρu) + ∇ · (ρu ⊗ u −σσσ) − ρF] dω = 0 . (1.25)

As before,∇ is the rectorial operator with components ei∂i. Bearing in mind that the
body configuration Ω is arbitrary, we obtain from (1.25) the differential equation
for momentum balance,

∂tρu + ∇ · (ρu ⊗ u −σσσ) = ρF . (1.26)

In the orthonormal Cartesian coordinate system x1, x2, x3, equation (1.26) takes
the form

∂tρui + ∂α(ρuαui − σiα) = ρFi . (1.27)

The tensor ρu ⊗ u has components ρuiu j, so that its divergence ∇ · ρu ⊗ u is a
vector with ith component ∂αρuiuα = ui∂αρuα + ρuα∂αui. The last term is just the
ith component of the vector (ρu · ∇) · u. Using the continuity equation (1.17) it is
possible to represent the momentum balance equation (1.26) in the form

∂tu + (u · ∇)u = F +
1
ρ
∇ ·σσσ . (1.28)

The expression on the left-hand side of equation (1.28) is the “individual” time
derivative of the velocity, i.e. the time derivative calculated for a fixed particle
whose position changes with time, not the time derivative for a given point in space.
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The individual (or “total”) derivative is denoted by d/dt and defined by the relation

d
dt
= ∂t + (u · ∇) , (1.29)

so that equation (1.28) can be rewritten in the form

du
dt
= F +

1
ρ
∇ ·σσσ . (1.30)

Let us clarify the physical meaning of the stress tensor σσσ. Taking into account the
continuity equation, equation (1.24) can be rewritten in the form∫

Ω

ρ
du
dt

dω =
∫
Ω

ρF dω +
∫
∂Ω

(σσσ · n) dΣ . (1.31)

The left-hand side of this relation is the rate of variation of the momentum of the
body having configuration Ω at time t. The first term on the right-hand side of
(1.31) is the total mass force acting on the body. Evidently the second term on
the right-hand side of (1.31), which is a surface integral, represents the bulk force
acting on the body from the side of the ambient continuous medium through its
boundary, the surface ∂Ω. This force is the sum of the elementary forces acting on
an element of the surface having outward normal n and area dΣ; the elementary
force acting on such an elementary surface is proportional to dΣ and equal to

(σσσ · n) dΣ = p dΣ . (1.32)

Thus the ith component pi of the force vector p acting per unit area on the elemen-
tary area d Σ with external normal n is given by

pi = σiαnα , (1.33)

because, by definition of a second-rank tensor, the quantity σσσ · n is just the vector
with components σiαnα.

Evidently, the component σi j of the stress tensor σσσ is, as (1.33) shows, the ith
component of the force per unit area on the area element dΣ having normal n
directed along the axis x j.

We now consider several examples. Let a long cylindrical rod with cross-
sectional area S be stretched in the direction of its axis by a force P. Take the
direction of the axis of the rod as the x1 axis, with axes x2 and x3 orthogonal to it
within a certain cross-section of the rod (it is immaterial which cross-section if it
is far from the supports gripping the rod). We easily obtain

σ11 =
P
S
, σ22 = σ33 = σ12 = σ13 = σ31 = σ21 = σ23 = σ32 = 0 . (1.34)
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Another example: at an arbitrary area element in a fluid at rest, the force (in this
case the pressure) is always directed along the normal to the area and its magnitude
does not depend on the direction of the normal (this is Pascal’s law). Thus

p = −pn (1.35)

and we obtain from (1.35) and (1.32) that

σσσ = −pI . (1.36)

Here p is a scalar, the pressure, and I is a unit tensor of second rank having com-
ponents δi j, where δi j = 1 for i = j and δi j = 0 otherwise.

A final example: the shear stress in Newton’s experiment establishing the basic
law of viscous flow (Figure 2b in the introductory chapter), which is given by
σ12 = ηV/h.

We come to a conclusion which seems to be disappointing: the additional bal-
ance equation, the equation of momentum balance, does not reduce the degree of
non-closedness of the system. Indeed, the four equations (1.18) and (1.27) have 13
unknowns, the density ρ, the three components of velocity u1, u2, u3 and the nine
components of the stress tensor σi j. To continue in the same way, employing new
balance equations, is hopeless, and so we will select a different path. But, before
that, in the next chapter, we will present a very important tool that will be used
widely throughout the book.



2
Dimensional analysis and physical similitude

In the first chapter we introduced the important concept of an observer and formu-
lated the invariance principle, which states the equivalence (equal rights in math-
ematical modeling!) of observers. In this chapter we consider what follows from
the equivalence of observers whose units of measurement are of the same physical
nature but of different magnitudes.

This looks simple but in this case the consequences of the invariance principle
are far from trivial. Indeed, we will show that it follows from the principle of equiv-
alence of observers that the functions describing physical laws have a fundamental
property which is called generalized homogeneity. This property allows a reduction
in the numbers of arguments of these functions and simplifies their determination
in a numerical computation or in an experiment. The corresponding procedure is
called dimensional analysis. Dimensional analysis is closely related to the rules
of the modeling of physical phenomena, which make up the essence of the the-
ory of physical similitude. Dimensional analysis and the theory of similitude will
be presented in this chapter in sufficient detail for their use throughout the whole
book. More detailed presentation of the subject of this chapter can be found in the
author’s book Barenblatt (2003).

2.1 Examples

Example 1. In the autumn of 1940, when the development of atomic weapons was
beginning, a fundamental question arose concerning the mechanical action of the
energy released during an atomic explosion. An outstanding American expert in
explosives, G. B. Kistyakovsky, reported that even if such a weapon were cre-
ated all its energy would go to radiation and would have essentially no mechanical
effect.

The problem of the mechanical effect of concentrated energy release was con-
sidered by eminent researchers, G. I. Taylor in Great Britain and J. von Neumann
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Figure 2.1 Photograph of the fireball of the atomic explosion in New Mexico at
t = 15 ms, confirming in general the spherical symmetry of the motion of the gas
(Taylor, 1950).

in the United States. The solution was obtained by them virtually simultaneously
(Taylor (1941) presented his report on Friday, 27 June 1941; von Neumann (1941)
took it home for the weekend, apparently to check the calculations again, and pre-
sented his work on Monday, 30 June 1941). Solving a corresponding problem by
integrating the equations of gas dynamics (greatly simplified by using arguments
which will be presented below), they obtained that the radius of the shock-wave
front increases according to the law

rf = 0.89
(

Et2

ρ0

)1/5

. (2.1)

Both G. I. Taylor and J. von Neumann assumed the explosion to be spherically
symmetric. Subsequent testing at Alamogordo, New Mexico, on 16 July 1945 con-
firmed this assumption (see Figure 2.1). We will now obtain the relation (2.1) up to
the numerical factor, using arguments based on the equivalence of observers having
units of measurement of differing magnitudes.

First we ask the following question: what are the quantities upon which the
radius of the shock wave depends? It is natural to assume that if the energy is re-
leased very rapidly or even instantaneously within a very small region, one might
say at a point, then the radius of the front depends on the energy E but does not
depend on the time interval during which the energy was released or on the size
of the device. It is clear furthermore that the radius rf of the front depends on
the time t after the explosion and on the initial density of the air ρ0: there are no
shock waves in a vacuum. At the initial stage of the explosion the shock wave is
very intense; therefore the pressure just behind the shock-wave front exceeds the
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air pressure before the front by many orders of magnitude, and it is natural to as-
sume that the air pressure ahead of the front does not influence the shock front
propagation. Therefore

rf = f (E, t, ρ0) . (2.2)

Let the first observer possess units of measurement of length, mass and time; to
be definite let us say 1 cm, 1 g and 1 s. All other observers, whose equivalence
with the first one is stated by the invariance principle, have corresponding units of
measurement of length, mass and time which can be represented in the form

cm
L

,
g
M
,

s
T
. (2.3)

Here L, M, T are arbitrary positive numbers. Therefore the numbers expressing
time for these general observers are a factor T larger than those for the first ob-
server; the numbers expressing mass for the general observers are a factor M larger
and the numbers expressing length are a factor L larger.

The units of length, time and mass are fundamental units. The unit of density is
a derived unit. By definition it is the density of a homogeneous body containing a
unit of mass in a unit of volume. Therefore passing from the first observer to the
general observer we decrease the unit of density ML−3 times, and all densities for
general observers have numerical values ML−3 times larger than for the first. In the
same way, when passing from the first to the general observer, numerical values of
all physical quantities vary. The numerical factor that expresses this variation is de-
termined by the dimension function, or simply dimension of the physical quantity
under consideration.1 For instance, in passing from the first to the general observer
we increase values of all lengths by a factor L. We say the dimension of length is
L. Similarly, the dimension of mass is M, the dimension of time is T , the dimen-
sion of density is ML−3, the dimension of velocity is LT−1 and that of acceleration
LT−2. We emphasize again that L, M, T are positive numbers like 3,

√
2 or π, and

nothing more.
Furthermore, force is related to mass and acceleration by Newton’s law: it is

equal to the product of mass and acceleration. The dimensions of both sides of
every relationship having a physical content should be equal. Indeed, if they were
different then equality for one observer would become an inequality for a different
observer. Thus the dimension of force is equal to the dimension of the product of
mass by acceleration, i.e. MLT−2. The unit of energy is also a derived unit; it is
equal to the product of a unit force by a unit length. Thus the dimension of energy
is equal to ML2T−2.

1 The dimension function is always a power monomial composed from arguments such as M, L, T (see the
proof in e.g. Barenblatt (2003), pp. 18–20).
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Now, let us construct from the quantities E, t, ρ0, which are the arguments of the
function f in (2.2), the combination Et2/ρ0. It is easy to verify that this combi-
nation has dimension L5: it increases when passing from the first observer to the
general observer by a factor L5. Therefore the quantity

Π = rf(Et2/ρ0)−1/5 (2.4)

remains invariant when passing from the first observer to the general observer.
Quantities which, like Π, remain invariant when the magnitudes (but not the physi-
cal nature) of the fundamental units vary are called dimensionless. Their dimension
is equal to unity. All other quantities are called dimensional. To each dimensional
quantity there corresponds a dimension, a function different from unity, which de-
termines the variation of the numerical value of this quantity when ones passing
from the first observer to the general observer. Following J. C. Maxwell, the di-
mension of a physical quantity a is denoted [a].

Obviously the relation (2.2) can be rewritten in the form

Π = F
((Et2

ρ0

)1/5
, t, ρ0

)
. (2.5)

We remind the reader that the arguments of the function F in (2.5) are numbers
related to a certain system of units.

Let us pass now from the system of units of the first observer to another observer,
having a unit of mass M times less (where M is an arbitrary positive number) and
the same units of length and time. Then the number ρ0 will increase M times,
and numbers Π (dimensionless), (Et2ρ0)1/5 (having the dimension of length), and
t (having the dimension of time) remain the same. But this means that the function
F in (2.5) remains invariant when its third argument, ρ0, varies arbitrarily and the
first two arguments remain invariant, in other words, that F is independent of ρ0.
Furthermore, let us pass to an observer whose units of length and mass remain the
same, but whose unit of time decreases arbitrarily by a factor T . In this case the
first argument of the function F remains invariant, as well as the function F itself,
whereas the second argument varies arbitrarily by the factor T . This means that the
function F does not depend on t either.

Finally, let us pass to an observer whose unit of length is decreased L times, the
other units remaining the same. The value of the function F will remain invariant
whereas its first argument varies arbitrarily. This means that the function F also
does not depend on the first argument, i.e., that the function F is in fact a constant:

Π =
rf

(Et2/ρ0)1/5 = const . (2.6)

From this one obtains the relation

rf = const × (Et2/ρ0)1/5 . (2.7)
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Figure 2.2 Logarithmic plot of the fireball radius, showing that r5/2
f is propor-

tional to time t (Taylor, 1950).

The constant is obtained by solving the equations of gas dynamics, also simplified
by dimensional analysis (see e.g. Barenblatt (1996), pp. 80–4), and happens to
be nearly equal to unity: it is ≈0.89. Formula (2.1) shows that if the radius of
the shock-wave front rf is measured at different times, experimental points in the
logarithmic coordinates log t, (5/2) log rf should collapse onto the straight line

5
2

log r f =
1
2

log
E
ρ0
+ log t +

5
2

log const (2.8)

having a slope equal to unity. This was triumphantly confirmed by G. I. Taylor
(Taylor, 1950) who processed data from a series of high-speed photographs (by
J. Mack) of the fireball expansion taken four years later during the first American
nuclear test (Figure 2.1). Moreover, it was possible to determine the energy of the
explosion from the experimental data (the photographs) presenting the dependence
of the radius of the shock wave on the time elapsed; it could be deduced from the
ordinate intercept of the straight line (2.8) constructed from the experimental points
(Figure 2.2). At the time, Taylor’s publication of this value, which turned out to be
approximately equivalent to 20 000 tons of conventional TNT explosive, caused, in
his words, “much embarassment” in American government circles: this figure was
considered top secret, whereas Mack’s film was not classified.
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Q

P

Figure 2.3 A schematic diagram showing the experiments of Bose, Rauert and
Bose. The time τ required to fill a vessel of volume Q and the pressure drop
between the ends of the pipe P were measured for the steady turbulent flow of
various fluids through the pipe.

Example 2: At the beginning of the twentieth century, the physical chemists
E. Bose, D. Rauert and M. Bose published a series of experimental studies of in-
ternal turbulent friction in various fluids. The experiments were carried out in the
following way (Figure 2.3). Various fluids (water, chloroform, bromoform, mer-
cury, ethyl alcohol etc.) were allowed to flow through a pipe in a regime of steady
(of course, on average) turbulence. The time τ required to fill a vessel with a fixed
volume Q and the pressure drop P between the ends of the pipe were measured.
As was customary, the results of the measurements were represented in the form of
a series of tables and curves (similar to those in Figure 2.4), showing the pressure
drop P as a function of the filling time τ.

At this time, the work of Bose, Rauert and Bose attracted the attention of Th. von
Kármán (von Kármán, 1957), then a young researcher, later to become one of the
greatest figures in applied mechanics of the twentieth century. He also considered
quantities used by experimentalists that were not very common and subjected their
results to a specific analysis, which can be represented in the following way. First,
he noticed that the pressure drop between the ends of the pipe P depends on the
time τ required for the vessel to be filled and its on volume Q as well as on proper-
ties of the fluid, its viscosity coefficient η and its density ρ:

P = f (τ,Q, η, ρ) . (2.9)

Let us demonstrate the dimensions of the quantities which enter relation (2.9).
By definition, the pressure is a force divided by an area. Therefore the dimension
of pressure is equal to MLT−2/L2 = ML−1T−2. The dimension of the filling time τ
is T , the dimension of volume Q is L3 and the dimension of density, as was shown
before, is equal to ML−3. To obtain the dimension of the coefficient of viscosity
η we have to remember the definition of this coefficient. According to Newton’s
formula (see the introduction), known from high-school physics, if a fluid layer of
thickness h is contained between two plates, one of which is moving parallel to the
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Figure 2.4 The experimental results of Bose, Rauert and Bose in their original
form: ◦, water; •, chloroform; +, bromoform; Δ, mercury (P is in kgf/cm2 and τ
in seconds). The curves are different for different fluids. From von Kármán (1957).

other with velocity V whereas the other is at rest, a shear force σ acts on unit area
of the plates. This force is equal to

σ = ηV/h , (2.10)

where η is the coefficient of viscosity, a property of the fluid.
The dimension of σ is equal to the dimension of pressure. The dimensions of

both sides of (2.10) should be equal; therefore the dimension of the coefficient of
viscosity η is equal to ML−1T−1.

Note that the dimensions of the first three arguments of the function f in (2.9)
are independent. This means that by varying the units of measurement of time,
length, and mass we can vary the numerical values of one of these arguments,
leaving the other two invariant. Indeed, by varying the unit of time we can vary
arbitrarily the first argument in (2.9), leaving invariant the values of the second and
third arguments (for the third argument, by a compensating variation in the unit
of mass). This reasoning, however, is correct neither for the pressure P nor for the
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density ρ. Indeed, as is easy to verify,

[P] =
M

LT 2 = [τ]−1[Q]0[η] ,

[ρ] =
M
L3 = [τ][Q]−2/3[η] .

(2.11)

Therefore, when we are arbitrarily varying the units of measurement of the basic
quantities, time, length and mass, we cannot leave the values of quantities P and ρ
invariant. Let us form the dimensionless quantities

Π =
P

ητ−1 , Π1 =
ρ

τQ−2/3η
. (2.12)

It is permissible to rewrite (2.9) in the form

Π = F(τ,Q, η,Π1) . (2.13)

Now reduce arbitrarily the unit of mass by a factor M, leaving the units of length
and time invariant: then the numerical value of η will increase M times whereas the
numerical values of the dimensional quantities τ and Q, as well as the numerical
values of the dimensionless quantities Π and Π1, will remain invariant. But, as in
the previous example, this means that the function F does not depend upon η. Fur-
thermore, by arbitrarily varying the unit of time we obtain that only the argument τ
varies, leaving Q, Π and Π1 invariant. This means that function F does not depend
upon τ. Finally, arbitrarily varying the unit of length, we can obtain in the same
way that the function F does not depend upon Q, so that we can write

Π = Φ(Π1) . (2.14)

However, further simplification is impossible: the quantities Π, Π1 are dimen-
sionless and when we pass from the first observer to the general observer their
numerical values remain invariant. Even so, the result obtained is impressive: re-
turning to the original dimensional variables by means of (2.12), equation (2.14)
becomes

P =
η

τ
Φ

(
ρ

ητQ−2/3

)
. (2.15)

Thus instead of determining the function of four variables f (τ,Q, η, ρ) according
to relation (2.9), a function Φ of only one variable needs to be determined. For-
mula (2.15) shows that if the experimental data are plotted in the coordinates
ρ/(ητQ−2/3), and P/(ητ−1) the experimental points should collapse to a single
curve; von Kármán processed The experimental data of Bose, Rauert and Bose
and confirmed this fact decisively (Figure 2.5). It is clear that a similar analysis
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Figure 2.5 The experimental results of Bose, Rauert and Bose as represented by
von Kármán, who used dimensional analysis. All experimental points lie on a
single curve. From von Kármán (1957).

performed beforehand could have reduced significantly the amount of experimen-
tal work required.

2.2 Dimensional analysis

The examples presented in the previous section demonstrated the general recipe
for the application of dimensional analysis. Superficially it looks very simple; the
whole process can be reduced to a certain sequence of steps.

Suppose that we are interested in a property a of some phenomenon (there may
be many such properties). We proceed as follows.

(1) We establish the governing parameters a1, . . . , an upon which quantity a de-
pends; thus

a = f (a1, . . . , an) . (2.16)

All these quantities a, a1, . . . , an are, generally speaking, dimensional, although
some of them may be dimensionless.

(2) We choose from the system a1, . . . , an those parameters whose dimensions are
independent. This means their numerical values can vary independently when
the basic units of measurement such as like time, length and mass, are changed.
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We denote these parameters as a1, . . . , ak. It is clear that the number k of pa-
rameters with independent dimensions can vary from zero, when a1, . . . , an

are all dimensionless, to the full number n of governing parameters, as in the
first example in the Section 2.1. The dimensions of the remaining parameters
ak+1, . . . , an and of the quantity a to be determined can be expressed as prod-
ucts of powers of the dimensions of the governing parameters with independent
dimensions, a1, . . . , ak:

[a] = [a1]p · · · [ak]r ,

[ak+1] = [a1]pk+1 · · · [ak]rk+1 ,

...

[an] = [a1]pn · · · [ak]rn .

(2.17)

(3) The relationship (2.16) under consideration is now represented in the form of
a relationship between dimensionless quantities:

Π = Φ(Π1, . . . ,Πn−k) . (2.18)

Here the dimensionless parameters Π,Π1, . . . ,Πn−k are introduced according
to the relations

Π =
a

ap
1 · · · a

r
k

,

Π1 =
ak+1

apk+1
1 · · · ark+1

k

,

...

Πn−k =
an

apn
1 · · · a

rn
k

.

(2.19)

The numbers p, r, . . . , pk+1, . . . , rk+1, pn, . . . , rn can be found through a simple cal-
culation comparing the dimensions of the corresponding parameters. We demon-
strated how to do this in the examples in Section 2.1. It is clear that the governing
parameters with independent dimensions cannot be arguments of the function Φ,
since all these arguments must be dimensionless.

Dimensional analysis assists us in the following way: the number of dimension-
less parameters is reduced by the number of parameters with independent dimen-
sions. Indeed, we obtain from relations (2.18), (2.19):

a = Πap
1 · · · a

r
k = ap

1 · · · a
r
k Φ(Π1, . . . ,Πn−k) . (2.20)
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Figure 2.6 A proof of Pythagoras’ theorem using dimensional analysis.

This means that, in relation (2.16), the function f (a1, . . . , an) which represents
the physical law in which we are interested has the fundamental property of gener-
alized homogeneity:

f (a1, . . . , an) = ap
1 · · · a

r
k Φ

⎛⎜⎜⎜⎜⎝ ak+1

apk+1
1 · · · ark+1

k

, . . . ,
an

apn
1 · · · a

rn
k

⎞⎟⎟⎟⎟⎠ . (2.21)

This expression, which is the basic statement of dimensional analysis, is sometimes
called the Π-theorem. It simplifies investigations: instead of having to determine a
function of n arguments, a researcher can determine a function of n− k arguments.
Roughly speaking, the amount of work required to determine the desired function
is reduced by as many orders of magnitude as there are governing parameters with
independent dimensions.

In conclusion, we consider a rather amusing example of the application of di-
mensional analysis. We shall “prove” Pythagoras’ theorem.

The area of a right-angled triangle, S c (Figure 2.6) is completely determined by
its hypotenuse c and, for definiteness, the smaller of its acute angles φ. Thus

S c = f (c, φ) .

The angle φ is dimensionless, and it is clear that in this example n = 2 and k = 1.
Dimensional analysis gives, using (2.19),

Π =
S c

c2 = Φ(Π1) , Π1 = φ , S c = c2Φ(φ) .

The altitude perpendicular to the hypotenuse of the triangle divides it into two
similar right-angled triangles (Figure 2.6) with hypotenuses respectively equal to
the sides a and b of the large triangle. The previous equation yields the following
result for the areas of these triangles:

S a = a2Φ(φ) , S b = b2Φ(φ),

where Φ(φ) is the same function as for the larger triangle.
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The sum of the areas S a and S b of the two smaller triangles is equal to the area
of the basic triangle S c, so that

c2Φ(φ) = a2Φ(φ) + b2Φ(φ) .

Cancelling out Φ(φ) in the latter relation we find that

c2 = a2 + b2,

which is the desired result.
The examples discussed above demonstrate that the seemingly trivial procedure

of dimensional analysis can lead to very strong results. However, this seeming sim-
plicity is in fact illusory. Indeed, this procedure is very effective where the process
is reduced finally to determining a constant (see Example 1 in Section 2.1) or a
function of a single dimensionless variable (see Example 2 in Section 2.1). There-
fore correctly choosing the set of governing parameters becomes the most impor-
tant factor. It is important not only to take all essential parameters into account
but also to avoid including superfluous ones! The correct choice, especially if the
exact mathematical formulation is not known, requires good intuition and a great
deal of attention to the qualitative analysis of the phenomenon under consideration.
Therefore the central point is not the trivial application of the formal procedure of
dimensional analysis but, rather, the correct choice of parameters governing the
quantities in which we are interested. We will return to this point repeatedly in this
book.

2.3 Physical similitude

2.3.1 Modeling

Before a large expensive object (for example, a ship or aeroplane) is constructed,
experiments on models are needed to determine the best properties of the object
for future operating conditions. Many different kinds of measurement are carried
out on models. For example, the lift and drag of an aeroplane model as air flows
past it can be measured in a wind tunnel, as can aerodynamic loading that might
cause a television tower to collapse, etc. Clearly one must know how to scale (i.e.
re-evaluate) the results of experiments carried out on a model up to the full-scale
object in question. If one does not know how to do this, modeling is a useless pur-
suit.2 The concept of physically similar phenomena is central to correct modeling.

2 A little parable for illustration: A man asks God how Mount Everest seems to him. “Like a grain of sand does
to you.” “And how about a billion pounds?” “Like a ha’penny.” “So, God, please give me a billion pounds.”
“Wait a second please.” (A Galactic second in God’s time scale, is one hundred thousand years.)
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This concept of physical similitude is a natural generalization of the concept of
similarity in geometry. For example, two triangles are similar if they differ only in
the numerical values of their dimensional parameters, i.e. the lengths of their sides,
while the dimensionless parameters, the angles at the vertices, are identical for
the two triangles. In other words, for two observers having appropriately different
length scales their similar triangles are identical. Analogously, physical phenom-
ena are called similar if they differ only in respect of the numerical values of the
dimensional governing parameters, the values of the corresponding dimensionless
parameters Π1, . . . ,Πn−k being identical. In other words, for two observers having
appropriately different basic units of measurements, (physically) similar phenom-
ena are identical.

In accordance with the definition we have just adopted for similar phenomena,
the quantities Π1, . . . ,Πn−k are called the parameters of similitude.

Assume that we propose to model a certain phenomenon. We call this the proto-
type. We require that the model we wish to design has the desired properties of the
prototype and that it is a phenomenon similar to the prototype. Therefore we have
the following relationship between a quantity a to be derived and its governing
parameters a1, . . . , an:

a = f (a1, . . . , ak, ak+1, . . . , an) . (2.22)

The function f is the same for both the prototype and the model, even though the
numerical values of the governing parameters a1, . . . , an and the derived quantity
may differ. Thus the relation (2.22) for the prototype takes the form

a(P) = f
(
a(P)

1 , . . . , a(P)
k , a(P)

k+1, . . . , a
(P)
n

)
. (2.23)

From now on the label P will be used to refer to properties of the prototype. For
the model, the relation (2.22) is similar in form but the numerical values of the
governing and derived parameters (those yet to be determined) are different:

a(M) = f
(
a(M)

1 , . . . , a(M)
k , a(M)

k+1, . . . , a
(M)
n

)
. (2.24)

The label M is used to refer to properties of the model. Via dimensional analysis
we obtain

Π(P) = Φ
(
Π

(P)
1 , . . . ,Π(P)

n−k
)
,

Π(M) = Φ
(
Π

(M)
1 , . . . ,Π(M)

n−k
)
,

(2.25)

where the function Φ is the same in both cases, since (see the preceding sec-
tion) it can be expressed in terms of the function f in the same way in each case.
The quantities Π(P), Π(M), Π(P)

1 , Π(M)
1 , . . . are dimensionless parameters constructed

according to (2.19).
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2.3.2 Scaling from the model to the prototype

Since the model and prototype phenomena are physically similar, the following
conditions must be satisfied according to the definition of similar phenomena given
above:

Π
(M)
1 = Π

(P)
1 , . . . , Π

(M)
n−k = Π

(P)
n−k . (2.26)

Conditions (2.26) are called the criteria of similitude.
Hence, as stated above:

Φ
(
Π

(M)
1 , . . . ,Π(M)

n−k
)
= Φ

(
Π

(P)
1 , . . . ,Π(P)

n−k
)

(2.27)

and, in accordance with (2.25), and indeed with our starting point, the dimension-
less parameters to be determined for the model and for the prototype are equal:

Π(P) = Π(M) . (2.28)

Returning to the dimensional parameters a, a1, . . . , ak, using (2.19) we find that

a(P) = a(M)

⎛⎜⎜⎜⎜⎜⎝ a(P)
1

a(M)
1

⎞⎟⎟⎟⎟⎟⎠
p

· · ·
⎛⎜⎜⎜⎜⎜⎜⎝ a(P)

k

a(M)
k

⎞⎟⎟⎟⎟⎟⎟⎠
r

. (2.29)

Equation (2.29) constitutes a simple rule for scaling the results of measurements
from a model to the prototype. It was precisely in order to use this relation that it
was necessary to require that the model be similar to the prototype.

2.3.3 Final choice of the parameters of the model

The model parameters a(M)
1 , . . . , a(M)

k may be selected arbitrarily, keeping in mind
maximum simplicity and convenience in modeling. The conditions for similarity
between the model and the prototype, i.e. the equality (2.26) of the parameters of
similitude Π1, . . . ,Πn−k for both the model and the prototype, show how the re-
maining governing parameters a(M)

k+1, . . . , a
(M)
n must be chosen in order to maintain

this similarity. These conditions are as follows. We need

For Π
(M)
1 = Π

(P)
1 , a(M)

k+1 = a(P)
k+1

⎛⎜⎜⎜⎜⎜⎝a(M)
1

a(P)
1

⎞⎟⎟⎟⎟⎟⎠
pk+1

· · ·
⎛⎜⎜⎜⎜⎜⎜⎝a(M)

k

a(P)
k

⎞⎟⎟⎟⎟⎟⎟⎠
rk+1

;

We need

For Π
(M)
n−k = Π

(P)
n−k , a(M)

n = a(P)
n

⎛⎜⎜⎜⎜⎜⎝a(M)
1

a(P)
1

⎞⎟⎟⎟⎟⎟⎠
pn

· · ·
⎛⎜⎜⎜⎜⎜⎜⎝a(M)

k

a(P)
k

⎞⎟⎟⎟⎟⎟⎟⎠
rn

.

(2.30)
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The simple definitions and statements presented above describe the entire con-
tent of the theory of physical similitude: we emphasize there is nothing more in this
theory. The examples presented below will demonstrate how to use this theory.

2.4 Examples. Classical parameters of similitude

The examples presented below demonstrate how to use the theory of similitude
presented in the previous section. Along the way the reader will become familiar
with the classical similitude parameters often encountered in the literature.

2.4.1 Steady motion of a body in a fluid filling a
very large vessel. Reynolds parameter

We make two assumptions. First, because of the very large size of the vessel, we
may assume that any effects related to the boundaries of the vessel can be neglected.
The second assumption is that the velocity of fluid motion is small in comparison
with the velocity of sound (cf. Section 2.4.3 below), so that pressure variations
due to the motion of the body are small enough to allow the fluid density ρ to be
considered constant.

The first requirement regarding a model’s body and its motion is the following:
the body of the model should be geometrically similar to that of the prototype, and
the direction of the velocity vector with respect to the principal axes of the model’s
body should be the same as that of the prototype. This requirement follows from the
equality of the geometric parameters of similitude and the kinematic parameters of
similitude for the model and the prototype.

To establish the dynamic parameters of similitude we note that the dimensional
governing parameters of the motion under consideration are the characteristic length
scale of the body, for instance the diameter of its maximum cross-section D, the
magnitude of the velocity U, the density of the fluid ρ and its viscosity η. Their
dimensions are as follows:

[D] = L, [U] = LT−1, [ρ] = ML−3, [η] = ML−1T−1 . (2.31)

Clearly, in this case n = 4 and k = 3, so here there is only one dynamic parameter
of similitude,

Π1 =
ρUD
η

. (2.32)

As proposed by A. Sommerfeld, this parameter is called the Reynolds parame-
ter or Reynolds number, in honour of the English scientist and engineer Osborne
Reynolds, who was one of the first to apply ideas of similitude to hydrodynamics.
The conventional symbol for this parameter is Re.
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Figure 2.7 Dimensionless drag force on a sphere as a function of the Reynolds
number. The data from various experiments shown here turn out to lie on a single
curve, which indicates that the Reynolds number is the only parameter governing
the global structure of the flow. The complicated nature of the curve indicates that
the flow regime changes with Reynolds number.

The most important quantity to be obtained from modeling is the drag force on
the body,F . Its dimension is MLT−2, which obviously can be expressed, via the di-
mensions of the governing parameters ρ, U and D having independent dimensions,
as [F ] = [ρ][U]2[D]2. Therefore the corresponding dimensionless parameter can
be introduced as

Π =
F

1
2ρU2S

∼ F
ρU2D2 (2.33)

where S ∼ D2 is the maximum cross-sectional area of the body, introduced accord-
ing to engineering tradition, as is the factor 1

2 .
The function Π(Re) for flow past a sphere is shown in Figure 2.7. The experi-

mental data are not shown in detail; it is enough to say that to high accuracy, data
from a large number of different experiments performed by different workers lie
on a single curve. As we see, the curve seems to be rather complicated: regions
in which Π(Re) varies smoothly alternate with sharp falls and rises, and there are
also regions whereΠ is almost Re-independent. This all indicates that flow regimes
vary with Reynolds number, which in this case is the only parameter that governs
the structure of flow as a whole.

The motion of a model is usually implemented in the same fluid as that in which
the prototype moves. The similitude condition that the Reynolds parameter (2.32)
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should be the same for both model and prototype motion requires in this case that
the product UD should be identical for model and prototype. Therefore the veloc-
ity at which the dynamically similar model should move is inversely proportional
to the scaling. According to this and to relation (2.33), the drag forces for the pro-
totype and the dynamically similar model are identical and the scaling coefficient
for the drag force is equal to unity in this case.

2.4.2 Motion of a streamlined boat at high speed. The Froude parameter

The governing parameters in this case will be as follows: the characteristic length
� of the boat, the gravitational acceleration g, the fluid density ρ and the speed U
of the boat. We neglect the contribution of viscosity, because the drag on the boat
for rapid motion, in which we are primarily interested, is due to surface waves
created by the boat, therefore the gravitational acceleration is included in the list of
governing parameters. The dimensions of the governing parameters are

[�] = L, [g] = LT−2, [ρ] = ML−3, [U] = LT−1 . (2.34)

Therefore n = 4 and k = 3. So, in addition to the geometric and kinematic similarity
parameters, there is again only one dynamic parameter of similitude:

Π1 =
U

�1/2g1/2 . (2.35)

This parameter is called the Froude number, or Froude parameter (the conventional
symbol is Fr) in honour of the English shipbuilder William Froude.

The dimension of the drag force F , in the same class L, M, T , is [F ] = LMT−2,
so that [F ] = [ρ][g][�]3. Therefore the law for the scaling of the drag force from
the model up to the prototype is

F (P) = F (M)
(
�(P)

�(M)

)3

. (2.36)

Thus the drag force is proportional to the cube of the modeling scale. Naturally, we
have assumed that g, the acceleration due to gravity, and the fluid density ρ are the
same for the model and prototype; any correction of formula (2.36), if necessary,
should be obvious.

In this example we have neglected the role of viscosity. If we had not, a second
dynamical parameter of similitude would have appeared (see the previous exam-
ple), namely the Reynolds number Re = ρU�/η. Modeling in which both similarity
parameters, the Froude number and the Reynolds number, are taken into account
turns out to be impossible in a given fluid. Indeed, to do this the products U� and
U/�1/2 would have to be identical for the model and the prototype, and this is
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Figure 2.8 The dimensionless drag on a sphere, Π (times 2/π), as a function of
the dimensionless governing parameter Π1 = U/c, the Mach number (Chernyi,
1961). The quantity Π approaches a constant for large values of Π1.

possible only when modeling at full scale, which is pointless. Therefore, for our
illustration we have restricted ourselves to the idealized case of a streamlined boat
in rapid motion since in this case the viscous contribution to the drag force is small
compared with the wave drag. In reality, in ship-building practice the viscous drag
contribution is taken into account using specially developed techniques.

2.4.3 Steady motion of a body in a gas at high velocity.
The Mach parameter

At high velocity the drag on the motion of a body is mainly due to the inertia
of the gas being displaced by the body, and we can neglect the influence of vis-
cosity. The governing dimensional parameters are the characteristic length size of
the body, e.g. the diameter of its maximum cross-section D, the magnitude of the
body’s velocity U and the fluid’s properties, its density ρ, the speed of sound c
and the adiabatic index γ. As in the example in Section 2.4.1, we will consider the
volume occupied by the gas to be infinite so that we can neglect edge phenom-
ena, for instance those related to the reflections of compression–rarefaction waves
from boundaries. Therefore the governing parameters and their dimensions are as
follows:

[D] = L, [U] = LT−1, [ρ] = ML−3, [c] = LT−1, [γ] = 1 . (2.37)
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We see that for this case also, in addition to the geometric and kinematic parameters
only one dynamic dimensionless parameter of similitude appears,

Π1 =
U
c
. (2.38)

This parameter is named the Mach number in honour of the Austrian natural philoso-
pher Ernst Mach who performed pioneering experiments with shock waves in a
gas; the conventional symbol is M. The dimensionless drag force is introduced in
exactly the same way as in (2.33), so that in this case

Π =
F

ρU2D2 = Π(M, γ) . (2.39)

In Figure 2.8 the function Π(M, γ) is shown for flow around a sphere. As in the
first example, the Mach number is the only parameter which governs the structure
of the flow as a whole. It is interesting to note that the function Π(M, γ) is close to
a constant at large M, so the formula for the drag assumes the very simple form

F = const × ρU2D2, (2.40)

and the influence of the speed of sound disappears.



3
The ideal incompressible fluid approximation: general

concepts and relations

3.1 The fundamental idealization (model). Euler equations

Using the continuum approach formulated above and the Euler representation, i.e.,
following the events at fixed points of the observer’s reference system, we arrive
at mass and momentum balance equations, which can be represented in a unified
form as

∂tρ + ∇ · j = 0 (3.1)

and

∂tρu + ∇ ·Π = ρF . (3.2)

Here j = ρu is the flux density vector, with components ji = ρui, and Π is the
second-rank tensor

Π = ρu ⊗ u −σσσ,

having components

Πi j = ρuiu j − σi j ,

which is known as the momentum flux density tensor.
As we noticed before, the system (3.1), (3.2) is not closed: it contains four equa-

tions and 13 unknowns. As we saw in Chapter 1, the law of mass balance led us to a
single equation with four unknowns: the addition of the momentum balance equa-
tion only increased the deficit. It is clear that using additional balance laws would
increase, rather than decrease, the deficit of equations when considering the gen-
eral motion of the continuum. Therefore we will take a different path, narrowing
the class of motions under consideration.

With this in mind, represent the stress tensor σσσ in the form

σσσ = −pI + τττ , (3.3)
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and assume that we have a certain procedure for independently measuring p. Gen-
erally speaking, we do not assume that the scalar p is equal to − traceσσσ/3, where
traceσσσ the trace of the stress tensor, is the linear invariant of this tensor equal to
the sum of the diagonal components: traceσσσ = σαα. Therefore, generally speaking,
traceτττ is different from zero. The scalar p stands for pressure.

Changing notation, equations (3.1), (3.2) can be rewritten as

1
ρ

dρ
dt
+ ∇ · u = 0 ,

(3.4)
du
dt
= −1

ρ
∇p + F +

1
ρ
∇ · τττ .

We will now consider a special class of continuum motions such that the fol-
lowing strong inequalities hold at all times in the entire space occupied by the
continuum:

(1) |∇ · τττ| � |∇p|;
(2) The order of magnitude of the quantity

∣∣∣∣∣1ρ dρ
dt

∣∣∣∣∣ is much less than the order of

magnitude of the largest terms of the sum ∇ · u = ∂auα = ∂1u1 + ∂2u2 + ∂3u3.

For such motions it is possible to neglect in the first equation of (3.4) the varia-
tion of density with time (in the first term on the left-hand side) and in the second
equation of (3.4) the term on the right-hand side representing spatial variations of
the stress tensor τττ. Assuming further that the medium is homogeneous (this special
assumption is independent and for many important classes of motions is not valid,
even if (1) and (2) are valid), it follows that the density ρ is a given constant quan-
tity. Thus, neglecting the terms in parentheses in equations (3.4) we obtain a closed
system of equations valid for motions in the class under consideration:

∂tu + (u · ∇) · u = − 1
ρ
∇p + F, (3.5)

∇ · u = 0 . (3.6)

The model constructed in this way is called the ideal incompressible fluid ap-
proximation, and the imaginary idealized continuous medium for which these equa-
tions would be exactly valid is called an ideal incompressible fluid .

We stress that, for the class of motions corresponding to the approximation of
an ideal incompressible fluid, the system of equations (3.5), (3.6) contains four
unknowns for four scalar equations: the scalar pressure p and the three components
of the velocity vector u. Thus the system is closed.

We emphasize two points. The first one is related to the approximation (2). It
is impossible to replace (2) by the assumption that the spatial density variation is
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small, i.e.
∇ρ
ρ
� 1 .

This assumption is not sufficient. For instance, when studying sound propagation

(see Chapter 10), the strong inequality,
∇ρ
ρ
� 1 holds, but nevertheless it would be

incorrect to neglect the term
1
ρ

dρ
dt

in (3.4) because it is of the same magnitude as

terms in the sum ∂αuα. The term
1
ρ

dρ
dt

is exactly equal to −∂αuα, but the approx-

imation we are dealing with is valid in cases when the order of magnitude of the
sum ∂αuα is much less than the order of magnitude of the leading terms of the sum.

(Just to clarify: let
1
ρ

dρ
dt

be, in some units, equal to 1 and the terms of the sum be

equal to −1000, 499 and 500.)
Furthermore, the character of assumptions (1) and (2) should be emphasized.

Using the approximation of an ideal incompressible fluid we can consider only mo-
tions satisfying assumptions (1) and (2). We should not be mesmerized by the term
“ideal fluid”, as sometimes happens. When the ideal incompressible fluid approxi-
mation is used to model the real motions of real bodies, the researcher should pay
special attention to clarifying whether this approximation is valid for the motions
under consideration, independently of whether fluid motion or the motion of a solid
body is considered. (See especially the instructive first example in the next chapter.)

For instance, in Chapter 40 of his excellent course in physics (Feynman, 2006),
Vol. II, pp. 40–3, Professor R. Feynman writes:

First, we will discuss fluid motions in a purely abstract, theoretical way, and then
consider special examples. To describe the motion of a fluid we must give its prop-
erties at every point. For example, at different places, the water (let us call the fluid
“water”) is moving with different velocities.

For this chapter we are going to suppose that the liquid is “thin” in the sense that
the viscosity is unimportant, so we will omit fvisc.1 When we drop the viscosity term,
we will be making an approximation which describes some ideal stuff rather than
real water. John von Neumann was well aware of the tremendous difference between
what happens when you don’t have the viscous terms and when you do, and he was
also aware that, during most of the development of hydrodynamics until about 1900,
almost the main interest was in solving beautiful mathematical problems with this
approximation which had almost nothing to do with real fluids. He characterized the
theorist who made such analyses as a man who studied “dry water”. Such analyses
leave out an essential property of the fluid. It is because we are leaving this property
out of our calculations in this chapter that we have given it the title “The flow of dry
water”. We are postponing a discussion of real water to the next chapter.

1 In the Feynman lectures, fvisc is equivalent to ∇τττ in the second equation in (3.4).
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If the reader thinks that s/he will find here the real water discussed in the next
chapter of Feynman’s course, s/he will be disappointed: it is yet another model,
another idealization, which we will discuss later.

Feynman should not reproach researchers for finding solutions to problems that
are not similar to certain motions of real “wet” fluids. Being mesmerized by the
term “ideal fluid”, researchers want to find a correspondence between such so-
lutions and the observed properties of real flows of real fluids. Very often there
exists such a correspondence but not where it is sought. We will see later that the
ideal incompressible fluid approximation corresponds perfectly to some motions of
soil or air (and also sometimes those of tank armour), but not necessarily those of
water. Therefore we will not hesitate to use the nickname “dry fluid” and to study
the motions of this idealized continuum. However, we must always remember that
in comparing the results of such studies with the real motions of real bodies we
must pay attention to the suitability of the assumed idealization.

In the system of orthogonal Cartesian coordinates xi (i = 1, 2, 3) the equations of
motions of continuum in the ideal incompressible fluid approximation (3.5), (3.6)
assume the form

∂tui + uα∂αui = −
1
ρ
∂i p + Fi , (3.7)

∂auα = 0 . (3.8)

Equations (3.7) are called the Euler equations. The system (3.7), (3.8) should be
complemented by an initial condition imposed on the velocity (but not on the pres-
sure, because the time derivative of the pressure does not enter the system) and by
appropriate boundary conditions, which will be discussed later.

3.2 Decomposition of the velocity field in the vicinity of an arbitrary point.
The vorticity. The strain-rate tensor

Consider the velocity distribution in a small vicinity of an arbitrary point x. We
remain within the framework of the Eulerian approach and the assumption that the
velocity field is sufficiently smooth.2 Expanding the velocity field in a Taylor series
and restricting ourselves to first-order quantities, we obtain

u(x + r) = u(x) + (grad u) · r . (3.9)

Here r is the radius vector of a point in the vicinity of the point x; its length scale
is assumed to be small (in comparison with the characteristic length scale of the
flow under consideration). The second-rank tensor grad u has components ∂ jui in

2 In fact, this assumption is non-trivial, and should be carefully investigated in any particular case.
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the orthonormal Cartesian coordinate system. The tensor grad u can be represented
as the sum of an antisymmetric tensor W and a symmetric tensor D:

grad u =W + D, (3.10)

where

W =
1
2

(grad u − grad uT) , D =
1
2

(grad u + grad uT) ,

or, in components,

Wi j =
1
2

(∂ jui − ∂iu j) , Di j =
1
2

(∂iu j + ∂ jui) .

The superscript T denotes the transposed tensor, with components ∂iu j. The tensor
D is called the strain-rate tensor. Note that D is a quantity of dimension T−1. We
will discuss this tensor in more detail later, when we consider the model of a New-
tonian viscous fluid. We note here only that if the whole motion of the continuum
in the neighborhood under consideration is reduced to a displacement like that of a
solid body, the strain-rate tensor vanishes.

Furthermore, the tensor W is antisymmetric; therefore the vector W · r is equal
to a vector product:

W · r = [ωωω, r] . (3.11)

Here,ωωω is the axial vector of the antisymmetric tensor W, equal to

ωωω =
1
2

curl u . (3.12)

If the reader does not recall these relations, as well as the subsequent relations
(3.13), and (3.16), s/he can verify them very easily in component form.

Thus, after substitution in (3.9), we find that the velocity in the neighborhood of
a given point can be represented as the sum of the translation velocity of the cen-
ter of the neighborhood, the velocity of solid body rotation around the center with
angular velocity ωωω and the velocity of deformation. This fundamental statement is
called von Helmholtz’ theorem. Therefore the local angular velocity of rotation of
the continuum is determined by the vorticity vector ωωω, and this makes this vector
a very important property of the motion. It is expressed (see (3.12)) via the veloc-
ity field and it is therefore possible to derive an equation, on the basis of Euler’s
equations, that governs the vorticity dynamics in the ideal incompressible fluid
approximation. Indeed, according to a well-known formula of elementary vector
analysis we have

(u · ∇) · u = grad
u2

2
− [u, curl u] . (3.13)
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Using this formula, Euler’s equation can be rewritten in a different form, called the
Lamb3 representation:

∂tu + grad
u2

2
− [u, curl u] = F − 1

ρ
grad p . (3.14)

The next step is the application of the curl operation to both sides of (3.14).
Bearing in mind (3.12) and that curl grad f ≡ 0 for an arbitrary scalar function f ,
we obtain

∂tωωω = curl[u,ωωω] +
1
2

curl F . (3.15)

As is well known, for two arbitrary vectors a and b the identity

curl[a · b] = (b · ∇)a − (a · ∇)b + a div b − b div a (3.16)

holds, so that using the relation div curl u = 0, valid for an arbitrary vector u, and
the continuity equation for an ideal incompressible fluid (3.6), div u = 0, we come
to the basic equation controlling the dynamics of the vorticity field,

∂tωωω = (ωωω · ∇)u − (u · ∇)ωωω +
1
2

curl F (3.17)

or
dωωω
dt
= (ωωω · ∇)u +

1
2

curl F . (3.18)

This equation shows that the rate of vorticity formation for a given particle (the
derivative dωωω/dt , not ∂tωωω) is determined by two additive factors. The first is
the vorticity production by the existing vorticity due to the non-uniformity of the
velocity field, and the second is the vorticity production by the vortex part of the
mass force field F If the latter is potential, i.e. if there exists a force potential V
such that F = − grad V , the second term on the right-hand side of (3.18) disappears
and this equation takes the form

dωωω
dt
= (ωωω · ∇)u . (3.19)

3.3 Irrotational motions. Lagrange’s theorem. Potential flows

The motions of a continuous medium are called irrotational if in the whole region
occupied by the moving continuous medium the vorticity vector ωωω is identically
equal to zero.

The ideal incompressible fluid approximation is distinguished by the following
fundamental result.

3 Horace Lamb was a British fluid dynamicist.
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Theorem (Lagrange’s theorem)
(1) If the system of mass forces acting on the continuous medium is a potential

one, i.e. if there exists a scalar function V such that F = − grad V, and
(2) if at the initial time instant t = t0 the motion is irrotational

then, in the ideal incompressible fluid approximation, it remains irrotational at
t > t0.

Indeed, due to (1), curl F = 0, so that the equation for the dynamics of vortic-
ity (3.18) takes the form (3.19). The velocity u is a smooth function: therefore the
coefficients of this equation are also smooth functions. Hence the trivial solution
ωωω ≡ 0 satisfying the condition ωωω = 0 at t = t0 is unique, and in the ideal in-
compressible fluid approximation the vorticity ωωω is identically equal to zero in the
entire region of the motion, also at t > t0.

Let us present the proof of this important statement in more detail. Multiplying
(3.19) by 2ωωω, we obtain

∂tωωω
2 + (u · ∇)ωωω2 = 2ωωω(ωωω · ∇) · u , (3.20)

or, in coordinates,

dωωω2

dt
= 2ωα(ωβ∂βuα) = 2ωωω2|∂βuα|

ωα
|ωωω|

ωβ

|ωωω|
∂βuα
|∂βuα|

. (3.21)

However, ∣∣∣∣∣∣ωα|ωωω| ωβ|ωωω| ∂βuα|∂βuα|

∣∣∣∣∣∣ = Cαβ < 1 ,

so that
dωωω2

dt
= 2ωωω2|∂βuα|Cαβ ≤ ωωω2K , (3.22)

where K is finite owing to the smoothness of the velocity field u(x), and so
Lagrange’s theorem is proved.

In particular, all motions which start from a state of rest, i.e., for which u ≡ 0 at
t = t0 so that ωωω ≡ 0 at t = t0, remain irrotational in the ideal incompressible fluid
approximation if the mass force is potential.

The irrotational character of the motion introduces essential mathematical sim-
plifications to its analysis. Indeed, if curl u = 0 then, as it is easy to show, there
exists a scalar function φ such that

u = grad φ . (3.23)

Such motions are called potential, and the function φ is called the velocity potential.
Putting (3.23) into the continuity equation div u = 0, we obtain that the velocity
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potential is a harmonic function satisfying the Laplace equation

Δφ = 0 . (3.24)

We emphasize that although we did not use the Euler equations explicitly to
derive (3.24), the very fact that the flow was potential, as follows from previous
arguments, was essentially related to these equations. A natural question arises,
whether an ideal incompressible fluid approximation is a necessary condition for
the flow to be potential. In fact, it is not so: flows need be neither ideal nor incom-
pressible to be potential. See, in particular, the instructive book of Joseph et al.
(2008).

The Laplace equation (3.24) has been much investigated, and many well-posed
boundary value problems are known for this equation, leading to the existence
and uniqueness of the solution. The best known ones are the Dirichlet and Neu-
mann problems. In the first of these problems, the values of the potential are pre-
scribed on the boundary. We do not know yet the physical meaning of the potential,
and therefore we postpone consideration of the Dirichlet problem until the next
chapter.

In the Neumann problem the derivative of the potential along the normal n to the
boundary, ∂φ/∂n, is prescribed on the boundary. This condition has a clear physical
sense. It corresponds to the flow of a continuous medium around a body when the
flow is not separated from the body surface. Indeed, at the boundary of a solid body
around which the continuous medium moves, a condition of non-penetration and
non-separation should be fulfilled so that the normal components of velocity of the
body and medium coincide. From this, Neumann’s condition follows:

un =
∂φ

∂n
= vn , (3.25)

where un is the velocity component of the medium normal to the body surface, and
vn is the projection of the velocity of the body onto the normal to its surface. In
particular, if the body is at rest then un = 0.

If the length scale of the region occupied by the continuous medium is much
larger than the size of the body, it is sometimes appropriate to consider this region
as infinite. In this case the condition at infinity should be prescribed. Often it is the
velocity at infinity that is given, so that

grad φ→ U , x→ ∞. (3.26)

The boundary conditions (3.25) and (3.26), and sometimes some additional con-
ditions (see below), uniquely determine the function φ up to an immaterial additive
constant, and so uniquely determine the velocity field u = grad φ. It is important
that in the ideal incompressible fluid approximation the flowing medium does not
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stick to the boundary of the body but slips along it. Indeed, the tangential projec-
tion of the velocity, us = ∂φ/∂s, where s is the direction tangential to the boundary,
is, generally speaking, different from vs, the projection of the velocity of the body
tangential to the boundary. This means that problems where the tangential compo-
nent of the velocity at the boundary is influenced by some interaction with the body
surface cannot be considered in the ideal incompressible fluid approximation. An
example of such a problem is the motion around a body with a non-slip condition.
We will see this in more detail later when we consider the viscous incompressible
fluid approximation.

3.4 Lagrange–Cauchy integral. Bernoulli integral

After solving the Laplace equation for the velocity potential under certain appropri-
ate conditions we obtain the velocity potential φ and the velocity itself, u = grad φ.
We turn now to determining the pressure. Substituting u = grad φ into the Euler
equation (in the Lamb representation) and assuming the mass force also to be a
potential one, so that F = − grad V , we reduce the Euler equation to the form

∂t grad φ + grad
u2

2
+ grad V +

1
ρ

grad p = grad
(
∂tφ +

u2

2
+ V +

p
ρ

)
= 0. (3.27)

The Lagrange–Cauchy integral is obtained by integration:

∂tφ +
1
2

(grad φ)2 + V +
p − p0

ρ
= 0 . (3.28)

Here p0 is the pressure at a certain point and depends, generally speaking, on time.
Note that the potential φ is defined up to an arbitrary additive function of time
− f (t): the velocity field remains the same if we pass from φ to the potential φ′,
where

φ′ = φ +

∫
f (t) dt , grad φ′ = grad φ = u . (3.29)

Therefore we can add to the right-hand side of the Lagrange–Cauchy integral (3.28)
an arbitrary function of time, redefining the velocity potential as necessary.

The Lagrange–Cauchy integral should be distinguished from the Bernoulli inte-
gral, although in some special cases these integrals coincide. To derive the Bernoulli
integral assume that:

(1) the motion of the continuous medium can be considered in the approximation
of an ideal fluid (incompressibility is not necessary).

(2) The system of mass forces F acting on the continuous medium is a potential
one: F = − grad V .

(3) The motion is steady, i.e. the velocity field does not depend on time.
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We do not assume the motion to be potential and, generally speaking, it can be
rotational.

As a preliminary we introduce an important concept. Consider a vector field
a(x, t). The lines which are tangent to the vector a at every point are called the
vector lines of the field a(x, t). Evidently, the vector lines satisfy the equation (recall
the notation [a,b] for the vector product of two vectors a and b)

[dx, a] = 0 (3.30)

at every point. So, in a system of orthonormal Cartesian coordinates x1, x2, x3, the
following differential relations hold:

dx1

a1
=

dx2

a2
=

dx3

a3
. (3.31)

Here a1, a2, a3 are the x1, x2, x3 components of vector a.
Two special families of vector lines are important for our purpose: the family for

which a(x, t) = u(x, t), and that for which a(x, t) = ωωω(x, t). In these cases the vector
lines are called respectively stream lines and vortex lines.

In the case of steady motions, the stream lines coincide with trajectories of the
particles of the continuum whereas, generally speaking, for unsteady motions this
is not so. The equations for the stream lines have the form

dx1

u1
=

dx2

u2
=

dx3

u3
(3.32)

and the equations for the vortex lines are

dx1

ω1
=

dx2

ω2
=

dx3

ω3
. (3.33)

Here ω1, ω2, ω3 are the x1, x2, x3 components of the vorticity vectorωωω. Under our
assumption of steadiness the term ∂tu disappears and the Euler equations in the
Lamb representation take the form

grad
u2

2
+ [curl u,u] = − grad V − 1

ρ
grad p . (3.34)

Now project the vector equation (3.34) onto the stream line or vortex line passing
through a given point. The vector product on the left-hand side is perpendicular
both to u and to curl u so it does not contribute to the projection, which therefore
in each case assumes the form

∂

∂s

(
u2

2

)
+
∂V
∂s
+

1
ρ

∂p
∂s
= 0, (3.35)

where s is the length reckoned along a stream line or a vortex line. The stream lines
and vortex lines evidently form a two-parameter family of curves. Let us denote by



58 The ideal incompressible fluid approximation: general concepts

N1, N2 the parameters which distinguish a given curve. These could be, e.g., the
coordinates of the intersection of the curve with a certain plane or surface. Along
a given stream or vortex line the pressure and density depend on its length s:

p = p(s,N1,N2) , ρ = ρ(s,N1,N2) . (3.36)

We remind the reader that the motion need not be incompressible; we assume,
rather, that the pressure variation along the stream or vortex line is monotonic.
Then we can exclude s from the two relations (3.36) and obtain

ρ = ρ(p,N1,N2),
1
ρ

∂p
∂s
=

∂

∂s
Φ(p,N1,N2), Φ =

∫
dp

ρ(p,N1,N2)
.

(3.37)

Put the last relations into (3.35); integrating, we obtain the Bernoulli integral

u2

2
+ V + Φ(p,N1,N2) = C(N1,N2) . (3.38)

The derivation of the Bernoulli integral presented is due to L. I. Sedov. Note that
relation (3.36), ρ = ρ(p,N1,N2), is not a barotropic one when ρ = ρ(p); the relation
is different for different lines. Therefore the integration constant C is, generally
speaking, different for different stream lines or vortex lines. For an incompressible
fluid where ρ is a constant, the Bernoulli integral assumes the form

u2

2
+ V +

p − p0

ρ
= C(N1,N2) . (3.39)

Evidently, for steady potential motions of an ideal incompressible fluid the
Lagrange–Cauchy integral and the Bernoulli integral coincide. Indeed, because of
the steadiness the term ∂tφ in the Lagrange–Cauchy integral vanishes, and the con-
stant in the Bernoulli integral does not depend on the stream line because the term
[u, curl u] in the Euler equation vanishes identically.

3.5 Plane potential motions of an ideal incompressible fluid

The consideration of the plane potential motions of an ideal incompressible fluid is
of special interest for two reasons. The first is that to study such motions we can use
a very effective mathematical technique from the theory of functions of complex
variables. At the same time, and this is the second reason, the study of this very
special class of motions provides a useful tool in many practical and interesting
real motions.

Assume that the motion under investigation obeys the ideal incompressible fluid
approximation and is a potential one and that its potential depends on two space
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coordinates, the orthonormal Cartesian coordinates x1, x2, and perhaps on the time
t; thus, φ = φ(x1, x2, t). So the x3 component of the velocity vanishes, and the
two remaining components are identical in all planes perpendicular to the x3 axis.
Examples of such motions will be considered below.

The continuity equation for such plane motions of an incompressible fluid is
written in the form

∂1u1 + ∂2u2 = 0 , (3.40)

so that we can introduce a stream function ψ(x1, x2) by the relations

u1 = ∂2ψ , u2 = −∂1ψ (3.41)

and use the relation (3.40) as the integrability condition, the condition for the exis-
tence of the function ψ. By the definition of a potential motion we have u = grad φ,
u1 = ∂1φ, u2 = ∂2φ. Comparing with (3.41) we obtain

∂1φ = ∂2ψ , ∂2φ = −∂1ψ . (3.42)

The equations (3.42) are the well-known Cauchy–Riemann relations. They imply
that the stream function ψ is a harmonic function conjugate to the potential φ, which
is also a harmonic function, so that the function

w = φ + iψ (3.43)

which is called a complex potential, is an analytic function of a complex variable
z = x1 + ix2.

This fact establishes a direct correspondence between the analytic functions of a
complex variable and the plane potential flows of an ideal incompressible fluid. It
means that to each analytic function there corresponds a plane potential flow and
that each plane potential flow has a complex potential which is an analytic function
of a complex variable.

The physical meaning of the stream function is transparent. In Figure 3.1 we
show a cylindrical surface, supported by a line AB in the plane x1x2, with genera-
tors parallel to x3 and of unit height. Then the volume of fluid passing through this
surface per unit time is equal to∫ B

A
(u1 dx2 − u2 dx1) =

∫ B

A
(∂1ψ dx1 + ∂2ψ dx2) =

∫ B

A
dψ = ψ(B) − ψ(A),

(3.44)

i.e. it is equal to the difference in the values of the stream function at the end and
beginning of the curve AB. In particular, if the line AB is part of a stream line then,
by definition, at any point on this line the tangent to it is directed along the velocity
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x3

x1

x2

A

B

dx2
dx1

1

Figure 3.1 Physical meaning of the stream function.

vector at this point:

dx1

u1
=

dx2

u2
, u2dx1 − u1dx2 = −dψ = 0 . (3.45)

This means that the stream function is constant along a stream line. From the el-
ementary theory of functions of a complex variable we know that, for an analytic
function w(z), the families of lines of constant Re w(z) and constant Im w(z) are
mutually orthogonal. Therefore the families of stream lines of constant ψ and of
equipotential lines of constant φ form two mutually orthogonal networks of curves.

The quantity u1 + iu2 is called the complex velocity. According to (3.42),

u1 + iu2 = ∂1φ − i∂1ψ =
dw
dz

, (3.46)

where the overbar denotes a complex conjugate.
We now consider several simple examples of the plane potential flows of an ideal

incompressible fluid which will be needed later.

(a) Translation flow. This flow has complex potential

w(z) = az . (3.47)

Here a = a1 + ia2 is, generally speaking, a complex constant. By separating the
real and imaginary parts of (3.47) we obtain

φ = a1x1 − a2x2 , ψ = a1x2 + a2x1 , (3.48)
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Figure 3.2 Source-sink flow.

Figure 3.3 Vortex flow.

so that the velocity at all points is constant and equal to a1e1 − a2e2 (recall that
e1, e2 are the orts along the x1 and x2 axes).

(b) Source–sink flow. This flow has the complex potential

w(z) =
Q
2π

ln z , φ =
Q
2π

ln r , ψ =
Q
2π

θ . (3.49)

Here r and θ are polar coordinates with origin at the point z = 0, so that z = reiθ,
and Q is a real constant. From (3.49) we obtain

ur = ∂rφ =
Q

2πr
, uθ =

1
r
∂θφ = 0 .

Thus the stream lines of this flow are straight lines coming from, or to, the origin,
and the lines of equal potential are circles whose tangents are orthogonal to the
straight stream lines (Figure 3.2). The flow corresponds to a source (Q > 0) or a
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sink (Q < 0) on the straight line passing through the origin in the x3 direction. The
discharge of the source–sink per unit height equals 2πrur = Q.

(c) Vortex flow. This flow has complex potential

w(z) =
Γ

2πi
ln z , φ =

Γθ

2π
, ψ =

Γ ln r
2π

, (3.50)

so that ur = 0, uθ = Γ/(2πr). Here, in contrast with the previous case, the stream
lines are circles with the center at the origin (Figure 3.3) and orthogonal to their
tangents are the equipotential lines, straight lines emerging from the origin. The
circulation (that is, the integral

∫
(u ·ds) taken along any closed line with the origin

inside) is constant and equal to Γ.



4
The ideal incompressible fluid approximation:

analysis and applications

4.1 Physical meaning of the velocity potential. The Lavrentiev problem
of a directed explosion

We now must clarify the direct physical meaning of the velocity potential: with-
out understanding this it is impossible to formulate the Dirichlet boundary value
problem: we have to prescribe the velocity potential at the boundary, but we do not
know yet what the potential is.

Consider a body in a continuous medium which at t = t0 is at rest. Assume that
at t = t0 each particle experiences a pressure pulse such that the pressure varies
according to the law

p(x, t) = θ(x) δ(t − t0) . (4.1)

Here θ(x) is a generalized function of the position of the particle, and δ(z) is the
Dirac function. According to the simplest definition of this function, which is all
we need for now,

δ(z) ≡ 0 when z � 0 ,
∫ ε

−ε
δ(z) dz = 1 , (4.2)

for arbitrarily small positive ε.
The motion begins from a state of rest before the pressure pulse starts. Therefore

if the system of mass forces acting on the medium is a potential one, the Lagrange–
Cauchy integral holds in the ideal incompressible fluid approximation:

∂tφ +
u2

2
+ V +

p − p0

ρ
= 0 . (4.3)

We put (4.1) into (4.3) and integrate from t = t0−ε to t = t0+ε. Bearing in mind
that φ(x, t0−ε) is identically equal to zero, because the medium before the pressure
pulse was at rest, and also that u, V and p0 are bounded, we obtain, passing to the
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limit at ε→ 0,

φ(x, t0 + 0) = −θ(x)
ρ

. (4.4)

Thus, the velocity potential is (up to a constant factor −1/ρ) the intensity of the
pressure pulse needed to transfer the medium from a state of rest to the potential
flow under consideration.

Moreover, it is not necessary to worry about creating pressure pulses at all points
of the body independently. It is enough to manage the required pulses at points on
the boundary of the body. The necessary pressure pulses will appear automatically
in the internal points of the body: indeed, by managing the pressure pulses at the
boundary we will obtain there the values of the potential φ needed for the potential
flow under consideration. But the potential φ is a harmonic function – it satisfies the
Laplace equation – so at t = t0 + 0 it takes appropriate values at internal points of
the body automatically. This determines the meaning of the Dirichlet problem for
the potential motion of an ideal incompressible fluid: we prescribe at the bound-
ary of the body the pressure pulse transforming the state of rest to a state of a
given potential motion. Thus we come to an important conclusion: in the ideal in-
compressible fluid approximation the velocity of propagation of a disturbance is
infinite.

We are able now to consider a remarkable direct explosion problem originally
formulated by the Soviet mathematician M. A. Lavrentiev. This mathematical prob-
lem arose from the practical one of displacing of large masses of soil. It is formu-
lated as follows. Let us consider a mass of soil (on the left in Figure 4.1) which
must be displaced to another place translationally. In fact, of necessity such a dis-
placement was required when the Medeo canyon, near the city of Alma-Ata, the
capital of the Kazakh Republic in the former Soviet Union, needed to be closed
to prevent mountain torrents (known by the Turkish word “sel”) from reaching the
city: a serious danger existed.1

Neglecting the resistance of the ambient air we see that the mass of soil needs
to be transferred by a pressure pulse from its state of rest to a state of transla-
tional motion, with a velocity appropriate to displacing it in the gravity field to the
desired place.2 The required translational motion has velocity U with components
(U1,U2,U3) given by

U1 = U cosα cos β , U2 = U cosα sin β , U3 = U sinα , (4.5)

1 The present author had a chance to watch a movie where the technical and scientific leadership of this work
was attributed to Comrade D. A. Kunaev, at that time the secretary of the Kazakh Communist party. The
author has different information from reliable sources.

2 Clearly, we speak here of the basic principles for this great technical achievement. In fact, many technical
details were needed to achieve the goal; they are not presented here.
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Figure 4.1 Directed explosion (Lavrentiev problem): the principles of the
scheme.

where U is the magnitude of the initial velocity and α and β are the angles defining
its direction. Lavrentiev proposed performing the translation by an ordinary (non-
nuclear) explosion. The pressure magnitude of such an explosion is of the order of
tens of thousands bars (kgf/cm2). Lavrentiev understood that the motion of the soil
in this case could be considered in the ideal incompressible fluid approximation.

Indeed, the available weakly cemented soil was able to maintain tangential shear
stresses of the order at most several tens of bars. These stresses are negligibly small
in comparison with the pressure which develops during the explosion. Therefore
the divergence of the stress τττ is negligible in comparison with the pressure gra-
dient. This means that for this motion the soil could be considered to be an ideal
continuum. Furthermore, the soil consisted of very rigid quartz grains packed into
a very dense array over geologic time. Therefore, in a well-justified approximation
it can be assumed that the soil cannot be consolidated further by repacking. The
compressibility of quartz grains is only of significance at pressures of the order
of hundreds of thousands of bars. These pressures are at least one order of mag-
nitude higher than the pressures ordinarily obtained in explosions. Therefore the
ideal incompressible fluid approximation will give appropriate intermediate asymp-
totics when one is considering the problem of an explosion in soil.
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In a certain approximation, of course, the explosion will create pressure pulses
according to the law (4.1). Specialists are assumed to know how much explosive is
needed to achieve the prescribed pulse intensity, and how to place it.

If all the points of the body under consideration (the soil mass) have identical
velocities, given by relation (4.5), after the explosion then the velocity potential φ,
with ∂1φ = U1, ∂2φ = U2, ∂3φ = U3, can be obtained by integration and is found
to be the linear function

φ(x, t0 + 0) = U cosα cos βx1 + U cosα sin βx2 + U sinαx3 + const . (4.6)

Therefore the pressure pulse intensity, which determines the amount of explosive
needed at every point of the mass boundary, must be equal to

θ(x) = −ρ(U cosα cos βx1 + U cosα sin βx2 + U sinαx3 + const) . (4.7)

This simple expression seems puzzling because there is an unphysical dependence
of the pulse intensity on the choice of coordinate origin; also, the constant is un-
known. Both these unphysical properties can be removed by the following
argument. It is clear that explosion specialists in explosion techniques can cre-
ate positive, in fact non-negative, pressure pulses. Therefore we must require that
the intensity of the pressure pulse given by relation (4.7) be non-negative at all
points of the soil mass boundary. Furthermore, we require that on at least at one
point of the boundary the pulse intensity be equal to zero: there is no need to spend
expensive explosive pointlessly. These conditions allow us to determine the value
of the constant that enters expression (4.7) and remove a seeming dependence of
the pulse intensity on the choice of origin of the coordinate system. This concludes
the solution to the problem.

This directed explosion is a remarkable example of a situation where the correct
formulation of the problem was crucial; when this was achieved the answer was
obtained easily by elementary arguments rather than the application of a sophisti-
cated technique.

4.2 Lift force on a wing

4.2.1 Physical formulation of the problem. The basic model of the
phenomenon. Possibility of using the ideal incompressible fluid

approximation

Aviation, doubtless one of the greatest achievements in engineering, entered the
scene of technology at the beginning of the last century. Although it was predicted
by Leonardo da Vinci, it entered rather unexpectedly, and its potential importance
was not properly understood even by outstanding minds, as is illustrated by just
two opinions from figures of stature and influence:
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X - drag force

U - velocity of flight
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Figure 4.2 (a) An aircraft of the WWII era. (b) The wing of a heavier-than-air
flying machine: a principal scheme.

Heavier-than-air flying machines are impossible.
(Lord Kelvin, President of the Royal Society of London, 1895)

Airplanes are interesting toys but of no military value.
(Marechal Foch, at that time Professor of Strategy, l’École Supérieure de Guerre,
future Commander-in-Chief of the joint Anglo–French forces during World War I)

Already we have learned enough to understand what supports heavier-than-air
flying machines – the lift force. The ideal incompressible fluid approximation
allows us to calculate the lift force on the wings of World War II aircraft
(Figure 4.2a), which were able to reach speeds of 300–400 km/hour. For higher
speeds the effects of the compressibility of air are substantial.

Furthermore, aircraft wings are slender: the ratio of their thickness h to their
characteristic longitudinal length size L (the “chord” in Figure 4.2b) is a small
quantity. Moreover, the “angle of attack” α of the wing to the flight direction is
also small. Experiment shows that, for small angles of attack, slender wings and
sufficiently large flight speeds, the shear stresses are negligibly small everywhere
except at a thin layer near the wing, the so-called “boundary layer”, the modeling
of which will be considered later.

This may be seen from the photograph in Figure 4.3. The dye-marked fluid
moves around the wing. It is clear that in the region immediately adjacent to the
wing surface the velocity gradient is large and, because the shear stress is pro-
portional to this gradient, it too is large. Outside this region the velocity gradient
is small, and so is the shear stress. It can be shown (see Chapter 8) that the pres-
sure drop across the boundary layer is small, so that pressure distribution across the
boundary layer can be assumed constant. The lift force is a result of the air pressure
difference between the bottom and top of the wing. We repeat: when calculating
the lift force it is possible to neglect, in the first approximation, the existence of the
boundary layer and to apply the approximation of an ideal fluid.
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Figure 4.3 Photograph of the flow around a wing; the visualization was achieved
by marked particles. From Prandtl and Tietjens (1931), Abbildung 47.

We emphasize that the ideal fluid approximation is inappropriate for determining
the wing drag, i.e. the force component acting on the wing in the direction of the
velocity. This component is determined to a large extent by the tangential stresses
at the wing surface. The ideal fluid approximation is also inappropriate for deter-
mining the lift force at a large angle of attack or when the ratio h/L is not small. In
these cases a vortex zone is formed at the rear of the wing, and we would need a
better approximation than that of an ideal fluid to calculate the pressure distribution
in this zone.

Now, remembering that the wing chord is L and that the velocity is U, we see that
the term dρ/dt in the continuity equation is of order UΔρ/L. Here Δρ is a character-
istic density variation, equal to (Δρ/Δp)Δp. The motion of the wing is sufficiently
fast for us to neglect the heat exchange from the air particles as they move along the
wing. Therefore Δρ/Δp∼ 1/a2, where a=

√
dp/dρ is the velocity of sound in air

at rest, of order 1000 km/hr. The largest terms of the sum ρ∂αuα in the continuity
equation are of order ρU/L. Therefore the ratio of the term dρ/dt and the largest
terms of the sum ρ div u in the continuity equation is of order U2/a2 = M2, where
M is the Mach number (see Chapter 2), the ratio of the wing’s velocity and the
sound velocity. For old aircraft M2 ∼ 0.1, so the term dρ/dt is small in comparison
with the largest terms of the sum ρ div u and can be neglected. Therefore to un-
derstand the principles of the phenomenon the incompressible fluid approximation
can be used.

To undertand these principles we will simplify further the shape of the wing and,
ignoring the tip effects, consider a “wing of infinite span,” i.e. a cylinder having
wing cross-section profile C and directrices perpendicular to the direction of flight.
Therefore we can consider the motion as planar. Undoubtedly, to a certain degree
this assumption is valid for the middle part of a real wing (see Figure 4.2a).



4.2 Lift force on a wing 69

The motion of the wing is considered to be steady and translational. We assume
also that flight is at a high altitude so that the flow region can be considered to be
infinite. The density of air is assumed to be constant, so in addition gravitational
effects can be neglected.

We emphasize, and it will become very important later, that the steady state of
the motion is not reached immediately, but after some transitional period, and also
that the viscosity of air, although small, is nevertheless finite.

4.2.2 Formulation of the mathematical problem

We now attach a reference system to the wing; in this frame the flow of air around
the wing can be considered steady. We will bear in mind that the field of steady mo-
tion in which we are interested is an asymptotic state reached at sufficiently large
times. In the early, unsteady, stage of a flight, soon after take-off, this mathematical
model is inappropriate. The motion originates from a state of rest, therefore in the
approximation of an ideal incompressible fluid it is a potential one.

Thus, in calculating the lift force we have to determine the planar steady poten-
tial flow around a cylindrical wing having profile C, in the ideal incompressible
fluid approximation. The analysis is performed in a Cartesian orthonormal system
x1x2 attached to the profile. To determine the appropriate complex potential w(z),
an analytic function of the complex variable z = x1 + ix2, the following boundary
conditions are formulated naturally.

The first condition is the condition at infinity, i.e., far from the wing where it
does not disturb the air motion. Therefore, as x1 and x2 go to infinity, u1 → U1

and u2 → U2, where U1 and U2 are components of the velocity of the wing with
opposite signs. So, the condition at infinity is obtained in the form(

dw
dz

)
z=∞
= U1 − iU2 (4.8)

(we remind the reader that u1 + iu2 = (dw/dz)).
The second boundary condition takes into account that the air velocity is directed

along the wing surface. We reiterate that the boundary layer where the approxima-
tion of an ideal fluid is not valid is thin and so the pressure drop across this layer is
negligible; therefore we can neglect the existence of this layer in determining the
lift force. This means that the boundary condition is imposed not at the outer edge
of the boundary layer but at the wing surface itself. Thus the contour ∂C of the
wing profile should be part of a stream line. This determines the second condition
for the complex potential:

ψ = Im w(z) = const (4.9)

on the contour ∂C.
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4.2.3 Construction of a solution

It is convenient to move from the physical complex plane z to a “parametric” com-
plex plane ζ in the following way. Introduce an analytic function ζ = F(z) that
maps conformally the exterior of the wing profile C onto the exterior of a circle
γ of radius R. If we require that, in this mapping, points at infinity go to points at
infinity and also that the condition (

dz
dζ

)
ζ=∞
= 1 (4.10)

be valid then the mapping is fully determined (as is known from the theory of
functions of a complex variable) and, in particular, the radius R is determined
uniquely. Denote by f (ζ) : z = f (ζ) the function inverse to F(z). We see that both
f and F are single-valued analytic functions having a simple pole at infinity. Intro-
duce the function W(ζ) = w[ f (ζ)]. It should be clear that the function W(ζ) is an
analytic function of a complex variable corresponding to a certain flow of an ideal
incompressible fluid in the parametric plane ζ. We have

dW
dζ
=

dw
dz

dz
dζ

.

Therefore the boundary conditions for the corresponding flow in the parametric
plane ζ assume the form(

dz
dζ

)
ζ=∞
= U1 − iU2 (Im W)∂γ = const ; (4.11)

here ∂γ is the circular boundary of the circle γ.
The function dW/dζ, which is single-valued analytic outside γ, is determined

up to a real constant by the conditions formulated above. Indeed, represent the
function W as the sum

W = W1 +W2 +W3 ,

so that (
dW1

dζ

)
ζ=∞
= U1 , (Im W1)∂γ = const ,

(
dW2

dζ

)
ζ=∞
= −iU2 , (Im W2)∂γ = const ,

(
dW3

dζ

)
ζ=∞
= 0 , (Im W3)∂γ = const .

(4.12)

To determine the function W1, note that the conformal mapping ζ1 = ζ + R2/ζ

transforms the exterior of the circle γ of radius R onto the exterior of the cut −2R ≤
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x1 ≤ 2R of the real axis. Evidently,
(
dζ1

dζ

)
∞
= 1,

(
dW1

dζ

)
∞
=

(
dW1

dζ1

)
∞
= U1. The

problem is reduced to determining the complex potential of a flow around a straight
line parallel to the velocity of the flow.

We note now that in the ideal incompressible fluid approximation it is possible
to replace any stream line by a material line; the flow field will remain unchanged.
In particular, if in a uniform translational flow having constant velocity everywhere
we replace part of any rectilinear stream line by a solid straight material line then
the translational flow will remain as it was. Therefore the solution to the problem
of uniform flow around a solid straight line in the plane ζ1 with velocity U1 is
obtained trivially:

W1 = U1ζ1 = U1

(
ζ +

R2

ζ

)
. (4.13)

Similarly the mapping ζ2 = ζ − R2/ζ transforms the exterior of the circle γ onto
the exterior of the cut
−2R ≤ x2 ≤ 2R along an imaginary axis. Therefore determining W2 is reduced
to the solution of a similar trivial problem of uniform flow around a straight line
parallel to the flow velocity. We obtain

W2 = −iU2ζ2 = −iU2

(
ζ − R2

ζ

)
. (4.14)

Furthermore, as can be shown by considering the solution for a vortex obtained
earlier, the potential

W3 =
Γ

2πi
ln ζ , (4.15)

where Γ is an arbitrary real number, also corresponds to all the imposed conditions:
we have (dW3/dζ)z=∞ = 0 and (Im W3)∂γ = const. Thus, the function

W = (U1 − iU2)ζ + (U1 + iU2)
R2

ζ
+
Γ

2πi
ln ζ (4.16)

satisfies all the conditions of the problem under consideration. Moreover, this is the
most general solution because, as it is easy to show, the function W3 corresponding
to Γ = 0 is identically equal to zero.

Returning to the complex variable z, we obtain the final result:

w(z) = (U1 − iU2)F(z) + (U1 + iU2)
R2

F(z)
+
Γ

2πi
ln F(z) . (4.17)

Nowadays, in the computer era, determining a function F(z) that conformally maps
the exterior of a profile ∂C onto the exterior of a circle γ is a routine matter.
Therefore to obtain the complete solution to the problem we need only find one
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Figure 4.4 Photograph of the flow around a circular cylinder: a large asymmetric
vortex zone behind the cylinder can be seen. From Prandtl and Tietjens (1931),
Abbildung 6.

parameter, the real number Γ, i.e., the circulation of the vortex which entered our
solution rather unexpectedly but has in fact a deep physical meaning.

If we formally put F(z) = z, we will obtain the solution for the “circulation flow”
around a cylinder in the ideal incompressible fluid approximation:

w(z) = (U1 − iU2)z + (U1 + iU2)
R2

z
+
Γ

2πi
ln z . (4.18)

This solution does not correspond to a real flow around a cylinder, as can be seen
from Figure 4.4. Thus the ideal incompressible fluid approximation, which we used
here, is not valid for the flow as a whole owing to the formation of a vortex wake
behind the cylinder. Nevertheless this solution is very important in constructing the
mathematical model with which we are dealing, and we will use it in subsequent
investigations.

4.2.4 Selection of a unique solution

We have obtained a non-unique solution of the problem that we formulated in Sec-
tion 4.2.2. There is in fact a family of solutions, parametrized by the circulation Γ
of the vortex. We need to select a single solution from this family and, moreover, to
explain the physical meaning of this vortex and its circulation. The non-uniqueness
of the solutions is a common property of nonlinear problems in the mechanics of
continua. To make the solution unique we need to use arguments additional to those
included in the formulation given in Section 4.2.2. These arguments are based on
the analysis of problems whose asymptotics should be the solution we seek. Such
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an approach to nonlinear problems in the mechanics of continua is very often the
only way to force uniqueness.

In the case under consideration the solution we are searching for is in fact doubly
asymptotic. First, this family of solutions is obtained by using the ideal fluid ap-
proximation whereas in fact the viscosity of air is small but finite. Furthermore, the
required solution is in fact an intermediate asymptotic representation of unsteady
solutions describing the transition from the state of rest to the state of steady flow.

The analysis of unsteady flows shows that in the transitional regimes a “vortex
sheet” appears (Figure 4.5) behind the trailing edge of the wing. In this vortex sheet
we can see a sharp variation of the fluid velocity in the transversel direction. At the
end of the sheet a vortex forms, which moves into the fluid body. It is here that
viscous forces come into play. Owing to viscous dissipation the sharp transverse
velocity variation across the vortex sheet decays, as does the vortex at the end
of this sheet. The limiting solution is characterized (Figure 4.3) by the smooth
structure of the velocity field around the trailing edge, i.e., the smooth departure of
air particles from the trailing edge of the wing. Therefore the velocity at the trailing
edge must be continuous and finite. It so happens that in the family of solutions
given by relation (4.18) there exists only one solution satisfying this condition.
Indeed, we have

dw
dz
=

dW
dζ

:
dz
dζ

. (4.19)

At the point ζ = ζ0 = Reiθ0 , which corresponds to the trailing edge of the wing,
and only at this point, the conformity of the mapping z = f (ζ) is evidently violated:
the angle π is transformed in this mapping to an angle larger than π because the
trailing edge is sharpened. Therefore at this point dz/dζ = 0. Thus the derivative
dw/dz of the complex potential, and consequently the flow velocity, can be a finite
quantity only if dW/dζ also vanishes at the point ζ = ζ0. Therefore the following
condition must be satisfied:(

dW
dζ

)
ζ=ζ0

= U1 − iU2 −
(U1 + iU2)R2

ζ2
0

+
Γ

2πiζ0
= 0 . (4.20)

Without loss of generality we can use a reference system where U1 = U and U2 = 0
(it can always be achieved by a rotation of the reference system). In this case we
obtain from (4.20)

Γ = −4πRU sin θ0 . (4.21)

Within the strict context of the ideal incompressible fluid approximation this condi-
tion should be considered as an additional postulate. In the literature it is referred to
as the Kutta (sometimes Kutta–Joukovsky) condition or postulate. We emphasize
that establishing this condition required an extension of the original model based
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(a)

(b)

(c)

(d)

Figure 4.5 The vortex sheet behind the trailing edge of a wing, terminated by a
vortex, appears and decays in the transitional regime. (a), (b) The vortex is formed
at the trailing edge. (c), (d) The propagation and decay of the vortex and the vortex
sheet attached to the vortex. From Prandtl and Tietjens (1931), Abbildungen 43–6.

on assuming a steady ideal flow. The name of the postulate requires a historical dis-
course. In fact, this postulate was formulated and substantiated simultaneously and
independently by the German applied mathematician W. M. Kutta (Kutta, 1910)
and the Russian applied mathematician S. A. Chaplyguine (1910). It is very im-
portant to note that in both these articles the necessity for a rounded leading edge
and a sharp trailing edge of the profile was emphasized. Chaplyguine’s paper was
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published in Russian in a Russian mathematical journal, whereas Kutta’s was pub-
lished in German. Soon after these papers there appeared in German, in a leading
aeronautical journal of that time, a paper by N. E. Joukovsky (1910) where the
results of both Chaplyguine and Kutta were presented, so that the work of each
of these scientists was explained and emphasized. Also, Joukovsky compared their
results with an earlier paper of Kutta (1902) in which the special case of a cir-
culation flow around a symmetric profile having the shape of a circular arc was
considered. In that paper Kutta demonstrated that, for a certain value of the cir-
culation, the velocity at either end of the arc is finite, and he also calculated the
lift force for this case. (This solution is structurally unstable because any, even the
smallest, violation of symmetry leads to the formation of a concentrated force at
the leading or trailing edge, and so it is not related to the theory of flight.) In his
1910 paper Joukovsky also presented the mathematical construction of a family
of wing profiles (now called Joukovsky profiles) that later became popular in air-
craft design. So, it would be more appropriate to name the condition (4.21) the
Kutta–Chaplyguine–Joukovsky postulate.

4.2.5 Calculation of the lift force

We turn now to a calculation of the lift force acting on a wing. We first calculate
the forces which would act on a circular cylinder in a uniform flow with velocity
U at infinity. In an imaginary case we can use the ideal incompressible fluid ap-
proximation for the flow around the cylinder. From (4.19) the complex potential
for such a flow would be (U1 = U, U2 = 0)

w(z) = U
(
z +

R2

z

)
+
Γ

2πi
ln z . (4.22)

It is clearly seen (Figure 4.6) that the components of the force acting on a unit
width of the cylinder have the following expressions:

The force component F, perpendicular to the velocity, i.e., the lift force, is given
by

F = −
∫
∂ γ

p sin θ ds = −
∫ 2π

0
(p sin θ) R dθ; (4.23)

the force component X, parallel to the velocity, i.e., the drag force, is given by

X =
∫
∂ γ

p cos θ ds = −
∫ 2π

0
(p cos θ) R dθ . (4.24)

The integrals are taken over the cylinder surface, ∂γ, so that ds = R dθ. The pres-
sure can be expressed via the Lagrange–Cauchy integral (3.28), which coincides in
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Figure 4.6 Calulation of the lift force and the drag force in a fictitious ideal in-
compressible flow around a circular cylinder.

this case with the Bernoulli integral: thus

p = C − ρu2

2
,

where C is a constant and

u2 = u2
1 + u2

2 = (u1 + iu2)(u1 − iu2) =
(
dw
dz

) (
dw
dz

)
.

We find from (4.23) and these formulae that

u2 = 4U2 sin2 θ − 2ΓU
πR

sin θ +
Γ2

4π2R2 . (4.25)

Substituting (4.25) into the expression for the pressure and then performing the
integrations in (4.23), (4.24) we obtain for the cylinder

F = −ρUG , X = 0 . (4.26)

Now we will determine the force acting on a wing of an arbitrary profile, assum-
ing the ideal incompressible fluid approximation. We remind the reader that for an
ideal incompressible fluid the components of the tensor of momentum flux density
ΠΠΠ = pI + ρu ⊗ u have the following expression: Πi j = pδi j + ρuiu j. The flow is
steady and the mass force vanishes. Therefore the equation for momentum balance
takes the form

divΠΠΠ = 0 , ∂αΠiα = 0.

Take a contour ∂S which is far from the wing contour (Figure 4.7). This contour
will be removed to infinity later. Integrating the relation ∂αΠiα = 0 over the volume
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∂S

∂C
C

Figure 4.7 Calculation of the lift force due to the flow around a wing.

between contours ∂C and ∂S fixed in the reference system attached to the wing and
using Gauss’ theorem, we obtain∫

∂αΠiα dω =
∫
∂C
Πiαnα ds +

∫
∂S
Πiαnα ds . (4.27)

Here nα is a component of the outward normal to the boundary of the volume of
integration. We have∫

∂C
Πiαnα ds =

∫
∂C

(ρuiuα + pδiα)nα ds =
∫
∂C

pni ds , (4.28)

because nαδiα = ni and there is no flux through the contour ∂C, so that ρuαnα = 0
at ∂C. It is easy to see that the last integral in (4.28), taken with a minus sign, is the
ith component Ii of the force acting on unit width of the wing. Thus

Ii = −
∫
∂C

pni ds =
∫
∂S

(pδiα + ρuiuα)nα ds . (4.29)

Note that as z → ∞, dζ/dz → 1 and the conformal mapping ζ = F(z) can be
represented by

ζ = F(z) = z
(
1 + O

(1
z

))
so that, as z→ ∞,

w = Uz +
Γ

2πi
ln z + O

(1
z

)
,

dw
dz
= U +

Γ

2πiz
+ O

( 1
z2

)
. (4.30)

We note that the terms of order O(1/z2) are negligible in calculating the integral
(4.29) when the contour ∂S goes to infinity. Therefore we come to an important
conclusion: the specific shape of the wings influences the force acting on the wings
only via the circulation Γ. Thus both components of the total force I, i.e. the lift
force I2 = F and the force I1 = X, acting on the profile C in the ideal incompress-
ible fluid approximation depend only on the parameters U, Γ and ρ. The dimensions
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of F and X are M/T 2 (force per unit length); the dimensions of U, Γ and ρ are L/T ,
L2T and M/L3. Dimensional analysis therefore gives

F = c1ρUΓ , X = c2ρUΓ, (4.31)

where c1, c2 are constants that are universal in the sense they do not depend on the
shape of the wing profile; remember that the shape of the wing influences the force
only via the circulation Γ. The direct computation performed above for the case of
a circular cylinder yielded c1 = −1, c2 = 0, and these values should be valid for
a wing of arbitrary profile. Therefore we obtain, in the ideal incompressible fluid
approximation, the same expression as (4.26) for a wing of arbitrary profile (4.27):

F = −ρUΓ , X = 0 . (4.32)

In the literature the first of these relations is called the Joukovsky theorem and
the second the D’Alembert paradox. The latter term arose for historical reasons
and is not quite correct: the vanishing of the drag in the ideal incompressible fluid
approximation of cannot be considered a paradox because this approximation, as
shown earlier, is inappropriate for calculating the drag force.

The Joukovsky (1906) theorem3 shows that the lift force is proportional to
the product of the velocity of flight U and the circulation Γ. We calculated
the circulation Γ in the ideal incompressible fluid approximation using the
Kutta–Chaplyguine–Joukovsky condition. However, the origin of the circulation
is related to the production of vorticity at the boundary by the action of viscous
forces, which are not taken into account in this approximation.

Note in conclusion that for a symmetric profile under zero angle of attack the
circulation, by symmetry, is equal to zero. At small angles of attack the circulation
is proportional to the angle of attack. Therefore the lift force is then proportional
to the product of the velocity and the angle of attack: F ∼ ρUα.

3 It is fair to mention that the Joukovsky theorem for the case of a circular cylinder was substantiated,
formulated and proved in Lord Rayleigh’s (1877) paper “On the irregular flight of a tennis ball”.



5
The linear elastic solid approximation. Basic equations

and boundary value problems in the linear theory
of elasticity

The mathematical theory of elasticity based on the idealization presented in this
chapter is a remarkable classical branch of the mechanics of continua, which has
advanced far in the more than 200 years it has been studied. In this chapter a con-
cise presentation of the fundamentals of this theory will be given, bearing in mind
readers who have not met it before, and it will also serve as a preparation for the
next chapter, where we discuss the mathematical modeling of fracture phenomena,
which nowadays is the principal area of attention.

5.1 The fundamental idealization

A crucially important property of a deformable solid continuum is that it is possi-
ble for it to possess non-trivial stress distributions even when the body is at rest,
i.e. when the velocity is everywhere equal to zero.

The theory of elasticity as a science is older than fluid mechanics. Its basic law,
which was developed to a fundamental model, was formulated by Robert Hooke
more than 300 years ago, in the article Hooke (1678).1

Readers already know the formulation of Hooke’s law for an elastic rod. A rod2

is an elastic body whose length � is substantially larger than its cross-sectional size
s and which has a constant cross-section area S (see Figure 5.1, taken from the
book of Galileo Galilei (1638)). Let us take the longitudinal direction of the rod
as the x1 axis of a system of orthonormal Cartesian coordinates. Then, under the

1 Before the paper of 1678, Hooke announced in 1660 at the end of his Book of the Descriptions of
Helioscopes this law in the form of an anagram in Latin: c e i i i n o s s s t t u v – ut tensio, sic vis, which
means “as I stretch, so is the force”. At that time such a form of publishing was not unusual and for
mathematicians of the time, solving such anagrams was not a big deal. However, the paper by Hooke (1678)
should be considered as the first publication in the theory of elasticity. Hooke wrote afterwards that he
omitted to publish the law earlier because he was anxious to obtain a patent for a particular application of it
(Todhunter and Pearson, 1886).

2 In fact, this concept of a rod is also an example of an “intermediate asymptotic”. Speaking about
deformations of a rod we have in mind deformations in a region (Figure 5.1) between the grips (supports) at
distances from the grips much larger than the cross-sectional size.
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Figure 5.1 Galilei’s illustration of a tensile test.

weight P of the load C hanging on its grip and directed along its axis AB, the rod
is strained : it is stretched and thinned. The amounts of stretching Δ� and thinning
Δs are related to the acting loading force P by Hooke’s law:

Δ�

�
=

P
SE

,
Δs
s
= − νP

SE
. (5.1)

Here E and ν are the material properties, the Young modulus and the Poisson ratio
respectively. The real content of the law is that for an elastic body these properties
depend neither on the size of the rod nor on the load, so that if for a given material
these properties are measured, it is possible to find deformations for all rods and
all loads.

The fundamental idealization, which we will speak about in this chapter, is based
on two important observations. First, for a wide class of materials (metals, ceram-
ics, composites etc.) under normal conditions and moderate loads the value of the
Young modulus is very large, much larger than the stress P/S which the mate-
rial can support. For instance, for structural steel E is of the order of 106 kgf/cm2

whereas normally loads are of the order of 103 kgf/cm2. Therefore the relative
stretching and thinning Δ�/�, Δs/s are small; e.g., for a steel rod 1 m long and
1 cm diameter, loaded by 1 ton, a substantial load, the stretching is of the order of
a millimeter and the thinning is of the order of 10 microns, i.e., the thickness of
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Ω ∂Ω

Figure 5.2 Elastic body under “generic” loads.

a human hair. Furthermore, when a load, even a substantial one, is removed from
structures made of such materials, they return to their previous undeformed state.

Therefore, under a very wide range of external conditions (temperature, ambient
medium etc.) and loads, structures made of such materials can be approximately
modeled as linear elastic bodies. The relations between forces and deformations
in this model essentially extend those of Hooke’s law (5.1) to the general case of
spatial loadings and geometries. It is significant that in such generalizations we
need introduce no new material properties other than the Young modulus E and the
Poisson ratio ν.

To obtain the basic relationships for the linear elastic body approximation con-
sider the deformation of an arbitrary body under the action of some “generic” loads
(Figure 5.2). The first assumption is that the continuous medium is homogeneous
and isotropic: the properties of the body do not depend on the origin of the refer-
ence system of the observer nor on its orientation.

We will proceed using the Lagrangian approach, introducing the time t and initial
radius vector of a particle, X, as independent variables. After the application of
loads the particles forming the deformable body are displaced, so that the particle
with radius vector X at time t0 just before the loading is, at time t, moved to the
radius vector x, x = χ(X, t). In the approximation under consideration it is assumed
that the vector w of the deformation displacement,

w(X, t) = x − X, (5.2)

has a small magnitude (modulus) in comparison with the characteristic length scale
� of the body. More precisely, introduce the characteristic stress σ0 = P/� 2, where
P is a characteristic load acting on the body. Then

ε =
σ0

E
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is a small parameter. We assume that the magnitude of the displacement vector |w|
is of the order of ε� over the entire body. Note that this is a special case, that of stiff
elastic bodies. Large displacements can be considered for perfectly elastic bodies
(rubber is an example), but this is beyond the scope of the present book.

Therefore, in the present model we are justified in neglecting the difference be-
tween the Eulerian and Lagrangian independent variables, x and X, in the equation
of momentum balance (1.26), and so we identify in this equation the Eulerian inde-
pendent variable x, used in its derivation, with the Lagrangian independent variable
X, the radius vector of a particle prior to loading.

Now take a small neighborhood of the point x and expand the field of the defor-
mation displacement w(x + r) in this vicinity in a Taylor series, leaving only the
first two terms (we will see later what this means physically):

w(x + r) = w(x) + (grad w) · r . (5.3)

Here, grad w is the second-rank tensor with components ∂ jwi. Again, as we did in
Chapter 3, but this time for the displacement, we represent the second-rank tensor
grad w as a sum of symmetric and antisymmetric tensors:

L = grad w =W + D ,

W = 1
2 (grad w − grad wT) ,

D = 1
2 (grad w + grad wT) .

(5.4)

Thus the vector (grad w) · r is equal to the sum of the vectors W · r + D · r. The
former, W · r, is equal to the vector product ωωω × r, where (see Chapter 3) ωωω =
1
2σ curl w is the axial vector corresponding to the antisymmetric tensor W and
is called the small-rotation vector. Therefore the sum w(x) +W · r represents the
displacement of particles in the neighborhood of a point x in a solid body: it is
a translational motion with center w(x) and a small rotation ωωω × r. In orthogonal
Cartesian coordinates the tensor D has components

Di j =
1
2 (∂ jwi + ∂iw j) . (5.5)

It is easy to show that if the displacement field w(x + r) corresponds to the dis-
placement of a solid body, so that

w(x + r) = w(x) +ΩΩΩ × r

whereΩΩΩ is a constant vector, then the tensor D with components ∂ jwi + ∂iw j van-
ishes. Therefore this tensor expresses the contribution of what remains – of the
local small deformation – to the displacement field. This explains its name: the
small-strain tensor.

The tensor D is symmetric and so has three mutually orthogonal principal direc-
tions, determined by the orts (unit vectors) e1, e2, e3. We can, without any loss of
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Figure 5.3 Deformation of an infinitesimal rectangle OACB to the parallelogram
O′A′C′B′: O, (xi, x j); A, (xi, x j+dx j); B, (xi+dxi, x j); C, (xi, dxi, x j+dx j); O′, (xi+
wi, x j + wj); A′, (xi + wi + ∂ jwidx j, x j + dx j + wj + ∂ jw jdx j); B′, (xi + dxi + wi +
∂iwidxi, x j +wj + ∂iw jdxi); C′, (xi + dxi +wi + ∂iwidxi + ∂ jwidx j, x j + dx j +wj +
∂iw jdxi + ∂ jw jdx j).

generality, select the local system x1, x2, x3 in such a way that the three vectors
e1, e2, e3 form its basis. Therefore the action of a small deformation is reduced to
stretching or contracting the small vectors dxiei to dx′iei (i = 1, 2, 3, note that there
is no summation!) with relative strain (Δ�/�) = (dx′i − dxi)/dxi = ∂iwi, while these
vectors remain orthogonal. Thus, a rectilinear parallelpiped based on these vectors
remains a rectilinear parallelpiped. The relative variation of the volume of this par-
allelpiped, ΔV/V , where V = dx1dx2dx3, ΔV = V ′ − V and V ′ = dx′1dx′2dx′3, is
equal, up to terms of the next order, to the trace of the tensor D:

ΔV
V
= trace D = ∂αwα (5.6)

(here the summation law for indices applies, of course). The result obtained is nat-
ural: the quantity trace D is an invariant and so remains unchanged by any rotation
of the local coordinate system.

The physical meaning of the components Di j of the tensor D in an arbitrary
system of coordinates is clear from Figure 5.3. For i = j, up to terms of the next
order it is the relative stretching (or contraction) of a small vector dxi directed
along the axis xi; for i � j it is one-half the variation, after a small deformation, of
what was previously a right angle between the vectors dxi and dx j. The reader is
recommended to check this statement; it is a good exercise.

Now introduce the linear elastic deformable solid approximation, for which the
stress tensor σσσ is a linear function of the small-strain tensor D. We remind the
reader additionally of the assumption that the elastic solid is homogeneous and
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isotropic. Then the most general form of inear relation between the tensors σσσ and
D is

σσσ = λ(trace D)I + 2μD . (5.7)

Here λ and μ are constant scalar properties of the medium, known as the Lamé
constants. They are constant because if they were to depend on the coordinates
then relation (5.7) would be inhomogeneous. They are scalars because if they were
tensors they would have some preferred directions: this is incompatible with the
isotropy assumption.

The reader may ask why are there no linear terms with higher, e.g., second,
derivatives in relations of the type (5.7). The physical reason for this is that were
such terms to enter relation (5.7) then the constant coefficients associated with them
would have the dimensions of the Lamé constants times one extra length. Dividing
these new constants by the Lamé constants we would find new characteristic ma-
terial linear scales entering the model. Our restriction to first derivatives therefore
means that in the intermediate asymptotic model under consideration such length
scales are taken to be negligible. Sometimes it is necessary to drop this assumption,
for instance in the modeling of short-wavelength elastic waves.

Equation (5.7) is a constitutive equation for a linear elastic homogeneous
isotropic body, and the corresponding approximation is called the linear elastic
body approximation. It is appropriate to introduce the tensor

D − ( 1
3 trace D)I , (5.8)

which is called the small-strain deviator. The trace of this tensor is obviously equal
to zero. In terms of this deviator the constitutive relation (5.7) becomes

σσσ = 2μ[D − 1
3 (trace D)I] + K(trace D)I . (5.9)

Here K = λ+ 2
3μ. Equation (5.9) is also a widely used form of the relation between

the stress tensor and the small-strain tensor – it is the constitutive equation of a
homogeneous isotropic linear elastic deformable solid.

Owing to the special importance of relations (5.7)–(5.9) we will give here an-
other derivation of them, based explicitly on the invariance principle.

Let a and b be arbitrary vectors. Consider a scalar, the bilinear form σαβaαbβ
(the summation is again over repeated Greek indices from 1 to 3). Owing to the
linearity, homogeneity and isotropy of the medium, this bilinear form can be inter-
preted as the most general linear function of three quantities:

(1) the analogous scalar bilinear form for the small-strain tensor Dαβaαbβ;
(2) a linear invariant of the tensor D, its trace, trace D = Dαα; and
(3) the joint bilinear invariant of the vectors a and b, their scalar product (a,b) =

aαbα.
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The most general form of such a linear relation is obviously

σαβaαbβ = λDααaγbγ + 2μDαβaαbβ

(the scalar product aαbα cannot enter separately because if D = 0 then σσσ would
also be equal to zero; we will not consider a so-called “pre-stressing” situation
here.)

Assuming a = ei, b = e j (where e1, e2, e3 are the unit vectors of the Cartesian
orthonormal system) we obtain again relation (5.7) in component form,

σαβaαbβ = σi j = λDααδi j + 2μDi j ,

and also

σi j = 2μ(Di j − 1
3 Dααδi j) + KDααδi j , (5.10)

which is relation (5.9) in component form. (The factor 2 compensates for the pre-
viously introduced factor 1

2 .) The physical meaning of the constants λ and K is
transparent. Indeed, the trace of the deviator D − 1

3 trace DI vanishes. Therefore
the relation (i.e., 5.9) after convolution (i.e., setting i = j and summing) assumes
the form

trace σσσ = 3K trace D . (5.11)

Thus the coefficient 3K is the proportionality factor between the traces of the stress
and small-strain tensors. The latter, trace D = ∂αwα, is, as we have just seen, the
volume strain. In particular, in the case of a hydrostatic pressure, i.e., if the stress
has no shear components, we haveσσσ = −pI and trace σσσ = −3p and relation (5.11)
assumes the form

trace D = − p
K
. (5.12)

Thus the coefficient K is equal to the proportionality factor between the pressure
and the volume strain; it is called the volume compression modulus.

To understand the meaning of the second coefficient μ let us turn to relation
(5.10) and put i � j. We obtain

σi j = 2μDi j = μ(∂ jwi + ∂iw j) . (5.13)

However, the quantity ∂ jwi + ∂iw j (see the caption for Figure 5.3) is just the varia-
tion of the angle between two initially mutually perpendicular infinitesimally small
vectors dxi and dx j. Thus μ is the proportionality factor between the shear stress
acting at the faces normal to dxi and dx j and the corresponding variation of the
right angle between these faces. This justifies the term shear modulus for the coef-
ficient μ.
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Obviously the elastic constants λ, μ,K could be expressed via the Young modu-
lus and Poisson ratio. To obtain such expressions it is enough to solve the relations
(5.10) for Di j. We have

Di j =
1

9K
σααδi j +

1
2μ

(
σi j −

1
3
σααδi j

)
. (5.14)

In the case of the tension in a rod, σ11 = P/S and all other components of the stress
tensor vanish. Substituting into (5.14) we obtain

D11 =
Δ�

�
=

(
1

9K
+

1
3μ

)
P
S
=

P
SE

,

D22 =
Δs
s
=

(
1

9K
− 1

6μ

)
P
S
= − νP

SE
.

(5.15)

From these relations the relations for λ, μ and K as functions of E and ν follow
easily:

μ =
E

2(1 + ν)
, K =

E
3(1 − 2ν)

, λ =
νE

(1 + ν)(1 − 2ν)
. (5.16)

5.2 Basic equations and boundary conditions of the linear theory
of elasticity

In the absence of mass forces the equation (1.30) for momentum balance assumes
the form

ρ
du
dt
= divσσσ . (5.17)

On the left-hand side of equation (5.17) is the individual derivative of the velocity
u, i.e., the velocity derivative for a given particle. In Lagrangian variables X, t this
derivative is equal to ∂tw. However, in the same Lagrangian variables we have
u = ∂tx, where x is the radius vector of the particle at time t having Lagrangian
coordinate X. The quantity X is obviously time independent. Therefore we obtain
in Lagrangian coordinates

u = ∂tx = ∂t(x − X) = ∂tw , ∂tu = ∂2
uw , (5.18)

where w = x − X is the elastic displacement.
Remember now that, in the linear elastic solid approximation, we can identify,

on the right-hand side of (5.17), the Eulerian space coordinates with the Lagrangian
coordinates. This means that we can take the operator ∇ = eα∂α in the space vari-
ables of the undeformed body, i.e., in the Lagrangian space variables.

The governing equation (5.7) gives

divσσσ = 2μ div D + λ div[(trace D)I] . (5.19)
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According to formula (5.4) and elementary formulae of vector analysis (which the
reader can easily reproduce if needed in coordinates) we have

div D = 1
2∇(grad w + grad wT) = 1

2 (grad div w + 1
2Δw) ,

div((trace D)I) = div(div wI) = I grad div w = grad div w .

Therefore substituting (5.18) and (5.19) into the momentum balance equation (5.17)
we obtain the basic equation of the “dynamic” theory of elasticity;

ρ∂2
ttw = μΔw +

μ

1 − 2ν
grad div w . (5.20)

Another form of this equation may also be useful. Again from elementary vector
analysis we have

grad div w = Δw + curl curl w . (5.21)

Substituting this equation into (5.20) we reduce it to the form

ρ∂2
ttw =

μ

1 − 2ν
[2(1 − ν)Δw + curl curl w] . (5.22)

In the static case, where there are no particle motions, the displacement vector w
is time independent and the velocity is equal to zero; thus equation (5.20) assumes
the form

(1 − 2ν)Δw + grad div w = 0 . (5.23)

The basic equation (5.23) of the static theory of elasticity was published, in a dif-
ferent form, by the French scientist and engineer C. L. M. H. Navier (1827). (Note
that this article was presented to the French Academy of Sciences in 1820 and read
at its meeting in May 1821.) It has two important properties. Namely, according
to this equation the trace of the small-strain tensor trace D = div w is a harmonic
function. Indeed, let us perform the operation div over both parts of equation (5.23).
The operations div and Δ are commutative, and so we obtain

Δ div w = 0 . (5.24)

Now perform the operation Δ over both parts of equation (5.23). The operations
grad and Δ are also commutative, and so taking into account (5.24) we obtain

ΔΔw = 0 . (5.25)

The static elasticity equation (5.23) requires us to prescribe boundary conditions.
The most frequently used are the following alternatives.

(1) At the boundary ∂Ω of the deformable body Ω (Figure 5.2) a distribution of
displacements w is prescribed (corresponding to a rigid punch):

w = f(x) , x ∈ ∂Ω . (5.26)
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Here f(x) is a given vector function; recall that the notation x ∈ ∂Ω means that
the point x belongs to the boundary ∂Ω of the body Ω.

(2) At the boundary ∂Ω, with outward unit normal vector n, the distribution of the
traction vector p is prescribed:

p = σσσn = f(x) , x ∈ ∂Ω . (5.27)

In the basic constitutive equation (5.7) (or (5.9)) the stress σσσ is expressed via
the space derivatives of the displacement vector w. Therefore the boundary
value problem in this case is reduced to the prescription on the boundary of the
body of a linear combination of space derivatives of the displacement vector
w, in terms of which the basic equations (5.23) are formulated.

(3) At the boundary ∂Ω the normal component of the displacement vector is pre-
scribed, as is the tangential component of the traction vector (this constitutes a
mixed problem):

un = w ·n = f (x) , pt = p − (p ·n)n = g(x) , x ∈ ∂Ω . (5.28)

Here f is a prescribed scalar function and g(x) is a prescribed vector function.

As we can see, all these boundary value problems are linear if the boundary ∂Ω
is known beforehand3 and the basic equation (5.23) is also linear.

For dynamic problems governed by equations (5.20) or (5.22), initial conditions
at a certain moment t = t0 should also be prescribed:

w(x, t0) = F(x) , ∂tw(x, t0) = G(x) . (5.29)

Here F(x) and G(x) are vector functions prescribed in Ω.
Among the dynamic problems of elasticity, elastic waves play a special role.

Consider an infinite body. It is possible to represent the elastic displacement field
w(x, t) as a sum of two vector fields,

w = w1(x, t) + w2(x, t) , (5.30)

where the field w1 is solenoidal, i.e., its divergence is equal to zero, while the field
w2(x, t) is irrotational, so that

div w1 = 0 , curl w2 = 0 .

Substituting (5.30) into (5.20) and in turn performing the operations curl and div,
we obtain

curl
(
∂2

ttw1 −
μ

ρ
Δw1

)
= 0 ,

(5.31)

div
(
∂2

ttw2 −
2(1 − ν)
(1 − 2ν)

μ

ρ
Δw2

)
= 0 .

3 The importance of this reservation will become clear when we consider fracture problems.
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However, by the definitions of w1 and w2 it follows that

div
(
∂2

ttw1 −
μ

ρ
Δw1

)
= 0 ,

(5.32)

curl
[
∂2

ttw2 −
2(1 − ν)
(1 − 2ν)

μ

ρ
Δw2

]
= 0 .

Remember that if curl A = 0 for a vector A then there exists a scalar function φ
such that A = grad φ. If, in addition, div A = 0 then φ must be a harmonic function,
so that Δφ = 0. If the body is infinite, it follows that φ ≡ const, because any
function that is harmonic in an entire space must be a constant. Assuming that at
infinity the displacement vanishes we obtain that representation (5.30) is unique
and, from equations (5.31) and (5.32), we find that in an elastic medium two types
of waves are propagated, described by two wave equations with different wave
speeds a1, a2:

∂2
ttw1 − a2

1Δw1 = 0 , a2
1 =

(
μ

ρ

)
,

∂2
ttw2 − a2

2Δw2 = 0 , a2
2 =

2(1 − ν)
(1 − 2ν)

μ

ρ
> a2

1 .

(5.33)

In bounded elastic bodies these two types of wave do not propagate independently,
because at the boundaries a wave of one type produces, generally speaking, waves
of the other type.

In waves of the first type, all that takes place is a distortion of the particles:
there is no change of volume because div w1 = 0. Therefore these waves are called
shear waves. In distinction to these, irrotational waves of the second type produce
volume changes. Therefore these waves are called compression–expansion waves.

5.3 Plane problem in the theory of elasticity

In the previous section we saw that the basic boundary value problems of the theory
of elasticity are linear. For more than a century, most of the mathematical theory
of elasticity consisted of developing effective methods for solving wide classes of
problems. In recent decades, however, computational methods have become in-
creasingly important. There are many excellent comprehensive treatises, textbooks
and monographs where these methods are explored. In the present book we do not
claim to consider the available methods of solution for elasticity problems in any
detail: these are generally beyond our scope. However, to demonstrate some prin-
cipal properties of the mathematical models of solids we will need some explicit
analytic solutions of them. Using such solutions we will be able to understand im-
portant qualitative properties of the models and also their singularities, which are
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of special interest because they demonstrate what happens when the model breaks
down and what we will need from more general models.

Therefore we choose for more detailed consideration here a very efficient method
which is applicable in the case of plane strains. This term corresponds to the case
when the component of the displacement vector w along a certain axis x3 of an
orthonormal Cartesian coordinate system is identically equal to zero and the two
other components depend only on the coordinates x1 and x2 orthogonal to x3:

w1 = w1(x1, x2) , w2 = w2(x1, x2) , w3 = 0 . (5.34)

Of course, plane strain is a very special case of deformation. It occurs in some
interesting practical problems, for instance in the design of aircraft wings or wide
dams. However, in this book this method will be used mainly to reveal some general
intermediate-asymptotic properties of elastic fields and in particular to present the
phenomenon of fracture.

The method that we present here uses the theory of functions of a complex vari-
able. It is now an everyday tool in technical design, even when the elastic fields
involved are not plane strain fields. The invention of this method is considered to
be one of the fundamental twentieth century achievements in the theory of elastic-
ity; its development is due mainly to the Soviet scientists G. V. Kolosov (1909) and
N. I. Muskhelishvili (1963).4

In the plane strain case, Hooke’s law for the components σ11 and σ22 of the
stress tensor (see equation (5.10)) can be written as

σ11 =
E

(1 + ν)(1 − 2ν)
[(1 − ν)∂1w1 + ν∂2w2] ,

σ22 =
E

(1 + ν)(1 − 2ν)
[ν∂1w1 + (1 − ν)∂2w2] ;

(5.35)

remember that w3 is equal to zero and that w1, w2 do not depend on x3. Adding
these equations we obtain

σ11 + σ22 =
E

(1 + ν)(1 − 2ν)
(∂1w1 + ∂2w2) .

However, according to (5.24) and bearing in mind that ∂3w3 = 0 and ∂αwα = div w
is a harmonic function, we find that σ11 + σ22 is also a harmonic function:

Δ(σ11 + σ22) = 0 .

4 Here there is a certain mystery. When S. A. Chaplyguine, the great Russian applied mathematician, died in
1942, Professor L. N. Sretensky was commissioned to consider his remaining manuscripts. He found among
them a manuscript containing the basic ideas and results of this method that was definitely written earlier
than the first fundamental memoir of Kolosov (1909).
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In the static equilibrium case the momentum balance equation assumes the form
divσσσ = 0. The quantity divσσσ is a vector, and when projected onto the x1 and x2

axes this equation takes the form

∂1σ11 + ∂2σ12 = 0 ,
∂1σ21 + ∂2σ22 = 0 .

(5.36)

Remember that according to Hooke’s law the stress components do not depend on
x3 and that σ12 = σ21.

Now recall our discussion of the plane motion of an ideal incompressible fluid.
The continuity equation

∂1u1 + ∂2u2 = 0

(u1, u2 are velocity components) allowed us to introduce the stream function ψ

so that u1 = ∂2ψ, u2 = −∂1ψ constitute the condition for integrability. In a com-
pletely analogous way the equations of elastic equilibrium (5.36) can be used as
an integrability condition allowing us to express all the non-vanishing components
of the stress tensor σ11, σ22, σ12 via a single function, namely the stress function
θ(x1, x2):

σ11 = ∂
2
22θ ,

σ22 = ∂
2
11θ ,

σ12 = σ21 = −∂2
12θ .

(5.37)

Indeed, the substitutions (5.37) satisfy the equations of elastic equilibrium (5.36)
identically. The stress function was introduced by the British astronomer Airy and
so is called the Airy function. According to (5.37)

σ11 + σ22 = Δθ ,

and, thanks to the harmonicity of the function σ11+σ22, we obtain that the function
θ is biharmonic:

ΔΔθ = 0 . (5.38)

The argument presented here is close to that used when we proved the harmoni-
city of the potential and stream functions for plane potential flows of an ideal in-
compressible fluid. The general solution to the Laplace equation Δφ = 0 in the
plane case is φ = Re w(z), where w(z) is an arbitrary analytic function of a complex
variable z = x1 + ix2. The general solution of the biharmonic equation, obtained by
the French mathematician E. Goursat, is constructed in a way that is only slightly
more complicated. It is expressed via not one but two analytic functions of a com-
plex variable z. Indeed, it follows from (5.38) that Δθ = P is a harmonic function.
Therefore P + iQ = f (z) is an analytic function of a complex variable z, where Q
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is a function of two variables x1 and x2 harmonically conjugate to P; the functions
P and Q are related by the Cauchy–Riemann equations

∂1P = ∂2Q , ∂2P = −∂1Q . (5.39)

Introduce an analytic function

φ(z) = p + iq = 1
4

∫
f (z) dz (5.40)

so that φ′ = 1
4 f (z) = 1

4 (P + iQ). The harmonically conjugate functions p(x1, x2),
q(x1, x2) also satisfy the Cauchy–Riemann equations as well as the equations

∂1 p = ∂2q = 1
4 P , ∂2 p = −∂1q = − 1

4 Q . (5.41)

We observe easily that Δ(px1) = 2∂1 p, Δ(qx2) = 2∂2q = 2∂1 p and therefore

Δ(θ − px1 − qx2) = 0 , (5.42)

so that the harmonic function θ − px1 − qx2 = p1 is also the real part of an analytic
function χ(z) = p1 + iq1 of a complex variable z. But px1 + qx2 is evidently the
real part of a function z̄φ(z) = (p+ iq)(x1 − ix2). Therefore a general solution to the
biharmonic equation (5.38) can be represented in the form

θ = Re
[
z̄φ(z) + χ(z)

]
. (5.43)

Here φ(z), χ(z) are arbitrary analytic functions of the complex variable z = x1+ ix2.
The problem is therefore to find these functions φ and χ for the elastic field

in which we are interested. However, the boundary conditions, as we have seen,
are presented via the displacement and stress. Therefore we now have to express
the stress and displacement components via these analytic functions. According to
the relations (5.37), which introduced the stress function, it is possible to rewrite
Hooke’s law (5.35) in the plane strain case in the form

∂2
22θ =

E
(1 + ν)(1 − 2ν)

[(1 − ν)∂1w1 + ν∂2w2] ,

∂2
11θ =

E
(1 + ν)(1 − 2ν)

[ν∂1w1 + (1 − ν)∂2w2] .
(5.44)

We can solve these equations for ∂1w1 and ∂2w2:

∂1w1 =
1 + ν

E
(∂2

22θ − νΔθ) ,

∂2w2 =
1 + ν

E
(∂2

11θ − νΔθ) .
(5.45)
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Transforming the first, we find

E
1 + ν

∂1w1 = ∂
2
22θ − νΔθ

= (1 − ν)Δθ − ∂2
11θ

= −∂2
11θ + 4(1 − ν)∂1 p , (5.46)

because, according to our previous arguments, Δθ = P = 4∂1 p. Integrating (5.46)
over the variable x1, we obtain

E
1 + ν

w1 = −∂1θ + 4(1 − ν)p + f1(x2) , (5.47)

where f1(x2) is an arbitrary function of x2. In an analogous way we obtain from the
second equation in (5.45)

E
1 + ν

w2 = −∂2θ + 4(1 − ν)q + f2(x1) , (5.48)

where f2 is also an arbitrary function but of x1. Note now that for the stress compo-
nent σ12 = −∂2

12θ the following relation is valid:

σ12 = −∂2
12θ =

E
2(1 + ν)

(∂1w2 + ∂2w1) ; (5.49)

this also follows from Hooke’s law for the plane-strain case. So, differentiating
(5.47) by x2, and (5.48) by x1 and substituting into (5.49), we obtain that f ′1(x2) +
f ′2(x1) = 0. The functions f1 and f2 are functions of different arguments, therefore
f ′1(x2) = α, f ′2(x1) = −α, and

f1 = αx2 + β , f2 = −αx1 + γ ,

where α, β, γ are constants. Obviously these functions are the x1, x2 components
of a solid body displacement. If the reference system of the observer is attached to
the elastic body under consideration then these functions can be taken as equal to
zero. We obtain

E
1 + ν

(w1 + iw2) = −(∂1θ + i∂2θ) + 4(1 − ν)(p + iq)

= −(∂1θ + i∂2θ) + 4(1 − ν)φ(z) . (5.50)

According to (5.43) we have

2θ = z̄φ + zφ̄ + χ + χ̄ . (5.51)

We find by differentiating this relation that

2∂1θ = z̄φ′ + φ + zφ′ + φ̄ + χ′ + χ′ ,

2∂2θ = i(−φ + φ̄ + z̄φ′ − zφ′ + χ′ + χ′) ,
(5.52)
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Figure 5.4 Representation of the traction p via Kolosov–Muskhelishvili poten-
tials; see the text.

and it is easy to find the following relation for the important quantity ∂1θ + i∂2θ:

∂1θ + i∂2θ = φ + zφ′ + ψ̄ . (5.53)

Here we have introduced the notation χ′(z) = ψ(z). Now we substitute (5.53) into
(5.50) and ultimately obtain the formula expressing the displacement in terms of
the functions φ and ψ. In the literature it is known as the first Kolosov–Muskhelishvili
formula,

E
1 + ν

(w1 + iw2) = κφ − zφ′ − ψ̄ . (5.54)

Here the notation κ = 3 − 4ν has been used.
Now we will obtain analogous formulae for the stress components. Let us take a

cylindrical surface of unit height supported by a contour AB with external normal
n (Figure 5.4). An elementary force p ds acts on the element of this cylindrical
surface supported by a line element ds of the contour AB. Here obviously (see
formulae (1.32), (1.33)) the components of the traction force p are

p1 = σ11n1 + σ12n2 , p2 = σ12n1 + σ22n2 , (5.55)

where n1, n2 are the projections of the unit normal vector n, equal to respectively
dx2/ds ,−dx1/ds . We know how the stress components are expressed in terms of
the stress function θ:

p1 = ∂
2
22θ

dx2

ds
+ ∂2

12θ
dx1

ds
=

d
ds

(∂2θ) ,

p2 = −
d
ds

(∂1θ) ,
(5.56)
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and from this we obtain an important general relation,

p1 + ip2 =
d
ds

(∂2θ − i∂1θ) = −i
d
ds

(∂1θ + i∂2θ) . (5.57)

Now take the direction ds to lie along the axis x2, so that the vector n is directed
along the axis x1: we can choose the line AB in an arbitrary way. In this case, from
(5.57) we get

σ11 + iσ12 = −i∂2(∂1θ + i∂2θ)

= −i∂2(φ + zφ′ + ψ̄)

= φ′ + φ′ − zφ′′ − ψ′ . (5.58)

Now let us direct ds along the axis x1, so that the direction of n is opposite to that
of the axis x2. We obtain from (5.57)

−σ12 − iσ22 = −i(φ′ + φ′ + zφ′′ + ψ′) ,

so that

σ22 − iσ12 = φ
′ + φ′ + zφ′′ + ψ′ . (5.59)

Formulae (5.58) and (5.59) ultimately allow us to obtain two relations in which
the components of the stress tensor are represented in terms of the functions φ and
ψ; these relations are the second and third Kolosov–Muskhelishvili formulae,

σ11 + σ12 = 4 ReΦ(z) ,

σ22 − σ11 + 2iσ12 = 2(z̄Φ′ + Ψ) .
(5.60)

The analytic functions Φ = φ′ and Ψ = ψ′ are called the Kolosov–Muskhelishvili
potentials.

5.4 Analytical solutions of some special problems in plane elasticity

In this section we will present solutions of two problems of special significance.

5.4.1 A concentrated load in an infinite elastic body

A concentrated load of magnitude X(X1, X2) per unit length in an infinite elastic
body is uniformly distributed along the x3 axis.5 The problem is linear, but the
arguments x1 and x2 enter in different ways because, in the complex variable Yz, x2

enters with a factor i. Therefore we will consider separately the cases X2 = 0 and
X1 = 0.

5 Such a loading is easy to imagine as applied to a thin rigid rod soldered into a thin cylindrical hole drilled
along its x3 axis.
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In the first case the Kolosov–Muskhelishvili potentials depend only on the quan-
tities X1 and z and on a dimensionless property of the elastic body, its Poisson
ratio ν. The Young modulus is not relevant because only the loads, not the dis-
placements, enter the boundary condition and, according to formula (5.60), the
potentials Φ and Ψ are not influenced by E. The dimensions of the quantities that
we need to consider are evidently as follows: [Φ] = [Ψ] = FL−2 is the dimen-
sion of stress, [X1] = FL−1 is the dimension of force distributed along a line and
[z] = L, [ν] = 1. Here F is the dimension of force and L is the dimension of length.
Dimensional analysis gives manifestly

Φ =
X1

z
A(ν) , Ψ =

X1

z
B(ν) . (5.61)

Here A = A1 + iA2, B = B1 + iB2 are complex constants. It follows from (5.61) that

φ = X1A(ν) ln z , ψ = X1B(ν) ln z . (5.62)

The constants A1, A2, B1, B2 are determined in the following way. First, the com-
plex displacement w1 + iw2 must be a single-valued function: moving around the
origin along a closed contour should return us to the same value of displacement.
Put z= reiω in (5.62), and substitute the result into the first Kolosov–Muskhelishvili
formula (5.54). It is easy to show that the polar angle ω will enter the right-hand
side of (5.54) with coefficient

X1[−κA2 + B2 + i(κA1 + B1)] . (5.63)

The real and imaginary parts of this expression must each vanish because the other
terms on the right-hand side of (5.54) are single-valued functions. Furthermore,
for the bulk force acting on the cylindrical surface of unit height supported by the
contour AB, formula (5.57) yields the expression∫ B

A
(p1 + ip2) ds = −i(∂1θ + i∂2θ) |BA = −i(φ + zφ′ + ψ̄) |BA . (5.64)

If the contour AB is closed, so that points A and B coincide, the bulk force is equal
to the increment in the function −i(φ+ zφ′+ ψ̄) after going around the origin. Using
(5.62) it is easy to see this increment is equal to

2πX1[A1 − B1 + i(A2 + B2)] . (5.65)

However, for the equilibrium of a cylindrical body supported by a closed contour
around the origin at which the concentrated force is applied, the bulk force acting
on the cylindrical surface from the ambient part of the body is equal to −X1. From
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that condition and from the vanishing of the real and imaginary parts of expression
(5.63), a set of equations for coefficients A1, A2, B1, B2 is obtained:

κA1 + B1 = 0, −κA2 + B2 = 0, 2π(A1 − B1) = −1, A2 + B2 = 0 . (5.66)

Solving these equations we eventually find the following relations for the Kolosov–
Muskhelishvili potentials:

Φ = − X1

2π(1 + κ)z
, Ψ =

κX1

2π(1 + κ)z
. (5.67)

The case X1 = 0 can be considered in a completely analogous way, and the follow-
ing expressions for Φ and Ψ are obtained:

Φ = − iX2

2π(1 + κ)z
, Ψ =

iκX2

2π(1 + κ)z
. (5.68)

Thus in the general case the Kolosov–Muskhelishvili potentials for a concentrated
force applied along the x3 axis have the following form:

Φ = − X1 + iX2

2π(1 + κ)z
= − X1 + iX2

8π(1 − ν)z ,

Ψ =
κ(X1 − iX2)
2π(1 + κ)z

=
κ(X1 − iX2)
8π(1 − ν)z .

(5.69)

The solutions obtained for a concentrated force allow the construction of an im-
portant solution for a so-called force dipole. Indeed, take a concentrated force 0,
X2 at the point z0 = −ih and a force equal in magnitude but oppositely directed,
0, −X2, at the point −z0. Then assume that h becomes infinitesimally small, but
in such a way that the product X2h = T remains constant. In the limit we obtain,
as it is easy to show, the following expressions for the Kolosov–Muskhelishvili
potentials:

Φ =
T

π(1 + κ)z2 =
T

4π(1 − ν)z2 ,

Ψ =
κT

π(1 + κ)z2 =
κT

4π(1 − ν)z2 .

(5.70)

We emphasize, and it will be needed later, that the Kolosov–Muskhelishvili poten-
tials for a force dipole decay at infinity as z−2.

5.4.2 Infinitely thin plane cut in an infinite elastic body

Consider an infinitely thin cut along the x1 axis from x1 = − � to x1 = � in an
infinite elastic body under the action of a system of loads that is symmetric with
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x1
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x2
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Figure 5.5 Decomposition of the loads acting on a body with a thin cut.

respect to the x1 and x2 axes (Figure 5.5). In this case we can clearly represent the
elastic field as a sum of two fields. The first, elastic, field corresponds to an infinite
body without a cut, under the action of the same loads. Clearly at the position of
the cut there will appear a distribution of normal stress σ22 = g(x1). Owing to the
symmetry of the loads the tangential stress at the position of the cut should van-
ish: σ12 = 0. Indeed, if there were a non-zero tangential stress and we turned the
loaded body over then the tangential stress would change its sign whilst owing to
their symmetry the loads would remain the same.

The second field corresponds to an infinite body with the cut and with symmetric
loads applied but only at the surface of the cut. These loads must compensate the
loads σ22 = g(x1) appearing in the plane of the cut and also take into account the
normal loads σ22 = G(x1) applied directly of the cut side. Thus, in the second field
the normal loads at the cut sides are distributed according to

σ22 = −g(x1) +G(x1) .

The first field can be obtained by summing the solutions given in the previous
section. It is, in principle, an elementary task, so the function g(x1) can be con-
sidered to be known. The function G(x1) is prescribed as part of the boundary
conditions in the basic problem.

To obtain the second field we use the second and third Kolosov–Muskhelishvili
formulae (5.60). According to the third formula, at the cut and its continuation
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along the x1 axis, where obviously z̄ = z, we have

σ22 − σ11 + 2iσ12 = 2(zΦ′ + Ψ) . (5.71)

We emphasize that on the right-hand side we have an analytic function zΦ′ + Ψ
of a complex variable, because in (5.60) we replaced z̄ by z. But at the cut and its
continuation the shear stress vanishes, σ12 = 0; therefore the imaginary part of this
function also vanishes:

Im (zΦ′ + Ψ) = 0 . (5.72)

Evidently the Kolosov–Muskhelishvili potentials behave at infinity like those for a
force dipole, i.e., they decay as 1/z2. Therefore the analytic function zΦ′ +Ψ must
similarly decay at infinity. But this means that the function zΦ′ + Ψ is identically
equal to zero: this is an elementary fact from the theory of analytic functions. Thus

Ψ = −zΦ′ . (5.73)

We find by integrating (5.73) that

ψ = −
∫

zΦ′dz = −zφ′ + φ . (5.74)

Thus the problem under consideration is reduced to the determination of a single
analytic functionΦ. Now substitute into the third Kolosov–Muskhelishvili formula
(see (5.60)) relation (5.73) for Ψ; for the problem under consideration the formula
reduces to

σ22 − σ11 + 2iσ12 = 2(z̄ − z)Φ′ . (5.75)

In particular, from (5.75) it follows that at the cut, and also at its continuation,
σ22 = σ11. However, according to the second Kolosov–Muskhelishvili formula,
σ11 + σ22 = 4 ReΦ. Therefore at the cut −� ≤ x1 ≤ � we have

ReΦ(z) = 1
2 [−g(x1) +G(x1)] . (5.76)

This condition, together with the condition Φ(z) → 0 at z → ∞, determines the
solution of the Dirichlet problem in the theory of harmonic functions for ReΦ(z).
The standard solution of this problem, which can be readily found in any textbook
on complex analysis, gives

Φ(z) = − 1

2π
√

z2 − �2

∫ �

−�

[g(ξ) −G(ξ)]
√
�2 − ξ2 dξ

ξ − z
. (5.77)

Formally, this expression gives us the final solution to the problem under
consideration. The stress field is obtained by further application of the
Kolosov–Muskhelishvili formulae (5.60). The displacement field is obtained by
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the application of the first Kolosov–Muskhelishvili formula, (5.54), which, accord-
ing to (5.74), assumes the form

E
1 + ν

(w1 + iw2) = (3 − 4ν)φ + (z̄ − z)φ′(z) − φ(z) . (5.78)

Investigation of the obtained solution and its singular properties will be presented
in the next chapter.



6
The linear elastic solid approximation. Applications:
brittle and quasi-brittle fracture; strength of structures

6.1 The problem of structural integrity

The science of studying the strength of structures (i.e. structural integrity), tradi-
tionally known as the strength of materials (this term, as we will see, is not quite
adequate) appeared like Athena from Zeus’ head. It was created by Galileo Galilei,
and was presented in his book Dialogues concerning Two New Sciences (Galilei,
1638), which appeared, by the way, not in his home country, Italy, but in Leiden,
The Netherlands. He was able to overcome the Catholic Church’s prohibition to
publish anything by sending parts of his manuscript to Leiden via his friends.1

Galilei gave the following definition of the subject of this new science: “New sci-
ence, treating the resistance which solid bodies offer to fracture.” It is remarkable
that now, nearly 400 years since its publication, this definition sounds quite mod-
ern. Roughly speaking, the problem is to determine the limiting load which a struc-
ture is able to carry. The goal of the tensile test, shown in Figure 5.1 and taken from
his Galilei (1638), was to determine the limiting load.

Robert Hooke’s fundamental paper published 40 years later, in 1678, which as
we saw in the previous chapter laid the foundation of the theory of linear elasticity,
marked, strictly speaking, a deviation from the path formulated by Galilei. In fact,
this paper founded the science treating the deformation of elastic solid bodies due
to the action of loads applied to them. This is a remarkable, very important, but
different problem.

In particular, the theory of linear elasticity cannot yield a model of the fracture
phenomenon. Indeed, having a solution w(x) of a problem of the theory of elasticity
for a certain load P, we obtain the solution of the problem for an arbitrarily large
load AP simply by multiplying the solution w(x) by the factor A. So, according to
the linear elastic model of a body, the structure can carry arbitrarily large loads,

1 Galilei was rehabilitated by the Church quite recently, in 1992, in the pontificate of John-Paul II.
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and of course this contradicts everyday experience. Furthermore, fracture is not
necessarily accompanied by irreversible, e.g. plastic, deformation: brittle or quasi-
brittle (see below) fracture is often the case. (Remember the porcelain cup that you
broke in childhood: its parts can be assembled back together so that the fracture is
not noticeable, but even so punishment was unavoidable!)

So, the development of the Galilean science of the Strength of Structures re-
mained to a large extent frozen for more than 250 years, whereas the mathematical
theory of elasticity flourished.

In the mid nineteenth century the problem of Strength attracted the attention of
genius, James Clerk Maxwell, who touched upon it in his letter to William Thomp-
son (the future Lord Kelvin).2 Maxwell made the following instructive statement:
“When the strain energy of distortion reaches a certain limit, then the element will
begin to give way.” He emphasized further, “This is the first time that I have put
pen to paper on this subject. I have never seen any investigation of the question:
Given the mechanical strain in three directions on an element, when will it give
way? ” Maxwell’s idea became known only after publication of his letter. After a
certain time Maxwell’s idea found its expression in the Huber–von Mises–Hencky
criterion of fracture, which can be formulated as follows:

The fracture of a structure is a local event, and it occurs when for a certain
element of a structure the positively defined quantity, proportional to the distortion
energy,

(σ1 − σ2)2 + (σ2 − σ3)2 + (σ3 − σ1)2 (6.1)

(where σ1, σ2, σ3 are the principal stresses) reaches a certain limit 2k2.
This limit, if one believes this criterion, can be obtained from a one-dimensional

tensile test, for which σ1 = σY or σf and σ2 = σ3 = 0 (σY is the yield stress, σf

is the fracture (ultimate) stress); k2 = σ2
Y or k2 = σ2

f .
The Huber–von Mises–Hencky criterion was and, up to the present time, is in

wide use for engineering evaluations for the strength of structures.
The subsequent consideration of brittle fracture, where the material remains ide-

ally elastic up to the fracture, showed that this criterion is not quite correct. Frac-
ture is not a local but a global event, and the condition for the fracture of structures
cannot be obtained using a local criterion similar to (6.1).

6.2 Defects and cracks

A crucially important step in the development of the science of the strength of
structures was performed by the British scientist and engineer A. A. Griffith, a

2 See the classic text of S.P. Timoshenko (1953).
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(a) (b)

Figure 6.1 (a) The ideal shape of a structure as it appears in a designer’s drawing.
(b) The real shape of a structure where defects and cracks are also presented.

disciple of G. I. Taylor. Following him, the statement of the problem of the strength
of structures can be presented as follows. The idealized shape of a structure, as
presented in the drawing of a designer (Figure 6.1a), is incomplete. In fact, the sit-
uation regarding boundaries is more complicated. In addition to the “legal” bound-
aries the structure always has “illegal” ones (Figure 6.1b), the boundaries of the
defects and, particularly, cracks which are always unavoidable in real structures.
Their surfaces are part of the structure’s boundary, and this part should also be
taken into account.

Seemingly, but only seemingly, treating the material as ideally elastic changes
nothing, at least in the case of brittle fracture. Indeed, in principle the linear theory
of elasticity allows us to obtain the solution for elastic field, i.e., distribution of
displacements, stresses and strains for multiconnected bodies having an arbitrary
boundary shape. In particular, the theory of elasticity allows the construction of
such solutions for bodies with cracks, represented as infinitely thin cuts, as demon-
strated in Section 5.4.2.

Here, however, two substantial complications should be taken into account. First,
in contrast with the “legal” boundaries, the shapes and sizes of cracks do not remain
invariant under the action of loads. Therefore in prescribing the loads acting on
a structure, the sizes and shapes of the cracks cannot be prescribed beforehand
as in the case of “legal” boundaries. The second complication is that, generally
speaking, the solutions to elasticity problems for bodies with infinitely thin cuts
have singularities at the tips of cuts which make these solutions inappropriate as
intermediate asymptotics.

To demonstrate this, we return to Section 5.4.2, an infinite body with a plane
cut under the action of symmetric loads. For this example, the displacements and
stresses are determined (see Section 5.4) by a single Kolosov–Muskhelishvili
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potential Φ(z) = φ′(z):

E
1 + ν

(w1 + iw2) = (3 − 4ν)φ + (z̄ − z)φ′ − φ(z) , (6.2)

σ11 + σ22 = 4 ReΦ(z) ,
(6.3)

σ22 − σ11 + 2iσ12 = 2(z̄ − z)Φ′(z) .

For the potential Φ(z) we obtain the expression

Φ(z) = − 1

2π
√

z2 − �2

∫ �

−�

g(ξ)
√
�2 − ξ2 dξ
ξ − z

. (6.4)

We remind the reader that g(ξ) is the distribution of the normal stress σ22 in the
uncut body on the plane of the cut. It can be obtained as a combination of the
solutions in Section 5.4.1.

Let us investigate the elastic field in a small vicinity of the tip of the cut z = �.
We put z = � + s, where |s| � � and s is a real number that is positive for a straight
continuation of the cut and negative on the cut itself.

At the cut, and its continuation, we have z̄ = z; therefore, according to (6.3),
σ11 = σ22 = 2 ReΦ(z), z2 − �2 = s(2� + s) and finally

(σ22)x2=0,x1=�+s = −
1

π
√

s(2� + s)

∫ �

−�

g(ξ)
√
�2 − ξ2 dξ

ξ − � − s
. (6.5)

For small s, (2� + s)−1/2 = [2�(1 + s/2�)]−1/2 	 (1/
√

2�)(1 − s/4�). To avoid
dealing with divergent integrals we represent the right-hand side of (6.5) in the
form

− 1
π
√

s(2�)

(
1 − s

4�

) [∫ �

−�
g(ξ)

√
�2 − ξ2

(
1

ξ − � +
1

ξ − � − s
− 1
ξ − �

)
dξ

]

=
1

π
√

s(2�)

(
1 − s

4�

) ⎛⎜⎜⎜⎜⎜⎜⎝
∫ �

−�
g(ξ)

√
� + ξ

� − ξ dξ + I1 + I2

⎞⎟⎟⎟⎟⎟⎟⎠ ,
where

I1 = −
∫ �

−�
[g(ξ) − g(�)]

√
�2 − ξ2

(
1

ξ − � − s
− 1
ξ − �

)
dξ ,

I2 = −g(�)
∫ �

−�

√
�2 − ξ2

(
1

ξ − � − s
− 1
ξ − �

)
dξ .

It is now easy to show that I1 = O(s), I2 = g(�)(2�)1/2π
√

s, so that

(σ22)x2=0,x1=�+s =
N
√

s
+ g(�) + O(s1/2), (6.6)
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Figure 6.2 The formal solution to the elasticity problem under discussion is, gen-
erally speaking, singular near the cut tips; see the text.

where

N =

√
2�
π

∫ �

0

g(ξ)dξ√
�2 − ξ2

(6.7)

Furthermore, according to the first Kolosov–Muskhelishvili formula (6.2), on
the cut we have

E
1 + ν

(w1 + iw2) = (3 − 4ν)φ(x1) − φ(x1) ,

so that
E

1 + ν
(∂1w1 + i∂1w2) = (3 − 4ν)Φ(x1) − Φ(x1)

and

D12 = ∂1w2 = ∓
4(1 − ν2)

E
N
√

s
+ O(
√

s) . (6.8)

Here the negative and positive signs correspond respectively to the upper and lower
sides of the cut, so that

w2 = ±
2(1 − ν2)

E
N
√

s + O(s3/2) . (6.9)

We come now to the important conclusion that, depending on the sign of N – this
quantity is known in the literature as the stress intensity factor – the linear theory
of elasticity offers the following possibilities (Figure 6.2).
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h
O

δS st

Figure 6.3 Variation of a crack contour formed at an area δ S of the original
surface.

(1) If N is negative then the theory of elasticity gives an obviously inappropriate
result: the opposite sides of the cut penetrate inside each other (which is not for-
mally prohibited by the problem formulation; the stress is prescribed on the cut
and no restriction is posed on the displacement). At the tip the stress is negative
and infinite. Obviously this solution cannot be an intermediate asymptotics of
the deformation process.

(2) If N is positive, the stress at the cut tip is positively infinite. The obtained
solution cannot be an adequate model of a crack because the material cannot
sustain an infinite tensile stress.

(3) There remains the exceptional case N = 0. In this case (Figure 6.2c) the stress
at the crack tip is finite, and a normal section of the cut has a characteristic cusp
form. Moreover, the stress distribution at the crack surface and its extension is
continuous in this case, contrary to the previous cases.

The mobile-equilibrium cracks in an ideally elastic body are distinguished from
cuts and holes because generally speaking they do not remain intact if the loads
are varying but can extend (or shorten, if the cracks can be healed). Therefore the
position of the crack contour also should be obtained from the condition of the
stationarity of the elastic energy.

Let us take an elastic body with a crack, for simplicity’s sake a symmetric and
plane crack, i.e. occupying a part of a plane under loading that is symmetric with
respect to this plane. We will consider a virtual state of the body, under the same
loads, which differs from the original state only by a small extension of the crack
(Figure 6.3) near a given point O of the crack contour, i.e. by the formation of a new
free surface at a small area δS . We emphasize that all loads remain invariant under
such a crack extension, both with respect to their magnitude and their position. Up
to small quantities, the relative normal displacement of opposite points on the crack
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sides of the new crack surface is, according to (6.9),

2w2 ≈
4(1 − ν2)

E
N
√

h − s , (6.10)

where h is the “height” of the additional crack area (see Figure 6.3). According to
(6.6), the normal stress at a distance s from the crack contour is equal to N/

√
s+

small quantities of higher order. The energy δW released by the formation of the
new crack area is equal to the work needed to close the extended crack. To close the
crack it is sufficient to apply at its opposite sides the stress N/

√
s which disappeared

when the new crack surface opened. Therefore, up to small quantities of higher
order we obtain

δW =
∫
δS
σ22w2 dsdt =

4(1 − ν2)N2

E

∫ b

a
dt

∫ h

0

√
h − s

s
ds

=
2(1 − ν2)N2π

E

∫ b

a
hdt =

2(1 − ν2)πδS
E

N2 . (6.11)

This very important formula (6.11) was obtained by G. R. Irwin (1957).
For a mobile-equilibrium crack in an elastic body the first variation of the elas-

tic energy δW should vanish. From this a fundamental condition follows, valid
for mobile-equilibruim cracks in an elastic body near their contour: at the crack
contour the stress is finite, the stress field is finite and continuous and the oppo-
site sides of the crack close smoothly, forming a cusp-shaped normal section. This
condition, or postulate, was proposed by S. A. Christianovich (see Zheltov and
Christianovich, 1955), and was named after him.3

It is precisely this condition comprising finiteness, continuity of the stress field
and smooth closing of the crack surface at its contour that makes the problem of
the elastic equilibrium of a body with cracks substantially nonlinear, in spite of the
linearity of the basic equations. Indeed, the new part of the boundary of the body,
involving the cracks, is not prescribed beforehand. According to this condition the
cracks adjust to the acting load in such a way that the singularity of the elastic field
at the crack contours disappears. More precisely, the problem of elastic equilibrium
for a body with cracks can be formulated as follows (Barenblatt, 1956).

Suppose that an elastic body is given as well as the initial form of the cracks in
it and also the loading process: the loads acting on the body are prescribed as func-
tions of a parameter P. In the absence of pre-loading the initial state corresponds
to P being equal to zero. The problem is to find an elastic field and the shape of
the crack surfaces for P > 0 that satisfy the equilibrium equations, the classic

3 In fact, there is a deep analogy between the Christianovich postulate and the Kutta–Chaplyguine–Joukovsky
postulate (see Chapter 4).
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Figure 6.4 A crack, in a body under pressure, supported by two opposite concen-
trated forces.

boundary conditions and the conditions of stress finiteness and continuity and
smooth closing of the crack contours.

Figure 6.4 shows an example: an isolated mobile-equilibrium crack, in an infinite
body under pressure p, supported by two equal and opposite concentrated forces P
at the centers of the crack sides. It is easy to perform a corresponding experiment:
take a thick book, place it horizontally, and insert between the sheets a thin object,
e.g. a nail. Pressure is created with weight of the book, and a crack-like cave with
smoothly closing edges will appear. Putting some additional load on the book will
shorten the crack.

Clearly, when the crack is closed the normal stress at its location under the
applied loads will be equal to p, so (see Section 5.4.2)

G(x1) − g(x1) = Pδ(x1) − p , (6.12)

where δ(x1) is the Dirac δ-function. According to (6.7) we obtain:

N =

√
2�
π

∫ �

0

[G(ξ) − g(ξ)] dξ√
�2 − ξ2

=

( P
π�
− p

) √
�

2
, (6.13)

so the finiteness and continuity of stress at the crack contour and the smooth closure
of the crack sides, i.e., the vanishing of N, is obtained when

� =
P
πp

. (6.14)

Relation (6.14), up to a constant factor, can be easily obtained using dimensional
analysis. Indeed, the length of the crack � depends on P and p only: the Chris-
tianovich condition does not add new arguments. So [�] = L, [P] = F/L (force dis-
tributed over the length) and [p] = F/L2 . The only quantity having the
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d

Figure 6.5 Cohesion forces.

dimension of length which can be obtained from the arguments P and p is P/p,
therefore � = const × P/p and, according to (6.14), the constant is equal to 1/π.

6.3 Cohesion crack model

Relation (6.14) is very natural indeed but it reveals a seeming paradox: at zero pres-
sure, p = 0, and arbitrary small fracturing force P the length of mobile-equilibrium
cracks appears to be infinite, so the body will be fractured by any small load if it
contains even a small crack! This contradiction to everyday experience is due to
the following fact: we have not taken into account all forces acting on the body.
Indeed, the requirement for smooth closing of the cracks at their contours implies
that there must be cohesion forces acting on the crack surface (Figure 6.5). These
cohesion forces can be of various types.

In the ideal case of a purely brittle fracture, when plastic deformations are absent
within the body, these forces are due to intermolecular cohesion. They are always
present at the part of the fracture surface near the contour because the opposite
sides of the cracks close smoothly. The intensity of the cohesive forces is equal to
zero when the distance between the sides is the normal interatomic distance. They
grow quickly with increasing distance, reaching very high values (of the order of
the Young modulus), but after reaching a maximum they quickly decay.

Moreover, there exists a much wider class of quasi-brittle fracture phenomena,
illustrated in Figure 6.6 by a photograph of a crack in polymethylmetacrilate (pmma,
a plastic widely used now in technology). In this case plastic deformation within
the body exists, but it is concentrated near the crack surface and especially in the
small “head” of the crack near its contour. Therefore the boundary between the
elastic and plastic regions can be considered as effectively the crack surface, and
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Figure 6.6 The crack tip in polymethylmetacrilate. Near the crack tip a white
smoothly closing region is seen. From Van den Booghart (1966).

the forces that act on the elastic part from the plastic head of the crack can be
considered as cohesion forces.

The possibility of using Griffith’s approach (which was developed originally
for ideally brittle fracture) to analyze quasi-brittle fracture was proposed by Ir-
win (1948) and Orowan (1950). This step was very important because purely brit-
tle fracture is rather rare whereas quasi-brittle fracture often occurs in structural
materials.

The quantitative laws governing the distribution of cohesion forces over the
crack surface are even now practically unknown. However, the characteristic prop-
erties of cohesion forces, then large maximum intensity and fast decay with dis-
tance from the crack contour, allow us to introduce two hypotheses of a phe-
nomenological nature and thus to construct an effective model, which has received
in the literature the name cohesion crack model (Barenblatt, 1959); see also
Barenblatt (1962), (1964), Goodier (1968) and Broberg (1999). We shall now dis-
cuss these two hypotheses.

First hypothesis (the hypothesis of smallness). The width d of the part of the crack
surface (Figure 6.5) over which the cohesion forces act is small in comparison with
the crack size.
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In fact this hypothesis picks out a certain class of problems concerning the
strength of structures with cracks which allow a simplified intermediate-asymptotic
approach, presented below. In particular, this approach cannot be recommended for
problems involving the generation of cracks. It is significant, however, that for a
wide class of structural materials and structures, the dangerous cracks met with in
practice do allow the use of the hypothesis of smallness.

Furthermore, under normal conditions the cohesion forces do not recover after
unloading. At the beginning of the loading process for a body with cracks, the
cohesion forces near the crack contours grow but the crack contours remain im-
mobile, i.e. the cracks do not extend until the cohesion force reaches a maximum.
When, at a certain location in the crack contour the maximum value of the cohesion
force is reached the crack achieves mobile equilibrium and at this place begins to
extend.

Second hypothesis (the hypothesis of autonomy). The heads of all mobile-
equilibrium cracks, i.e. the form of the normal sections of the crack surface near
its contour, and hence the distribution of cohesion forces over the crack surface,
are identical for a given material and given external conditions.

According to the hypothesis of autonomy the crack head in the material plays
the role of a “zipper”, which moves under increasing load but in the mobile-
equilibrium state always creates the same distribution of forces, stresses and dis-
placement in its vicinity.

Obviously (cf. formula (6.7)), the stress intensity factor N is a linear functional
of the applied loads, so it can be represented in the form

N = N0 + Nc ,

where N0 is the stress intensity factor calculated without taking into account cohe-
sion forces and Nc is the same quantity calculated for the cohesion forces only. To
calculate Nc we use the hypothesis formulated above. According to the autonomy
this hypothesis we can calculate Nc for every special case and it will be the same
for all cracks in the given material, under given external conditions. Therefore, we
will calculate it for an isolated symmetric crack in an infinite body under a plane
strain, using formula (6.7). For this special case, g(x) = 0 at 0 ≤ x ≤ � − d and
g(x) = −G(x) at � − d ≤ x ≤ �. Here G(x) is the distribution of the cohesion forces
over the normal section and d is, as before, the width of the area where the cohesion
forces are acting. We have, using the hypothesis of smallness (d � �),

Nc = −
√

2�
π

∫ �

�−d

G(x) dx
√
�2 − x2

≈ −
√

2�
π

∫ �

�−d

G(x) dx
√

2�xs
√
� − x

= −1
π

∫ d

0

G(s) ds
√

s
,

(6.15)
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where s = � − x. According to the autonomy hypothesis the integral on the right-
hand side of (6.15) is a material constant, called the fracture toughness or cohesion
modulus

K =
∫ d

0

G(s) ds
√

s
. (6.16)

This quantity, introduced by the present author (Barenblatt, 1959), character-
izes the resistance of the material to crack extension and is a characteristic of
the material strength. It should be distinguished from the strength characteristic
KIc, introduced by Irwin (1960), which determines the beginning of catastrophic
crack extension. Catastrophic crack extension requires the instability of the mobile-
equilibrium state (for details, see below). At the beginning of crack extension from
an unstable state an autonomous crack head has not been formed as yet, so a scatter
of the data when this quantity is obtained experimentally is unavoidable.

According to the condition of the finiteness of stresses and the smooth closing
of cracks, N = N0 + Nc = 0, i.e. N0 = −Nc. Thus we conclude that, at points of
the contour where the mobile-equilibrium state is reached, the following condition
must hold:

N0 =
K
π
. (6.17)

At points of the crack contour where the mobile equilibrium state is not reached
the cohesion forces have not attained their maximum, so that N0 ≤ K/π. However,
at these points the crack does not extend and thus the position of the crack contour
is known beforehand.

We come now to a modification of the previous nonlinear elasticity problem
statement for a body with cracks. A system of initial cracks in a body is given
and also a loading process, i.e. a system of loads growing continuously from zero
with increasing loading parameter P. The stresses, strains and displacements, as
well as other elastic field characteristics, and the shape of the cracks should satisfy
the elastic equilibrium equations, classical boundary conditions and the condition
N0 ≤ K/π at the crack contours. Note that if the cracks extend over curved surfaces
then owing to the autonomy hypothesis the direction of their extension at each point
of the contour can be obtained from the condition of local symmetry of the elastic
field.

Now we make an important comment concerning the energy approach to the
problem of brittle and quasi-brittle fracture. In our previous analysis we used the
force approach: the cohesion forces acting at the edge regions of cracks were in-
troduced explicitly. Griffith (1920, 1924) and, following him, Irwin (1957) used a
different approach, the energy approach, introducing directly an integral charac-
teristic of the cohesion forces and the surface tension γ, i.e. the energy required
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for formation of the unit area of the crack surface. On the one hand, according to
Irwin’s formula (6.17) the release of elastic energy δW, calculated without taking
into account the cohesion forces, is equal to

δW =
2(1 − ν2)πδS

E
N2

0 .

On the other hand,

δW = 2γδS .

The factor 2 is due to the fact that two fracture surfaces are formed. Relation (6.17)
and the last two relations make it possible to obtain an expression for the cohesion
modulus K in terms of the surface tension γ and the elastic constants E and ν:

K2 =
πEγ

1 − ν2 .

Subsequent developments in fracture models (Leonov and Panasyuk, 1959;
Dugdale, 1960; Panasyuk, 1968; and many later publications) have shown that the
force approach has certain advantages, especially for the modeling of quasi-brittle
fracture. It allows one to take into account explicitly the properties of “bonds” in
the edge regions of cracks. In an important paper Willis (1967), a comparison of
the force and energy approaches was performed.

6.4 What is fracture from the mathematical viewpoint?

Let us consider the special case when the symmetry of the body and of the applied
loads makes possible the propagation of rectilinear cracks under plane strain con-
ditions. In the case of an isolated crack in an infinite body the expression for N0 is
given by formula (6.7). If all the loads are proportional to the loading parameter P
then the normal stress g(x) at the location of the crack under consideration should
also be proportional to P : g(x) = Pn(x), where the function n(x) does not depend
on P. Therefore, if the mobile-equilibrium state is achieved at the crack tips, we
obtain from (6.17) a finite equation for the crack size �:

P
K
=

⎛⎜⎜⎜⎜⎜⎝√2�
∫ �

0

n(ξ)dξ√
�2 − ξ2

⎞⎟⎟⎟⎟⎟⎠
−1

= f (�) , (6.18)

where f (�) can be considered to be a known function of �. When the mobile-
equilibrium state at the crack tip is not reached, P/K is less than f (�), but the
crack length �0 remains the same.

An instructive example will show us the nature of fracture is from the mathe-
matical viewpoint.
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Figure 6.7 Symmetric crack in a body with two pairs of stiffeners under uniform
tension.
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Figure 6.8 Crack extension in a body with two pairs of stiffeners under a growing
load. After reaching a critical length size, �f , and critical load, Pf , the solution to
the nonlinear problem ceases to exist.

Let us consider an infinite body with a single symmetric crack and two pairs
of stiffeners (Figure 6.7). If the body is loaded at infinity by a homogeneous ten-
sile stress P, the graph of the function f (�) has a characteristic two-hump form
(Figure 6.8).

The shape of the curve presented in Figure 6.8 can be easily obtained using the
examples in Sections 5.4.1 and 5.4.2. Indeed, n(ξ) = n1(ξ) + n2(ξ) + n3(ξ). The
load distribution n1(ξ) corresponds to a homogeneous load, so that n1(ξ) = 1. In
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the absence of stiffeners, i.e. when n2(ξ) = n3(ξ) = 0,

f (�) =

√
2

π
√
�
. (6.19)

The functionals n2(ξ) and n3(ξ) can be obtained in the following way. For each
pair of stiffeners the load is taken as corresponding to four concentrated forces
X j

2 proportional to P with different values of the coefficients of proportionality
(stiffnesses) and directed along the x2-axis, so that the Kolosov–Muskhelishvili
potentials for them are equal, according to formula (5.68):

Φ j(z) =
iX j

2

2π(1 + κ)

(
1

z − � j − im j
− 1

z − � j + im j
+

1
z + � j − im j

− 1
z + � j + im j

)
,

for j = 1, 2, where � j is the horizontal distance of the jth pair of stiffeners from
the symmetry line formed by the x2 axis and m j is the vertical distance of the
jth pair of stiffeners from the symmetry line formed by the x1 axis. Furthermore,
Ψ j(z) = −κΦ j(z). Taking various combinations of X j

2 and � j, m j and using formulae
(5.61) we can easily obtain the function f (�) for this problem.

Therefore the initial crack size �0 remains invariant until the load reaches the
value P0 when the crack becomes a mobile-equilibrium one. In the case under con-
sideration, for which �m < �0 < �i (Figure 6.8), the crack begins to extend slowly
with growing load after the load reaches the value P0. This beginning of growth is
not yet fracture, because the body with the crack continues to support the grow-
ing load. When the load reaches the value Pi, however, a bifurcation of the mobile
equilibrium takes place: the crack extends by a jump, breaking through the first
pair of stiffeners. The corresponding point in the (P/K, �) plane jumps to another
branch of the curve f (�). The jump is also not yet a fracture: after it the crack con-
tinues to grow slowly but the cracked body continues to support the growing load
until the load Pf is reached, with corresponding crack length �f , at which the crack
breaks the second stiffener. A body with a crack of size �f reached in the loading
process is no longer able to support growing loads; the cohesion forces at the crack
edges are insufficient to support such a large crack. Mathematically, this means that
a solution to the equation (6.18) at P > Pf satisfying the condition � > �f does not
exist.

In the absence of stiffeners there will be no humps on the curve P/K = φ(�).
Therefore (Figure 6.9) the crack remains invariant for P <

√
2K/(π

√
�0). When P

reaches Pf =
√

2K/(π
√
�0), a catastrophic fracture occurs: the solution to equation

(6.18) ceases to exist. In this case a stage of stable crack growth preceding fracture
does not exist. An autonomous crack head has not yet formed. Therefore, using
the formula K = Pfπ

√
�0

/√
2 , as is done when the parameter KIc is obtained from
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Figure 6.9 The behavior of a body with a crack without stiffeners. When the
load P is less than Pf =

√
2K/(π

√
�0) the crack remains intact. For P = Pf a

catastrophic fracture occurs.

experiment, can lead, as mentioned above, to a large scatter of the data; this can be
avoided by using an experimental procedure with stable crack growing.

As an example of such a procedure, we mention the case of a large body con-
taining a crack supported by opposite concentrated forces P (distributed over the
straight lines x1 = 0, x2 = ±0). In this case n(ξ) = δ(x1), where δ(x) is the Dirac
δ-function, so that f (�) =

√
2� with

� =
P2

2K2 . (6.20)

Measuring P and � simultaneously during this stable process of crack growth, the
value of the fracture toughness, or cohesion modulus, can be obtained: K = P/

√
2� .

Formula (6.20) can be easily obtained, up to a constant factor, by dimensional
analysis. As formula (6.16) shows, the dimension of the cohesion modulus, [K], is
equal to the dimension of stress times the dimension of the square root of length:
[K] = FL−3/2. The crack length depends on P and K only (remember that in this
case the extra pressure p is absent). Therefore the only quantity having the dimen-
sion of length that can be obtained from P and K is P2/K2; the constant remains
undetermined.

Another example of stable crack propagation is given by the remarkable ex-
periments of Roesler (1956) and Benbow (1960). A punch with a small flat point
was pressed slowly into the face of a cubic block of transparent brittle material
(fused silica; see Figure 6.10). A perfect conical crack was formed at an interme-
diate stage, with the base diameter of the conical crack larger than the diameter of
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Figure 6.10 When a punch is pressed into a block of fused silica, a conical crack
is formed (Benbow, 1960).

the flat point of the punch but smaller than the size of the block. As the load was
increased, the crack increased in size.

In this problem neither an analytical nor a numerical solution was obtained. The
only way to obtain a quantitative description of this phenomenon is with dimen-
sional analysis. Here again it is natural to assume that at the intermediate stage the
diameter D of the base of the conical crack depends on the load P and the properties
of the material, its cohesion modulus K (the crack propagation is stable) and Pois-
son ratio ν. The Young modulus E does not enter the set of governing parameters
because the loads, not the displacements, are prescribed.

For the intermediate stage under consideration it is natural to assume that neither
the diameter of the punch nor the block size enters the list of governing parameters,
so that D = f (P,K, ν). The dimensions of these quantities are [D] = L, [P] =
F, [K] = FL−3/2, [ν] = 1. Dimensional analysis immediately yields

D = f (ν)
( P

K

)2/3
. (6.21)

An analysis of the experimental data (Figure 6.11) confirmed this relation. This
experiment was also used to determine the cohesion modulus.

A numerical investigation of this problem, which has not yet been performed,
might be instructive. A thin ring-formed cylindrical notch of small height under
the edge of a patch should be prescribed, and the load (in fact, the uniform dis-
placement) should gradually be increased. When the stress intensity factor N at
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Figure 6.11 The experimental data for the propagation of a conical crack in a
block of fused silica confirm the scaling law D = const × (P/K)2/3 (Benbow,
1960).

the edge of the notch reaches the critical value of K/π, the notch will become a
crack and, when the load is gradually increased further, the direction of the crack
should be selected using the condition of local symmetry, which follows from the
hypothesis of autonomy. The data from the experiment of Roesler and Benbow
(Figure 6.10) suggest that soon afterwards the intermediate self-similar stage con-
sidered above whould be reached. The computation should continue, and when the
diameter of the base of the crack, D, increases sufficiently (the computation can be
performed in a finite region as always), the deviation of the crack from a conical
shape should begin.

The most interesting point is as follows: it the computation continues, at a certain
step the numerical procedure is expected to fail. This would constitute a numerical
proof of the non-existence of the solution of the problem of slow crack extension
for larger loads: further crack extension will be fast, and the static equilibrium
equations used in the first stage will be inadequate.

Returning to the problem considered above of a crack with two pairs of stiffen-
ers, we recall that the same situation happened (see Figure 6.8) when the break of
the crack through the first pair of stiffeners occurred. However, in this case, ow-
ing to symmetry, it is suggested that the fast jump of the crack could terminate
at the point where the second pair of stiffeners creates the same stress intensity
factor. Therefore there would be no need to consider the dynamic stage of crack
propagation. This is not the case for the conical crack.
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Moreover, in a real situation, where the structure contains many cracks, the static
stage of development of the system of cracks terminates rather quickly. This does
not necessarily mean the fracture of the structure; there may only be a transition
to the dynamic stage, when the development of the system of cracks is described
by the dynamic equations of elasticity. However, in this case the problem is not
properly formulated as yet because the conditions at the crack tip do not allow us,
generally speaking, to make any kind of autonomy hypothesis. The obvious reason
for this is that the velocity of propagation of elastic waves is high and, a priori, at
the dynamic stage the influence of the boundaries cannot be excluded.

We mention in conclusion that, as previous considerations have shown, the local
criteria for fracture of the Huber–von Mises–Hencky type mentioned before are
inadequate. It has been shown by the examples just considered that such criteria
do not work for bodies with cracks: the stresses at the tips of the cracks, calculated
without taking into account the cohesion forces, are always infinite. Moreover, the
stress concentration at the tips of defects having a small although finite radius of
curvature (which are always present in structures) can be arbitrarily large, although
these defects are not dangerous.

We emphasize that fracture is not related to a local fact, that of reaching some
critical condition at a certain point in a structure. Just the opposite: fracture (or at
least the beginning of the dynamic stage) is related to the global fact of the loss of
existence of the solutions to the nonlinear problem of the elastic equilibrium of a
body with cracks, formulated above.

We note two points in conclusion. Fracture belongs to the class of problems
where the basic interest is not in the solution itself but in a seemingly pure mathe-
matical question, the range of parameter values where a solution does exist. Indeed,
the stress, strain, displacement etc. fields are of much less interest for a consumer
than the limiting value Pf of the loading parameter after which fracture takes place
and the solution ceases to exist. Furthermore, we have seen that the limiting load at
�0 < �f happens to be independent of the initial crack size �0. This independence is
a general fact if, between the beginning of the crack extension and fracture, there
exists a stage of stable crack extension when the mobile-equilibrium crack extends
slowly and continuously with increasing load.

6.5 Time effects; lifetime of a structure; fatigue

The considerations presented above do not take into account the time factor: ac-
cording to the accepted model the limiting loads remain as such for all times. As
everyday experience shows, this is not so: fracture often occurs not immediately
but some time after application of a load. The reason for this discrepancy is that
we did not take into account the deterioration with time of the bonds that create the
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cohesion forces near the crack contour. If this deterioration is taken into account,
the fracture toughness ceases to be a material constant.

In practice the basic case is that of quasi-steady crack propagation when, during
crack extension over a distance equal to the width of the cohesive zone d, the vari-
ation in the stress intensity factor is negligible. In this case the fracture toughness
becomes not a constant but a universal functional of the velocity of the crack ex-
tension u. Usually, when the process of crack extension is slow it may be assumed
that the cohesion modulus is a universal function K = K(u) (for a given material
and given external conditions) of the crack tip velocity u.

For a wide class of materials the relation K(0) = 0 can be assumed. The depen-
dence of the cohesion modulus on crack extension rate completely changes the very
statement of the fracture problem (Barenblatt, Entov and Salganik, 1966). Indeed,
relation (6.18) ceases to be a finite equation determining the length of a mobile-
equilibrium crack. In the simplest case under consideration, that of an isolated
rectilinear crack in an infinite body, this relation becomes an ordinary differential
equation (note that u = d�/dt),

P
K(d�/dt)

= f (�) , (6.22)

which determines the crack’s half-size �(t) as a function of time for a given initial
value �0 and given loading process P(t).

For the special case when P(t) is identically equal to a constant, the function
K(u) grows monotonically and K(∞) < ∞, the solution to the problem can be con-
veniently illustrated graphically. For a crack in an infinite body with two pairs of
stiffeners, the solution is shown in Figure 6.12.

Starting from the value �0 (�0 is the initial crack size) the curve P/(Kd�/dt)
follows smoothly the curve f (�) (see (6.22)). The value of d�/dt is determined at
every point (see Figure 6.12) without any irregularities until � reaches the value
�1, where f (�1) = P/K(∞). At this point the continuous growth of the crack size
stops and a jump follows. It can be interpreted as the breaking of the crack through
the first pair of stiffeners. After that the crack tip speed starts to diminish until
the second maximum of f (�) is reached, at � = �m2. After reaching a minimum
the crack tip speed starts to grow, and when � reaches the value �f , where f (�f) =
P/K(∞), the solution ceases to exist.

Here again, neither the beginning of crack extension nor the start of catastrophic
crack extension necessarily mean fracture. Fracture is as before related to the loss
of existence of a solution to the problem of the elastic equilibrium of a body
with cracks. The solution to equation (6.22) only exists for a finite time, generally
speaking, even for an arbitrarily small load, so that every load ultimately produces
fracture. The problem is thus not one of determining the fracture load but one of
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Figure 6.12 Crack extension in a body with two pairs of stiffeners under a con-
stant load with time effects accounted for. There is no critical load: every load
fractures. The problem is to determine the lifetime tf after which the solution
ceases to exist.

determining the lifetime of a given structure under a given load or, alternatively, of
determining the limiting load which a given structure can carry during a prescribed
lifetime. It is obvious that the lifetime and time of existence of a solution will
always depend on the initial crack size.

It is noteworthy that for several materials the function K(u) is non-monotonic
and even non-single-valued. In such materials a loss of stability of uniform crack
propagation occurs and the crack begins to propagate by jumps.

A very important phenomenon, also related to time effects, is that of fatigue. This
phenomenon and its engineering applications are presented in a fundamental book
by Suresh (1998). A standard fatigue tensile experiment is performed as follows
(Figure 6.13). A specimen (a notched bar or plate) is loaded with a combination of a
static tensile load and a pulsating tensile load of constant frequency and amplitude.
At the tip of the notch a fatigue crack is formed, and its propagation, i.e. its length
as a function of the number of cycles of the pulsating load, is recorded. For multi-
cycle fatigue tests, when the number of cycles is of the order of many millions
before failure, the following power law, known in the literature as Paris’ law, was
found to be established after a relatively short initial stage (see Paris and Erdogan,
1963):

d�
dn
= A(ΔN)m . (6.23)

Here n is the number of cycles, the value of d�/dn taken to be the average over
a cycle and ΔN = Nmax − Nmin is the amplitude of stress intensity factor. Under
these experimental conditions we have N = cσ

√
� , where σ is the pulsating bulk
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Figure 6.13 The fatigue test: principles of the scheme.

stress (the load divided by the undamaged specimen’s cross-sectional area) and
the constant c is a form factor, which can be evaluated using a theory-of-elasticity
technique. The Paris law (6.23) has found multiple confirmation for different met-
als (see Figure 6.14) and is now considered to be one of the fundamental laws of
strength engineering science. The exponent m has been found to vary in a wide
range from slightly more than 2 to 10.

The Paris law is used as an important predictor of the lifetime of a structure,
i.e. the number nf of cycles before failure. Relation (6.23) can be rewritten, bearing
in mind that N = cσ

√
� , in the form

d�
dn
= Acm(σmax − σmin)m�m/2 . (6.24)

By integration we obtain

1

�m/2−1
0

− 1
�m/2−1 = G(m − 2)n , (6.25)

where G = Acm(σmax − σmin)m/2 and �0 is the initial crack length. In multi-cycle
fatigue the number of cycles before failure is very high. Therefore in the evalu-
ation of the lifetime it is possible to neglect the number of cycles corresponding
to the preliminary stage when the Paris law (6.23) does not hold. So, because the
intermediate stage, where the Paris law is valid, holds during the basic part of the
fatigue test, an estimate for the lifetime, i.e. for the number nf , can be obtained
from (6.25), assuming that � � �0 and neglecting the second term on the left-hand
side of (6.25):

nf =
1

(m − 2)G�(m−2)/2
0

. (6.26)



6.5 Time effects; lifetime of a structure; fatigue 123

10–5

10–6

10–7

10–8

10–9

10–10

10 20 30 40 50

ΔN, MPa√m 

, m
/c

yc
le

dl dn

Figure 6.14 Experimental data for fatigue crack growth in a titanium alloy con-
firm Paris’ law (6.23) in the major, intermediate, part of the crack velocity range
(Botvina, 1989).

Clearly the lifetime nf depends sharply upon the parameter m, the exponent en-
tering the Paris law, and also upon the pre-power coefficient A entering the expres-
sion (6.23) of this law.

Therefore it is crucially important to find out whether these constants are uni-
versal material characteristics, i.e. first of all, whether they are the same for a given
material under given conditions for specimens of various sizes h. Otherwise, us-
ing the results of standard fatigue tests performed on small specimens could be
dangerous in practical structure design: the real lifetime of the structure could be
overestimated. We will return to this important question later, in Chapter 9.



7
The Newtonian viscous fluid approximation. General

comments and basic relations

7.1 The fundamental idealization. The Navier–Stokes equations

Consider a simple shear flow, the flow of fluid between parallel plates (Figure 2b
in the Introduction); where the longitudinal size of the plates is much larger than
the distance between the plates. The lower plate is at rest, the upper one is mov-
ing with velocity V (see Figure 7.1a). For an important class of fluids (water, air,
glycerin at room temperature), experiment shows that the velocity distribution be-
tween the plates is linear. Such an experiment, performed originally by Newton,
demonstrates that the fluids have the property of viscosity; owing to the thermal
oscillations of the molecules of the fluid a transfer of momentum in the transverse
direction occurs in the flow, and therefore tangential forces appear. Newton’s law
(see also the Introduction) determines the density of the transverse momentum flux,
i.e. the shear stress τ:

τ = η
V
h
. (7.1)

In fact, an important message implicit in this law is that the quantity η, the
dynamic viscosity coefficient, does not depend on the velocity V or the thickness of
the fluid layer h; at fixed external conditions (temperature, pressure) it is a constant
fluid property.

We note that for many fluids, especially polymeric melts and concentrated poly-
meric solutions, clay muds used in drilling etc., the coefficient η is no longer a
constant fluid property. Physically this is explained by the fact that these fluids
have a supramolecular microstructure that changes in the process of flow. How-
ever, it is important that there exists a sufficiently wide class of fluids and flows for
which the dynamic coefficient of viscosity is constant in a wide range of values of
the velocity gradient V/h. After being determined in one experiment this coefficient
can be used to describe any motion of the fluid.
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Figure 7.1 (a) Newton’s experiment. (b) A continuous smooth linear velocity dis-
tribution. (c) A discontinuous velocity distribution. (d) A velocity distribution
with a discontinuous derivative (a kink).

Passing to a general three-dimensional model based on Newton’s law of fluid
motion, we remind the reader that, as shown in Section 3.2, the velocity field
u(x + r) in a small vicinity of a given point x can be represented as a composi-
tion of the velocity of translational movement of the center of the vicinity u(x), the
velocity of rotation around the center with angular speed ωωω = 1

2 curl u (these two
components give the velocity of the motion of the whole vicinity as a solid body),
and a third velocity component. This last component, D · r, determines the velocity
of deformation. Here

D = 1
2 (grad u + grad uT) (7.2)

is a second-rank tensor, the strain-rate tensor. The tensor D is symmetric, therefore
it has three real eigenvalues and three principal directions, determined by the orts
(unit vectors) – eigenvectors of D – e1, e2, e3. The small vectors dxiei are extended
or compressed during the time dt by an amount ∂iuidxidt. However, the angles
between these vectors remain at 90◦. Therefore the variation dx1dx2dx3 of the vol-
ume V of a parallelpiped constructed on these vectors is (per unit time) equal to
ΔV = V∂αuα, so that the rate of relative volume variation is

ΔV
V
= ∂auα = trace D . (7.3)

Furthermore, the components Di j =
1
2 (∂ jui + ∂iu j) of the strain-rate tensor D

in a Cartesian system oriented arbitrarily with respect to the basic one defined
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by e1, e2, e3 have the following clear interpretation (cf. the same argument in
Section 5.1 for a solid body). For i = j, Di j is the rate of extension (or contrac-
tion) of the infinitesimal vectors dxiei along the axis xi. For i � j, Di j is one-half
the skewing rate of what are initially right angles between the vectors dxie′i and
dx je′j. (The orts e′i determine the arbitrary Cartesian system.)

Let us turn now to the stress tensor σσσ. We introduce the following idealization,
called the Newtonian viscous fluid approximation. Earlier, we separated the pres-
sure term in the stress tensor σσσ, assuming that it can be determined independently,
writing

σσσ = −pI + τττ . (7.4)

For a Newtonian viscous fluid the constitutive equation, relating the tensor τττ and
the strain-rate tensor D, has the form of a linear relation:

τττ = 2η[D − 1
3 (trace D)I] + ζ(trace D)I . (7.5)

Here η, ζ are assumed to be universal constants for a given medium under given
external conditions.

We emphasize that our arguments here repeat exactly the arguments in Section
5.1 for the case of an ideally elastic body: therefore we have omitted some details.
In particular, the deviator D − 1

3 (trace D)I is taken instead of the tensor D itself
in order to separate the contributions to the total stress of the shear strain rate and
of the volume extension (or contraction) strain rate. The coefficients η and ζ are
named accordingly the dynamic viscosity coefficient (having in mind the shear
viscosity) and the volume viscosity coefficient.

Now we substitute the constitutive equation (7.5) into the equation for momen-
tum balance (1.30):

ρ
du
dt
= ρF + ∇ ·σσσ .

Thus we obtain

ρ[∂tu + (u · ∇) · u] = ρF − ∇p + ηΔu + (ζ + 1
3η) grad div u . (7.6)

(The transformations performed here are exactly the same as in the case of the
linear elastic body, considered in Chapter 5, so again we have not repeated them.)

In the case of a viscous fluid of constant density ρ, the velocity field is solenoidal,
div u = ∇ · u = 0, and equation (7.6) assumes the form

∂tu + (u · ∇) · u = F − 1
ρ
∇p + νΔu , (7.7)

where the quantity ν = η/ρ is called the kinematic viscosity coefficient (because its
dimension [ν] = L2T−1 does not contain the dimension of mass, in contrast with
the dynamic viscosity coefficient for which [η] = ML−1T−1.
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The vector equation (7.7) is called the Navier–Stokes equation. It was obtained
(in coordinate form) by the French scientists C. L. M. H. Navier (1822), A. L. Cau-
chy (1828) and S. D. Poisson (1829); their considerations were based on certain
models of interaction of the molecules in matter. The equation was derived purely
phenomenologically by the French scientist, A. J. C. Barré de Saint-Venant (Saint-
Venant, 1843), a disciple of Navier and independently by the English applied math-
ematician G. G. Stokes (1845). All the scientists involved are well known in the
history of applied mathematics and mechanics but traditionally only the names
of the first- and last-mentioned appear in the name of this fundamental equation.
Together with the equation of continuity,

div u = 0 , (7.8)

the Navier–Stokes equation (7.7) presents a closed system of equations for a New-
tonian viscous incompressible fluid of constant density ρ.

Several comments can be made about the physical meaning of the assumptions
forming the basis of the constitutive equation (7.5). The medium is assumed to be
isotropic, so that the coefficients η and ζ are scalars; in general the invariance prin-
ciple allows these quantities to be tensors. However, tensors of any order except
zero (scalars) have principal directions, so that not all directions in the medium are
equivalent. This contradicts the assumption of isotropy of the medium. Also, the
medium is assumed to be homogeneous, so that the quantities η and ζ do not de-
pend on the coordinates, i.e. they are constants of the material under given external
conditions.

Furthermore, the constitutive equation (7.5) does not include higher velocity
derivatives, i.e. strain-rate tensors of higher orders (tensors that are analogous to the
strain-rate tensor D but which include higher velocity derivatives). If such tensors
entered the linear constitutive equation then their scalar coefficients would have
the dimension of the viscosity coefficients times the dimension of length. There-
fore the medium would have a structural parameter, a characteristic length related
to the internal microstructure of the material. So, in the absence of such terms
we are neglecting the effects of the medium’s internal microstructure. When con-
sidering the propagation of waves of very small wavelength, comparable with the
characteristic length scale of the microstructure, the effects of higher-order terms
could be substantial and the present approximation would be insufficient.

Solving the system (7.7), (7.8) is nowadays one of the greatest challenges in
applied mathematics and fluid mechanics. Sometimes it is compared with climbing
Mt Everest.1

1 This mountain was named after Sir George Everest, who, by the way, was the great-uncle of the eminent
British applied mathematician Sir Geoffrey Taylor, whose name the reader will meet very often in this book.
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7.2 Angular momentum conservation law

By definition the strain-rate tensor D is symmetric. The constitutive equation (7.5)
therefore ensures the symmetry of the stress tensor σσσ. It is instructive to clarify
what it means physically.

Let us construct the equation for angular momentum balance. It is more con-
venient and also clearer to do this in coordinates. We introduce the alternating
Levi-Civita third-order tensor εεε having components εi jk equal to unity if i, j, k are
all different and follow the direct order 1, 2, 3, 2, 3, 1, or 3, 1, 2. If they follow
the inverse order, e.g. 1, 3, 2, εi jk = −1; if two of the indices i, j, k coincide then
εi jk = 0.

Using this alternating tensor we can present the ith component of the angular
momentum of an element dω of the body in the form

ρεiαβxαuβ dω , (7.9)

where summation from 1 to 3 over the indices α and β is, as usual, assumed. The
rate of variation of the ith component of the angular momentum of the body when
its instantaneous configuration is Ω (as before Ω is fixed in the observer’s system
of reference and bounded by a surface ∂Ω) is given by

∂t

∫
Ω

ρεiαβxαuβ dτ . (7.10)

In absence of external forces and couples (7.10) consists of three parts. The
first is the ith component of the flux of the angular momentum through the body’s
boundary surface ∂Ω, leaving the body together with the medium flow:

−
∫
Ω

ρεiαβxαuβuγnγ dΣ . (7.11)

The second part is the angular momentum of internal forces, the tractions acting
on the surface ∂Ω:

−
∫
∂Ω
εiαβxασβγnγ dΣ . (7.12)

The action of the ambient medium, and this is important, does not reduce to
tractions. Also, the “internal couples” acting on a body due to the external medium
should be taken into account in the equation for angular momentum balance; fol-
lowing the invariance principle this requires the introduction of a second-order ten-
sor M with components Mi j (cf. the introduction of the stress tensor in the equation
for momentum balance in Chapter 1). The ith component of the angular momen-
tum vector of the couples acting on a unit area having normal n is Miγnγ. Therefore
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the third part contributing to the variation (7.10) of the angular momentum is

−
∫
∂Ω

Miγnγ dΣ , (7.13)

so that the equation for angular momentum balance takes the form

∂t

∫
Ω

ρεiαβxαuβ dτ = −
∫
∂Ω

(ρεiαβxαuβuγ − εiαβxασβγ − Miγ)nγ dΣ . (7.14)

From equation (7.14), using a Gauss transformation of the surface integral to a
volume integral and the arbitrariness of the body configuration Ω, exactly as we
did in deriving the equation for the momentum balance, we obtain a differential
equation for the angular momentum balance:

∂tρ εiαβxαuβ + ∂γ[εiαβxα(ρuβuγ − σβγ) − Miγ] = 0 . (7.15)

For the present case the momentum balance equation can be written in coordinates
as

∂tρ uβ + ∂γ(ρuβuγ − σβγ) = 0 . (7.16)

Further, we multiply (7.16) by εiαβxα and subtract the equation obtained from
(7.15). Note that ∂γxα = δγα (the Kronecker delta) and that the expression
ρuβuγεiαβδαγ, as it is easy to check, is equal to zero. We obtain

εiαβσβγ = ∂γMiγ . (7.17)

Also εiαβσβγ = σpq −σqp, where p and q are order indices from the sequence 1, 2,
3 and do not equal i. We have obtained that the stress tensor σσσ is symmetric only
if the tensor of the internal couples M is solenoidal, i.e. ∇M = 0, in particular, if
M is equal to zero. The effects of the internal couples, leading to asymmetry of the
stress tensor, are seen in particular in suspensions of oblong particles in dielectric
fluids in strong magnetic fields and also in blood. In such cases taking into account
the internal couples is necessary.

7.3 Boundary value and initial value problems for the Newtonian viscous
incompressible fluid approximation. Smoothness of the solutions

The system of the Navier–Stokes and continuity equations requires, for one to ob-
tain a unique solution, a prescription of the initial condition for the velocity (but not
for the pressure because the time derivative of pressure does not enter the system
of equations),

u(x, t0) = u0(x) , (7.18)
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and also some boundary conditions. We emphasize that this statement should be
considered as a necessary condition. An important property of the system (7.7),
(7.8) is that, contrary to the equations of the ideal fluid approximation, it allows the
possibility of imposing a no-slip condition at the body surface, i.e. the equality of
not only the normal but also the tangential components of the fluid velocity and the
body velocity at the body surface; a Newtonian viscous fluid admits a transverse
transfer of momentum.

We will consider several instructive examples.

Example 1. The simplest example corresponds to Newton’s original experiment
(see Figure 7.1a). For the velocity distribution of the shear flow u1 = u(x2), u2 =

u3 = 0, the vector Navier–Stokes equation reduces to a single scalar equation,

d2u
dx2

2

= 0 , (7.19)

so that u = Ax2 + B, where A and B are constants which we can obtain from the
no-slip condition at the lower and upper plates,

u(0) = 0 , u(h) = V . (7.20)

Thus B = 0 and A = V/h, and we obtain (Figure 7.1b)

u = V
x2

h
. (7.21)

The viscous stress is constant across the whole layer:

τ12 = η
V
h
, (7.22)

in full agreement with Newton’s law (7.1).
Here there remains, however, one question (Barenblatt and Chernyi, 1963). We

have automatically constructed the solution in a class of continuous functions with
a continuous derivative. What is the physical nature of this restriction on the class
of functions where the solution is sought? Why are solutions which have a discon-
tinuity (Figure 7.1c) or a kink (Figure 7.1d) inappropriate?

Let us consider first a “candidate” solution having a kink (a discontinuity in the
velocity derivative, Figure 7.1d). We can smooth, in an arbitrary monotonic way,
the velocity distribution in the vicinity of a kink between x2 = x2−ε and x2 = x2+ε,
where ε > 0 is arbitrarily small (Figure 7.2a). The smoothed distribution does not
satisfy equation (7.19); it satisfies a different equation,

ρ
d2u
dx2

2

= ρF(x2) , (7.23)
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Figure 7.2 Smoothing of the velocity distributions shown in Figures 7.1:
(a) Figure 7.1d, (b) Figure 7.1a.

where the function F(x2) is a fictitious mass force obtained by differentiation of
the smoothed velocity distribution. The function F(x2) differs from zero only in
the interval x20 − ε < x2 < x20 + ε. Integrating (7.23) from x20 − ε to x20 + ε, we
obtain

ν
[
(∂2u)x20+ε − (∂2u)x20−ε

]
=

∫ x20+ε

x20−ε
F(x2) dx2 . (7.24)

Now let ε tend to zero. We see that, if the viscosity ν = η/ρ is different from zero,
the discontinuity of the velocity derivatives means the existence of a concentrated
force, the effect of which can be seen if we put a solid sheet at x2 = x20 and force
the sheet to move along the flow. In the case of an ideal fluid (ν = 0) there is no
restriction on the discontinuity of the velocity derivative.

In the case where the “candidate” for the solution has a velocity discontinuity
at x20 (Figure 7.2b) we smooth the velocity distribution over the same interval,
x20 − ε < x2 < x20 + ε, and come to the same equation, (7.23). Multiplying both
sides of (7.23) by x2 − x20 and integrating from x20 − ε to x20 + ε, we obtain

ν

∫ x20+ε

x20−ε

⎛⎜⎜⎜⎜⎝∂2u
∂x2

2

⎞⎟⎟⎟⎟⎠ (x2 − x20) dx2 = ν(x2 − x20)(∂2u)
∣∣∣x20+ε

x20−ε
− ν

∫ x20+ε

x20−ε
(∂2u) dx2

= O(ε) − ν[u(x20 + ε) − u(x20 − ε)
]

=

∫ x20+ε

x20−ε
(x2 − x20)F(x2) dx2 .

(7.25)

Letting ε tend to zero, we obtain that if the function u(x2) has a discontinuity at
x = x20 then this means that there is a concentrated couple (a vortex sheet), the
effects of which can be seen if at x20 we put two solid sheets, one over the other,
and move the sheets in opposite directions.

Requiring the solution to the Navier–Stokes equations to be smooth means phys-
ically that in the flow there must be no concentrated forces or couples.
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Example 2. This example is concerned with the flow in a pipe of radius R where
there is a pressure gradient ∂1 p along the pipe. For the shear flow established far
from the entrance and exit to the pipe, where the only component of the velocity
u(r) is directed along the x1 axis (here we use cylindrical coordinates r, θ, x1), the
Navier–Stokes equations reduce to

η

r
∂r(r∂ru) = −∂1 p , ∂r p = 0 , ∂θp = 0 . (7.26)

We note that, according to the second and third equations of (7.26), ∂1 p can depend
only on x1, whereas according to the first equation ∂1 p is equal to a function of
the radius r. Therefore ∂1 p can only be a constant and is equal to Δp/�, where
Δp is the pressure drop between the ends of the pipe and � is its length, which is
required to be much larger than the pipe radius R for the intermediate asymptotic
region considered here to exist. Integrating the first equation in (7.26) and using the
conditions (∂ru)r=0 = 0 (by symmetry) and u = 0 at r = R (the no-slip condition at
the pipe walls), we obtain

u =
ΔP
�η

(R2 − r2) . (7.27)

The total discharge, i.e. the fluid mass flowing through the pipe’s cross-section
in unit time, is equal to

Q =
∫ R

0
2πru dr =

πΔP
8�η

R4 . (7.28)

Also, the mean velocity is of interest, i.e. the total discharge divided by the cross-
section area:

ū =
Q
πR2 =

ΔP
8�η

R2 . (7.29)

In engineering applications the dimensionless drag coefficient λ is often used:

λ =
8u2
∗

ū2 , (7.30)

where u∗ = (τ/ρ)1/2 and τ is the shear stress at the wall. As can easily be shown,

τ =
(ΔP) × (cross-sectional area)

(wetted area of the pipe surface)
=
ΔP(πR2)

2πR�
=
ΔP R

2�
,

so that u2
∗/ū

2 = 32ν2�/(ΔP R3). At the same time the Reynolds number Re is given
by ρū 2R/η = ΔP R3/(4ν2�). Thus the expression for the drag coefficient in the pipe
flow is

λ =
64
Re

(7.31)
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Example 3. The half-space x2 > 0, bounded by a flat plate at x2 = 0, is filled with a
viscous fluid at rest. At the initial moment t = t0 the plate instantaneously starts to
move with a constant speed V . A shear flow appears, and the velocity of this shear
flow, u1 = u(x2, t), depends only on the transverse coordinate x2 and the time t; the
velocity components u2 and u3 are equal to zero. As before, the continuity equation
is satisfied automatically. The Navier–Stokes equation gives ∂2 p = ∂3 p = 0 and is
reduced to the form

∂tu = −
1
ρ
∂1 p + ν∂2

22u . (7.32)

It is clear that (cf. the previous example) ∂1 p can be a function only of time. At
large distances from the plate the fluid remains at rest, therefore ∂1 p = 0. We see
that the Navier–Stokes equation is reduced in this case to the classical linear heat
conduction equation,

∂tu = ν∂2
22u . (7.33)

The initial and boundary conditions have the form

u(x2, t0) = 0 , u(0, t) = V , u(∞, t) = 0 . (7.34)

In this case we can consider the velocity dimension V as independent, so that

[u] = [V] , [x2] = L , [t − t0] = T . (7.35)

Using the standard procedure of dimensional analysis presented in Chapter 2, we
obtain

u = V f
(

x2√
ν(t − t0)

)
. (7.36)

Substituting (7.36) into (7.33), we obtain an ordinary differential equation and
boundary conditions:

d2 f
dξ2 +

1
2 ξ

d f
dξ
= 0 , f (0) = 1 , f (∞) = 0 . (7.37)

Here ξ = x2/
√
ν(t − t0). Integration is simple, and we obtain eventually

u =
2V
√
π

∫ ∞

x2
2
√
ν(t−t0)

e−z2
dz . (7.38)

This solution belongs to Lord Rayleigh. It looks simple, but it requires a discus-
sion which promises to be instructive.

(1) The time t does not enter the basic equation explicitly. Therefore if we will
start to reckon the time from a different moment, the equation does not change.
This gives us the opportunity to consider as a governing parameter not the time
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Figure 7.3 (a) The velocity distribution in the Rayleigh problem at different mo-
ments of time. (b) The universal velocity distribution in the same problem reduced
coordinates.

t itself but t − t0, which remains invariant with respect to a shift in the initial
time, t0.

(2) As stated above, the dimension of velocity in this problem could be considered
as independent. Indeed, if we introduce an independent velocity unit (i.e. pass
to the class LMTV) and vary only the velocity unit, the formulation of the
problem (7.33), (7.34) will remain the same.

In fact, this property and the property of invariance with respect to a shift
in the initial time (item 1 above) are simple examples of the role of group
invariance, which will be considered later in more detail.

(3) The solution (7.38) is self-similar. Introducing the velocity scale V and a time-
dependent length scale

√
ν(t − t0) , we obtain a “frozen”, i.e. time-independent,

reduced velocity distribution: the velocity distributions at various moments can
be obtained one from another by similarity transformations (Figure 7.3a). The
frozen velocity distribution in reduced coordinates is presented in Figure 7.3b.

(4) The intermediate asymptotic character of the problem enables a significant
simplification to be made, resulting in Rayleigh’s solution (7.38).

In fact, consider the motion of a plate of finite thickness h and length � � h in a
large tank whose sizeΛ is much larger than the length of the plate:Λ � �. The tank
is filled with a fluid at rest. The motion of the plate begins at t = t0; after a certain
time δt the velocity of the plate reaches the value V and afterward remains constant
until time t1, when it stops. The distance of the plate from the tank boundary is
of the order Λ and so is much larger than �. We will consider the motion on one
side of the plate only, invoking symmetry. The motion is considered at intermedi-
ate times δt � t − t0 � t1 − t0. Also, it is considered at distances from the edges
of the plate that are much larger than h. The transverse distances from the plate at
which the motion will be considered are much less than �, that is, � � x2. Obvi-
ously, these intermediate asymptotic considerations, which led to the classic simple
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self-similar solution (7.38), were suggested to Lord Rayleigh by his intuition; how-
ever, it is instructive to trace the path of analysis directed by the intuition of great
physicist.

7.4 The viscous dissipation of mechanical energy into heat

The total energy of a body occupying a region Ω at time t is equal to

E =
∫
Ω

(
ρcT + ρ

u2

2

)
dω , (7.39)

where T is the temperature and c the heat capacity; thus

∂tE =
∫
Ω

( ρc∂tT + ρu · ∂tu) dω . (7.40)

The time derivative of the temperature, ∂tT , can be obtained from the heat con-
duction equation:

ρc∂tT = −∇ · q + Q , (7.41)

where q is the heat flux and Q is the rate of heat generation in the volume. The
velocity time derivative ∂tu can be obtained from the momentum balance equation:

∂tu = −(u · ∇)u − 1
ρ
∇p +

1
ρ
∇τττ . (7.42)

Substituting (7.41) and (7.42) into (7.40), we arrive at the equation

∂tE =
∫
Ω

∇ · (−q) dω −
∫
Ω

ρu · (u · ∇)u dω −
∫
Ω

u · ∇p dω +
∫
Ω

(u · ∇τττ) dω .

(7.43)

We now transform the last three terms on the right-hand side of (7.43) respectively,
bearing in mind that ∇ · u = 0 (the continuity equation):

−
∫
Ω

ρu · (u · ∇)u dω = −
∫
Ω

ρ∇ ·
(
u

u2

2

)
dω ,

−
∫
Ω

u · ∇p dω = −
∫
Ω

∇ · (pu) dω ,∫
Ω

(u · ∇τττ) dω =
∫
Ω

uγ∂βτγβ dω

=

∫
Ω

∂βuγ τγβ dω −
∫
Ω

τγβ∂βuγ dω

=

∫
Ω

∇ · (u · τττ) dω −
∫
Ω

τττ · ∇ · u dω .
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Finally we obtain

∂tE =
∫
Ω

∇ ·G dω +
∫
Ω

(Q − τττ · ∇ · u) dω (7.44)

where

G = −q − u
u2

2
− pu + u ·τττ . (7.45)

The first volume integral on the right-hand side of (7.44) can be transformed into
the surface integral∫

Ω

G · n dΣ =
∫
∂Ω

(
− q − u

u2

2
− pu + u · τττ

)
· n dΣ , (7.46)

which represents the flux of the total energy via the surface ∂Ω of the region Ω.
The second volume integral represents the generation rate of the total energy in the
regionΩ. In absence of endo- or exothermic reactions the total energy is conserved
so, owing to the arbitrariness ofΩ, the integrand must be equal to zero, and the rate
of heat generation in the volume Ω is given by

Q = τττ · D (7.47)

because τττ · ∇ · u = τττ · (∇ · u+ (∇ · u)T)/2 = τττ ·D. For a Newtonian viscous fluid of
constant density, τττ = 2ηD (see equation (7.5)); therefore

Q = 2ηD · D = 2ηD2 =
η

2
(∂αuβ + ∂βuα)2 . (7.48)



8
The Newtonian viscous fluid approximation.

Applications: the boundary layer

8.1 The drag on a moving wing. Friedrichs’ example

We return now to the problem of the steady flow around a thin weakly inclined
wing. Using the ideal incompressible fluid approximation we were able to obtain
the lift force acting on the wing. As far as the drag is concerned we found that the
ideal incompressible fluid approximation is insufficient: the drag obtained in this
approximation appeared to be equal to zero (the so-called D’Alembert paradox).
So, we will use the Newtonian viscous fluid model to calculate the drag; for a thin
wing under a small angle of attack the basic contribution to the drag is given by the
viscous stresses on the wing. We remind the reader that motion with not too large
a velocity is considered, up to 300–400 km/hour, which was the speed of many
military aircraft before and during World War II.

We introduce the dimensionless variables

ξξξ =
x
L
, v =

u
U
, P =

p
ρU2 , (8.1)

where, we remind the reader, L is the “chord” of the wing and U is its velocity (see
Figure 4.2b). In the dimensionless variables (8.1), the Navier–Stokes equation for
the steady flow under consideration takes the form

(v · ∇)v = −∇P + εΔv . (8.2)

Here the operators ∇ and Δ are taken in the dimensionless variables ξi = xi/�, and
the parameter ε is given by

ε =
1

Re
, Re =

UL
ν

. (8.3)

The parameter Re is a basic similarity parameter, the Reynolds number.
Let us evaluate the parameter ε. For the period of World War II, at the altitude

fighters could then reach, the values of the parameters in (8.3) can be taken as
ν = 0.15 cm2/s U ∼ 100 m/s = 104 cm/s and L ∼ 1 m = 102 cm, so that the
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parameter ε is of the order of 10−7, one ten-millionth (in fact even less). However,
the term with this small parameter cannot be omitted otherwise we would merely
obtain the Euler equation and with it the D’Alembert paradox: no drag.

Two points should be mentioned. First, no analytic solutions of the Navier–
Stokes equations for flows around bodies have been obtained. Second, as we
demonstrated in Chapter 4, the effects of viscosity are concentrated in a thin layer
at the wing’s boundary, the boundary layer.

To gain an understanding of the steps that follow, we consider an illuminating
mathematical example for which everything can be calculated explicitly. This ex-
ample was proposed by the American mathematician K. O. Friedrichs (1966), and
it has played a substantial role in clarifying the mathematical side of the problem.

Consider the second-order differential equation with a small parameter at ε the
highest derivative,

ε
d2 f
dx2 +

d f
dx
= a , (8.4)

where 0 < a < 1 is also a parameter, under the boundary conditions

f (0) = 0 , f (1) = 1 . (8.5)

For this case a simple solution of the problem is available:

f (x) = ax + (1 − a)(1 − e−x/ε)(1 − e−1/ε) . (8.6)

A simple analysis shows that if the value ε = 10−7 is taken, then, already for x equal
to or more than one-millionth, the solution (8.6) is practically indistinguishable
from the function

f0 = ax + (1 − a) . (8.7)

However, this is the very solution obtained if we drop the term with the higher-
order derivative in (8.4) and satisfy the second boundary condition (8.5). However,
although the exact solution (8.6) is very close to the function f0(x) it one starts
from values of x very close to zero, the approximate solution (8.7) cannot be used
if we are interested in the value of ε(d f /dx) at x = 0, which is an analogue of the
shear stress at the boundary. For this quantity the exact solution (8.6) gives

ε

(
d f
dx

)
x=0
=

1 − a
1 − e−1/ε . (8.8)

To any reasonable degree of accuracy this value is equal to 1− a. Thus the approx-
imate solution f0 is useless for calculating the value ε(d f /dx)x=0 in which we are
interested.



8.1 The drag on a moving wing. Friedrichs’ example 139

Therefore, to calculate the quantity ε(d f /dx)x=0 we will use an approximate
approach which demonstrates the basic idea of the theory of the boundary layer;
this was the intention of Friedrichs.

To investigate the behaviour of the solution in a small vicinity of x = 0, we
introduce the “stretched” coordinate

X = x/ε , (8.9)

This stretched coordinate is introduced in such a way that the two first terms in
equation (8.4) are of the same order of magnitude. Equation (8.4) in these new
variables X = x/ε, F (X) = f (x) takes the form

d2F
dX2 +

dF
dX
= aε . (8.10)

As ε→ 0 the term on the right-hand side becomes negligibly small in comparison
with the terms on the left-hand side, and we can neglect it. Integrating the equation
d2F /dX2 + dF /dX = 0 thus obtained and imposing the condition F (0) = 0, we
obtain

F (X) = C(1 − e−X) . (8.11)

The constant C is determined in the following way. We require that the approxi-
mate solution f0(x), which is valid outside a small neighborhood of x = 0, matches
continuously the approximate solution (8.11), which is valid in a small neighbor-
hood of x = 0, at a point x = δ, say. In this case we have

C(1 − e−δ/ε) = aδ + (1 − a) . (8.12)

Now we let δ tend to zero together with the small parameter ε, but more slowly, so
that δ/ε→∞. In the limit, the relation (8.12) gives C=1−a, so that the approximate
solution in the neighborhood of x = 0 ultimately takes the form

F (X) = f (x) = (1 − a)(1 − e−x/ε) . (8.13)

Differentiating (8.12), we find

ε

(
d f
dx

)
x=0
= 1 − a . (8.14)

This approximate value practically coincides with the exact value (8.8). (The dif-
ference between 1 − e−1/ε and 1 cannot play a role.)

In summary, to construct an adequate approximation to the solution to equation
(8.4), which contains a small parameter at the highest derivative under the condi-
tions (8.5) prescribed on both sides of the interval, we used the following special
procedure.
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Step A. We ignored the term with the small parameter at the highest derivative. We
obtained a first-order equation, a simplified outer-approximation equation, which
was integrated with a given condition at the end x = 1 of the interval. The solution
obtained did not satisfy the condition at the origin x = 0 of the interval, although it
practically coincided with the exact solution outside a small vicinity of x = 0, the
boundary layer, where the variation of the solution is fast.

Step B. Approximating the solution in the vicinity of x = 0, we stretched the
coordinate x, so that in the boundary layer the term with the small coefficient of
the second derivative had the same order of magnitude as the other term on the
left-hand side of (8.4).

The equation obtained, the inner-approximation equation, was integrated for the
given initial value at the left-hand end x = 0 of the interval. It is very important that
as the stretched variable tends to infinity the inner-approximation solution becomes
equal to the value of the outer-approximation at zero.

8.2 Model of the boundary layer at a thin weakly inclined wing
of infinite span

The model of an aircraft wing with infinite span was discussed in Chapter 4 and
will be of basic importance here too. The Navier–Stokes equation and the equation
of continuity for steady motion around the wing take the forms

u1∂1u1 + u2∂2u2 = −
1
ρ
∂1 p + ν

⎛⎜⎜⎜⎜⎝∂2u1

∂x2
1

+
∂2u1

∂x2
2

⎞⎟⎟⎟⎟⎠ ,
u1∂1u2 + u2∂2u2 = −

1
ρ
∂2 p + ν

⎛⎜⎜⎜⎜⎝∂2u2

∂x2
1

+
∂2u2

∂x2
2

⎞⎟⎟⎟⎟⎠ ,
∂1u1 + ∂2u2 = 0 ,

(8.15)

where ν is the viscosity. In contrast with Friedrichs’ example (see equation (8.4)),
the exact solution of the Navier–Stokes equation for this problem is unknown; there
exists not a single solution to the problem of the flow around bodies, even the sim-
plest. Therefore in our model we will use the the Prandtl hypothesis, based on
experimental fact: the effects of viscosity (i.e. the terms containing the viscosity
ν in the Navier–Stokes equations) govern the flow in only a thin boundary layer
adjacent to the wing surface. On the basis of this hypothesis we will obtain approx-
imate equations for motion in the boundary layer (the boundary layer equations).
The solution to these equations makes it possible to calculate the shear stress at the
wing surface and the drag force.
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It should be emphasized that up to the present time a rigorous derivation of
the boundary layer equations does not exist. As before, obtaining these equations
remains a memorial to the intuition of a genius, the great German physical scientist
L. Prandtl (Prandtl, 1905), who presented them in 1904.1 We described earlier
Friedrichs’ example, for which the Prandtl procedure is transparent and could be
made rigorous. This example was presented above to give the reader the chance
to gain the necessary intuition to follow a non-rigorous derivation of the boundary
layer equations.

So, we reduce equations (8.15) to dimensionless form using the variables (8.1):

v1∂1v1 + v2∂2v1 = −∂1P + ε
(
∂2

11v1 + ∂
2
22v1

)
,

v1∂1v2 + v2∂2v2 = −∂2P + ε
(
∂2

11v2 + ∂
2
22v2

)
,

∂1v1 + ∂2v2 = 0 .

(8.16)

(Here, the symbol ∂i denotes the derivative of the dimensionless variable ξi; the vi

are the components of the dimensionless vector v (see (8.1)), as before, ε = 1/Re).
Dropping, outside the boundary layer, the terms of the equations containing the

viscosity, i.e. those involving the small parameter ε, we obtain an analogue of the
outer approximation in Friedrichs’ example d f0/dx = a: the Euler equations for
ideal incompressible fluid flow, considered before in Chapter 4 where we presented
their solution for the flow around a wing of infinite span. According to that solution
the tangential velocity component v0 at the wing surface is different from zero. The
function v0(s), where s is the curvilinear coordinate reckoned from the critical point
where the velocity is equal to zero, can be considered as known. The analogue of
v0(s) in Friedrichs’ example is the value f0 at x = 0, which is different from zero
and equal to 1 − a.

Consider now the equations of motion in the thin boundary layer. In line with
Prandtl’s hypothesis we introduce in the boundary layer a local system of Carte-
sian coordinates such that x1 is directed along the wing surface and x2 is directed
along the normal to the wing surface. The radius of curvature of the wing sur-
face is much larger than the thickness of the boundary layer everywhere, except
in the vicinity of the leading edge. Therefore we can neglect the curvature of the
coordinate s.

Now we stretch the normal coordinate ξ2, leaving the longitudinal coordinate
invariant, and introduce new variables:

X1 = ξ1 , X2 =
ξ2√
ε
, U1 = v1 , U2 =

v2√
ε
. (8.17)

1 The first presentation of these equations was delivered by the 29-year old Prandtl, by invitation of F. Klein, at
the Third International Congress of Mathematicians in Heidelberg in 1904. Barely ten people were present at
Prandtl’s lecture; apparently no one was able to appreciate the importance of the event. Prandtl was so
exhausted describing his ideas that after the lecture he fainted.
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The factors
√
ε in the denominators of X2 and U2 are introduced in so that the

viscous term ε∂2
22v1 in the first equation (8.16) remains of the same order as

the basic term in the first equation of (8.16), v1∂1v1 = U1∂1U1 and both terms
in the continuity equation have the same order of magnitude. After the transition to
the variables (8.17), the equations (8.16) assume the form

U1∂1U1 + U2∂2U1 = −∂1P + ε∂2
11U1 + ∂

2
22U1 ,

∂2P = O(
√
ε) ,

∂1U1 + ∂2U2 = 0 .

(8.18)

Note that in equations (8.18) the symbols ∂1 and ∂2 correspond to differentiation
by X1 and X2. We shall neglect in equations (8.18) terms of the order of

√
ε and ε,

in analogy to neglecting the term aε in Friedrichs’ example. The equations for the
flow in the boundary layer now take the form

U1∂1U1 + U2∂2U1 = −∂1P + ∂2
22U1 ,

∂1U1 + ∂2U2 = 0 ,

∂2P = 0 .

(8.19)

The next step is matching the solution to these equations at X2 = ∞ with the
solution of the outer approximation (ideal fluid flow) at the wing surface; this is the
analogue of the condition F(∞) = f0(1) = 1 − a in Friedrichs’ example. Indeed,
in the boundary layer we have ∂2P = 0, so that the function P does not depend on
X2 inside the boundary layer. Therefore (since the boundary layer is thin) we can
use the expression for P from the solution to the problem of ideal fluid flow at the
wing surface. For such an ideal fluid flow the Bernoulli integral is valid and can be
written in the form

P + 1
2 U2

0(X1) = const , (8.20)

where U0(X1) is a function that can be assumed to be known from the solution
to the ideal fluid flow problem. Therefore ∂1P, which enters the first equation in
(8.19), can be replaced by a known function, −U0(X1)∂1U0(X1). We finally arrive
at the boundary layer equations in their ultimate form:

U1∂1U1 + U2∂2U1 = U0(X1)∂1U0(X1) + ∂2
11U1 ,

∂1U1 + ∂2U2 = 0 .
(8.21)

Equations (8.21) are complemented by the following boundary conditions. The
first is the natural no-slip condition at the bottom of the boundary layer (it is the
analogue of the condition F (0) = 0 in Friedrichs’ example); this condition implies
that

U1(X1, 0) = 0 , U2(X1, 0) = 0 . (8.22)
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The next condition prescribes the longitudinal velocity at a certain cross-section of
the boundary layer X1 = X10:

U1(X10, X2) = U0
1(X2) . (8.23)

In fact, in the boundary layer equations (8.21) the first derivative ∂1U1 enters but
there is no second derivative ∂2

11U1. This means that the transfer of the perturbation
back along the flow in the boundary layer approximation, present in the full Navier–
Stokes equation, is missing, so the longitudinal component of the velocity at the
entrance to the boundary layer should be prescribed.

The most significant condition is that of matching the longitudinal velocity com-
ponent at X2 = ∞, at the top of the boundary layer, with the same velocity com-
ponent obtained from the solution for the flow around the wing in the ideal incom-
pressible fluid approximation at the wing surface:

U1(X1,∞) = U0(X1) . (8.24)

This is the analogue of the condition F (∞) = f0(0) = 1−a in Friedrichs’ example.
The analogous condition for the transverse velocity component U2 is not needed:
in the boundary layer equations the term ∂2

22U2 is missing, so that for U2 only one
of the conditions (8.22) is necessary.

Now, after all these arguments, nothing prevents us from returning, in equa-
tions (8.21) and the boundary conditions (8.22)–(8.24), to the original dimensional
quantities x1, x2, u1, u2, ν:

u1∂1u1 + u2∂2u1 = u0∂1u0 + ν∂
2
22u1 ,

∂1u1 + ∂2u2 = 0 ,
(8.25)

u1(x2, 0) = 0 , u2(x1, 0) = 0
u1(x10, x2) = u0(x2) , u1(x1,∞) = u0(x1) .

(8.26)

We note, that in traditional derivations of the boundary layer equations, as found
in major textbooks, the last condition would appear to be controversial. The crucial
point in the derivation of the boundary layer equations is the thinness of the layer,
nevertheless, the boundary condition at the outer boundary of the layer is taken to
be at x2 = ∞. Now we will see how this condition appears.

8.3 The boundary layer on a flat plate

An instructive example of a solution of the boundary layer equations is the inter-
mediate asymptotic solution of the flow around a flat plate, obtained by Prandtl’s
student H. Blasius (Blasius, 1908) (see Figure 8.1). We remind the reader that there
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Figure 8.1 A flat plate in a uniform flow.

exists not a single analytic solution to the viscous flow around bodies, even for a
flat plate; therefore this intermediate-asymptotic analytic solution is of especial
importance.

So, consider a flat plate of thickness h and length � in a uniform flow with veloc-
ity U. We will consider, in fact, the flow at distances from the leading and trailing
edges that are much larger than h but less than �.

In the intermediate region under consideration the uniform flow with velocity
U remains undisturbed in the ideal incompressible fluid approximation. Therefore
u0 = u0 = U, ∂1P = 0, so that the basic system of equations and boundary
conditions assumes the form

u1∂1u1 + u2∂2u1 = ν∂
2
22u ,

∂1u1 + ∂2u2 = 0 ,

u1(x1, 0) = u2(x1, 0) = 0 ,

u1(0, x2) = U, u1(x1,∞) = U .

(8.27)

In obtaining a solution to this problem we will use dimensional analysis, which
in this case is non-trivial in many respects and therefore particularly instructive.
According to the traditional approach the unknown quantities u1 and u2 depend
on the governing parameters x1, x2, U and ν. The dimensions of u1, u2 and the
governing parameters are as follows:

[u1] = [u2] = LT−1 , [U] = LT−1 , [ν] = L2T−1 , [x1] = [x2] = L .

Dimensional analysis gives

u1 = UΦ1(ξ1, ξ2) , u2 = UΦ2(ξ1, ξ2)
ξ1 =

Ux1
ν , ξ2 =

Ux2
ν .

(8.28)
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Substituting (8.28) into (8.27) we obtain (the derivatives ∂1 and ∂2 are assumed to
be performed with respect to ξ1 and ξ2)

Φ1∂1Φ1 + Φ2∂2Φ1 = ∂
2
22Φ1 ,

∂1Φ1 + ∂2Φ2 = 0 ,

Φ1(ξ1, 0) = Φ2(ξ1, 0) = 0 ,

Φ1(ξ1,∞) = 1 ,

Φ1(0, ξ2) = 1 .

(8.29)

This result appears disappointing: the resulting system repeats the original sys-
tem (8.27) if the coefficients ν and U are put equal to 1.

We note now an essential point: if Φ1(ξ1, ξ2) and Φ2(ξ1, ξ2) constitute the solu-
tion to the problem (8.29) then the functions

ψ1(ξ1, ξ2, α) = Φ1(α2ξ1, αξ2) ,

ψ2(ξ1, ξ2, α) = αΦ2(α2ξ1, αξ2)
(8.30)

also satisfy the equations and the boundary conditions (8.29) for any positive val-
ues of α. This property is a special example of invariance with respect to a trans-
formation group. Indeed, the transformation (8.30) is a one-parameter group of
transformations, since:

(1) among the transformations (8.30) there is an identity, corresponding to α = 1;
(2) to each transformation (8.30) there corresponds an inverse having the parame-

ter β = 1/α, so that the transformed quantities return to the originals;
(3) sequentially applying the transformations corresponding to the parameters α

and β, we obtain the transformed quantities corresponding to the parameter αβ
contained in the same set.

Now, it can be proved that the solution to the problems (8.27) and, consequently,
(8.29) exists and is unique. Therefore Φ1 = Ψ1 and Φ2 = Ψ2 at any α > 0. That
means that the functions Φ1(ξ1, ξ2) and Φ2(ξ1, ξ2) satisfy the following relations:

Φ1(ξ1, ξ2) = Φ1(α2ξ1, αξ2) , Φ2(ξ1, ξ2) = αΦ2(α2ξ1, αξ2) . (8.31)

It is important that, having derived relations (8.31), we may set α in these rela-
tions equal to any positive quantity, in particular α = 1/

√
ξ1. We then obtain

Φ1(ξ1, ξ2) = Φ1

(
1,

ξ2√
ξ1

)
= f1

(
ξ2√
ξ1

)
= f1

(
x2√
νx1/U

)
,

Φ2(ξ1, ξ2) =
(

1
√
ξ1

)
Φ2

(
1,

ξ2√
ξ1

)
=

1
√
ξ1

f2

(
ξ2√
ξ1

)
=

√
ν

Ux1
f2

(
x2√
νx1/U

)
.

(8.32)
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We have established finally the self-similarity of the solution. It is instructive, how-
ever, that in this case the self-similarity was obtained using not only classical di-
mensional analysis but also the invariance of the solution under the operations of
an additional transformation group.

This invariance allows a certain formal procedure of dimensional analysis, and
this device can sometimes be helpful. Let us measure the lengths in the longitu-
dinal x1 and transverse x2 directions using different units, i.e. we introduce two
length dimensions, L1 and L2. It is possible to do this for the boundary layer
equations, but not for the full Navier–Stokes equations because the term ∂2

22u1

enters these equations together with the term ∂2
11u1. So, if we measured x1 and

x2 in different units then these terms would have different dimensions, and that is
impossible.

So, in the case of the boundary layer equations it is possible to achieve di-
mensional homogeneity by taking the dimensions of the governing and governed
parameters as follows:

[u1] = [U] = L1T−1 , [ν] = L2
2T−1 , [u2] = L2T−1 , [x1] = L1 , [x2] = L2 .

(8.33)
In this case not two but three governing parameters will have independent dimen-
sions. The only dimensionless parameter will be

ζ =
x2√
νx1/U

.

From this follow the self-similarity relations (8.32).
Now we continue the solution of equations (8.23). Introduce a new function

φ(ζ) =
∫ ζ

0
f1(ζ) dζ , (8.34)

and substitute (8.34) into the continuity equation, the second equation in (8.27).
By integration of the resulting ordinary differential equation and using the relation
(8.34), we obtain a relation between f2 and f1:

f2 = 1
2 (ζφ′ − φ) . (8.35)

Furthermore, the momentum balance equation for the boundary layer (the first
equation in (8.27)) leads to an ordinary differential equation of the third order,

φφ′′ + 2φ′′′ = 0 . (8.36)

The boundary conditions we require follow directly from the boundary conditions
presented in (8.27):

φ(0) = φ′(0) = 0 , φ′(∞) = 1 . (8.37)
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Thus the boundary layer problem under consideration is reduced to a boundary
value problem for an ordinary differential equation of the third order with boundary
conditions at each end of the infinite interval (0,∞).

It is remarkable (Töpfer, 1912) that equation (8.36) and the first two boundary
conditions at ζ = 0 are also invariant with respect to a transformation group (see
above). Indeed, it is easy to check that if φ(ζ) is a solution to equation (8.36) sat-
isfying the conditions φ(0) = φ′(0) = 0 then, for any α > 0, the function αφ(αζ)
satisfies the same equation for the same boundary conditions. This property allows
the replacement of the more difficult solution of the boundary value problem with
the solution to the Cauchy problem for equation (8.36) satisfying the initial data

φ0(0) = φ′0(0) = 0 , φ′′0 (0) = 1 . (8.38)

This last solution is easy to compute. We take the solution in the form φ(ζ) =
αφ0(αζ). For the solution φ0(ζ), the derivative at infinity is, as an easy calculation
shows, φ′0(∞) = 2.086. Therefore taking α = 1/

√
2.086 = 0.6925 satisfies all the

conditions of (8.37).
The solution obtained just now allows us to determine the drag on the plate.

Indeed, in the intermediate interval Δ < x1 < � − Δ the tangential stress at the
surface of the plate is

(τ12)x2=0 = η(∂2u)x2=0 = ηU

√
U
νx1

f ′1(0)

=
ηU3/2
√
νx1

α2φ′′(0) = 0.332 ηU3/2(νx1)−1/2 . (8.39)

Neglecting the contribution of the drag at the plate edges 0 < x1 < Δ, � − Δ <
x1 < �, we obtain, for the drag force F ,

F = 2
∫ �

0
(τ12)x2=0 dx1 = 1.328 ρ(ν�U3)1/2 . (8.40)

Introducing the dimensionless parameter Π = F /( ρU2�) corresponding to the
drag F , we get

Π = Φ(Re) =
1.328
√

Re
, Re =

U�
ν
. (8.41)

Several comments are in order. First, the situations at the leading edge, 0 <

x1 < Δ, and the trailing edge, � − Δ < x1 < �, of the plate should be considered
separately. At the leading edge there is a thin layer at the boundary of the plate
where the viscous effects are concentrated. However, the boundary layer equations
(8.27) cannot be used there because the radius of the curvature of the plate surface
is small and so the derivative ∂2

11u1 cannot be neglected. As experiments show, at
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Figure 8.2 Flow separation at the trailing edge of a plate.

the end of this small region the distortion of the uniform flow becomes negligible:
the flow at the entrance to the intermediate region under consideration can be taken
as uniform and the condition u1(0, x2) = U can be used.

The situation at the trailing edge is different. In this region, � − Δ < x1 < �,
we have flow separation (see Figure 8.2). Owing to viscosity effects the energy
of the fluid particles is insufficient to carry them against the gradient of pressure,
which increases in the trailing part of the plate, so the fluid particles turn away from
the surface layer and a flow appears in the opposite direction. Mathematically this
means that the solution to the boundary layer equations ceases to exist. Nothing
bad happens to the solution to the Navier–Stokes equations; however, the Prandtl
hypothesis, which was the basis of the boundary layer approximation, is no longer
valid.

Our assumption is in fact that, owing to the thinness of the plate, the size Δ
of the trailing edge region is small and so it does not contribute to the drag F
substantially.

The second comment is as follows. Naive application of dimensional analysis to
the problem of the flow around the plate suggests the following steps. We accept as
the governing parameters the flow velocity U, the length of the plate �, the density
ρ and the viscosity ν of the fluid. Then the dimensionless parameterΠ = F /( ρU2�)
appears to be a function of Re only: Π = Φ(Re). However, Re is very large, of the
order of 107 even for old aircraft. It seems natural therefore to replace Φ(Re) by a
constant equal toΦ(∞) and to obtain thereby the following expression for the drag:

F = const × ρU2� , (8.42)

which contradicts (8.41). The reason for this contradiction is that we have tacitly
assumed that as Re→ ∞ the function Φ(Re) tends to a finite non-zero limit, which
is not in fact correct: at large Re the function Φ(Re) has a power-type asymptotic
Φ(Re) = 1.328 Re−1/2, so the limiting value of Φ(Re) as Re→ ∞ is zero. However,
we are in fact not interested in the limiting value but rather in the asymptotics
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for large, though finite, values of Re. So, using the asymptotic result Φ(Re) =
1.328/

√
Re , we obtain the correct expression (8.40) for the drag. This is in fact a

simple example of “incomplete similarity”, which will be considered in detail in
the next chapter.

In conclusion, we reiterate that the solution for viscous flow around a flat plate
was obtained above in the boundary layer approximation. Note that the correspond-
ing solution for the Navier–Stokes equations has not yet been obtained. In Volume
II of the posthumously published collected works of N. E. Kochin there is a paper
which contains a claim for such a solution. This solution is incorrect but Kochin,
who was never mistaken in his published works, was not responsible for this pub-
lication. As was mentioned in the footnote, the article was written by A. A. Dorod-
nitsyn, who used unfinished handwritten notes found in Kochin’s papers after his
death.



9
Advanced similarity methods: complete and

incomplete similarity

9.1 Examples

We will start with two fundamental examples which illustrate the possibility of
a useful modification of dimensional analysis in obtaining scaling laws. A more
detailed presentation of the material in this chapter can be found in the author’s
books (Barenblatt, 1996, 2003). The remarkable book by N. D. Goldenfeld
(Goldenfeld, 1992) is recommended for learning the connection between complete,
and incomplete, similarity and the renormalization group.

The first example is a geometric one. It concerns fractal geometric objects. The
general concept of a fractal object was introduced by the late French–American
mathematician Benoit Mandelbrot (1975, 1977). Mandelbrot demonstrated with
many examples that such objects can be widely used in the mathematical modeling
of natural phenomena and in engineering.

First let us take a circle, and inscribe in it regular polygons with a growing num-
ber of sides n (Figure 9.1a). The perimeter Ln of the inscribed n-gon with side
length η obviously depends only on the diameter of the circle d and the side length
η; the number of sides of the n-gon is determined by the ratio η/d. Thus

Ln = f (d, η) . (9.1)

The traditional approach of dimensional analysis gives (the dimensions of Ln, d
and η are equal to L)

Π = Φ(Π1) , (9.2)

where Π = Ln/d and Π1 = η/d, so that

Ln = dΦ
(
η

d

)
. (9.3)

Now let the number of sides of the regular polygon approach infinity and the size
length approach zero. From elementary geometry it is known that the perimeter of
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(1)

(2)

(b)(a)

(3)

Figure 9.1 A circle with inscribed regular polygons. As the number of sides in
the polygon approaches infinity, and the side length approaches zero, the perime-
ter of the polygon approaches a finite limit. (b) A fractal curve, the Koch triad:
(1) the original triangle, (2) the elementary operation and (3) the broken line that
approximates the fractal curve for a large number of sides. As the number of
sides increases, the perimeter of the broken line approaches infinity according to
a power law.

the inscribed regular polygon approaches a finite limit, L∞ = πd, which is in fact
the circumference of the circle. Thus, as η/d → 0 and n → ∞, the function Φ
approaches a finite limit equal to π. Therefore at sufficiently large n (and small
η) it is possible to replace the function Φ by its limit, equal to Φ(0,∞) = π, and
to assume that the following relation is satisfied up to any desired accuracy for
polygons with a large number of sides:

Ln = πd . (9.4)

Consider now a curve, the von Koch triad, obtained in the following way
(Figure 9.1b). An equilateral triangle of side d is taken, and each of its three sides
is subjected to the following elementary operation: the side is divided into three
equal sections and the middle section is replaced by two sides of an equilateral
triangle constructed using it as the base. The sides of the polygon thus obtained are
subjected to the same elementary operation, and so on. Obviously, the side length
ηn of this polygon at the nth stage is equal to d/3n, and the perimeter of the entire
polygon Ln is equal to 3d(4/3)n. Equations (9.2) and (9.3) clearly hold in this case
also. However, it can easily be shown that, since n = log(d/η)/ log 3,

Ln = 3d
[
10n(log 4−log 3)] = 3d

[
10α log(d/η)] = 3d

(
d
η

)α
, (9.5)

where α = (log 4 − log 3)/ log 3 � 0.26 . . . So we find in this case the scaling
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law

Φ

(
η

d

)
= 3

(
η

d

)−α
, Ln = 3d

(
η

d

)−α
, (9.6)

i.e. at n = ∞ the length of the curve Ln is infinite because only an empty relation,
Π = ∞, is obtained in going to the limit η/d → 0, n→ ∞.

However, usually one is interested not in the limit but in the asymptotics, in this
case the perimeter of the polygon at large but finite n. It is not possible to pass to
the limit and use a limiting relationship. However, relation (9.5) can be rewritten
in the form

Ln = 3
d1+α

ηα
. (9.7)

So a scaling, power-type, monomial relation is obtained for Ln but the structure of
(9.7) cannot be determined by dimensional analysis because we do not know the
number α beforehand. Furthermore, in this case the parameter η, and consequently
the parameter n, remain in the resulting equation no matter how large n is, nor how
small η is. Using as an approximation the relation Φ(η/d) ≈ Φ(0) = const and
assuming, for large n, that Ln ≈ const× d would lead to an incorrect result; in fact,
at large n we find that Ln is proportional to d1+α, not to d.

The second fundamental example (which will be of special importance in Chap-
ters 11 and 12, where turbulence is considered) is due to A. J. Chorin. This example
elucidates a similar situation analytically. Consider a family of curves

φ =

(
ln

d
δ

) (y
δ

)1/ ln(d/δ)
− 2 ln

d
δ
, (9.8)

where φ is a dimensionless function, d and δ are parameters with the dimension of
length L and y is an independent variable also having the dimension of length. It
is assumed that d is a fixed parameter, and that δ is a parameter of the family of
curves.

It is easy to show that the family (9.8) satisfies the ordinary differential equation

d2φ

dy2 =

(
1

ln(d/δ)
− 1

)
1
y

dφ
dy

. (9.9)

A simple relation holds for the curves of the family(
y

dφ
dy

)
=

(y
δ

)1/ ln(d/δ)
= exp

(
ln(y/d) + ln(d/δ)

ln(d/δ)

)
. (9.10)

This relation shows that as d/δ→ ∞ and y/d remains fixed, the quantity y(dφ/dy)
tends to a constant equal to e.
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The family (9.8) having δ as a parameter has envelope

φ = ln
y
d
. (9.11)

The quantity y(dφ/dy) for the envelope is a constant but a different one, equal to
unity.

Assume now that in the differential equation (9.9) we neglect the term 1/ ln(d/δ)
in comparison with unity, which seems quite natural at large d/δ. Equation (9.9)
reduces to the form

d2φ

dy
= − 1

y
dφ
dy

. (9.12)

Integrating this equation we obtain

φ = C ln y + D . (9.13)

At y = δ the curves of the family (9.8) satisfy the boundary conditions

φ(δ) = − ln
d
δ
,

dφ
dy

(δ) =
1
δ
. (9.14)

The solution (9.13) satisfying the same boundary conditions as (9.14) comprises
only one, d/δ-independent, curve, the envelope (9.11).

Now let us look at this matter from the viewpoint of classic dimensional analysis,
as presented in Chapter 2. Following a standard procedure the derivative dφ/dy can
be represented in the form

dφ
dy
=

1
y
Φ

(
y
δ
,

d
δ

)
, (9.15)

where Φ is a dimensionless function of its dimensionless arguments. Comparison
with (9.8) gives the scaling law

Φ =

(y
δ

)1/ ln(d/δ)
. (9.16)

At arbitrary large y/δ and d/δ the function Φ cannot be replaced by a constant, so
the influence of the parameter d/δ cannot be neglected.

These two examples clarify the situation for scaling laws which cannot be ob-
tained by means of dimensional analysis.

9.2 Complete and incomplete similarity

Now we will look at this situation from a general viewpoint. In Chapter 2 we
showed that any physically significant relation among, generally speaking, dimen-
sional parameters,

a = f (a1, . . . , ak, b1, b2, b3) , (9.17)
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can be represented in the form of a relation between dimensionless parameters,

Π = Φ(Π1,Π2,Π3) , (9.18)

where

Π =
a

ap
1 · · · a

r
k

, Π1 =
b1

ap1
1 · · · a

r1
k

, Π2 =
b2

ap2
1 · · · a

r2
k

, Π3 =
b3

ap3
1 · · · a

r3
k

.

(9.19)
Here b1, b2, b3 are the governing parameters, whose dimensions can be obtained

as a product of powers of the dimensions of the parameters with independent di-
mensions a1, . . . , ak. We have reduced the number of such parameters to three,
because that is all we will need in this book. From (9.18) and (9.19) it follows
that in such cases the relation of generalized homogeneity (see Chapter 2) of the
function f looks like

f = ap
1 · · · a

r
k Φ1

⎛⎜⎜⎜⎜⎝ b1

ap1
1 · · · a

r1
k

,
b2

ap2
1 · · · a

r2
k

,
b3

ap3
1 · · · a

r3
k

⎞⎟⎟⎟⎟⎠ . (9.20)

In traditional arguments “on a physical level” a parameter, say b2, is considered
to be substantial, i.e. actually to govern the phenomenon, if the value of the cor-
responding dimensionless parameter Π2 is neither too large nor too small; more
specifically, if its value is between 1/10 and 10.

Thus, if a dimensionless governing parameter Π2 corresponding to the dimen-
sional parameter b2 is small or large then, by a common tacit convention, it is as-
sumed that its influence, and consequently that of the corresponding dimensional
parameter b2, can be neglected.

Actually, this argument is sometimes valid when there exists a finite non-zero
limit of the function Φ in (9.18) as the parameter Π2 goes to zero or infinity. In
fact even more is required: the function Φ must converge sufficiently rapidly to its
finite non-zero limit as Π2 goes to zero or infinity. If these conditions are actually
satisfied then, for sufficiently small or sufficiently largeΠ2, the functionΦ in (9.18)
can be replaced by a function of two parameters,

Π = Φ1(Π1,Π3) , (9.21)

where Φ1(Π1,Π3) = limΠ2→0,∞Φ(Π1,Π2,Π3).
We met such a situation in the problem of a very intense explosion, considered

in Chapter 2. In fact in this problem, in addition to the governing parameters E,
ρ0, t, r and γ, there are two others, the initial radius of the shock wave r0 and the
pressure of the ambient quiescent air p0. Of crucial importance in the arguments
of G. I. Taylor and J. von Neumann was that they neglected those parameters when
they were considering a concentrated and very intense explosion. Otherwise two



9.2 Complete and incomplete similarity 155

additional dimensionless parameters would have appeared,
r0(

Et2

ρ0

)1/5 ,
p0⎛⎜⎜⎜⎜⎜⎝ρ

2/3
0 E2/5

t6/5

⎞⎟⎟⎟⎟⎟⎠
,

which would have made further analytical investigation impossible.
The reader may ask a natural question: in a real explosion, r0 and p0 are positive

numbers which should definitely influence the whole gas motion from the very
beginning to the very end. How can their values be taken to be equal to zero? That
is, how is it possible to make the assumptions which Taylor and von Neumann
made?

In fact, the real content of their assumptions was that they did not consider the
whole motion from the very beginning to the very end but only the intermediate
stage, when the radius of the shock wave rf is much larger than the initial radius
r0 and, at the same time, the pressure behind the shock wave pf remains much
larger than the initial pressure p0. At this stage the motion remains the same if r0

is replaced by λr0 and p0 by μp0, where λ and μ are arbitrary positive numbers of
order unity (in fact this is the real content of their assumption).

In other words, the motion at this stage is invariant under an additional group
of transformations, r′0 = λr0, p′0 = μp0. There is no rigorous analytic proof of
such invariance for this example, i.e. of the existence of a finite limit at r0 → 0,
p0 → 0, but numerical computations and experimental results leave no doubt that
this invariance holds.

In such cases we speak of complete similarity, or similarity of the first kind, for
a phenomenon in the parameter Π2. Another example of complete similarity is the
first one considered above: the circle with inscribed regular n-gons (see Figure 9.1).

However, it is quite obvious that such a situation is far from being general.
Usually, when a dimensionless parameter Π2 goes to zero or infinity, the func-
tion Φ(Π1,Π2,Π3) does not tend to any limit, let alone a finite and non-zero one.
Therefore, in general, the parameter b2 remains essential no matter how small or
large is the value of the corresponding dimensionless parameter Π2. This statement
is correct, but trivial and non-constructive.

A fact of crucial importance is that there exists a more general class of phe-
nomena, which also is exceptional. However, this class is much wider than that
of complete similarity. For phenomena of this class the function Φ entering (9.18)
possesses at large or small values of Π2 the property of generalized homogeneity
in its own dimensionless arguments:

Φ = Πα2 Φ

⎛⎜⎜⎜⎜⎜⎜⎝Π1

Π
β
2

,Π3

⎞⎟⎟⎟⎟⎟⎟⎠ , (9.22)
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where α and β are constants. This might seem to be exactly the same form of
generalized homogeneity as for the basic function f in the relation (9.20). How-
ever, here there is a fundamental difference between the two cases. The generalized
homogeneity of the function f in (9.20) follows from the general physical invari-
ance principle, and the constants p, . . . , r3 in (9.20) are obtained by simple rules
of dimensional analysis. By contrast, the generalized homogeneity of the function
in (9.22) is a special property of the problem under consideration. In principle
therefore, the constants α and β cannot be obtained using dimensional analysis; the
relation (9.18) is the most that dimensional analysis can give.

In such exceptional cases the function f can be represented in the form

f = ap−αp2
1 · · · ar−αr2

k bα2 Φ

⎛⎜⎜⎜⎜⎜⎜⎝ b1

ap1−βp2
1 · · · ar1−βr2

k bβ2
,

b3

ap3
1 · · · a

r3
k

⎞⎟⎟⎟⎟⎟⎟⎠ . (9.23)

We will also meet an even more special case when β = 0; then we have

Φ = Πα2 Φ1(Π1,Π3) . (9.24)

In this case

f = ap−αp2
1 · · · ar−αr2

k bα2 Φ1(Π1,Π3) . (9.25)

So, the general statement is this: the function f in these cases has the same prop-
erty of generalized homogeneity as that contained in the Π-theorem (2.21), but the
exponents cannot be obtained from dimensional analysis. Moreover, the parameter
b2 continues to influence the phenomenon. In such cases we speak of incomplete
similarity, or similarity of the second kind in the relevant parameter Π2.

The conclusion at which we have arrived is entirely natural: if the value of a
certain governing dimensionless parameter Πi is small or large then there are three
possibilities.

(1) The limits of the corresponding functions Φ exist and are finite and non-zero
as the dimensionless governing parameters Πi tend to zero or infinity. The cor-
responding governing parameters, i.e. the dimensional bi or the dimensionless
Πi, can be excluded from consideration and the number of arguments for the
functions Φ therefore decreases. All similarity parameters can be determined
by means of the regular procedure of dimensional analysis. This case corre-
sponds to complete similarity of the phenomenon in the parameters Πi.

(2) No finite limit exists for the function Φ as the Πi tend to zero or infinity, but
the special case indicated above holds. If so, the number of arguments of the
function Φ can be decreased, but not all the parameters Π,Πi can be obtained
from dimensional analysis and the governing parameters bi remain essential,
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no matter how small or large are the corresponding similarity parameters. This
case corresponds to incomplete similarity in the parameters Πi.

(3) No finite limits exist for the function Φ as Πi tend to zero or infinity, and the
exceptions indicated in (1) and (2) do not hold. This case corresponds to a lack
of similarity of the phenomenon in the parameters Πi.

The difficulty is that, a priori, until we have obtained a mathematical solution
of a complete non-idealized problem, we do not know with which of cases (1)–(3)
we are dealing, irrespective of whether we have an explicit mathematical formu-
lation of the problem or not. If such a solution is available, we do not need to
use similarity methods. Hence we can only recommend assuming in succession
each of the three possibilities for small or large similarity parameters – i.e. com-
plete similarity, incomplete similarity or lack of similarity – and then compare
the results obtained under each assumption with the data from experiments, nu-
merical or physical, or the results of asymptotic analytical investigations. The term
“experimental asymptotics”, proposed for such analysis by Professor N. J. Zabusky,
seems to be appropriate.

9.3 Self-similar solutions of the first and second kind

Consider a problem in mathematical physics that describes a certain phenomenon;
let the quantity a be an unknown in this problem (it could be a “vector”), and let the
quantities a1, . . . , ak, b1, . . . , bn be independent variables and parameters appear-
ing in the equations and in the boundary, initial and other conditions determining
solutions.

Self-similar solutions are always the solutions of idealized (degenerate) prob-
lems that are obtained if certain parameters bi, and the dimensionless parameters
Πi corresponding to them, assume zero or infinite values. They are simultaneously
exact solutions of degenerate problems and asymptotic (generally speaking, inter-
mediate asymptotic) representations of solutions of wider classes of non-idealized
problems as the parameters bi tend to zero or infinity.

It is clear that if an asymptotics is self-similar, and if the self-similar variables
are power-law monomials, then one of the two special cases (1) and (2) mentioned
above, i.e. that of complete or incomplete similarity, must hold. Correspondingly,
self-similar solutions are divided into solutions of the first kind and second kind.

Self-similar solutions of the first kind. These are obtained when passage to the limit
from a non-self-similar non-idealized problem to the corresponding self-similar
idealized problem gives complete similarity in the parameters that made the orig-
inal problem non-idealized and its solutions non-self-similar. Expressions for all
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the self-similar variables, independent as well as dependent, can be obtained by
applying dimensional analysis.

Examples of such solutions, considered in previous chapters, are: the solutions
found by G. I. Taylor and J. von Neumann for the problem of a very intense ex-
plosion; the Rayleigh problem of flow around a plane plate; and problems of a
concentrated force or a concentrated force dipole in an elastic body.

Self-similar solutions of the second kind. Later we will consider several examples
of incomplete similarity and self-similar solutions of the second kind. Here we
simply mention that the Prandtl–Blasius solution for the problem of flow around
a flat plane, considered in the boundary layer approximation in Chapter 8, also
gives an example of a self-similar solution of the second kind. Indeed, this is an
asymptotic solution valid for high values of the Reynolds number Re = U�/ν and
large, but not too large, values of the parameter x1/(U/ν). Dimensional analysis
gives, we recall, for the velocity components u1, u2,

Πu1 =
u1

U
= Φ1(Π1,Π2,Re) ,

Πu2 =
u2

U
= Φ2(Π1,Π2,Re) ,

(9.26)

where Π1 = ξ1 = Ux1/ν and Π2 = ξ2 = Ux2/ν. Here we have explicitly taken the
Reynolds number into consideration. As was shown (formula (8.32)), at large val-
ues of Re the functions Φ1 and Φ2 take forms that are independent of the Reynolds
number:

Φ1 = f1

(
Π2√
Π1

)
, Φ2 =

1
√
Π1

f2

(
Π2√
Π1

)
. (9.27)

We recall that the asymptotic form of the solution (9.27) was obtained in Section
8.3 not by dimensional analysis only but using additionally the invariance of the
asymptotics with respect to a transformation group. As we will see later, this is
always the case.

9.4 Incomplete similarity in fatigue experiments (Paris’ law)

It is worthwhile to return to Paris’ law (6.23) for fatigue and consider it from the
viewpoint presented above.

We assume that the shape of the loading cycle is fixed. Then the dependent
quantity, the mean crack velocity averaged over the cycle d�/dn, can depend in
principle upon the following arguments: the stress intensity-factor amplitude ΔN =
Nmax−Nmin, the stress-intensity-factor asymmetry R = Nmax/Nmin (recall that Nmax

and Nmin are the maximum and minimum values of the stress intensity factor over
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the cycle) and, what is especially important, the characteristic length scale h of the
specimen, e.g. its diameter or thickness. We should also include in the list of gov-
erning parameters two important material properties: the yield stress σY (analysis
of the fracture surface shows that the local yield takes place in the upper part of
the cycle) and a fracture toughness parameter. For the latter it is reasonable to take
Irwin’s parameter KIc and not the cohesion modulus K, because the crack exten-
sion goes by jumps, i.e. unstably. Thus, we assume that there exists a relation of
the form

d�
dn
= f (Δn,R, σY ,KIc, h) . (9.28)

The dimensions of the parameters entering (9.28) are as follows:

[N] = [KIc] = FL−3/2, [σY ] = FL−2, [h] = L , [R] = [n] = 1 .
(9.29)

Here F is the dimension of force and L is the dimension of length. The dimension
of the quantity d�/dn is therefore equal to L.

We take as the governing parameters, with independent dimensions, the param-
eters ΔN and σY . Dimensional analysis gives by the standard procedure

d�
dn
=

(
ΔN
σY

)2

Φ

(
ΔN
KIc

,R,Z
)
, (9.30)

where the dimensionless parameter

Z =
σY
√

h
KIc

(9.31)

is the square root of the ratio of the characteristic specimen length scale h and the
fracture yield scale σ2

γ/K
2
Ic.

Estimates show that the dimensionless parameter Π1 = ΔN/KIc is small. Thus
here we have an appropriate case for applying the technique of analysis of asymp-
totic scaling laws presented above. Thus, if a finite non-zero limit of the function
Φ in (9.30) as ΔN/KIc → 0 did exist, i.e. if there were complete similarity in the
parameter ΔN/KIc, we would obtain the scaling law

d�
dn
=

(
ΔN
σY

)2

Φ1(R,Z) , (9.32)

so that the parameter m in the Paris scaling law (6.23) would equal 2; however, in
(9.32) the form of the constant A from (6.23) appears to be non-universal, since it
will depend on the asymmetry of the loading cycle and the specimen size. Analysis
of the experimental data shows that m = 2 is practically never found: for some
aluminium alloys m is close to 2, but nevertheless it is always larger than, 2. For
the vast majority of cases m is substantially larger than 2.
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Figure 9.2 The dependence of the exponent m in Paris’ law on the similarity
parameter Z for 4340 steel. From Barenblatt and Botvina (1981).

Therefore, assuming incomplete similarity we obtain (Barenblatt and Botvina,
1981; Carpinteri, 1996)

Φ =

(
ΔN
KIc

)α(R,Z)

Φ1(R,Z) , (9.33)

which is exactly the form of the experimentally observed Paris law (6.23), with the
following expressions for the parameters of this law:

A =
Φ1(R,Z)
σ2

Y Kα
Ic

, m = 2 + α(R,Z) . (9.34)

The most important conclusion of the analysis just performed is that the param-
eters A and m of Paris’ law are not material characteristics. They must depend
upon, besides the asymmetry of the cycle R, the specimen’s length scale.

This conclusion is of great significance, and it had to be checked experimentally.
Indeed, persuasive experimental data obtained by Botvina (who analysed the data
of Heiser and Mortimer; see Barenblatt and Botvina (1981)) and by Ritchie (2005)
(with data from Ritchie and Knott (1973); see Figures 9.2 and 9.3) showed that
the dependence of m upon Z, i.e. the specimen size, can be substantial. Therefore,
using the results of standard fatigue experiments performed on small specimens in
practical structural design can be dangerous: the real lifetime of a structure can be
overestimated.

This example has a wider meaning. Power laws are often used in engineer-
ing practice as material properties. Characteristic examples are calculations for
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Figure 9.3 The dependence of the exponent m in Paris’ law on the similarity
parameter Z for various steels (Ritchie, 2005).

plastic materials assuming a power-law constitutive equation and the or evaluation
of the lifetime of polymeric structures assuming a power-law dependence of the
fracture toughness on the crack-tip velocity. In fact, the universality of the consti-
tutive relations should be checked carefully for specimens of various sizes, other-
wise predictions of strength could be unreliable. This is one of many results ob-
tained in recent decades and it is based on the concept of incomplete similarity; see
Carpinteri (1996) and Bažant (2002). There are many other problems, in particu-
lar, in turbulence, where this approach has led to a reconsideration of seemingly
well-established views. See more about these results in Chapters 11 and 12.

9.5 A note concerning scaling laws in nanomechanics

Micromechanics, by definition, considers phenomena of characteristic length scale
1µm = 10−4 cm, with a “pixel” size, i.e. internal length scale, of the order of 10−6–
10−5 cm. This scale is never included in the set of governing parameters because it
is selected rather arbitrarily.

The situation is different for nanomechanics, where the pixel size, λ ∼ 10−10 m =
10−8 cm, has a physical meaning and therefore must be included in the set of gov-
erning parameters. We restrict ourselves here to deformation and strength
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phenomena. Clearly these phenomena are influenced by a microscopic Young mod-
ulus E, which also determines the maximum cohesion force. Furthermore, the
density ρ of the material is of substantial importance for phenomena in nano-
mechanics.

Indeed, even in macroscopically steady processes, such as steady deformation,
the multiple nanoscale defects present in the material interact with each other. This
interaction can lead to dynamic effects, similar to the breaking of a crack through
the couple of stiffeners considered in Chapter 6: the role of the stiffeners is played
by neighboring defects. These dynamic effects are influenced by the density. Fur-
thermore, when we are considering a nanomechanical range of scale, quantum-
mechanical effects can be expected; therefore the Planck constant h should enter
the set of governing parameters. The dimensions of all these parameters are:

[E] =
M

LT 2 , [ρ] = ML−3 , [h] =
ML2

T
.

Here L, M and T are, as usual, the dimensions of length, mass and time.
What is critical here is that from the parameters E, ρ and h a parameter with the

dimension of length can be formed:

λ =

(
h

(ρE)1/2

)1/4

=

⎛⎜⎜⎜⎜⎜⎝ h

ρ
√

E/ρ

⎞⎟⎟⎟⎟⎟⎠
1/4

. (9.35)

Note immediately the small exponent 1
4 . Now let us take the actual values of

the parameters. The value of the Planck constant h is ∼7 × 10−34 m2 kg/s. The
density varies from that for platinum (ρ = 21.0 × 103 kg/m3), tungsten and plu-
tonium (ρ = 19.0 × 103 kg/m3), and so on, to that for water (ρ = 1.103 kg/m3).
The quantity (E/ρ)1/2 is equal to a constant times 103 m/s, where the constant is of
the order of 1 (namely 1.5 for water, 5.0 for rock etc.). Substituting into (9.34) we
obtain

λ =

(
7 × 10−34

B × 106

)1/4

= A(10−40)1/4 ≈ 10−10 m = 10−8 cm .

Here B is a constant between 1 and 100, and the constant A is always of the order
of 1 (owing to the smallness of the exponent 1

4 ).
We see that λ = 10−10 m = 10−8 cm is exactly the size of the pixel in nanophe-

nomena and so, in contrast with the size of the pixel in micromechanics, λ is a
fundamental physical quantity. In particular the normal interatomic distance in a
crystal lattice, 1 ångström, is of this order.

Obviously this fact can have important physical consequences: the parameter λ
should enter the set of governing parameters. Therefore the dimensionless
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parameter Λ/λ, where Λ is the length scale of a structure or specimen, should
enter the set of governing dimensionless parameters.

This means that, in cases of incomplete similarity or even a lack of similarity
in Λ/λ, scaling effects should be observed at large Λ/λ. In particular, large macro-
scopic structures or specimens cannot be excluded, and so this is a plausible way of
observing nanomechanical (quantum-mechanical) effects on fatigue, fracture, plas-
ticity and other mechanical properties of large specimens and structures (Barenblatt
and Monteiro, 2010).
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The ideal gas approximation. Sound waves;

shock waves

The model to be presented in this chapter is based on the assumption that the fluid
(gas) is ideal but not incompressible. This model has had in the past, and continues
to have, many practical applications of the first importance, particularly in aviation
problems. It originated in the middle of the nineteenth century, continued into the
beginning of the last century, and was studied most intensively from the 1930s to
the 1950s. However, research on this model is far from complete. Many dark areas
of fundamental and practical interest remain. To be specific I will mention one of
them.

At the wing of an aircraft moving with a large subsonic velocity a “local super-
sonic zone” is formed. This zone is bounded at the front by a “sonic surface” where
the velocity is equal to the velocity of sound and at the rear by a shock wave; this is
a well-established experimental fact. The structure of the intersection of the sonic
surface and the shock wave is not yet known in spite of long time efforts by first
class specialists over several decades.

There are nowadays many textbooks, treatises and monographs in which the
current state of the ideal gas model is presented in detail; I give special mention to
Oswatisch (1956), Zeldovich and Raiser (2002) and Hayes and Probstein (2004).
In this chapter we will consider some instructive topics which, as a rule, are not
covered in textbooks.

10.1 Sound waves

Sound waves give an instructive application of the model under consideration. To
begin we recall the fundamental thermodynamic relations. The first law of thermo-
dynamics can be expressed in the form

δQ = dE + δA , (10.1)

where δQ is the elementary inflow of heat into a body, dE is the total differential of
the internal energy E, which is a function of the parameters of state, and δA is the



10.1 Sound waves 165

elementary work performed by the body against the ambient medium. For an ideal
gas, δA = pd(1/ρ) per unit mass. It is important that δQ is not a total differential,
but expression (10.1) has an integrating factor 1/T , where T is the Kelvin absolute
temperature. Therefore δQ/T = dS , where S , the entropy, is also a function of the
parameters of state. The equation of state of a thermodynamically perfect gas will
be used further:

p = RρT (10.2)

where R is the gas constant per unit mass of gas. The specific (per unit mass)
internal energy for a thermodynamically perfect gas is

E = cvT . (10.3)

Substituting (10.3) into (10.1), we obtain that cv is the specific heat of such a
gas at constant volume (density). The relation (10.1) can be represented also in the
form

δQ = TdS = d
(
E + p

ρ

)
− 1
ρ

dp . (10.4)

The function W = E + p/ρ = (cv + R)T , called the enthalpy, or heat function, is
also a function of the parameters of state. So, δQ can be represented in the form
δQ = cpdT − 1

ρ dp, where cp = cv + R is the specific heat at constant pressure.
Combining the relations (10.1)–(10.4) we obtain an expression for the entropy per
unit mass:

S = cv ln
p
ργ

. (10.5)

Here the exponent γ = cp/cv is called the adiabatic index.
Now we consider a sound wave of frequency ω and wavelength λ. The phe-

nomenon of sound propagation is characterized by the smallness of the pressure
and density perturbations:

p = p0 + p′, ρ = ρ0 + ρ
′,

∣∣∣∣∣ p′

p0

∣∣∣∣∣ � 1 ,
∣∣∣∣∣ ρ′ρ0

∣∣∣∣∣ � 1 . (10.6)

Substituting (10.6) into the continuity equation,

∂tρ + ∇ρ · u = 0 , (10.7)

we obtain as a first approximation

∂t(ρ′/ρ0) + ∇ · u = 0 . (10.8)

In contrast with the case of an ideal incompressible fluid (see Chapter 3), the
terms in the divergence of the velocity vector ∂αuα that are of order uα/λ have
the same magnitude as the term ∂t( ρ′/ρ0). The latter has magnitude ( ρ′/ρ0)ω;
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therefore the velocity components are of order (λω)(ρ′/ρ), i.e. they are first-order
quantities. Thus in the Euler equation of momentum balance,

∂tu + (u · ∇) · u = − 1
ρ
∇p . (10.9)

the nonlinear term can be neglected and so the momentum equation takes the form

∂tu = −
1
ρ0
∇p′ . (10.10)

Furthermore, the propagation of sound waves is fast, so that the heat exchange of
the fluid particles can be neglected and the entropy is preserved (δQ = TdS = 0).
Assuming that the medium is homogeneous, we obtain in the approximation (10.6)

p′ =
(
∂p
∂ρ

)
S=const

ρ′ =
γp0

ρ0
ρ′ . (10.11)

Collecting together equations (10.8), (10.10) and (10.11), we obtain the basic equa-
tion for the pressure perturbation, the D’Alembert equation

∂2
tt p
′ = c2Δp′ , (10.12)

where c2 = (γp0/ρ0).
In the one-dimensional case the D’Alembert equation takes the form

∂2
tt p
′ = c2∂2

xx p′, (10.13)

where x is the space coordinate. The general solution to this equation is a sum of
two “traveling waves”, propagating in opposite directions without changing their
form:

p′ = F(x + ct) +G(x − ct) . (10.14)

The sound velocity c is a fundamental characteristic of the fluid state. In par-
ticular, there is a principal difference in the propagation of small perturbations
from a moving body in a gas depending on whether the body speed u is subsonic
(u < c) or supersonic (u > c). If the body speed is larger than the velocity of sound,
u > c, the perturbations do not penetrate the whole space; they are concentrated
(Figure 10.1) inside a cone, called the Mach cone. The angle 2α at the Mach cone
vertex satisfies the relation sinα = c/u = 1/M, where M is a similarity parameter
called the Mach number (see Chapter 2). If u < c then the perturbations propagate
ahead of the moving body as well.
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Figure 10.1 The Mach cone. The perturbations are concentrated within a cone.
The angle 2α at the cone vertex satisfies the relation sinα = c/u = M.

10.2 Energy equation. The basic equations of the ideal gas model

To obtain a closed system of equations for the model we add to the equations of
ideal fluid the continuity equation obtained from the mass conservation law,

∂tρ + ∇ · ρu = 0 (ptρ + ∂αρuα = 0) (10.15)

and the Euler equation obtained from the momentum conservation law,

∂tρu + ∇ · (ρu ⊗ u) + ∇p = 0 (∂tρui + ∂αρuiuα + ∂i p = 0) , (10.16)

an energy balance equation. In the case of an ideal, thermodynamically perfect, gas
these three equations form a closed description of the model.

As in previous cases we consider a fixed region Ω bound by a surface ∂Ω. The
time derivative of the total energy of the body occupying the regionΩ as its config-
uration at time t is composed of the flow of total energy together with the fluid flow
through the boundary ∂Ω and the work performed by the body against the pressure
of the ambient fluid:

∂t

∫
Ω

(
ρ

u2

2
+ ρE

)
dω = −

∫
∂Ω
ρ

(
u2

2
+ E

)
u · n dΣ −

∫
∂Ω

pn · u dΣ

= −
∫
∂Ω
ρ

(
u2

2
+ E + p

ρ

)
u · n dΣ , (10.17)

so that the rate of variation of the total energy of a body having Ω as its con-
figuration is balanced by the flux of the kinetic energy and enthalpy. We do not
take into account this time the energy inflow into the volume Ω due for exam-
ple to a chemical reaction. In a standard way demonstrated above for the mass
and momentum balance equations we obtain a differential equation for the energy
balance:

∂t

(
ρ

u2

2
+ ρE

)
+ ∂α

[
ρuα

(
u2

2
+ E + p

ρ

)]
= 0 . (10.18)
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Using the equations (10.2), (10.3), (10.5), (10.15) and (10.16) we reduce equa-
tion (10.18) to an equation of entropy conservation for a fluid particle:

d
dt

(
p
ργ

)
= ∂t

(
p
ργ

)
+ uα∂α

(
p
ργ

)
= 0 . (10.19)

The system (10.15), (10.16), (10.19) forms a closed system of equations for the
ideal gas model. Appropriate initial and boundary conditions are needed to comple-
ment these equations. We emphasize that in contrast with the ideal incompressible
fluid model an initial condition for the pressure should be prescribed since equation
(10.19) contains the time derivative of pressure.

10.3 Simple waves. The formation of shock waves

Compressibility can lead to a new phenomenon, non-existent for the model from
incompressible fluid: shock waves, thin regions of sharp variations in the flow prop-
erties. To observe the formation of shocks we consider a classical solution to the
basic equations of isentropic flow (10.15), (10.16); it is assumed that at the ini-
tial moment the entropy is constant in the entire space so that, owing to equation
(10.19), it remains constant:

p = Cργ . (10.20)

The solution, that we present here, obtained by the great German mathematician
B. Riemann, describes one-dimensional motion for which the velocity u is a single-
valued function of density: u = u( ρ). All the flow properties depend on the space
coordinate and time t. Using equations (10.15) and (10.16) we obtain

du
dρ
∂tρ +

(
u(ρ)

du
dρ
+

1
ρ

dp
dρ

)
∂xρ = 0 , (10.21)

∂tρ +

(
ρ

du
dρ
+ u

)
∂xρ = 0 . (10.22)

From these equations, bearing in mind that c2 = dp/dρ, it follows that

du
dρ
= ± c

ρ
, u = ±

∫
dp
ρc

. (10.23)

This relation concludes the solution.
Now consider the speed of propagation of a point in space (not a particle!) x =

xc(t) at which the density (and also the velocity and pressure) has a fixed value:
ρ = ρ(xc(t), t) is a constant. We have

(∂xρ)
dxc

dt
+ ∂tρ = 0 ,

dxc

dt
= − ∂tρ

∂xρ
, (10.24)
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Figure 10.2 Evolution of the density distribution in a simple wave. (a) The initial
distribution, which has the shape of a hump; (b) the slope of leading edge of the
hump becomes steeper; (c) the density (velocity, pressure) gradient becomes so
large that the ideal fluid approximation becomes invalid in a thin zone; (d) the
density (velocity, pressure) distribution after the shock wave has appeared.

and so, using the continuity equation (10.15), we obtain

∂tρ

∂xρ
= −

(
u + ρ

du
dρ

)
,

dxc

dt
= u + ρ

du
dρ
= u ± c(u) . (10.25)

Thus, the speed of propagation of the constant value of density (and also of pressure
and velocity) is composed of the fluid velocity at the point and the local velocity of
sound. Compare this with a sound wave, for which the gas velocity u is small and
the local sound velocity is equal to a constant, c0, so that the sound wave propagates
as a traveling wave of fixed shape.

In contrast with a sound wave, points in space where the density (and, accord-
ing to (10.20), (10.23), the pressure and velocity) is larger propagate faster. Thus
the evolution of the density distribution, which at the beginning has the shape of
a hump, is distorted (see Figure 10.2). Most importantly, at a certain moment the
density (velocity, pressure) gradient becomes so large that the ideal fluid approxi-
mation becomes invalid: the dissipative processes related to the gradients become
intensified in a narrow region at the hump’s leading edge. However, considera-
tion of the flow can be continued within the framework of the same model but
using “weak solutions” that admit discontinuities (these are the “generalized so-
lutions” in the terminology of S. L. Sobolev, who in the mid 1930s pioneered the
consideration of such solutions of partial differential equations). These disconti-
nuities model shock waves, a well-known phenomenon in gas dynamics (see e.g.
Figure 2.1). Naturally, certain conditions are needed for matching the flow features
behind and ahead of the discontinuities.

To derive these conditions we return to the integral equations for the balance
of mass (1.12), momentum (1.24) and energy (10.17). All these equations have a
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δΣ

δh

δL

x

Figure 10.3 Derivation of the conditions at the shock wave; see the main text.

similar form:

∂t

∫
Ω

A dω +
∫
∂Ω

B · n dΣ = 0. (10.26)

where A = ρ, B = ρu for the mass balance, A = ρu, B = ρu ⊗ u + pI for the
momentum balance and A = ρu2/2 + E, B = ρ(u2/2 + E + p/ρ)u for the energy
balance.

To derive the conditions at the shock fronts we choose as Ω a thin region (see
Figure 10.3) moving with the shock front velocity D in the direction normal to
the front. (For the sake of simplification we consider the one-dimensional case,
which is all that we will need later.) The region Ω is bound by two elementary
areas parallel to the shock front (one in front of it and the other behind it) and
having area δΣ, and a cylindrical surface, normal to the front, having height δh and
contour length δL. Now we pass to the limit δh→ 0, leaving δΣ intact. The integral
over the volume, which is of order δhδΣ, vanishes as does the integral over the
surface of the cylinder, which is of order δhδL. What remains is a term proportional
to δΣ,

δΣ(Bn+ − Bn−) , (10.27)

so that the conditions of matching the flow properties behind and ahead of the
front – i.e. the surface of discontinuity – take the general form Bn+ − Bn− = 0 or,
separately, for the mass,

ρ+(u+ − D) = ρ−(u− − D) ; (10.28)
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for the momentum,

ρ+(u+ − D)2 + p+ = ρ−(u− − D)2 + p− ; (10.29)

and, for the energy,

ρ+(u+ − D)
[
(u+ − D)2

2
+

γ

g − 1
p+
ρ+

]
= ρ−(u− − D)

[
(u− − D)2

2
+

γ

γ − 1
p−
ρ−

]
.

(10.30)

Here the subscript plus refers to values ahead of the shock front and the subscript
minus refers to values behind the shock front. The conditions (10.28)–(10.30) for
matching at the discontinuity surface – the shock front – conclude the model.

10.4 An intense explosion at a plane interface: the external
intermediate asymptotics

The problem of an intense explosion at the interface of two half-spaces containing
gases of different densities and separated initially by an impermeable wall is an
instructive example of flows with shock waves and also of multiscale intermediate
asymptotics and self-similar solutions of both the first and second kind.

Let the right-hand half-space (x ≥ 0) contain a gas at rest having density ρ0 and
the left-hand half-space (x ≤ 0) contain a gas having a density ρ1 that is much less
than ρ0: ρ1 � ρ0. At the moment t = 0 a large amount of energy is generated in a
small vicinity of the wall inside the right-hand half-space. We assume at first that
the energy generation is instantaneous and concentrated at x = +0. Immediately
after the explosion the wall is instantaneously removed, and gas starts to move
both to the right and to the left, so that a shock wave propagates in each half-space.
An intermediate stage at which both shock waves are very intensive, so that the
pressures behind them are much larger than those ahead, will be considered.

The solution to this problem was constructed by R. I. Nigmatulin (1965); the
solution for a symmetric planar explosion obtained by L. I. Sedov (1946, 1959)
was used in this construction.

The conditions at the very intense right-hand shock wave, which propagates into
the half-space containing gas of higher density, can be reduced to the form

ρ f 2(u f 2 − D2) = −ρ0D2 , (10.31)

ρ f 2(u f 2 − D2)2 + p f 2 = −ρ0D2
2 , (10.32)

ρ f 2(u f 2 − D2)
⎡⎢⎢⎢⎢⎣ γp f 2

(γ − 1)ρ f 2
+

(u f 2 − D2)2

2

⎤⎥⎥⎥⎥⎦ = −ρ0
D3

2

2
, (10.33)
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where D2 is the velocity of propagation of the right-hand shock wave and the sub-
script 2 corresponds to quantities behind this wave. Analogous conditions hold for
the left-hand shock wave, propagating in the negative direction with velocity D1;
the subscript 1 corresponds to the left-hand shock wave. The dimension of the en-
ergy E (per unit area) is MT−2. The solution to this problem is self-similar; this can
be shown by following for the case of plane waves the arguments of dimensional
analysis exactly as used for spherical waves by G. I. Taylor.

The solution can be presented in the form

u = u f 2 f (ζ, γ) , ρ = ρ f 2 g(ζ, γ) , p = p f 2 h(ζ, γ) . (10.34)

Here ζ = x/x f 2 and u f 2, ρ f 2, and p f 2 are the velocity, density and pressure imme-
diately behind the right-hand front, which is moving according to the law x = x f 2

into the high-density region. Using dimensional analysis we also obtain

x f 2 = ξ0

(
Et2

ρ0

)1/3

, (10.35)

where ξ0 is a constant that depends on γ only. For the left-hand shock wave, prop-
agating into the low-density-gas half-space, using once again dimensional analysis
we obtain

x f 1 = ζ1x2 , (10.36)

so that the left-hand shock wave corresponds to a constant value ζ = ζ1 < 0. The
conditions at the right-hand shock wave and analogous conditions at the left-hand
shock wave follow the relations

p f 2 =
2

γ + 1
ρ0D2

2 , p f 1 =
2

γ + 1
ρ1D2

1 . (10.37)

For the velocities of the shock waves D1,D2 the following relations are obtained:

D1 =
2
3 ζ1ξ0

(
E
ρ0

)1/3 1
t1/3 = ζ1D2 ,

D2 =
2
3 ξ0

(
E
ρ0

)1/3 1
t1/3 .

(10.38)

In fact the motion established in each of the half-spaces x ≶ 0 corresponds to a
symmetric very intense explosion with energies E1, E2 and densities ρ1, ρ0 respec-
tively. We note that for a symmetric explosion the pressure p(0, t) at the plane x = 0
is a fixed, time-independent, part of the pressure at the front, depending only on the
adiabatic index γ. Therefore, from the condition of the pressure continuity at x = 0
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it follows that p f 1 = p f 2 and, using the relations (10.35)–(10.38), we obtain

ζ1 = −
√
ρ0

ρ1
,

E2

E1
=

√
ρ1

ρ0
. (10.39)

In particular, it follows from (10.39) that in the limit ρ1/ρ0 → 0 the whole energy
goes instantaneously into a vacuum.

10.5 An intense explosion at a plane interface: the internal
intermediate asymptotics

Nigmatulin’s intermediate asymptotic solution, considered in the previous section,
is valid in the time interval T � t � τ, where T is the time when the pressure
at the right-hand shock front becomes comparable with the initial pressure in the
right-hand half-space p0,

T ∼
E2ρ

1/2
0

p3/2
0

∼
E1ρ

1/2
1

p3/2
0

,

and τ is the duration of energy release, which in fact is also finite; the effects of a
concentrated explosion do not settle down immediately.

To clarify the situation we will consider the initial conditions in more detail.
We assume that the pressure at the right-hand side of the impermeable wall in-
creases sharply but not instantaneously, according to the law p(0+, t) = pw f (t/τ),
up to a certain finite time t = τ, and only after that does the impermeable wall
disappear instantaneously. Here pw � p0 and τ are constants and f (t/τ) is a cer-
tain function, of the order of 1, that is positive when its argument is less than 1,
equal to 1 at t = 0 and equal to 0 at t/τ ≥ 1. The subsequent flow develops as
follows.

A shock wave x = x f (t/τ) propagates to the right in the quiescent gas. In a
certain region behind the shock wave the compressed gas continues to advance to
the right. At a certain plane x = xi(t), however, the instantaneous speed of the
gas particles becomes equal to zero and all gas particles situated to the left of this
plane move to the left: there occurs an expansion into the low-density region of
gas, which is thus compressed by the shock wave.

This problem was formulated and solved independently by von Weizsäcker
(1954), and Zeldovick (1956). The problem was reduced to the solution of a system
consisting of the differential equations of mass and momentum balance

∂tρ + ∂x(ρu) = 0

∂tu + u∂xu +
1
ρ
∂x p = 0

(10.40)
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complemented by the differential equation of conservation of entropy

∂t

(
p
ργ

)
+ u∂x

(
p
ργ

)
= 0 .

The last differential equation is necessary because the flow is not isentropic: the
entropy jump at the shock front is time dependent.

The boundary conditions (10.26)–(10.28) at the shock wave x = x f (t) moving
with speed D2 take the form

ρ f (u f − D2) = −ρ0D2 ,

ρ f (u f − D2)u f + p f = 0 ,

ρ f (u f − D2)

⎡⎢⎢⎢⎢⎢⎢⎣u2
f

2
+

p f

(γ − 1)ρ f

⎤⎥⎥⎥⎥⎥⎥⎦ + p f u f = 0 .

(10.41)

Here again we have taken into account that the pressure p f behind the shock wave
is much larger than initial pressure p0.

The initial conditions at time t = τ correspond for x < 0 to the gas being at rest
under zero pressure and density ρ1 and for x > 0 to the state of motion that has
developed at time t = τ, in the half-space filled with quiescent gas of density ρ0 at
zero pressure, owing to the maintenance on the boundary during the time interval
τ of a pressure varying according to the law p(w, t) = p2 f (t/τ).

It is evident that the density, pressure and speed of the gas depend on the dimen-
sional quantities

t, pw, ρ0, τ, x (10.42)

and that the coordinate of the shock front x f (t) depends on all these quantities
except the last. Applying the standard procedure of dimensional analysis, we obtain

x f (t) =
√

pw/ρ0 τξ f (Π1) , (10.43)

Πρ = Φρ(Π1,Π2) , Πp = Φp(Π1,Π2) , Πu = Φu(Π1,Π2) . (10.44)

Here

Π1 =
t
τ
= θ , Π2 =

x√
pw/ρ0τ

,

Πρ =
ρ

ρ0
, Πp =

p
pw

, Πu =
u√

pw/ρ0
.

(10.45)

As is evident, the solution to the problem posed turns out to be non-self-similar.
This results from the fact that the problem contains a characteristic time τ and
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a characteristic length scale (pw/ρ0)1/2τ. Numerical calculations reveal, however,
that the solution to the formulated problem has an instructive property. Namely,
the dependence of the coordinate of the wavefront on time rapidly (i.e. after a time
interval of order τ) approaches a scaling, power-law, asymptotics, so that

ξ f (Π1) = ξ0(γ)Πα1 , (10.46)

where ξ0(γ) is some function of γ and the exponent α also depends on γ. Further-
more, the density at the front rapidly approaches a constant value, and the pressure
and speed of the gas at the front rapidly approach the scaling laws

p f

pw
∼ Π−2(1−α)

1 ,
u f√
pw/ρ0

∼ Π−(1−α)
1 . (10.47)

Finally, it turns out that if one constructs the distributions of density, pressure,
and speed in reduced coordinates, taking x f as the length scale and p f , ρ f and u f

as scales for the flow properties, then those distributions just as rapidly become
independent of time (see Figure 10.4). In other words, it turns out that the solution
of the problem rapidly approaches the self-similar asymptotics

ξ f = ξ0(γ)Πα1 , Φρ = Φ1ρ

(
Π2

Πα1

)
,

Φp = Π
−2(1−α)
1 Φ1p

(
Π2

Πα1

)
, Φu = Π

−(1−α)
1 Φ1u

(
Π2

Πα1

)
, (10.48)

We emphasize that the approach of the solution to this self-similar asymptotics
does not occur uniformly in the whole region of motion −∞ < x ≤ x f (t) but only
close to the front x f (t), in a region that increases with the time elapsed since the
start of the expansion. Further, numerical calculation (Zhukov and Kazhdan, 1956)
performed under the condition that ρ1 = 0 (corresponding to expansion into a
vacuum) showed that the solution approaches a self-similar asymptotics of the form
(10.48) with one and the same exponent α independently of whether the pressure
at the dividing wall during the time interval τ is constant or changes according to
some law.

It is natural to try assuming the incomplete similarity of the intermediate asymp-
totics (see Chapter 9) and constructing the limiting self-similar solution directly.
We seek it in following the class of solutions:

p = ρ0
x2

t2 P(ξ) , ρ = ρ0R(ξ) , u =
x
t

V(ξ) ,

x f = Atα , ξ =
x

Atα
;

(10.49)
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(a)

(c)

(b)

Figure 10.4 Dependences of (a) p/p f , (b) ρ/ρ f and (c) v/v f on x/x f , obtained
by numerical solution of the non-self-similar impulsive load problem for γ = 1.4,
which rapidly approach the dependences corresponding to a self-similar interme-
diate asymptotics (curve 4). From Zhukov and Kazhdan (1956): 1, θ = 1.6; 2,
θ = 5/0; 3, θ = 15.0; 4, self-similar intermediate asymptotics.

here A and α are constants. For the functions P, V and R we obtain a system of
ordinary differential equations, which reduce to the first-order equation

dz
dV
=

z
Δ

{
[2(V − 1) + (γ − 1)V](V − α)2

− (γ − 1)V(V − 1)(V − α) − [2(V − 1) + κ(γ − 1)]z
}
,

Δ = (V − α)
[
V(V − 1)(V − α) + (κ − V)z

]
,

(10.50)

with

κ =
2(1 − α)

γ
, z =

γP
R

, (10.51)

and to two other first-order equations,

d ln ξ
dV

=
z − (V − α)2

V(V − 1)(V − α) + (κ − V)z
(10.52)
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and
d ln R

dξ
= − V(V − 1)(V − α) + (κ − V)z

(V − α)[z − (V − α)2]
− V

V − α . (10.53)

Thus, if the desired solution of (10.50) is known, the solutions of (10.52) and
(10.53) can be found by quadratures. This desired solution must pass through two
singular points, the image of the shock front

V =
2α
γ + 1

, z =
2α2γ(γ − 1)

(γ + 1)2 (10.54)

and the image of the free boundary, the singular point

V = κ , z = ∞ . (10.55)

It is easy to show that this singular point is of saddle type. The variable ξ must in-
crease monotonically as one moves from the singular point (10.55) to the image of
the shock front, (10.54). Thus the mathematical problem turns out in this case to be
a nonlinear eigenvalue problem, that of obtaining an integral curve, for a first-order
equation, passing through two points, one of which is a saddle-type singular point.
This is impossible in general but one can show that for each γ there exists a value
of α, an eigenvalue of the problem, for which the integral curve of (10.50) pass-
ing through the image of the shock front also goes through the saddle, the image
of the free boundary. An investigation of the field of integral curves of equation
(10.50) was performed by V. A. Adamsky (see Adamsky, 1956). The values of α
corresponding to various values of γ over its complete range 1 ≤ γ ≤ ∞ are given
in the table below. It can be seen that for all γ in the interval 1 < γ < ∞ we have
the inequality 1

2 < α <
2
3 .

γ 1.0 1.1 7/5 5/3 2.8 ∞
α 1/2 0.569 3/5 0.611 0.627 0.64

It turns out that values of the exponent α determined by direct construction of
a limiting self-similar solution agree well with the values obtained by numerical
calculation of an asymptotic solution of the non-self-similar problem performed
by A. I. Zhukov and Ia. M. Kazhdan (See Zhukov and Kazhdan, 1956).

Evidently the limiting self-similar solution (10.49) is determined by direct con-
struction only to within a constant A; comparison of (10.49) and (10.46)
gives

A = ξ0(γ)
√

pw/ρ0 τ
1−α . (10.56)
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Thus, to obtain the same asymptotics while reducing the duration τ of the impulse
acting on the gas, we must correspondingly increase the pressure at the dividing
wall according to the law

pw = const × τ−2(1−α) . (10.57)

Now we will discuss a seeming paradox concerning the asymptotic solution ob-
tained. The mass of gas involved at each moment in the flow through unit area of
the boundary is finite. Hence the laws of conservation of momentum and energy
apply; these are also valid at the non-self-similar stage of the motion. Therefore,
the idea naturally occurs of using these laws to determine the exponent α and the
constant A of the limiting self-similar solution.

The gas is initially at rest and at zero pressure, so its momentum and energy
are zero. The total momentum J of the gas involved in the motion is equal at any
instant to the impulse of the pressure load:

J = βpwτ , β =

∫ 1

0
f (λ) dλ . (10.58)

Hence we obtain the momentum conservation law in the form

βpwτ =

∫ x f

−∞
ρu dx . (10.59)

As time increases the solution tends to a self-similar one. Hence, it might appear
that if we pass to the limit under the integral sign then we can substitute into (10.59)
the expressions for the density and speed from the self-similar solution (10.49) and
obtain the relation

βp0τ = ρ0A2t2α−1
∫ 1

−∞
R(ξ)V(ξ) dξ . (10.60)

Since the integral on the right-hand side is obviously independent of time it is
necessary, in order for the left-hand side also to be independent of time, that the
relation α = 1/2 is satisfied, after which it would appear that one could find the
constant A from (10.60).

However, we also have the energy conservation law. According to this, the work
per unit area performed by the loading due to the gas is equal to∫ τ

0
p(0, τ)u(0, t) dt = δp3/2

w ρ−1/2
0 τ , (10.61)

where δ is a numerical constant. But the energy of the gas about to enter the motion
is zero because its speed and pressure are equal to zero. Hence the energy of the
gas actually involved in the motion is at any instant equal to the work performed



10.5 Intense explosion at a plane interface: internal intermediate asymptotics 179

by the impulsive loading:

δp3/2
w ρ−1/2

0 τ =

∫ x f

−∞
ρ

[
u2

2
+

p
(γ − 1)ρ

]
dx . (10.62)

Again, it seems that passing to the limit under the integral sign and substituting the
expressions for speed, density and pressure from the limiting self-similar solution,
we obtain

δp3/2
w ρ−1/2

0 τ = ρ0A3t3α−2
∫ 1

−∞
R

[
V2

2
+

P
(γ − 1)R

]
ξ2 dξ . (10.63)

At first glance it would seem to follow from this that α = 2/3 and that (10.63)
also allows one to determine the constant A. Thus a paradox arises, consisting
of the fact that the exponents α in the self-similar variable determined from the
laws of conservation of momentum (α = 1/2) and of energy (α = 2/3) do not
agree with each other or with the range of values of the exponent α (1/2 < α <

2/3) determined by direct construction of a limiting self-similar solution or by its
numerical calculation.

The resolution of this paradox is simple and at the same time instructive. The
fact is that the integral in the momentum equation (10.60) is equal to zero, and
the integral in the energy equation (10.63) is equal to infinity, so that from these
relations it is impossible to determine either the exponent α or the constant A.
The transition to the limit under the integral sign in the conservation laws (10.59)
and (10.62) was itself inadmissible, because the convergence of the integrands to
the limit is non-uniform over the domain of integration. Usually we leave such
fine points as uniform convergence under the integral sign to pure mathematicians,
assuming that everything will be in order. Here it is not so, and that is the essence
of the problem!

In fact the limiting self-similar motion is obtained by transition to the limit over
the entire domain −∞ < x ≤ x f , with the duration τ of the impulse tending to
zero and the pressure on the boundary tending to infinity according to the law
pw = const × τ−2(1−α). Here the total momentum βpwτ tends to zero as const and
the energy δp3/2

w ρ−1/2
0 τ to infinity as const τ2α−1 × τ3α−2, so that (we recall that

α lies between 1/2 and 2/3) the self-similar limiting motion has zero momentum
and infinite energy. Further, the self-similar solution is limiting to the solution of
the original non-self-similar problem with finite pw and τ and with t tending to
infinity. However, as has already been mentioned, the convergence to the limiting
solution is non-uniform in the domain −∞ < x ≤ x f . The momentum of the region
of compression x0(t) ≤ x ≤ x f (t) grows infinitely with time. The momentum of
the region of expansion −∞ < x ≤ x0(t) has a negative sign and its absolute value
also grows infinitely with time. The algebraic sum of these two momenta, equal
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Figure 10.5 The solution to the problem of an intense explosion at an interface
settles down to an intermediate asymptotics, at first internal (I) and later exter-
nal (II). The crosses correspond to θ = t

τ
= 100 (see (10.45)). From Vlasov,

Derzhavina, and Ryzhov (1974).

to βpwτ, becomes ever smaller compared with the momentum of each of the two
regions mentioned; it is different from zero only because of the departure of the
motion from self-similarity.

We now consider the energy E of any region x1(t) = ξ1Atα ≤ x ≤ x f (t) in which
the motion becomes close to self-similar starting from some instant of time:

E =
∫ x f

x1

ρ

[
u2

2
+

p
(γ − 1)ρ

]
dx = ρ0A3t3α−2

∫ 1

ξ1

R
[
V2

2
+

P
(γ − 1)R

]
ξ2 dξ .

(10.64)

It is evident that the energy E tends to zero with increasing t, so that the contribution
of the self-similar region to the bulk energy becomes ever less in time and the
basic contribution to the energy is determined by the motion close to the left-hand
boundary, where it always remains non-self-similar no matter how much time has
passed since the start of the motion.

The key ultimate step in the investigation of the problem of an intense explo-
sion at an interface, summing up the results of von Weizsäcker (1954), Zeldovich
(1956) and their associates and Nigmatulin (1965), was a numerical computation
performed by O. S. Ryzhov and his associates (Vlasov, Derzhavina and Ryzhov,
1974). Figure 10.5 demonstrates the transition from the internal asymptotics (I) to
the external asymptotics (II) for the following initial conditions:

u = 0 , ρ = ρ1 = 0.1 , p = 0 (x < 0) ;
u = 0 , ρ = ρ0 = 1 , p = 1 (0 < x < 1) ;
u = 0 , ρ = ρ0 = 1 , p = 0 (x > 0) .

(10.65)
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It is seen that the internal intermediate asymptotics is established close to the shock
wave with sufficient accuracy for θ1 < θ < θ2, where θ1 is only 2.5. After θ = θ2 ∼
40 the finiteness of the density on the left-hand side of (10.64) becomes substantial
and at θ ∼ 100 the external intermediate asymptotics is established; this will hold
until the pressure at the right-hand shock front becomes comparable with the initial
pressure.



11
Turbulence: generalities; scaling laws for shear flows

Turbulence is the state of vortex fluid motion where the velocity, pressure and other
properties of the flow field vary in time and space sharply and irregularly and, it
can be assumed, randomly.

Turbulent flows surround us, in the atmosphere, in the oceans, in engineering
systems and sometimes in biological objects. A contrasting class of fluid motions,
when the fluid moves in distinguishable layers (laminae in Latin) and the flow-
field properties vary smoothly in time and space, is known as laminar flow. In
Figure 11.1 an example of the time dependence of the velocity in a turbulent flow
is presented. For laminar flow the time dependence would be a smooth line.

Leonardo da Vinci1 already knew about and clearly distinguished these two
types of flow. Leonardo even used the term “turbulenza”. However, his observa-
tions and thoughts were buried in his notebooks, solemnly and carefully preserved
in the Royal and Papal archives. They were not published until recently and there-
fore most regretably did not influence future studies.

The systematic scientific study of turbulence began only in the nineteenth cen-
tury, and here two names should be mentioned in particular, those of the French ap-
plied mathematician Joseph Boussinesq and the British physicist Osborne
Reynolds. Boussinesq was a student of A. Barré de Saint Venant, who, in his turn,
was a devoted disciple of C. L. M. H. Navier, the originator of the mathematical
models for both Newtonian viscous fluid flows and the deformation of perfectly
elastic bodies.

It was Boussinesq (1877) who discovered the basic mechanism of the transverse
transfer of momentum in turbulent flows. In contrast with laminar flow this is due
not to molecular diffusion but to the action of vortices: turbulent flow is “stuffed”
with vortices and they are wholly responsible for enhancing the transfer of momen-
tum in turbulent flows, as well as for the randomness of turbulent flow. Boussinesq

1 The author is obliged to Academician U. Frisch for this historical reference.
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 ū
 +

 u
' (

ft
/s

)

Figure 11.1 An example of the time dependence of the velocity in a turbulent
flow: the longitudinal component of the velocity u in a turbulent boundary layer
at three dimensionless distances from the wall, 5.6, 56, and 330. From Wu and
Moin (2009).

introduced the concept of the “eddy viscosity” (viscosité tourbillonaire), quantify-
ing the intensity of the momentum transfer in turbulent flows by vortices.

It was Reynolds (1883, 1894), who, by visualization, investigated the transition
to turbulence in pipes with transparent walls and formulated the fundamental crite-
rion of transition. A careful analysis of the memoir of Reynolds (1883) (see also the
illuminating article of Sir James Lighthill, 1970) shows that he clearly understood
that his criterion for the transition to turbulence in pipes,

Re =
ud
ν
= const

(where u is the average velocity, the fluid flux through a cross-sectional area divided
by that area, d is the pipe diameter, ν is the fluid’s kinematic viscosity) is not
a universal criterion. Indeed, he formulated this criterion in the following way:
“It seems, however, to be certain if the eddies are due to one particular case [in
modern language, if all other factors are fixed; the italicization is that of the present
author], that integration would show the birth of eddies to depend on some definite
value of �ρu/η.” Here, the notation has been changed to ours and “one particular
case” can be interpreted as meaning that it is so for given initial conditions at the
entrance to the pipe, the design of the entrance etc. It can be added that recently a
very instructive series of experiments was performed by Professor A. A. Paveliev
of the Moscow State University. His set-up contained a diaphragm at the entrance
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to the pipe in which there were 250 orifices; the fluid was supplied to each of them
independently, keeping the total flux fixed. The transition Reynolds number was
found to be different for different distributions of fluxes.

Moreover, about a hundred years after Reynolds’ work, N. J. Johannesen and
C. Lowe repeated his experiments (see van Dyke, 1982, p. 61) on the same set-
up, which had been carefully preserved by Manchester University. They obtained a
transition Reynolds number much less than the value, 13 000, observed by
Reynolds. Johannesen and Lowe attributed this reduction to the traffic on the streets.
However, Ekman (1910) and Schiller (1922) reported experiments where the wa-
ter had been calm for years and the entrance to the pipe was especially smooth.
In these experiments, laminar flows were obtained for Re up to 40 000. Now let
us imagine an ideal experiment, in which the influence of the ambient media is
prevented and an ideal laminar velocity profile is produced at the entrance to the
pipe. In spite of all these precautions, certain sources of perturbation still remain
that can influence the transition and that are non-universal. These are the thermal
oscillations of the molecules and atoms of which the fluid is composed and the fact
that the development of vortices along the pipe is non-monotonic, so that at first
their intensity can decrease but later, if the pipe is sufficiently long, they will start to
grow.

So, in this ideal experiment, the transition Reynolds number depends on two
dimensionless parameters,

Π1 =

√
v′2

u
, Π2 =

�

d
;

here v′2 is the mean square of the thermal oscillation velocities, averaged over
frequency and over the volume of the elementary fluid particle, � is the length
of the pipe and d is the diameter. The quantity v′2 can depend on the following
governing parameters: the fluid density ρ0, the volume w of the elementary fluid
particle, the Boltzmann constant KB and the temperature θ. Their dimensions are as
follows: [ρ] = M/L3, [θ] = Θ, [kB] = ML2T−2Θ−1, [w] = L3. All these dimensions
are independent, so standard dimensional analysis gives v′2 = const × kBθ/(ρ0w)
(the derivation of this formula is due to Boris Ya. Zeldovich). Thus Π1 = const ×
kBθ/(ρ0wu).

This formula suggests an interesting way of obtaining the laminar flow of su-
percooled helium at very large Reynolds numbers: as P. L. Kapitsa discovered, the
viscosity of supercooled liquid helium decreases dramatically.

However, the general belief that turbulent flows cannot exist for Re< 2000 re-
mains unproven experimentally, because, in a laboratory, the possible pipe length
might be insufficeint.
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There is a general belief, also insupported by rigorous mathematical proof that
laminar flow in pipes is stable to infinitesimally small perturbations. So, on the
whole, the transition to turbulence in pipes still remains an open problem.

Reynolds (1894) proposed a general approach for studying random turbulent
flows by means of averaging, and formulated the basic rules for this. Reynolds
called turbulent flows “sinuous”; the term “turbulent flows” was reintroduced, in-
dependently of Leonardo da Vinci, by Lord Kelvin – a remarkable example of
congeniality!

For the past hundred years turbulence has been studied by an army of engi-
neers, mathematicians and physicists, including such giants as A. N. Kolmogorov,
W. Heisenberg, G. I. Taylor, L. Prandtl and Th. von Kármán. Every advance in a
wide collection of subjects, from chaos and fractals to field theory, and every in-
crease in the speed and parallelization of computers has been heralded as ushering
in the solution of the “turbulence problem”. Nevertheless turbulence, the fatigue of
structures (in a wider sense, including plasticity) and the fracture of structures –
problems of comparable practical value and fundamental interest – remain a great
challenge. In particular, almost nothing is known about turbulence, even in incom-
pressible Newtonian fluids, from first principles, i.e. from the Navier–Stokes and
continuity equations. This provides an important and interesting intellectual puz-
zle for future researchers. Meanwhile it is doubtless true that turbulent flows of
wide classes of fluids, including air and water under normal conditions, can be
described by the Newtonian viscous fluid approximation down to the scale of the
smallest vortices and beyond.

At the end of his life A. N. Kolmogorov, whose ideas shaped modern turbulence
studies, said, surveying the beginning of his work on turbulence:

It became clear for me that it is unrealistic to have a hope for the creation of a pure
theory [of turbulent flows of fluids and gases, based on first principles Q ] closed
in itself. Due to the absence of such a theory we have to rely upon the hypotheses
obtained by the processing of experimental data . . .

Unfortunately very little, if anything, has changed since these words were said
regarding the possibility of constructing a pure closed theory. However, more ex-
perimental data have appeared and it is possible now, where needed, to modify
previous hypotheses and the special models based on these hypotheses. Examples
of such modifications will be presented below.

11.1 Kolmogorov’s example

At the beginning of his course on turbulence, delivered at Moscow State University
in 1954, Kolmogorov asked listeners the following question: what would be the
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velocity on the surface of the River Volga (in Russia; its parameters are close to
those of the Mississippi River in the USA.) if by some miracle the flow in the river,
preserving its geometry, became laminar?

To answer this question, Kolmogorov naturally modeled the river by a weakly
inclined (with slope i � 1) spatially homogeneous open channel (Figure 11.2a). In
this simple case of laminar flow in a channel, the system of Navier–Stokes equa-
tions is reduced to a single equation,

η
d2u
dz2 + ρgi = 0 . (11.1)

Here u(z) is the velocity parallel to the bottom, z is the coordinate reckoned from the
bottom and perpendicular to it, η is the water’s dynamic viscosity, ρ is its density
and g is the gravity acceleration. The natural boundary conditions are u(0) = 0
(a no-slip condition at the bottom) and du/dz = 0 at z = H, with H the river depth
(a no-shear condition at the river surface). The easily obtainable solution is

u(z) =
ρgiH2

2η

(
2z
H
− z2

H2

)
. (11.2)

Thus, the velocity usurf at the river surface would appear to be given by

usurf =
ρgiH2

2η
. (11.3)

Now, let us estimate usurf using realistic values of the parameters: η/ρ = 10−2

cm2/s, H = 20 m = 2 ×103 cm, i = 10−4, g = 103 cm/s2. The obviously absurd value
usurf = 2 × 107 cm/s = 200 km/s � 400 000 miles/hour is obtained. The reason for
this absurdity is that the flow in the river is not laminar, but turbulent; it is, as
we described earlier, “stuffed” with vortices (Figure 11.2b). The “eddy viscosity”
ηturb, in contrast with the molecular viscosity, is no longer a fluid property. It is a
local flow property, different in different places. The value ηturb needed to obtain
a realistic value from (11.3) at the river surface exceeds the molecular viscosity η
two hundred thousand times!

Kolmogorov’s example is especially significant, even fundamental, in the follow-
ing respect: it clearly demonstrates the huge reserves of energy available in natural
flows. Natural flows would release part of their hidden energy if, in some way, even
partial flow laminarization were achieved. In such situations the eddy viscosity
would reduce and the flow velocity would increase, sometimes substantially. This
is what happens in reality: partial laminarization is achieved in dust storms (the
laminarizing factor is the presence of suspended dust particles), tropical hurricanes
(the laminarizing factor is the presence of water droplets formed when the water
waves at the ocean surface break), firestorms (the laminarizing factor is the burning
debris and soot particles) and some other natural phenomena.



11.2 The Reynolds equation. Reynolds stress 187

x
i

H

(a) (b)

z

x
i

z

Figure 11.2 Kolmogorov’s example. (a) Laminar flow in a channel. (b) Turbulent
flow in a river.

11.2 The Reynolds equation. Reynolds stress

The “realizations” of turbulent flows under prescribed external conditions, e.g. a
given pressure drop at the ends of a pipe, are highly unstable; their measurement is
impossible, in the first place because even delicate measuring devices will change
these individual motions. Therefore turbulence studies operate with averages of the
fluid flow properties. In theoretical studies “ensemble” or “probability” averaging
is used: averaging is made over the whole ensemble of possible turbulent flow
realizations under prescribed external conditions.

This way of averaging has the following properties (a bar denotes an average
value):

f + g = f̄ + ḡ , (11.4)

a f = a f̄ , if a = const , (11.5)

ā = a , if a = const , (11.6)

∂ f
∂s
=
∂ f̄
∂s

, (11.7)

where s is a spatial or time coordinate, and

f̄ g = f̄ ḡ . (11.8)

The conditions (11.4)–(11.8) are generally known as Reynolds’ rules of aver-
aging. Thus, corresponding to every component of the turbulent flow field f an
average value f̄ is assigned, and its random fluctuation is f ′ = f − f̄ .

We will apply these rules to the averaging of the Navier–Stokes equations. We
take the momentum balance equation in Cartesian orthonormal coordinates and



188 Turbulence: generalities; scaling laws for shear flows

average it:

∂tρui + ∂αρuiuα = −∂i p + ∂ατiα . (11.9)

Here τiα is a component of the viscosity stress tensor. Using the rules of averaging
(11.4)–(11.8) we obtain

∂tρui = ρ∂tūi ;

∂αρuiuα = ∂αρ(ūi + u′i)(ūα + u′α)

= ∂αρūiūα + ∂αρūiu′α + ∂αρu′i ūα + ∂αρu′iu
′
αx

= ∂αρūiūα + ∂αρu′iu
′
α ,

because, according to the rule (11.8),

∂αρu′i ūα = ∂αρūiu′α = 0 .

Thus, the averaged Navier–Stokes equation (11.9) can be represented in the form

ρ∂tūi + ρūα∂αūi = −∂i p̄ + ∂α(τ̄iα + Tiα) . (11.10)

Here

Tiα = −ρu′iu
′
α (11.11)

is obviously a component of the tensor

T = −ρu′ ⊗ u′ (11.12)

which represents the rate of momentum transfer by turbulent vortices. In laminar
flows u′ ≡ 0, and the tensor T vanishes. It is instructive that the tensor T enters the
averaged Navier–Stokes equation as an addition to the averaged viscous stress τ̄ττ:

∂tρū + ρ(ū · ∇) · ū = −∇ p̄ + ∇ · (τ̄ττ + T) . (11.13)

Equation (11.10) (in vector form (11.13)), was obtained by Reynolds and is tra-
ditionally named the Reynolds equation after him. Accordingly the tensor T is
named the Reynolds stress tensor.

The formidable difficulty of the turbulence problem lies exactly in the fact that
nothing is known in general about the Reynolds stress tensor.

This renders unclosed the system comprising the Reynolds equation (11.10) – or,
in vector form, (11.13) – and the obviously obtainable averaged continuity equation

∇ · ū = 0 , or ∂αūα = 0 . (11.14)

The problem of turbulence is in fact the problem of finding the Reynolds stress
tensor T, i.e. finding its connection with the average components of the turbulent
flow field.
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Figure 11.3 Shear flow.

11.3 Turbulent shear flow

Shear flow is statistically steady, homogeneous in the direction of the average ve-
locity flow and such that all average flow properties vary only in the direction
perpendicular to the direction of the mean velocity (Figure 11.3).

Studies of turbulent shear flows are of special significance from both theoretical
and experimental viewpoints. Indeed, for turbulent shear flows it is possible to ad-
vance deeper without accepting additional hypotheses that are sometimes doubtful;
their mathematical models are substantially simplified. The main reason for such
simplifications is that general turbulent flow fields are non-local, both in time and
space. This means that the average flow properties at a certain point and at a certain
moment in time depend not only on the properties of the flow at this point but also
on the properties in a neighborhood around the point under consideration and in
the time interval before the moment considered.

This is not the case for turbulent shear flows. The average flow field properties
at a point can be considered, for a shear flow, as local properties depending only
upon the flow properties at the same point. The reason for such a simplification
is that in the averaging process the contributions of the neighbourhood and of the
prehistory vanish owing to the steadiness and homogeneity of the mean flow in
the direction of the mean velocity: positive and negative fluctuations compensate
each other. Also, an important advantage of shear flows from the viewpoint of
experimentalists is the “ergodicity” property, the possibility of calculating ensem-
ble averages by averaging at a certain point over a time interval (this is allowable
owing to the steadiness of the flow) or over a longitudinal space interval (this is
allowable owing to the spatial homogeneity of the averaged field in the mean flow
direction).
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11.4 Scaling laws for turbulent flows at very large
Reynolds numbers. Flow in pipes

Turbulence at very large Reynolds numbers (“very large” means that we have not
only Re � 1 but also log Re � 1) is often called “developed turbulence” and is
widely considered to be one of the happier provinces of the turbulence realm, as it
is thought that two of its basic results are well established and should enter, basi-
cally untouched, into a future complete theory of turbulence. These results are the
von Kármán–Prandtl universal logarithmic law in the wall region of wall-bounded
turbulent flow and the Kolmogorov–Obukhov scaling laws for the local structure of
developed turbulent flows.

The start of fundamental research into turbulent shear flows at very large
Reynolds numbers can be dated precisely from the lecture of Th. von Kármán at
the Third International Congress for Applied Mechanics at Stockholm, 25 August
1930.

The second major breakthrough in the theory of turbulence at very large
Reynolds numbers occurred in 1941, in the fundamental works of A. N. Kol-
mogorov and of A. M. Obukhov, at that time Kolmogorov’s graduate student (Kol-
mogorov, 1941a, b; Obukhov, 1941a, b), where the scaling laws for the local struc-
ture of such flows were obtained. The role of an elucidating article by Batchelor
(1947) should be emphasized; in this article the Kolmogorov–Obukhov theory, pre-
sented originally in the form of short notes, was explained in detail and fundamen-
tally clarified. It happened that even Russian students (including the present author)
learned the theory from reading this article. The Kolmogorov–Obukhov theory will
be discussed in the next chapter.

Von Kármán was one of the principal founders of the International Congresses
for Applied Mechanics. Unquestionably his lecture “Mechanical similitude and
turbulence” was the central event of the Congress. Von Kármán began his lecture
(von Kàrmàn, 1930) with the following statement:

Our experimental knowledge of the internal structure of turbulent flows is insuffi-
cient for delivering a reliable foundation for a rational theoretical calculation of the
velocity distribution and drag in the so-called hydraulic flow state. Numerous semi-
empirical formulae, for instance, the attempt to introduce turbulent drag coefficients,
are unable to satisfy either the theoretician or the practitioner. The investigations
which will be presented below also do not claim to achieve a genuine ultimate the-
ory of turbulence. I will restrict myself rather to clarifying what can be achieved
on the basis of pure fluid dynamics if definite hypotheses are introduced concerning
definite basic questions.

The hypothesis proposed by von Kármán for answering the fundamental ques-
tions concerning the velocity distribution and drag coefficients in turbulent
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hydraulic flows or, as they are called now, shear flows – primarily, flows in pipes
and channels – was presented by him in the following straightforwardx form.

On the basis of these experimentally well-established facts we make the assumption
that away from the close vicinity of the wall the velocity distribution of the mean
flow is viscosity independent.

As a result of subsequent arguments proposed by von Kármán there appeared
what is called now the universal (i.e. Reynolds-number-independent) logarithmic
law and the corresponding drag law for turbulent flow in a cylindrical pipe. These
will be presented below.

The leaders in applied mechanics of that time were present at von Kármán’s lec-
ture and took part in the subsequent, very impressive, discussion. The first speaker
was Ludwig Prandtl. He said:

The new Kármán calculations signify very pleasing progress in the problem of fluid
friction. It was always the case that by advancing to higher Reynolds numbers the
previous interpolation formulae were revealed to be incorrect by extrapolation to a
newly investigated range and had to be replaced by new ones. Research laboratories
made big efforts to achieve higher Reynolds numbers, but the cost of big experimen-
tal set-ups has a bound which cannot be substantially exceeded. Due to Kármán’s
formulae further efforts in this direction became unnecessary [present author’s ital-
ics]. The formulae are in such good agreement with the experiments in pipe flows by
Nikuradze, and by Schiller and Hermann, and with experiments concerning the drag
of plates performed by Kempf, that complete confidence can be placed in them for
their application at arbitrarily large Reynolds numbers. For lower Reynolds numbers
the agreement is worse, and this can be attributed to the action of the viscosity also
in the inner part of the flow, i.e. to the viscosity-influenced streaks of which the lam-
inar layer at the wall consists and which in this case enter far into the internal part
of the flow [present author’s italics].

I want to point out a seeming contradiction concerning the representation of the
velocity distribution by Nikuradze in connection with Kármán’s new formulae and
my earlier formulation using the dimensionless distance from the wall. Kármán’s for-
mulae use viscosity in the boundary condition only. The velocity distribution should
be calculated without viscosity. However, the dimensionless distance from the wall,
y∗ = (y/ν)

√
τ0/ρ, does contain the viscosity. According to my opinion, the explana-

tion is that the Kármán representation should be considered as exact for very large
Reynolds numbers, while the representation via the dimensionless distance from the
wall applies essentially to the wall layer and streaks where the viscosity and turbu-
lence are acting together [present author’s italics].

It should be understood that at that time Prandtl was generally considered as
“the chief of applied mechanics” (see Batchelor, 1996, p. 185). The opinion which
we have just reproduced explains at least partially why over nearly 70 years the
Nikuradze (1932) experiments were never extended to larger Reynolds numbers.



192 Turbulence: generalities; scaling laws for shear flows

Moreover, the culture of such experiments, in fact very subtle, decayed and to a
certain extent was lost.

It is also true that the last part of Prandtl’s comment is very deep and instruc-
tive, but it remained dormant and was not cast into a proper mathematical theory
for the following technical reason. In the early 1930s, and even long before, the
mathematical techniques which were needed here were in sufficiently good shape.
However, they were considered rather as mathematical monstrosities with no prac-
tical application. Only several decades later was it recognized (see Chapter 9) that
these techniques were needed for the modeling of many physical phenomena; such
techniques then entered the practice of applied mathematics and theoretical physics
as incomplete similarity, fractals and renormalization groups. These concepts will
be used in the present chapter to explain the situation regarding the scaling laws for
turbulent shear flows at very large Reynolds numbers. In particular, the concept of
incomplete similarity will allow a resolution of the contradiction mentioned in the
second paragraph of Prandtl’s comment.

We consider here the scaling laws for wall-bounded shear flows at very large
Reynolds numbers. Among such flows are many flows of practical importance:
flows in pipes, channels, wall-jets, and boundary layers. Our presentation is based
on a series of works by A. J. Chorin, V. M. Prostokishin and the present author (see
the reviews of Yaglom, 1993, 2000, Barenblatt, Chorin and Prostokishin, 1997,
2000), Chorin, 1998, and Barenblatt, 2003, and the sources given therein).

In particular, flows in cylindrical pipes (Figure 11.4) constitute an instructive
example of wall-bounded turbulent shear flows. The advantage of considering these
flows here is the availability of a large amount of experimental data: it allows the
clarification of even fine details of the turbulent shear flow structure.

Thus, we have the same clear goal and well-determined problems as those once
formulated by von Kármán (see above): to obtain mathematical expressions for
the drag coefficient and the velocity distribution in the intermediate region 3 (see
Figure 11.4) of the flow in a pipe at very large Reynolds numbers. “Intermedi-
ate” means here the region between the viscous sublayer 1 adjacent to the wall,
where the velocity gradient is very high and the mean viscous stress is compara-
ble with the Reynolds stress, and the region 2 close to the pipe axis. Von Kármán
considered the same intermediate region, where the pipe flow carries its basic fluid
discharge.

However, our basic hypothesis will be essentially different. In fact, we reject
von Kármán’s hypothesis of complete viscosity independence and propose instead
an hypothesis of incomplete similarity. This difference will lead to substantially
different results whose agreement with experiment is instructive.

Consider for comparison the traditional derivation of the velocity distribution in
the intermediate region. The mean velocity gradient du/dz in a shear flow bounded
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Figure 11.4 Flow in a long cylindrical pipe. The structure at large Reynolds num-
ber: 1, viscous sublayer; 2, near-axis region; 3, intermediate region.

by a smooth wall, in particular, a flow in a pipe with smooth walls, could be gov-
erned by the following parameters: the transverse coordinate z (the distance from
the wall); the shear stress at the wall τ; the external length scale entering the def-
inition of the Reynolds number, in this case the pipe diameter d; and the fluid
properties, its kinematic viscosity ν and density ρ. The velocity gradient du/dz is
considered rather than the velocity itself, because the values of the velocity are in-
fluenced by the flow in the vicinity of the wall, region 1, where the intermediate
asymptotic assumptions used in this derivation, as well in the modified derivation
to be presented later, are invalid. Thus, for such a pipe flow,

du
dz
= f (z, τ, d, ν, ρ) . (11.15)

Introduce the viscosity length scale δ:

δ =
ν

u∗
, u∗ =

√
τ

ρ
. (11.16)

The quantity u∗ is named the dynamic, or friction, velocity; its physical sense and
importance will be explained later. A standard application of dimensional analysis
gives

du
dz
=

u∗
z

g
(

z
δ
,

d
δ

)
, (11.17)
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where g is a dimensionless function of its dimensionless arguments. Dimensional
analysis also suggests that d/δ = u∗d/ν is a function of the traditional Reynolds
number Re = ūd/ν, where ū is the average velocity, i.e. the total discharge (fluid
flux) divided by the cross-sectional area of the pipe. Therefore the relation (11.17)
can be rewritten in the form

du
dz
=

u∗
z
Φ

( z
δ
,Re

)
, Re =

ūd
ν
, (11.18)

where Φ is another dimensionless function of dimensionless arguments.
For very large Reynolds numbers in the intermediate region 3 considered, the

ratio of the distance from the wall and the viscosity length scale z/δ is large. Ac-
cording to the basic von Kármán assumption (see the von Kármán quote above),
the viscosity does not affect the velocity distribution in the intermediate region.
However, in the expression (11.18) the viscosity ν enters both arguments since
z/δ = u∗z/ν and Re = ūd/ν. Therefore the von Kármán assumption implies the
complete independence of the parameters z/δ and Re. If so, according to a tra-
ditional (for teachers) argument the function Φ in the intermediate region can be
replaced by a constant: Φ = 1/κ. The constant κ was later named the “von Kármán
constant”. Substituting Φ = 1/κ into (11.18) gives

du
dz
=

u∗
κz
. (11.19)

Integration of (11.19) leads to a universal, Reynolds-number-independent, law
for the velocity distribution:

u = u∗

(
1
κ

ln
u∗z
ν
+C

)
. (11.20)

We emphasize especially that in this line of argument the constant C is considered
to be finite and Re-independent. This would seem to be logically consistent with
the previous steps but is in fact a substantial additional hypothesis.

After the work of von Kármán (1930), Prandtl (1932) arrived at the universal
logarithmic law (11.20) using a different approach, and so the term “von Kármán–
Prandtl universal logarithmic law” became established. Many different derivations
of this law have been proposed (e.g. Lighthill, 1970, pp. 116–17, Landau and
Lifshitz, 1987, pp. 172–5, schlichting, 1968, pp. 489–90, Monin and Yaglom, 1971,
pp. 273–4, and, recently, Spurk and Aksel, 2008, pp. 219–223). We emphasize that
the basis of all these derivations is the hypothesis explicitly formulated by von
Kármán, quoted above.

Before the universal logarithmic law appeared, for practical needs engineers
used power laws with exponents dependent on the Reynolds number. Von Kármán
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and Prandtl were successful in persuading the engineering world that this was in-
correct and that the universal logarithmic law should be used instead.

However, for seven decades experimental information accumulated that sug-
gested doubts regarding the universal logarithmic law. The analysis of new ex-
perimental data demonstrated a systematic deviation (not a scatter!) from the pre-
dictions of the universal logarithmic law even if a very liberal approach to the
constants κ and C were allowed, although by the very logic of the derivation pre-
sented above the values of these constants should be identical for all high-quality
experiments in smooth pipes. Moreover, an analysis by Schlichting (1968) of the
experimental data of Nikuradze (1932), mentioned by Prandtl in his comment on
the von Kármán lecture as a good confirmation of the von Kármán formulae, mak-
ing future experiments unnecessary, suggested (see Figure 11.5) that power laws
with Re-dependent powers were indeed a good representation of the experimen-
tal data concerning the velocity distribution in the intermediate region of pipe
flow.

11.5 Turbulent flow in pipes at very large Reynolds numbers:
advanced similarity analysis

Our knowledge of the Navier–Stokes equation and its solutions is at present insuf-
ficient to decide what kind of behavior takes place at large values of the function
Φ governing the velocity gradient (equation (11.18)). However, analysis of the ex-
perimental data from investigations performed in the last two or three decades has
shown that we do not have a case of complete similarity in the arguments of the
function Φ and that the constant C entering the relation (11.20) is in fact strongly
dependent on the Reynolds number.

Therefore it was a natural step to follow the general procedure described in
Chapter 9 and to abandon the von Kármán assumption of complete viscosity
independence.

The following basic hypothesis is assumed instead.

First hypothesis At large z/δ and very large Reynolds numbers there is incomplete
similarity in the parameter η = 1/δ = u∗z/ν and no similarity in the Reynolds
number.

This means the following. At large η = u∗z/ν and very large Reynolds numbers
Re the function Φ(η,Re) can be represented as a power monomial with coefficients
dependent on the Reynolds number:

Φ(η,Re) = A(Re)ηα(Re) . (11.21)
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Figure 11.5 The experimental data of Nikuradze (1932) processed in the form of
power laws (u/U)n(Re) versus r/R show that the power laws give a good approxi-
mation for the velocity distribution data. Here U is the maximum velocity, y the
distance from the wall and R the pipe radius (Schlichting, 1968). The variation of
n is significant: it goes from 1/6.0 for Re = 4.0 × 103 to 1/10 for Re = 3.2 × 106.

Here the coefficient A and the power α � 0 in (11.21) are as yet undetermined
functions of the Reynolds number Re.

Substituting (11.21) into (11.18), we obtain

du
dz
=

u∗
z

A(Re)ηα(Re) . (11.22)
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Figure 11.6 The Princeton data (Zagarola, 1996) obtained in a high-pressure pipe
confirm the splitting of the experimental data according to their Reynolds numbers
in the (ln η, φ)-plane (η = u∗y/ν, φ = u/u∗). The solid line is the envelope; each
dotted curve has its maximum at the η-value corresponding to the centre of the
pipe. The splitting and form of the curves agree with the scaling law and are
incompatible with the von Kármán–Prandtl universal logarithmic law.

Note immediately a clear-cut qualitative difference in the present case between
complete and incomplete similarity. In the first case the experimental data should
cluster in the traditional (ln η, φ)-plane (where φ = u/u∗) on the single straight line
of the universal logarithmic law. However, if one assumes incomplete similarity
then the experimental points should occupy an area in the (ln η, φ)-plane: each value
of the Reynolds number corresponds to a separate curve.

As Figures 11.5 and 11.6 demonstrate, experiments – even at high Reynolds
numbers, performed at different times and in different laboratories – show a per-
ceptible dependence of the distribution of the dimensionless velocity u/u∗ on the
Reynolds number. This splitting is incompatible with the universal von Kármán–
Prandtl law.

The second basic assumption is the vanishing-viscosity principle:

Second hypothesis The gradient of the average velocity tends to a well-defined
limit as the viscosity vanishes.

According to this vanishing-viscosity principle it is possible to represent the
Reynolds number functions A(Re) and α(Re) that enter the relation (11.22) in the
form

A = A0 + A1ϑ , α = α0 + α1ϑ . (11.23)
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Here ϑ is a small parameter vanishing at Re = ∞, whereas the constants A0, A1, α0

and α1 should be universal. Thus, the relation (11.22) can be rewritten in the form

du
dz
=

u∗
z

(A0 + A1ϑ)
(u∗z
ν

)α0+α1ϑ

=
u∗
z

(A0 + A1ϑ) exp
[
(α0 + α1ϑ) ln

u∗z
ν

]
=

u∗
z

(A0 + A1ϑ) exp
[
α0 ln

u∗z
ν
+ α1ϑ ln

ūd
ν
+ α1ϑ ln

z
d
+ α1ϑ ln

u∗
ū

]
.

(11.24)
We recall that ūd/ν = Re is the Reynolds number. When the viscosity ν tends to
zero, the condition α0 = 0 is necessary for the existence of a well-defined limit
of the velocity gradient (11.24). Therefore, according to the vanishing-viscosity
principle, α0 = 0.

Furthermore, remember that the small parameter ϑ is a function of the Reynolds
number that must vanish at Re = ∞. It will be shown in the next section that the
ratio u∗/ū is of the order of 1/ ln Re, so that ln(u∗/ū) is of the order of ln ln Re and,
at very large Reynolds number, is small in comparison with ln Re. The value of
ln(z/d) is fixed.

Now, a very important step follows. The relation (11.24) demonstrates that if ϑ
tends to zero as Re→ ∞ faster than 1/ ln Re (again recall that Re = ūd/ν) then the
argument of the exponent in (11.24) tends to zero. We have returned to the case of
complete similarity, which does not agree with the experimental data. However, if
ϑ tends to zero slower than 1/ ln Re then a well-defined limit of expression (11.24)
for the velocity gradient does not exist, in contrast with the second hypothesis, the
vanishing-viscosity principle. Therefore, the only choice compatible with our basic
hypotheses is

ϑ =
1

ln Re
. (11.25)

Here the coefficient of 1/ ln Re is taken to equal 1 because if it were not then the
constants A1 and α1 could simply be renormalized. By integration we obtain

φ =
u
u∗
= (C0 ln Re +C1)

(u∗z
ν

)α1/ ln Re
. (11.26)

Thus, we arrive at a conclusion which is in agreement with the intuitive idea of
Prandtl, expressed in his comment about von Kármán’s lecture; see Section 11.4.

Indeed, the dimensionless distance from the wall η = u∗z/ν does contain the
viscosity and at arbitrary large but finite Reynolds numbers the viscosity influ-
ences the velocity gradient. This influence is transmitted, as Prandtl claimed, by
wall streaks arriving at the main flow from the viscous sublayer 1 in Figure 11.4,
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where turbulence and viscosity act together. It is exactly these streaks that create the
“intermittency” of wall-bounded flows, i.e. the inhomogeneity in the distribution of
turbulent vortices and in the dissipation of turbulent energy into heat. So, Prandtl’s
comment is in agreement with the idea of incomplete similarity.

From (11.26), the parameters u∗ and ν form a Reynolds-number-dependent di-
mensional monomial

C = (C0 ln Re +C1)u1+α1/ ln Re
∗ ν−α1/ ln Re . (11.27)

We emphasize that the dimension of this monomial cannot be obtained from di-
mensional analysis. It determines the power-law velocity distribution in the basic
intermediate region 3 of turbulent flow in a pipe, i.e.

u = Czα1/ ln Re . (11.28)

The first comparison of the power law (11.28) with experiment (see the review
article by Barenblatt, Chorin and Prostokishin, 1997, and the references therein)
was performed on the basis of the experimental data of Nikuradze (1932), obtained
under the direct guidance of Prandtl. This comparison confirmed the law (11.28)
and made it possible to obtain values of the constants C0, C1 and α1:

C0 =
1
√

3
≈ 0.577 35 , C1 =

5
2
, α1 =

3
2
. (11.29)

In fact, statistical processing has given the following experimental values of the
constants C0 and C1: C0 = 0.578 ± 0.001 and C1 = 2.50 ± 0.016. Accepting
the values C0 = 1/

√
3(≈0.577 35) and C1 = 5/2, we can simplify the calculations

while remaining within the limits of accuracy of the experimental data.
Thus, the final result for the velocity distribution in the intermediate region 3 of

turbulent flow in pipes is

φ =
u
u∗
=

(
1
√

3
ln Re +

5
2

)
η

3
2 ln Re , (11.30)

where η = u∗z/ν, or, equivalently,

φ =

⎛⎜⎜⎜⎜⎝
√

3 + 5α
2α

⎞⎟⎟⎟⎟⎠ ηα , α =
3

2 ln Re
. (11.31)

An instructive form of (11.31) can be obtained by introducing a new variable ψ:

ψ =
1
α

ln
2αφ
√

3 + 5α
. (11.32)

In this case relation (11.31) is reduced to the simple form

ψ = ln η . (11.33)
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Figure 11.7 Experimental data points of Nikuradze (1932) in (ln η, ψ) coordinates
at η > 30 lie close to the bisectrix of the first quadrant, confirming the scaling law
(11.30), (11.31). From Barenblatt, Chorin and Prostokishin (1997). The values of
Re are as follows: Δ, 4×103; �, 6.1×103; ◦, 9.2×103; •, 1.66×104; |, 2.33×104; �,
4.34×104; ∇, 1.05×105; �, 2.05×105; ∪, 3.96×105; ∪•,7.25×105; ♦,1.11×106;
�,1.536 × 106; +,1.959 × 106; ×, 2.35 × 106; ∩,2.79 × 106; ∩•, 3.24 × 106.

Equation (11.33) is particularly important. As was noted previously, a key
difference between the universal, Reynolds-number-independent, logarithmic law
obtained on the basis of the assumption of complete similarity and the Reynolds-
number-dependent scaling law (11.30), (11.31) is as follows. While the former im-
plies that all the data points in the (ln η, φ)-plane cluster on a single curve, the latter
predicts a separate curve φ(ln η) for each Reynolds number, so that the correspond-
ing data points should fill out an area in the (ln η, φ)-plane. The transformation
(11.32) reverses the roles of the two laws. According to the Reynolds-number-
dependent scaling law (11.30), (11.31) all the data points should cluster in the
(ln η, ψ)-plane on a single curve, and a particularly simple one at that, the bisectrix
of the first quadrant. By contrast, if the universal law (11.20) holds, the data points
should be area-filling.

Figure 11.7 is instructive. All Nikuradze’s (1932) experimental data (256 points)
are presented in the (ln η, ψ)-plane. We observe that for η > 25 (i.e. outside the vis-
cous sublayer), all the data, except for a very few, fall on the bisectrix, confirming
the validity of the scaling law. A plausible explanation for the four exceptional



11.6 Reynolds-number dependence of the drag in pipes 201

points that lie far from the bisectrix, which has been offered by Professor D. Coles,
is that they are typographical errors. However, we shall not presume to make cor-
rections to the data published by Nikuradze (1932). It is also important to mention
that overall Figure 11.7 testifies to the self-consistency of Nikuradze’s data.

11.6 Reynolds-number dependence of the drag in pipes following
from the power law

It is instructive to compare the prediction of the Reynolds-number dependence of
the drag coefficient in pipes that follows from the scaling law (11.30), (11.31) with
the experimental data. Also instructive is a comparison of the experimental data
with the Reynolds-number dependence of the drag coefficient that follows from
the von Kármán–Prandtl law.

The standard definition of the drag coefficient λ in the engineering literature is

λ =
τ

ρū2/8
= 8

(u∗
ū

)2
. (11.34)

The average velocity (the total discharge volume per unit time per unit cross-
sectional area) is given by

ū =
8
d2

∫ d/2

0
u(z)

(
d
2
− z

)
dz . (11.35)

To calculate ū we assume that it is possible to replace u(z) in (11.35) by the
scaling law (11.31), which is strictly true only in the intermediate region 3 (see
Figure 11.4). This replacement introduces a systematic error, which, however, is
small at very large Reynolds numbers, when the contributions from the near-wall
region 1 and the near-axis region 2 are small. The result is

ū = u∗

√
3 + 5α
α

(
u∗d
ν

)α 1
2α(1 + α)(2 + α)

. (11.36)

However, α = 3/(2 ln Re), so that Re = exp[3/(2α)], and therefore

u∗d
ν
=

e3/(2α)2αα(1 + α)(2 + α)
√

3 + 5α
. (11.37)

Some further simple algebra yields an explicit relationship between the dimen-
sionless drag coefficient λ and the Reynolds number Re:

λ =
8

F2(1+α) , (11.38)

where

F =
e3/2(
√

3 + 5α)
2αα(1 + α)(2 + α)

, α =
3

2 ln Re
.
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Figure 11.8 Nikuradze’s (1932) data for various pipes and various Reynolds num-
bers confirm to high accuracy the friction law (11.50), (11.51) which follows from
the scaling law (11.30), (11.31); the figure shows ξ = λexp/λpred for various pipe
radii: 	, d = 1 cm; Δ, d = 2 cm; ♦, d = 3 cm; ×, d = 5 cm; +, d = 10 cm. From
Barenblatt, Chorin and Prostokishin (1997).

In the same paper by Nikuradze (1932) there were presented (also in digital
form) data from drag measurements, independent of the velocity measurements.
The values of the ratio ξ = λexp/λpred as a function of Re for all 125 data points
presented in the Nikuradze (1932) paper are shown in Figure 11.8. Here λexp is the
experimental value presented in Nikuradze’s paper and λpred is the value given by
the relationship (11.38), which follows from the scaling law (11.31). In the ideal
case ξ will be equal to 1. In fact, in the figure it is not quite equal to 1 but the
difference is within the bounds of experimental error, although the slight system-
atic deviation could be ascribed to the fact, mentioned above, that the scaling law
(11.31) is not valid in the viscous sublayer and near the axis.

In contrast with the explicit formula (11.38), the formula obtained by Prandtl for
the drag coefficient λ following from the universal logarithmic law is an implicit
one. For κ = 0.4 and C = 5.5 it is as follows:

1
√
λ
= 2.035 log(

√
λ Re) − 0.91 . (11.39)

Schlichting (1968) proposed a corrected Prandtl’s drag law, also an implicit
one, obtained by adjusting the constants in (11.39) for better correspondence with
the experimental data:

1
√
λ
= 2.0 log(

√
λRe) − 0.8 . (11.40)
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Figure 11.9 The drag coefficient (friction parameter) λ as a function of ln Re,
obtained as follows: curve 1, λ as given by (11.50) as a consequence of the power
law; curve 2, λ as given by the “corrected” Prandtl law (11.53) designed to fit
the data; curve 3, λ as derived from the logarithmic law using the constants κ =
0.44, B = 6.3 suggested by the Princeton group. From Barenblatt, Chorin and
Prostokishin (1997).

So, summarizing, Figure 11.9 displays curves corresponding to three expressions
for the drag coefficient λ (Re):

curve 1 is given by the relation (11.38) following from the scaling law (11.30),
(11.31);

curve 2 is given by the corrected Prandtl law (11.40) designed to fit the data;
curve 3 is derived from the universal logarithmic law using the constants
κ = 0.44, C = 6.3 suggested by Zagarola (1996) (see Figure 11.6).

The agreement between curves 1 and 2 speaks for itself. We emphasize that no
further manipulation of the constants entering the power law or the relation (11.38)
is needed to bring this relation in line with the experimental data.

We mention in conclusion that from (11.36) and the relation Re = exp[3/(2α)]
the following relation for u∗/ū is obtained:

u∗
ū
=

e3/[2(1+α)][α2α(1 + α)(2 + α)]1/(1+α)

(
√

3 + 5α)1/(1+α)
, α =

3
2 ln Re

. (11.41)
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At very large Re, when α = 3/(2 ln Re) is small, the asymptotic relation comes
from (11.41):

u∗
ū
=

√
3e3/2

ln Re
, (11.42)

so that ln(u∗/ū) is equal to − ln ln Re + O(1). This justifies the neglect of the term
α1ϑ ln(u∗/ū) in comparison with the term α1ϑ ln Re in (11.24), at very
large Re.

11.7 Further comparison of the Reynolds-number-dependent scaling law
and the universal logarithmic law

The scaling law (11.31) can be represented in the form

φ =

(
1
√

3
ln Re +

5
2

)
exp

(
3 ln η

2 ln Re

)
. (11.43)

This form clearly reveals the self-similarity property of the scaling law curves in
the (ln η, φ)-plane: the curves for different Re can be obtained from one another by
a similarity transformation: in the “reduced” variables

X =
3 ln η

2 ln Re
, Y = φ

(
1
√

3
ln Re +

5
2

)−1

(11.44)

all the curves of the scaling law collapse onto a single curve. For each value of Re
in the (ln η, φ)-plane a distinct curve φ(ln η) is obtained. This is in contrast with the
prediction of the universal logarithmic law. According to this law, in the (ln η, φ)-
plane all the data points should lie on a single curve,

φ =
1
κ

ln η +C . (11.45)

The family of curves (11.43) has an envelope. It is obtained by eliminating Re –
the parameter of the family – between equation (11.43) and the equation ∂ln Reφ =

0. The latter equation can be written as

3 ln η
2 ln Re

=

√
3 ln η
10

⎡⎢⎢⎢⎢⎢⎣
⎛⎜⎜⎜⎜⎝1 +

20
√

3 ln η

⎞⎟⎟⎟⎟⎠1/2

− 1

⎤⎥⎥⎥⎥⎥⎦ . (11.46)

The envelope is shown in Figure 11.10 with the straight line φ = 2.5 ln η + 5.5
taken by Schlichting (1968) as the representation of the universal logarithmic law.
It is clear that in the range of ln η under consideration these curves are close and
nearly parallel. Moreover, if the constant 5.5 is replaced by 5.1, the two curves
practically coincide. The line φ = 2.5 ln η + 5.1, however, is the well-known repre-
sentation of the universal logarithmic law given, for instance, in the book by Monin
and Yaglom (1971)!
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Figure 11.10 The envelope of the scaling-law curves in the (ln η, φ)-plane is very
close to the generally accepted straight line of the universal logarithmic law, even
at moderate η. From Barenblatt, Chorin and Prostokishin (1997).

Now, we take the following step. If one allows ln Re and ln η to tend to∞ while
one remains on the envelope then the right-hand side of equation (11.46) tends to
1, so the equation of the envelope must take the form

φ =

√
3

2
e ln η +

5
2

e + small quantities . (11.47)

The value 2/
√

3 e = 0.425 . . . is close to the value of the von Kármán constant
κ = 0.417 obtained by Nikuradze (1932). However, the value of the additive con-
stant 5e/2 	 6.79 is substantially higher than the values commonly ascribed to
the additive constant C = 5.1 or 5.5 in the universal logarithmic law; the value
6.3, suggested by Zagarola (1996), is a rare exception. The value 6.79 is closer to
the value of the additive constant of the envelope of the scaling-law curves. The
reason is that for this asymptotic value to be observed the values of ln η and ln Re
have to be large enough for two things to happen simultaneously: the asymptotic
regime must be reached on the envelope while the envelope still approximates the
individual curves of the family corresponding to the scaling law. However, ve-
locity profiles satisfying such conditions have practically never been measured in
experiments with pipe flow. (The experiments of Zagarola (1996) are an important
exception.)

Figure 11.11 presents three of Nikuradze’s experimental runs, with Reynolds
numbers differing by approximately an order of magnitude, namely, 1.67 × 104,
2.05 × 105 and 3.24 × 106. The corresponding scaling-law curves, i.e. the straight
line of the universal logarithmic law and the envelope of the family of scaling-law
curves, are also exhibited in Figure 11.11. It can be seen that the scaling-law curves



206 Turbulence: generalities; scaling laws for shear flows

2
10

20

30

4 6

(i) (ii) (iii) (iv)

(v)

8 10 12

φ

ln η

Figure 11.11 Experimental points and the scaling law curves at various Reynolds
numbers: (i) +, Re = 1.67× 104; (ii) ♦, Re = 2.05× 105; (iii) ×, Re = 3.24× 106;
(iv) the universal logarithmic law; and (v) the envelope. From Barenblatt, Chorin
and Prostokishin (1997).

have a small systematic and discernible advantage over the universal logarithmic
law. However, at this stage we do not wish to emphasize this advantage. We would
like to point out here that Nikuradze’s experimental data all correspond to points
near the envelope of the scaling law curves! Later we shall present far more decisive
criteria for deciding between the Reynolds-number-dependent scaling law and the
universal logarithmic law.

Having fitted constants to the scaling law from the available data, which are
close to the envelope, we shall now extrapolate the resulting law to points farther
from the envelope. We emphasize that the constants are universal and their values
(11.29) are fixed. Therefore, they should be the same for all data points from all
experiments whose quality matches that of Nikuradze’s (1932) experiments. If this
extrapolation were successful in predicting the data, the result would be a dramatic
validation of the scaling law. The extrapolation will be carried out with the help of
vanishing-viscosity asymptotics, based on the second hypothesis formulated at the
start of Section 11.5.

Consider again the scaling law (11.30), (11.31). At a fixed distance from the
wall, in a specific pipe with a given pressure gradient, one is not free to vary Re =
ūd/ν and η = u∗z/ν independently because the viscosity ν enters both parameters.
If ν is decreased by an experimenter then the two quantities Re and η will increase
in a self-consistent way. The limit of the velocity gradient that corresponds to the
experimental situation is the limit of vanishing viscosity. The existence of such a
limit is asserted by the above-mentioned second hypothesis. So, when one takes
the limit of vanishing viscosity, one is considering flows at ever larger η and ever
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larger Re. The ratio 3 ln η/(2 ln Re) tends to 3/2 because ν appears in the same way
in both numerator and denominator.

We show this now in more detail. Consider the combination 3 ln η/(2 ln Re). It
can be represented in the form

3 ln η
2 ln Re

=
3[ln(ūd/ν) + ln(u∗/ū) + ln(z/d)]

2 ln(ūd/ν)
. (11.48)

It was shown in the previous section, in equation (11.42), that the term ln(ū/u∗) is of
order ln ln Re at very large Reynolds numbers Re = ūd/ν, which is asymptotically
small in comparison with the term ln Re and so can be neglected. The crucial point
is that owing to the small value of the viscosity the term ln Re = ln(ūd/ν) is also
dominant in the numerator as long as the ratio z/d remains bounded from below
by, for example, a predetermined fraction. Thus, as long as one stays away from
a suitable neighbourhood of the wall, the ratio 3 ln η/(2 ln Re) is close to 3/2 (z is
obviously bounded by d/2). Therefore the quantity 1−ln η/ ln Re can be considered
to be a small parameter as long as z > Δ, where Δ is a predetermined fraction of
the diameter d. Then the quantity exp[3 ln η/(2 ln Re )] is approximately equal to

exp
[
3
2
− 3

2

(
1 − ln η

ln Re

)]
≈ e3/2

[
1 − 3

2

(
1 − ln η

ln Re

)]
= e3/2

[
3
2

ln η
ln Re

− 1
2

]
.

(11.49)

According to (11.30) we also have

η∂ηφ = ∂ln ηφ =

⎛⎜⎜⎜⎜⎝
√

3
2
+

15
4 ln Re

⎞⎟⎟⎟⎟⎠ exp
(

3 ln η
2 ln Re

)
, (11.50)

and the approximation (11.49) can also be used in (11.50). Thus, in the intermediate
asymptotic range of distances z such that z > Δ but at the same time less than d/2,
the following asymptotic relations for the scaling law should hold as Re→ ∞:

φ = e3/2
⎛⎜⎜⎜⎜⎝
√

3
2
+

15
4 ln Re

⎞⎟⎟⎟⎟⎠ ln η − e3/2

2
√

3
ln Re − 5

4
e3/2 (11.51)

and

∂ln ηφ = e3/2
⎛⎜⎜⎜⎜⎝
√

3
2
+

15
4 ln Re

⎞⎟⎟⎟⎟⎠ . (11.52)

At the same time, formula (11.47) shows that for the envelope of the power-law
curves the asymptotic relation is

∂ln ηφ =

√
3

2
e . (11.53)
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Figure 11.12 The individual members of the family of scaling laws (11.30),
(11.31) near the envelope in the (ln η, φ)-plane have a straight intermediate in-
terval with a slope substantially larger than that of the envelope: I, the part close
to the envelope; II, the straight intermediate part; III, the fast-growing ultimate
part having no physical meaning because there are no corresponding points in the
pipe; IV, the region near the axis of the pipe where the scaling law is invalid; V,
the part which was never observed because of the large diameter of the gauge.
From Barenblatt, Chorin and Prostokishin (1997).

The ratio, e1/2[1 + 15/(2
√

3 ln Re)], of the slopes (11.52) and (11.53) is signif-
icant. It shows that individual members of the family (11.30) at large Re should
have an intermediate part represented in the (ln η, φ)-plane by straight lines, with a
slope different from the slope of the envelope by a factor larger than

√
e 	 1.65.

Therefore the graphs of the individual members of the family (11.30) should have
the form presented schematically in Figure 11.12.

11.8 Modification of the Izakson–Millikan–von Mises analysis of the flow in
the intermediate region

We now examine in detail a well-known argument determining the structure of the
flow in the intermediate region, due to Izakson (1937), Millikan (1939) and von
Mises (1941) (IMM). In this argument it is assumed that from the wall outward,
for some distance, a generalized law of the wall is valid:

φ = u/u∗ = f (u∗z/ν) , (11.54)

where f is a dimensionless function. The influence of the Reynolds number con-
taining the external length scale is neglected (for pipe flow this is the diameter d of
the pipe). Heuristically, acceptance of the law (11.54) means that it is assumed that
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the fluid flow near enough to a smooth wall does not feel the outer part of the flow.
However, at points adjacent to the axis of the pipe in the pipe flow one assumes a
defect law,

uCL − u = u∗g(2z/d) , (11.55)

where uCL is the average velocity at the centerline and g is another dimensionless
function. Here the neglect of the effect of Re means the neglect of viscosity effects.
In other words this means that near the axis, where the averaged velocity gradients
are small, one is assuming that the viscosity is unimportant.

Taken together, these two assumptions constitute an assumption of the separa-
tion of scales, according to which, at large enough but finite values of Re, viscous
scales and inviscid scales can be studied in partial isolation. Self-consistency then
demands that for some interval in z the laws (11.54) and (11.55) overlap, so that

uCL − u = uCL − f (u∗z/ν) = u∗g(2z/d) . (11.56)

After differentiating (11.56) with respect to z and then multiplying by z one obtains

η f ′(η) = −ξg′(ξ) = 1
κ
, (11.57)

where η = u∗z/ν, ξ = 2z/d and κ is a constant. Integration then yields the univer-
sal, Reynolds-number-independent, law of the wall,

f (η) =
1
κ

ln η + B , (11.58)

if the additive constant is assumed to be Re-independent, as well as the defect law

g(ξ) = − 1
κ

ln ξ + B∗ , (11.59)

with Reynolds-number-dependent additive constant

B∗ =
uCL

u∗
− 1
κ

ln Re − 1
κ

ln
u∗
ū
− B . (11.60)

However, there is an obvious contradiction: owing to the matching with the univer-
sal logarithmic law, the defect law appears to be Re-dependent. So, our previous
analysis and the experimental data (see Figure 11.6) suggest a different approach,
that the original IMM argument is elegant but oversimplified. We shall see that,
when suitably improved, the IMM argument survives and supports our conclusions.

We begin by noting that in the nearly linear part, II, of the graph in Figure 11.12
the flow can be described by a local logarithmic law with a Reynolds-number-
dependent effective von Kármán constant κeff = κ(Re):

keff = e−3/2
⎛⎜⎜⎜⎜⎝
√

3
2
+

15
4 ln Re

⎞⎟⎟⎟⎟⎠−1

. (11.61)
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As Re → ∞, κeff tends, although very slowly, to the limit κ∞ = 2/(
√

3 e3/2) ∼
0.2776, which is smaller than the commonly accepted von Kármán constant by a
factor of nearly two. For finite although very large Re, κeff is even smaller. With
this in mind, the IMM procedure can be modified as follows. The law of the wall
becomes

φ = u/u∗ = f (u∗z/ν,Re) , (11.62)

where the form of f is given by the expression (11.51). The defect law (11.55)
becomes

uCL − u = u∗g(2z/d,Re) . (11.63)

Now we assume that the laws (11.62) and (11.63) overlap on some z interval and
obtain

g(2y/d,Re) = φCL −
(

1
√

3
ln Re +

5
2

)
e3/2 −

⎛⎜⎜⎜⎜⎝
√

3
2
+

15
4 ln Re

⎞⎟⎟⎟⎟⎠ ln
u∗
ū
,

φCL =
uCL

u∗
.

(11.64)

We remember that u∗/ū is a known function of the Reynolds number, given by
the relation (11.41). This calculation is self-consistent and differs from the original
IMM procedure: a Reynolds-number-dependent defect law is matched to the actual
curves of the scaling law rather than to their envelope, misinterpreted as being
identical to the actual curves. The modified matching was successfully carried out
because the scaling law has an intermediate range that is approximately linear in
ln η (see Figure 11.6). The success of the matching does not depend on the specific
values of the constants C0, C1 and α1 in (11.26).

Note also that the inner and outer portions of the flow “feel” each other for all fi-
nite values of Re. This coupling disappears only in the limit of vanishing viscosity.
Note further that as the viscosity is decreased beyond the point where the chevron
kink (a sharp deviation from the envelope) appears, the location of this kink moves
slowly towards the wall of the pipe. At extremely high Reynolds numbers, well be-
yond those currently achievable, the power law collapses onto the upper part of the
chevron, resulting in an apparently new logarithmic law with constants different
from the usually accepted constants in the von Kármán–Prandtl law. In particu-
lar the new value of the von Kármán constant would be, as was shown above,
κ∞ = 2/(

√
3 e3/2) ≈ 0.2776. It is important to note that this new logarithmic law,

corresponding to the upper part of the chevron, does not lie in the region where the
usual von Kármán–Prandtl law applies.
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11.9 Further comparison of scaling laws with experimental data

The dramatic feature of the velocity profile in the (ln η, φ)-plane at small viscosity
ν, predicted in the previous section (see Figure 11.12), is its chevron form: the
limits as ν→ 0 of the scaling-law curves have a kink where they leave the envelope,
and the difference in the slopes of the two branches of the chevron is substantial,
more than

√
e ∼ 1.65.

Many experimental confirmations of this behavior exist, in both old and new
experiments. In the next section we will consider the results of experiments on
boundary layer flows. Here we will discuss the experimental study of pipe flows by
the Princeton group (Zagarola, 1996; Zagarola et al., 1996) in comparison with the
results in Nikuradze (1932). Zagarola’s publications contain many new data points
for pipe flow obtained in the high-pressure pipe flow of air (using a “superpipe”);
this idea was proposed by the remarkable experimentalist Professor G. Brown. A
high pressure increases the density ρ and also increases the dynamic viscosity but at
a much smaller rate; the kinematic viscosity is decreased substantially and thus the
Reynolds number Re is increased. It was claimed that in this way one can increase
the Reynolds number by an order of magnitude over the Re values achieved by
Nikuradze with a flow of water.

It will be shown later that for Reynolds numbers Re >∼ 106 the Princeton data
contain a systematic error growing with Re. Nevertheless, as one can clearly see
from Figure 11.6, the appearance of a chevron structure and the splitting of the
velocity curves according to their Reynolds number are so marked that even a sys-
tematic error at large Re cannot destroy them. To each Re value there corresponds
a separate curve in the (ln η, φ)-plane, with a pronounced linear part whose slope
is larger than the slope of the envelope by a factor that is always larger than 1.5.
For smaller values of z, the deviation of the curves from their envelope is small
(corresponding to part I of the curve in Figure 11.12).

We consider the graph in Figure 11.6 to be a clear confirmation of the proposed
scaling law and a strong argument against the universal logarithmic law.

We emphasize the following important consequences of the vanishing-viscosity
analysis of the scaling-law curves and of the experimental data.

(1) Both linear segments of the piecewise linear chevron structure have the same
scaling law: the constants that describe the inner segment (i.e. the segment
closer to the wall) also describe the outer segment.

(2) The overlap (central) region is the outer segment of the chevron; thus the outer
segment belongs both to the wall region and to the defect region.

(3) There is no other possible locus for the overlap; since the slopes of the outer
and inner segments tend to two different constants as ν→ 0, the segments can
never overlap on the inner segment.
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(4) The whole chevron constitutes a single law; the possibility that the inner seg-
ment is described by the universal (i.e. Re-independent) logarithmic law is
excluded.

(5) More generally, since the defect law (11.63) must be a concave-downward
function of z/d (the second derivative is negative), the only way in which there
can ever be a portion of the velocity profile that is concave upwards outside the
near vicinity of the wall, as observed in Figure 11.6, is to let the overlap region
be concave upward, as we are proposing, rather than straight.

We note that the prediction of a difference larger than
√

e between the slopes of
the individual velocity profiles and the slope of their envelope provides an easily
verified criterion for assessing the agreement between the experimental data and
the scaling law. At high Re the difference between the proposed scaling law and
the universal logarithmic law is large enough to have a substantial impact on the
outcome of engineering calculations.

Now we come to a more detailed comparison of the proposed scaling law with
the data presented by the Princeton group. The advantage of this set of data for such
comparisons is that, like Nikuradze’s data, they are presented in tabular form. The
Princeton group presented the results of 26 experimental runs, each run containing
data from measurements of the velocity distribution over the cross-section of the
pipe as well as the measured drag coefficients. The experiments were performed
with air flow in a pipe at high pressure (the pressure varied from ∼1 to ∼190 atmo-
spheres). The kinematic viscosity of air under normal conditions is ∼ 0.15 cm2/s
and that of water is ∼ 0.01 cm2/s; therefore the Princeton group had to compress
the air to roughly 15 atmospheres to reach the kinematic viscosity of water. As we
will see later, it is in this respect that the Princeton experiments became inaccurate.

Another important advantage of the Princeton data is that they contain many
experimental points far from the envelope (see Figure 11.6). In the published ex-
periments of Nikuradze there were no such data. Therefore the most interesting
step is the comparison of the Princeton data with the scaling law (11.30), (11.31)
according to the same procedure as in Section 11.5. Thus all the Princeton data
were plotted in the (ln η, ψ)-plane, where, as before,

ψ =
1
α

ln
2αφ
√

3 + 5α
, α =

3
2 ln Re

, Re =
ūd
ν
, φ =

u
u∗

. (11.65)

For the first ten runs, Re was as follows:

3.16 × 104 , 4.17 × 104 , 5.67 × 104 , 7.43 × 104 , 9.88 × 104 ,
1.46 × 105 , 1.85 × 105 , 2.30 × 105 , 3.09 × 105 , 4.09 × 105 .
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Figure 11.13 The lower-Reynolds-number Princeton data are in agreement with
the scaling law: in the (ln η, ψ)-plane they are close to the bisectrix (except, as ex-
pected, in the near-axis region). From Barenblatt, Chorin and Prostokishin (1997).

The data are presented in Figure 11.13. It is seen that, as in the case of Nikuradze’s
data, the experimental points after η = 25 are concentrated near the bisectrix of
the first quadrant, as expected according to the model presented above. The points
close to the pipe axis should be removed because the scaling law is invalid for them.
It was in fact sufficient to remove only the points where 2z/d was more than 0.95.

However, for the last six runs, where Re was

1.02 × 107 , 1.36 × 107 , 1.82 × 107 ,
2.40 × 107 , 2.99 × 107 , 3.52 × 107

the situation is different: the experimental points for these runs are concentrated
(for z/R < 0.95, R = d/2) along straight lines parallel to the bisectrix but not on
the bisectrix itself (Figure 11.14). Note that all these curves present a chevron and
that there is a separate curve for each value of Re; the advantage of the scaling law
over the universal logarithmic law is not in question even in the presence of this
disturbing shift in the processed curves.

Some hint to what happens was given by a comparison of the experiments of
Nikuradze and those of the Princeton group performed at roughly equal Reynolds
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Re = 1.0249 × 107
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         2.9927 × 107

         3.5259 × 107

 

Figure 11.14 There is a noticeable disagreement between the large Reynolds
numbers Princeton data and the prediction of the scaling law (11.31). In the
(ln η, ψ)-plane they concentrate along lines parallel to the bisectrix, not on the bi-
sectrix itself. The points with 2z/d > 0.95 are excluded; they are in the near-axis
region. From Barenblatt, Chorin and Prostokishin (1997).

numbers. There are six such experiments and for five of them, at moderate Reynolds
numbers, a satisfactory coincidence was found. This coincidence means that the
scaling law (11.30), (11.31) is also confirmed by the Princeton experiments. How-
ever, for the Princeton run #16, with Re = 2.345 × 106, and the corresponding
run of Nikuradze, with Re = 2.35 × 106, which, like the other Nikuradze runs,
corresponds quite satisfactorily to the scaling law, a noticeable disagreement was
found (Figure 11.15). In the main part of the (ln η, ψ)-plane there is a nearly uni-
form shift along the ln η axis. What can be the meaning of such a shift? If both
u∗ and z were measured correctly, the most likely source of the discrepancy is
in the determination of the viscosity. It is of importance that the pressure gra-
dients in these experiments were small enough not to create a variation of the
viscosity along the pipe, and thus in each run the viscosity can be viewed as a
constant.

It was concluded that something had happened in the high-Reynolds-number
high-pressure Princeton experiments to move the viscosity that determines the
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Figure 11.15 The Princeton data at Re = 2.345 × 106 (◦) and Nikuradze’s data
(•) at Re = 2.35 × 106. The disagreement is clear. From Barenblatt, Chorin and
Prostokishin (1997).

velocity profile from its actual value to a shifted value ν′, so that

ln η = ln
u∗y
ν
= ln

u∗y
ν′
+ ln

ν′

ν
, (11.66)

and the shift factor ln(ν′/ν) is constant for each run.
To check this conclusion, the following procedure was used for the last six

Princeton runs. For every experimental point of each run, the values of the
difference

χ = ln η − ψ (11.67)

and of χ̄, the mean value of χ per run, were calculated. The dispersion of the quan-
tity was also calculated and found to be very small. Then every experimental point
was shifted by χ̄ inwards along the ln η axis. The results for the unshifted points
are presented in Figure 11.14 and for the shifted points in Figure 11.16. They show
that there exists a single factor per run by which the viscosity is altered and shifts
the velocity profiles at high Reynolds numbers; this does not happen at moderate
Reynolds numbers.

Three possible reasons were investigated.

(1) Incorrect pressure or temperature measurement. The density and viscosity
were not measured directly but were calculated by the Princeton group on
the basis of the measured pressures and temperatures. Therefore an incorrect
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Figure 11.16 After the viscosity correction (constant for each run), the large-
Reynolds-number Princeton data agree with the prediction of the scaling law in
the (ln η, ψ)-plane; the points are close to the bisectrix (except for the near-axis
points). From Barenblatt, Chorin and Prostokishin (1997).

pressure measurement could be the reason for the shift discussed above (the
measurement of the temperature was not in doubt). After an inspection of the
information presented in the thesis of Dr Zagarola (Zagarola, 1996), the con-
clusion was achieved that this was unlikely.

(2) Incorrect density and viscosity calculations. Indeed, the Princeton group used
rather old pressure–density relations for their calculations. However, the data
of Dr Friend (from the National Institute of Standards and Technology) con-
firmed the Princeton group’s calculations very accurately.

This leaves only one possible explanation for the observed shift in the viscosity.
As is well known, if the walls of the pipe are not sufficiently smooth then regions
of roughness protrude beyond the viscous sublayer, and a shift in the velocity pro-
file will be observed in the intermediate region, exactly as if the viscosity of the
fluid were changed. There is a well-known formula for the equivalent viscosity
(see e.g. Monin and Yaglom (1971), p. 286, formula (5.25b)). Therefore, the final
possible reason for the shift is as follows.
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Figure 11.17 The drag coefficient λ as a function of the Reynolds number for the
Princeton data; the stars give the Princeton data and the solid line is the law for
smooth pipes. From Barenblatt, Chorin and Prostokishin (1997).

(3) Some roughness of the pipe walls is revealed at large Reynolds numbers. To
check this possibility we turn to well-known data concerning the Reynolds-
number dependence of the drag coefficient for flows in rough pipes. The gen-
eral situation is as follows. For a given mean height of the surface roughness,
the data for smooth and rough pipes coincide up to a critical Reynolds number.
When this is reached, the Reynolds-number dependence of the drag coeffi-
cient for rough pipes deviates from that for smooth pipes. Clearly the critical
Reynolds number depends on the mean height of the roughness: the smaller
this height, the later the deviation begins.

The drag coefficient as a function of the Reynolds number for the Princeton
experiments is presented in Figure 11.17; the solid line corresponds to the theo-
retical relation (11.38). The graph shows that the deviation starts at approximately
Re = 106. This is a sensitive indicator of the quality of the the velocity profiles; it
shows that starting from the run for Re = 1.02 × 106 the profiles presented by the
Princeton group are inappropriate for comparison with the theoretical predictions
for smooth pipes; this is the reason for the observed differences between the pre-
dicted profiles and those measured by the Princeton group. This conclusion found
further confirmation in the paper by Perry et al. (2001), in which the Princeton data
were processed using the formulae for rough pipes.
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Figure 11.18 The relative friction coefficient ξ = λexp/λpred for the Princeton data
as a function of ln Re. From Barenblatt, Chorin and Prostokishin (1997).

An even sharper visualization of the effect of roughness on the Princeton data
is offered in Figure 11.18, where the relative friction coefficient ξ = λexp/λpred (al-
ready used in Figure 11.8), calculated from these data is plotted as a function of
ln Re. One can see that starting from approximately Re= 106 (ln Re∼ 13.8) the
values of ξ begin to grow steeply (compare with Figure 11.8, where nothing in par-
ticular happens at this value of Re). If the same viscosity correction as that used
in Figure 11.16 is introduced into the calculation of λpred then the kink disappears,
as one can see in Figure 11.19, where ξ = λexp/λcorrected is plotted. This shows that
starting at Re= 106 a drag estimate based on the assumption that the pipe is smooth
becomes increasingly adequate.

As can be seen, the procedure proposed in Section 11.5 is sensitive enough to
detect the disagreement between the Princeton experimental results and the theo-
retical predictions for velocity profiles in smooth pipes, which starts at the point
where the roughness protrudes beyond the viscous sublayer, according to the drag
coefficient data.

Moreover, consider the kinematic viscosity of air in the last run that corresponds
to a smooth pipe. According to the Princeton data it can be estimated at approx-
imately 1.05 × 10−2 cm2/s, which is equal to the kinematic viscosity of water.
(Remember that the Nikuradze (1932) experiments were performed on water flows
in pipes.)
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Figure 11.19 The relative friction coefficient ξ′ = λexp/λcorrected, with viscosity
corrected as in Figure 11.16, does not exhibit a kink at Re∼ 106. From Baren-
blatt, Chorin and Prostokishin (1997).

We come to the conclusion that the Princeton group did not surpass the range
of Reynolds number achieved by Nikuradze or reach its upper bound as far as
accurate velocity measurements are concerned. However, these experiments of
Dr Zagarola were of substantial importance for the following reasons. In contrast
with the published Nikuradze data,2 Zagarola’s data contain measurements far from
the envelope. This allowed a clear demonstration of the split in the data according
to the Reynolds number. Also, Zagarola’s data clearly revealed the linear part of
the curves in the (ln η, φ)-plane corresponding to each Reynolds number. These ef-
fects were so robust that even an inaccuracy in the velocity measurements did not
prevent them from being clearly revealed.

11.10 Scaling laws for turbulent boundary layers

By the logic of its derivation, the scaling law (11.30), (11.31) must be valid not
only for flows in pipes but also for any wall-bounded shear flows.

Here, however, a basic question appears: what is the definition of the Reynolds
number for these flows which would allow the use of the law (11.30), (11.31)
for them? This basic question is immaterial as long as the engineer or researcher
continues to believe in the universal logarithmic law. Indeed, if the law is Re-
independent then the definition of Re does not matter. The situation is different,

2 Zagarola’s results call into question the completeness of Nikuradze’s published data.
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though, when the law is Re-dependent. But what should one do for wall-bounded
shear flows other than pipe flow?

Below, we will consider boundary layers and will show that the law (11.30),
(11.31) describes these flows also under an appropriate choice of Reynolds num-
bers. Zero-pressure-gradient boundary layers have been much investigated experi-
mentally over the last 25 years. The common choice of Reynolds number for these
flows is

Reθ =
Uθ
ν
, θ =

1
U2

∫ ∞

0
u(U − u) dy , (11.68)

where U is the free-stream velocity and θ is a length calculated from integration
of the velocity profile, the so-called momentum thickness. This choice is rather
arbitrary, and a priori the law (11.30), (11.31) with Re = Reθ should not be valid.
Indeed, what is the proper choice of Re for the boundary layers?

To understand this, we have to confirm first that in the intermediate region
of the boundary layer flow adjacent to the viscous sublayer some scaling law is
valid. To do this, all the available experimental data presented in the traditional
(ln η, φ)-plane were replotted in a bilogarithmic (ln η, ln φ)-plane. The result was
instructive: without any exception, for all investigated flows a straight line was ob-
tained for region I, the region adjacent to the viscous sublayer (see the examples
in Figure 11.20). Moreover, for flows with low free-stream turbulence a second
self-similar region, II, was observed between the first region and the free-stream
flow.

The basic question is whether a unique length scale Λ exists playing the same
role for the intermediate region I of the boundary layer as does the diameter for
pipe flow. In other words, is it possible to find a length scale Λ, perhaps influenced
by individual features of the flow, such that the scaling law (11.30), (11.31) is valid
for the first intermediate region I?

To answer this question two coefficients, A and α, (obtained, we emphasize, by
statistical analysis of the experimental data in the first intermediate scaling region,
region I) were taken and two values, ln Re1 and ln Re2, were then calculated by
solving two equations suggested by the scaling law (11.30):

1
√

3
ln Re1 +

5
2
= A ,

3
2 ln Re2

= α . (11.69)

If the values of ln Re1 and ln Re2 obtained by solving these two different equations
are indeed close, i.e. if they coincide to within experimental accuracy, it means
that a unique length scale Λ can be determined and the experimental scaling law in
region I coincides with the basic scaling law (11.30), (11.31).
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Figure 11.20 The data, replotted in bilogarithmic form, obtained from experi-
ments in turbulent boundary layers. (a) The data of Erm and Joubert (1991);
Reθ = 2788. Both self-similar intermediate regions, I and II, are clearly seen. (b)
The data of Krogstad and Antonia (1999); Reθ = 12 570. Again, both the self-
similar intermediate regions, I and II, are clearly seen. (c) The data of Petrie,
Fontaine, Sommer and Brugart obtained by scanning the graphs in Fernholz and
Finley (1996); Reθ = 35 530. The first self-similar region, I, is seen but the second
self-similar region, II, is barely revealed. (d) The data of Smith obtained by scan-
ning the graphs in Fernholz and Finley (1996); Reθ = 12 990. The first self-similar
region, I, and the second region, II, are clearly seen. From Barenblatt, Chorin and
Prostokishin (2000).

The comparison revealed that the values of ln Re1 and ln Re2 which enter the
relations (11.69) are indeed close. Thus, a mean Reynolds number, Re, can be
introduced, for instance by writing

Re =
√

Re1 Re2 , ln Re = 1
2 (ln Re1 + ln Re2) , (11.70)
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Figure 11.21 The data are as follows: ∗, Erm and Joubert (1991); Δ, Krogstad
and Antonia (1999); 	, Smith; and ∇, Petrie et al. All the data collapse onto
the bisectrix of the first quadrant in the (ln η, ψ)-plane, in accordance with the
universal form (11.71) of the scaling law (11.31). From Barenblatt, Chorin and
Prostokishin (2000).

so that the value of Re obtained in this way can be considered as an estimate for
the effective Reynolds number of the boundary layer flow.

Checking the universal form of the scaling law (11.31),

ψ =
1
α

ln
(

2αφ
√

3 + 5α

)
= ln η , α =

3
2 ln Re

, (11.71)

where Re is obtained by means of the relation (11.70), gives another way of demon-
strating clearly its applicability to the first intermediate region of the flow adjacent
to the viscous sublayer. According to the relation (11.71) in the coordinates ln η, ψ,
all the experimental points should collapse onto the bisectrix of the first quadrant,
as for the case of the pipe flow in Figure 11.7. The data seen in Figure 11.21 do
indeed collapse onto the bisectrix with sufficient accuracy to confirm the scaling
law (11.30), (11.31).

We conclude that the scaling law (11.30), (11.31) gives an accurate description
of the mean velocity distribution over the self-similar intermediate region I adjacent
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to the viscous sublayer for a wide variety of zero-pressure-gradient boundary layer
flows.

In a paper by Professor Panton (Panton, 2002) an important comment was made:
“. . . the method that Barenblatt, Chorin and Prostokishin proposed to extend the
power law to boundary layers displays extreme sensitivity”. Following this com-
ment, values of ln Re in the interval between the close values ln Re1 and ln Re2

that were different from the rather arbitrarily taken value (11.70) were tried and,
indeed, a slightly better agreement with the scaling law was achieved. (The pro-
cedure for selecting the best value of ln Re lying between ln Re1 and ln Re2 for a
given set of data is easily performed on a computer.) The selection of ln Re accord-
ing to (11.70) was a first trial, and it allowed us to obtain satisfactory results for the
available set of data.

We recall that the Reynolds number is defined as Re=UΛ/ν, where U is the free-
stream velocity and Λ is a length scale which is well defined for all the flows under
investigation. An analysis of the experimental data showed that Λ is between 1.5
and 1.6 times the wall-region thickness as determined by the sharp intersection of
the two velocity distribution laws I and II. The validity of the scaling law (11.30),
(11.31) for the lower self-similar region, I, of boundary-layer flows constitutes a
strong argument in favor of its validity for a wide class of wall-bounded turbulent
shear flows at large Reynolds numbers.

The nature of the second self-similar region, II, adjacent to the basic stream, is
not yet completely clear. For zero-pressure-gradient boundary layer flows in the
absence of free-stream turbulence, the power β in the scaling law valid for this
region,

φ = Bηβ , (11.72)

is close to 0.2. The data for non-zero-pressure-gradient boundary layers are sub-
stantially less numerous. The processing of the data of Marušić and Perry (1995)
confirmed the chevron-like structure of the velocity distribution of the boundary
layer. It showed that the power β has a substantial variation (see Figure 11.22).

Let us determine the set of parameters that govern the coefficient B and the power
β in the scaling law (11.72). One parameter must be the effective Reynolds number
Re which determines the flow structure in layer I and is affected, in turn, by the
flow in the viscous sublayer and in layer II. The following dimensional parameters
should also influence the flow in the upper layer: the pressure gradient ∂x p, the
dynamic (friction) velocity u∗ and the fluid properties, its kinematic viscosity ν

and density ρ. The dimensions of the governing parameters in the LMT class are
as follows:

[∂x p] =
M

L2T 2 , [u∗] =
L
T
, [ν] =

L2

T
, [ρ] =

M
L3 .
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Figure 11.22 The mean velocity profiles in bilogarithmic coordinates in the series
of experiments of Marušić and Perry (1995) for U = 30 m/s and an adverse pres-
sure gradient. The “chevron” structure of the profiles is apparent and regions I and
II are clearly distinguishable. From Barenblatt, Chorin and Prostokishin (2002).

(1) Re = 19 133, ln ReΛ = 8.83, P = 7.04 × 10−3, β = 0.388;
(2) Re = 16 584, ln ReΛ = 10.18, P = 5.79 × 10−3, β = 0.346;
(3) Re = 14 208, ln ReΛ = 10.20, P = 4.2 × 10−3, β = 0.306;
(4) Re = 10 997, ln ReΛ = 10.31, P = 2.86 × 10−3, β = 0.247;
(5) Re = 8 588, ln ReΛ = 10.323, P = 1.75 × 10−3, β = 0.207;
(6) Re = 6 430, ln ReΛ = 10.51, P = 0, β = 0.190.

The last three parameters have independent dimensions. Therefore only one ad-
ditional dimensionless governing parameter can be formed from the dimensional
parameters:

P =
ν∂x p
ρu3
∗
. (11.73)

We come to the conclusion that the power β and the coefficient B depend upon two
dimensionless governing parameters, Re and P.

Summing up, we have shown that the von Kármán–Prandtl universal logarith-
mic law for the intermediate region of wall-bounded turbulent shear flow is not
quite correct. It must be abandoned and replaced by a power law for the velocity
distribution (11.30), (11.31) and that which directly follows from it, without any ad
hoc manipulation with constants, the friction law (11.38).



12
Turbulence: mathematical models of turbulent shear
flows and of the local structure of turbulent flows at

very large Reynolds numbers

12.1 Basic equations for wall-bounded turbulent shear flows. Wall region

Consider the Reynolds equation (11.13) (which is, we remind the reader, the aver-
aged Navier–Stokes equation):

∂tρū + ρ(ū · ∇) · ū = −∇ p̄ + ∇ · (τ̄ττ + T) ,

where u = (u, v,w). It is easy to show that for a shear flow this vector equation is
reduced to three scalar equations:

−∂x p̄ +
d
dz

(τ̄xz + Txz) = 0 , (12.1)

∂y p̄ = ∂z p̄ = 0 . (12.2)

For a shear flow we have τ̄xz = η(du/dz), Txz = −ρu′w′. Also, owing to the
relation (12.2) ∂x p̄ is constant; according to (12.1) it can depend only upon z but
∂z p̄ is equal to zero. By integrating (12.1) we obtain for the total shear stress

τxz + Txz = η
du
dz
− ρu′w′ = (∂x p̄)z + const . (12.3)

Put z = 0 in (12.3) to obtain

const =
(
η

du
dz
− ρu′w′

)
z=0
= τ , (12.4)

where τ is the shear stress at the wall. In the previous chapter the dynamic or
friction velocity u∗ was introduced, so in terms of this the constant equals ρu2

∗.
The viscous component of the shear stress η(du/dz) is comparable with the

Reynolds stress −ρu′w′ created by turbulent vortices only in the close vicinity –
the viscous sublayer – of the wall z = 0, which is the flow boundary. The flow in
the viscous sublayer will not be considered: up to now it has not been completely
clarified. However, as we will see further, the remaining part of the shear flow can
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be considered independently, and for computing the discharge (the fluid mass flow
through the pipe cross-section) and the drag it is the basic part. At the same time
only the intermediate region of the shear flow, where z is sufficiently small, will be
considered, so that the term (dp̄/dx)z can be neglected also.

So, we consider below the intermediate wall region of a wall-bounded turbulent
shear flow, where the viscous stress and the direct contribution of the pressure gra-
dient can be neglected. This intermediate region is important, and the flow structure
in it can be satisfactorily clarified experimentally and then modeled.

In this wall region of the turbulent shear flow the momentum balance equation
takes the form

−ρu′w′ = ρu2
∗ . (12.5)

Of fundamental importance for the future analysis of the wall region of the tur-
bulent shear flow is the balance equation for the energy of turbulence, i.e. the en-
ergy of the turbulent vortices. To derive this equation it is necessary to perform the
following steps in order.1

(1) multiply the Navier–Stokes equation by the velocity and average the equation
obtained;

(2) derive the equation of energy for the mean flow by multiplying the Reynolds
equation by the average velocity;

(3) subtract the equation thus obtained from that obtained in step 1. Then, using the
simplifications discussed above for shear flow, we obtain the balance equation
for the turbulence energy:

(−ρu′w′)
du
dz
− ρε = 0 . (12.6)

The first term on the left-hand side of (12.6) represents the rate of inflow of
turbulence energy – the energy of the turbulent vortices – from the mean flow per
unit volume. With the opposite sign this term enters the energy balance equation
for the mean flow obtained in step 2: this clarifies its physical sense. Furthermore,
ρε is the rate of turbulence energy dissipation into heat per unit volume:

ρε =
η

2
(∂αu′β + ∂βu

′
α)(∂αu′β + ∂βu

′
α) . (12.7)

(Here summation over repeated Greek indices from 1 to 3 is assumed and also we
have set ū1 = u, u′1 = u′, u′2 = v′, u′3 = w′, x1 = x, x2 = y, x3 = z.)

In equation (12.6) we have neglected the term

ρ
d
dz

(
−1

2
u′βu
′
βu
′
3 + νu

′
β(∂βu

′
3 + ∂3u′β) −

1
ρ

p′u′3

)
, (12.8)

1 We recommend that readers perform all these simple steps. It will give them a “hands-on” feeling for the
problem.
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representing the viscous and turbulent transfer of the turbulence energy and the
work of the pressure fluctuations on the velocity fluctuations. This neglect seems
to be possible in the wall region of the turbulent shear flow but not in the viscous
sublayer. Discussion of this term and of the possibility of neglecting it in the wall
region can be found in more detail in the book by Monin and Yaglom (1971),
pp. 381–388. Kolmogorov (1942) and Prandtl (1945) proposed using the equation
for turbulence energy balance (12.6) to complete the Reynolds equation (12.5), in
their endeavours to obtain a closed system of relations for turbulent flows. This
proposal had far-reaching consequences.

12.2 Kolmogorov–Prandtl semi-empirical model for the wall region of
a shear flow

Now we introduce the coefficient of turbulent momentum exchange, the kinematic
eddy viscosity

k =
−ρu′w′

ρdu/dz
. (12.9)

We emphasize that the introduction of this scalar eddy viscosity k for a shear flow
is not a new hypothesis; we have merely defined a new quantity. Equations (12.5),
(12.6) take the form:

k
du
dz
= u2
∗ , k

(
du
dz

)2

− ε = 0 . (12.10)

Here, we recall that u∗ = (τ/ρ)1/2 is the governing parameter of shear flow: it is the
dynamic or friction velocity.

The basic hypothesis underlying the shear flow model of Kolmogorov (1942)
and of Prandtl (1945) can be formulated in the following way. At large Reynolds
numbers, the local structure of the field of vortices around any point far from the
boundaries is statistically identical for all shear flows at a given Reynolds number,
so that only the scales of time and space are different for different flows. Therefore,
for a given Reynolds number all dimensionless flow properties should be identical.
This means that all kinematic flow properties at a point, including the kinematic
eddy viscosity k and the mean dissipation rate per unit mass ε, are determined only
by the local values of any two kinematic properties having different dimensions.
The mean turbulence energy per unit mass,

b =
u′2 + u′2 + w′2

2
,

and the external length scale � (the mean length scale of the vortices) can be se-
lected as such properties; this gives the �, b version of the Kolmogorov–Prandtl
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model. Also in wide use is a b, ε version, where the quantities b and ε, the energy
dissipation rate per unit mass, are selected as basic. In principle the two versions
are logically equivalent. In what follows we will use Kolmogorov’s b, � version,
preferred by Kolmogorov himself and his school (see Monin and Yaglom, 1971).

Dimensional analysis easily gives the following relations:

k = �
√

b , ε = γ4 b3/2

�
. (12.11)

The coefficient in the first equation of (12.11) can be set equal to 1 because the
length scale of vortices is determined only up to a constant factor. The constant γ is,
in principle, a Reynolds-number-dependent quantity. At large Reynolds numbers
this quantity is close to 0.5 (see Monin and Yaglom, 1971).

Thus, the balance equations for momentum and turbulence energy (12.10) take
the form

�
√

b
du
dz
= u2
∗ , �

√
b
(
du
dz

)2

− γ4 b3/2

�
= 0 . (12.12)

It is instructive that from equations (12.12), without any further assumptions
concerning the length scale �, the relation for the turbulence energy in the interme-
diate wall region of a wall-bounded turbulent shear flow follows:

b =
u2
∗
γ2 . (12.13)

Relation (12.13) is important: in particular it shows that the dynamic velocity u∗
determines the magnitude of the velocity fluctuations in the wall region. Indeed,
assuming the isotropy of the velocity fluctuations in the wall region as an approxi-
mation we obtain

u′2 ∼ 2
3γ2 u2

∗ ,

√
u′2 ∼ u∗

γ
. (12.14)

Obviously the system (12.12) is not closed, because the length scale � is unknown.
However, when � is determined in some way, system (12.12) becomes a basic tool
used in many practical calculations, especially in the physics of the atmosphere
and the ocean (Monin and Yaglom, 1971). In particular, if � is determined, the first
equation of (12.12) determines the gradient of the velocity distribution.

The situation regarding the determination of the length scale � is, however, non-
trivial. Indeed, a relation for � can be obtained using dimensional analysis, as-
suming that � depends on the distance from the wall z (the thickness of the vis-
cous sublayer is considered negligible), the dynamic velocity u∗, the kinematic
viscosity ν and the Reynolds number: � = f (z, u∗, ν,Re). The standard procedure of
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dimensional analysis gives

� = zΦ
(
Re,

u∗z
ν

)
. (12.15)

We now remember that the intermediate wall region of the shear flow at large
Reynolds numbers is being considered, where u∗z/ν is also large. Therefore,
the classical approach, like the direct application of the similarity approach used in
the determination of the velocity gradient (see the previous chapter) is based on the
assumption that the function Φ can be replaced by its limit κγ = Φ(∞,∞), which
is finite and Reynolds-number independent (see e.g. Monin and Yaglom, 1971). In
this way the von Kármán–Prandtl universal logarithmic law appears:

du
dz
=

u2
∗γ

κγu∗z
=

u∗
κz
,

u
u∗
=

1
κ

ln z +C′ .

However, with the support of much experimental data we proved unambiguously
in the previous chapter that this is not quite correct. In fact, at large Reynolds
numbers the velocity distribution is represented not by a single universal curve but,
as was shown, by a family of Reynolds-number-dependent scaling laws:

u
u∗
=

(
1
√

3
ln Re +

5
2

) (u∗z
ν

)3/(2 ln Re)
. (12.16)

Moreover, according to the relation (11.51) in the middle range, II, of the pa-
rameter η = u∗z/ν (see Figure 11.12 and also Zagarola’s graph in Figure 11.6), the
family of velocity distributions (12.16) can be represented by a family of Reynolds-
number-dependent non-universal logarithmic laws:

u
u∗
=

1
κ(Re)

ln
u∗z
ν
+ B(Re) , (12.17)

where

κ(Re) = e−3/2

⎛⎜⎜⎜⎜⎜⎝
√

3
2
+

15
4 ln Re

⎞⎟⎟⎟⎟⎟⎠
−1

, (12.18)

B(Re) = −e3/2 ln Re

2
√

3
− 5

4
e3/2 . (12.19)

Using (12.13) and (12.16) we obtain, for the length scale � from the first equation
(12.12),

� =
γz[√

3/2 + 15/(4 ln Re)
] (u∗z

ν

)−3/(2 ln Re)
. (12.20)

Thus, we have demonstrated that � is proportional not to z but to z1−3/(2 ln Re), so that
there is incomplete similarity in the parameter η = u∗z/ν in the relation (12.15) at
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large Re and η. We repeat that this conclusion is strongly supported by experiment.
It has an important consequence. It shows that at finite viscosity ν the transverse
vortical structures in the turbulent shear flow are not space filling. Complete sim-
ilarity in (12.15) would mean, as is emphasized in traditional arguments, that the
vortical structures are space filling and that the length scale is proportional to z.

In a viscous flow one can define essential support of the vorticity (Chorin, 1994)
in the regions where the absolute vorticity exceeds a certain predetermined thresh-
old. We are now able to appreciate properly the prophetic words of Prandtl:

For lower Reynolds numbers the agreement [with the von Kármán formulae] is
worse, and this can be attributed to the action of the viscosity also in the inner part of
the flow, i.e. to the viscosity-influenced streaks of which the laminar layer at the wall
consists [in fact, the flow in this layer is also turbulent; therefore the term “viscous
sublayer” is used nowadays] and which in this case enter far into the internal part of
the flow.

These “streaks” are exactly the regions where the absolute value of the vorticity is
high. In the late 1960s, in experiments of S. J. Kline, W. J. Reynolds and their fol-
lowers (Kline et al., 1967) and those of later workers, these streaks were observed
and it was shown that they have a width of order 100 ν/u∗.

12.3 A model for drag reduction by polymeric additives

Drag reduction and the mean velocity increase in a turbulent shear flow through the
addition of tiny amounts (several parts per million) of high-molecular-weight poly-
mers (the Thoms effect) has been known for a long time, in fact since World War
II. More recently, it has been understood that this effect is related to supramolec-
ular structures formed in the flow, consisting of polymer molecules with solvent
molecules attached to them. Recent experiments by S. Chu, E. S. G. Shaqfeh,
R. E. Teixeira and their associates, where the motion of supramolecular structures
was directly observed, have made it possible to understand and quantify the dy-
namic interaction of the polymeric structure and the solvent (water) flow. These
results have led to the construction of a mathematical model of the Thoms effect
based on the Kolmogorov–Prandtl semi-empirical model of shear flow turbulence
presented in Section 12.2 (see Barenblatt, 2008, and references therein), which is
presented below.

It is most important to note that water with polymeric additives having the prop-
erty of turbulent drag reduction does not constitute a genuine solution: supramolec-
ular polymeric structures attaching the solvent molecules are formed in the mixture.
The role of such structures in the Thoms effect was suggested rather a long time
ago. An indirect confirmation of the viscoelastic behaviour of polymeric supramol-
ecular structures was obtained in the paper Kudin et al. (1973). A strong water jet
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directed onto a metallic plate did not affect it for several hours. However, the addi-
tion of tiny amounts of polymer led to a fast abrasive-like wearing of the plate.

However, only in the work of Chu, Shaqfeh, Teixeira and their associates (Teix-
eira et al., 2005, 2006) complicated “tumbling” motions of the supramolecular
structures were observed. These motions were accompanied by the deformation,
overturning, rotation and adjustment of the elongated structures to the local flow.
The authors introduced and measured the characteristic time of tumbling, the
“disentanglement time” θ.

These experimental studies suggest the basic hypothesis of the proposed model:
The force F acting on the solvent (water) from the supramolecular polymeric struc-
tures, which consist of networks of polymeric molecules with attached solvent
molecules, is proportional to the concentration s of the supramolecular structures.
It is also determined by the instantaneous velocity fluctuation, u′ = u − ū, and the
disentanglement time θ.

Dimensional analysis and symmetry considerations (among the governing pa-
rameters only u′ is the vector; therefore the force f should be directed along u′) give

F = −As
u′

θ
. (12.21)

The minus sign is due to the obvious fact that the force is a reaction to the ve-
locity fluctuation. Also, A is a dimensionless constant which in principle could
be included in the time θ. That has not been done here, bearing in mind that
the disentanglement time was independently introduced and measured by the
experimentalists.

To summarize: for a dilute solution, when the interaction of the supramolecular
structures can be neglected and the density of the solution can be assumed to be
equal to the density of the solvent, the momentum balance equation in (12.12) for
the solvent flow in the presence of supramolecular structures remains the same as
for pure solvent flow.

The situation is different as far as the equation of turbulent-energy-balance for
the flow of solvent is considered. We emphasize, the flow of the solvent, not that
of the whole mixture, is considered.

Repeating the derivation of the turbulence energy balance (12.6), now including
the mass force acting on the solvent, we obtain

(−ρu′w′)
du
dz
− ρε − ρu′ · F′ = 0 . (12.22)

Taking into account (12.9), (12.11) and (12.21) we can reduce equation (12.22)
to the form

�
√

b
(
du
dz

)2

− γ4 b3/2

�
− 2Asb

θ
= 0 , (12.23)
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Figure 12.1 Dependence of X on the parameter C; see the text.

because obviously u′2 = u′αu′α = 2b. The third term represents the work done
by the turbulent vortices in disentangling the supramolecular structures. Denoting
γb1/2/u∗ by X, we obtain for X an algebraic equation of the fourth degree:

X4 + 2CX3 − 1 = 0 , (12.24)

where the dimensionless parameter C is given by

C =
As
γ3

1
u∗θ

. (12.25)

The first equation in (12.12), which remains valid for the flow of the solvent, and
equation (12.17) show that in the middle range of the parameter η = u∗z/ν the
following relation holds:

� = κ(Re)γz . (12.26)

we now remember that κ(Re) is much less than the value κ ∼ 0.4 usually assumed
for the von Kármán constant. Therefore, owing to (12.25),

C =
κ(Re)Asz
γ2u∗θ

. (12.27)

The plot of X = γb1/2/u∗ as a function of C is presented in Figure 12.1; it il-
lustrates the decrease in turbulent energy. For the momentum exchange coefficient
k = �

√
b we obtain k = κ(Re)zuκX(C), and the mean velocity is obtained by inte-

gration,

u =
u∗

κ(Re)

∫
dz

zX(C)
=

u∗
κ

∫
dC

CX(C)
. (12.28)
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Figure 12.2 The integral G(C) as a function of C; see the text.

In the case C � 1 (corresponding to a small polymer concentration or a large
disentanglement time θ), equation (12.24) gives X(C) = 1 − C/2, so, according to
(12.28),

u =
u∗

κ(Re)
ln

z
u∗θ
+

Asz
2θγ2 + const (12.29)

or

u =
u∗

κ(Re)
ln

u∗z
ν
+

Asz
2θγ2 + const1 . (12.30)

Thus we can see that the polymeric additives lead to an additional linear term in
the expression for the velocity.

In the case C�1 the first term in equation (12.24) is small in comparison with
the second, and we get X ∼ (2C)−1/3. This leads to a power-law velocity profile,

u ∼ 3
[
2κ(Re)As/γ2

]1/3
u2/3
∗ θ−1/3z1/3 +const .

For intermediate values of the parameter C the velocity distribution is repre-
sented in the form

u =
u∗

κ(Re)
ln

u∗z
ν
+

u∗
κ(Re)

G
(
κ(Re)Asz
γ2u∗θ

)
+ const ,

where

G(C) =
∫ C

0

1 − X(C)
CX(C)

dC .

A plot of the function G(C) is given in Figure 12.2. The constants in all these
formulae depend on the Reynolds number and as Re tends to∞ they tend to −∞.
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12.4 The local structure of turbulent flows at very large Reynolds numbers

The mathematical model of the local structure of turbulent flows at very high
Reynolds numbers is generally considered to be the supreme achievement of the-
oretical turbulence studies in the twentieth century. It was created originally by
A. N. Kolmogorov (1941a, b) and A. M. Obukhov (1941a, b), at that time
Kolmogorov’s graduate student. Independently, but later, the eminent physicists
L. Onsager (1945), W. Heisenberg (1948) and C. von Weizsäcker (1948) arrived
at the same idea. It was a remarkable example of congeniality in the advancing of
a fundamental problem; similarly, we can remember and compare the practically
simultaneous discovery of non-Euclidean geometry by Gauss, Lobachevsky and
Bolyai.

In this section a concise presentation of this model will be given, omitting some
technical details, for which references will be given. Basically we will follow the
original ideas of Kolmogorov and Obukhov. In general, however, our approach will
be somewhat different. It will be based on a deep analogy between the local struc-
ture of general turbulent flows at very large Reynolds numbers and the wall-region
structure of developed turbulent shear flows. Detailed, well-established, experi-
mental results for shear flows will be used for comparison. The analogy between
local structure and shear flow was understood and emphasized by Chorin (1977).

So, arbitrary turbulent flows at very large Reynolds numbers will be considered.
Such flows are difficult, or even impossible, to obtain in the laboratory; we can
expect to find important applications of a model of local structure in terrestrial, at-
mospheric and/or oceanic flows. In the early 1950s the Soviet astronomer G. Shain
made an attempt to test the Kolmogorov–Obukhov theory for stellar constellations.
Nevertheless, in our presentation we preserve the approximation of incompressible
oconstant-density Newtonian fluid.

The basic assumption of the model is the following hypothesis. All turbulent
flows at very large Reynolds numbers have a universal, although Reynolds-number-
dependent, local structure. As in the case of turbulent shear flow, presented in
the previous section, this means that, statistically, the local geometric and kine-
matic features of turbulent vortices are identical for all turbulent flows at a given
Reynolds number; only the time and length scales are different.

From this basic assumption it follows that, locally, at very large Reynolds num-
bers all turbulent flows are homogeneous and isotropic: indeed, among turbulent
flows are fully isotropic and homogeneous flows which possess exactly the prop-
erty of complete isotropy and homogeneity and, consequently, the property of local
isotropy and homogeneity. It was Kolmogorov (1941a, b) who introduced implic-
itly, and used, the hypothesis of universality.

Consider now a turbulent flow field in a region Ω in the vicinity of an arbitrary
point x. We denote by ∂Ω the boundary of this region. The linear scale of Ω is
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assumed to be small in comparison with the external scale of the flow Λ. At the
same time the time scales of the fluctuations in Ω are assumed to be small in com-
parison with the time scale of the basic external flow, so that the flow in Ω can be
considered to be statistically steady.

Owing to the local homogeneity the mean velocity in Ω is constant:

ū(x + r) = ū(x) , (12.31)

where r is the radius vector of an arbitrary point in Ω in a system with its origin at
x. Owing to (12.31) the first-order correlation moment [u(x + r) − u(x)] is equal to
zero. The second-order correlation moment is given by the second-rank tensor

D = [u(x + r) − u(x)] ⊗ [u(x + r) − u(x)] , (12.32)

whose components are

Di j = [ui(x + r) − ui(x)][u j(x + r) − u j(x)] . (12.33)

An easy but lengthy calculation, which can be found in e.g. Landau and Lifshitz
(1987), pp. 135–7, shows that all the components of the tensor D can be expressed
for the locally isotropic and homogeneous flow of an incompressible fluid as func-
tions of just one, of them, say,

D11 = [u1(x + r) − u1(x)]2 ; (12.34)

thus

Di j = D11δi j +

(
r
2

dD11

dr

)
(δi j − ξiξ j) . (12.35)

Here ξi = ri/r, where r = |r| and ri are the components of the vector r in the local
orthonormal Cartesian system, such that i = 1 corresponds to the direction of r and
i = 2, 3 are arbitrary mutually perpendicular directions that are perpendicular to r.
Owing to the local isotropy and incompressibility, it follows from (12.35) that

D22 = D33 = D11 +
r
2

dD11

dr
. (12.36)

Similarly, for the components of the third-order correlation moment tensor we
have

Di jk = [ui(x + r) − ui(x)][u j(x + r) − u j(x)][uk(x + r) − uk(x)] . (12.37)

All components of this tensor can be expressed via the component

D111 = [u1(x + r) − u1(x)]3 . (12.38)

A simple but rather lengthy proof of this statement can be found for example on
pp. 137–9 of Landau and Lifshitz (1987).
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Furthermore, using the universality of the local structure and assuming full (not
only local) isotropy and homogeneity of the flow, Kolmogorov (1941b) derived the
relation between D111 and D11:

D111 = −
4
5
εr + 6ν

dD11

dr
. (12.39)

In the derivation of this equation Kolmogorov (1941b) used the averaged Navier–
Stokes equation obtained by von Kármán and Howarth (1938) for fully isotropic
and homogeneous turbulent flow. Here, however, a challenge appeared. In the paper
Kolmogorov (1941b) it was claimed that the assumption of complete isotropy and
homogeneity is not necessary, so that equation (12.39) could be derived without
this assumption. In his paper (Batchelor, 1947) that clarified and explained in de-
tail the Kolmogorov–Ohukhov theory, Batchelor mentioned that this was the only
argument in Kolmogorov’s papers (1941a, b) that he was unable to reconstruct. Up
to this day this challenge remains unresolved.

At the next stage the fundamental idea of a “vortex cascade”, proposed by the
British physicist L. F. Richardson (1922), becomes of crucial importance.2

According to this model, the system of vortices in a region Ω remains statis-
tically steady. Large vortices enter the region Ω, crossing its boundary ∂Ω, and
start to generate smaller vortices. There are several plausible mechanisms whereby
larger vortices generate smaller ones. Neither Richardson, nor Kolmogorov, who
used substantially this idea, made these mechanisms more precise. However, it is
significant that according to Richardson’s idea, larger vortices generate smaller
vortices statistically of a length scale of the same order of magnitude.

The smaller vortices generate even smaller vortices, etc. It is significant that,
according to the vortex cascade idea, viscous dissipation plays a role only in the
comparatively thin regions between vortices. These regions, where an elevated vor-
ticity is concentrated, are analogous to the streaks that show up in the basic shear
flow from the viscous sublayer, whose role was emphasized by Prandtl (see Section
11.4). Therefore, the energy of the larger vortices is transferred to smaller vortices
of the next generation without noticeable losses.

Owing to the statistical steadiness of the flow in Ω, the flux of energy down the
cascade of vortices is constant and is equal to the rate ε of energy dissipation into
heat. However, this energy dissipation into heat is performed by small vortices. The
scale of these vortices λ is determined by the fluid kinematic viscosity ν and by the
dissipation rate per unit mass, which is equal to the energy flux down the cascade of
the vortices. Here the assumption that the vortices generate smaller vortices having
the same length scale becomes significant.

2 Julian, Lord Hunt of Chesterton, the great-nephew of L. F. Richardson, is an eminent fluid dynamicist. He
co-edited a special anniversary issue of the Proceedings of the Royal Society of London (Hunt et al., 1991).
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The length scale λ was determined by Kolmogorov and is named Kolmogorov’s
length scale. Dimensional analysis allowed Kolmogorov to determine λ to within
an order of magnitude:

λ =
ν3/4

ε1/4 . (12.40)

The dimension of ε is obviously equal to L2/T 3. The length scale λ has its analogue
in shear flow as the viscosity length scale δ = ν/u∗.

Summing up, we are interested in finding the statistical quantity D11 in the region
Ω as an intermediate asymptotics valid in the cascade of vortex scales covering the
“inertia range”

Λ � r � λ , (12.41)

where, we recall, Λ is the external length scale of the flow. The length scales of
order Λ form the “energy range”; the length scales of order λ and less form the
“dissipation range”.

The general picture of the process in the inertia range is as follows. Larger vor-
tices generate smaller ones, which have a length scale of the same order of mag-
nitude. The smaller vortices transfer the energy to even smaller ones without sub-
stantial loss, and so it goes on until vortices of “dissipation scale” are reached,
which dissipate the energy to heat. Between the vortices of each generation there
are thin regions of elevated vorticity that are analogous to the streaks coming from
the viscous sublayer in the shear flows.

This picture makes it natural to follow exactly the steps used earlier in the
analysis of shear flow.

The correlation moment D11 depends on the following dimensional parameters:
r, the modulus of the radius vector r, the kinematic viscosity ν and the energy
dissipation rate ε as well as a dimensionless parameter, the global Reynolds number
of the flow, Re:

D11 = D11(Re, r, ν, ε) ; (12.42)

we have [ν] = L2T−1, [ε] = L2T−3, [r] = L. The standard procedure of dimen-
sional analysis gives

D11 = (εr)2/3Φ11

(
Re,

r
λ

)
. (12.43)

We now introduce two basic hypotheses similar to those proposed for shear flow.

First hypothesis There is incomplete similarity in the parameter r/λ and no simi-
larity in Re. Therefore D11 assumes the form

D11 = A(Re)(εr)2/3
( r
λ

)α(Re)
. (12.44)
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Second hypothesis The vanishing-viscosity principle is assumed, according to
which there exists a well-defined limit of D11 when the viscosity ν tends to zero.

Following exactly the same steps as in Section 11.5 for shear flow, we find that
the functions A(Re) and α(Re) can be represented as follows:

A(Re) = A0 + A1ϑ(Re) ; α(Re) = α0 + α1ϑ(Re) . (12.45)

Here ϑ(Re) is again a small parameter, which tends to zero as Re → ∞, and A0,
A1, α0 and α1 are universal Reynolds-number-independent constants. Thus, the
relation (12.43) can be represented in the following form:

D11 = (A0 + A1ϑ)(εr)2/3 exp[(α0 + α1ϑ) ln(r/λ)] . (12.46)

According to the vanishing-viscosity principle α0 should vanish, otherwise a
well-defined limit of D11 as ν→ 0, i.e. Re→ ∞, will not exist.

Still repeating the argument used in Section 11.5 for the shear flow, we obtain
that for the local structure the expression for the small parameter ϑ is

ϑ =
1

ln Re
. (12.47)

The reason is that, on the one hand, if ϑ goes to zero faster than (12.47) then the
expression (12.44) for D11 loses its dependence on the Reynolds number, which
contradicts the experimental data. On the other hand, if ϑ goes to zero slower than
(12.47) then the vanishing-viscosity principle will be violated; indeed, λ is defined
by the relation (12.40) and in this case the factor ln λ would not be compensated
(see also the important work of Castaing, Gagne and Hopfinger (1990), where the
term 1/ln Re appeared in calculations of the probability densities). We obtain fi-
nally (Barenblatt and Goldenfeld, 1995)

D11 =

(
A0 +

A1

ln Re

)
(εr)2/3

( r
λ

)α1/ ln Re
. (12.48)

Kolmogorov’s relation (12.39) gives

D111 = −
4
5
εr + 6ν

dD11

dr

= εr
[
−4

5
+ 6ν

(
A0 +

A1

ln Re

)
ε−1 r−4/3+α1/ ln Re

]

= −4
5
εr + O

[(
λ

r

)4/3+α1/ ln Re]
.

(12.49)

The second term on the right-hand side of (12.49) is negligible in the inertia
range, so the final Kolmogorov Reynolds-number-independent (please note!) rela-
tion for D111 appears as

D111 = −
4
5
εr . (12.50)
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Figure 12.3 The Kolmogorov constant A(Re) as measured by Praskovsky and
Oncley (1994) plotted on a logarithmic scale against Taylor microscale Reynolds
number Reλ.

So, we have arrived at expressions (12.48) and (12.50) for the basic statistical
characteristics of the local structure of turbulent flows at very large Reynolds num-
bers.

The experimental verification of these basic relations for the local structure of
such a flow is very much poorer than the experimental verification of the basic
relations for shear flows. In fact, experiments are more or less in agreement with
the limiting value 2/3 of the exponent in the relation (12.48). This means that the
correction α1/ ln Re is negligible, in contrast with the shear flow case. However,
the experiments showed a significant Re-dependence of the pre-monomial contrant;
cf. A(Re) in (12.44). We mention the correlation obtained by the processing of
experimental measurements for the flow in a large wind tunnel by Praskovsky and
Oncley (1994); see Figure 12.3.

This processing demonstrated that, for realistic values of the Reynolds numbers,
the Reynolds-number-dependent term in the pre-power constant A1/ ln Re is much
larger than A0; it was found that A0 = 0.45 and A1 = 15.46. This means that even
oceanic, atmospheric or terrestrial experiments could be insufficient for obtaining
reliable values of A0 and A1; the correlation data obtained by Praskovsky and On-
cley (1994) can be used for a qualitative estimate only.

Let us make an important comment. The limiting form of the r-dependence for
the second moment D11 is, according to (12.53), proportional to r2/3. For the third
moment (relation (12.50)) it is proportional to r. Some influential authors for exam-
ple, U. Frisch (see his book Turbulence. The Legacy of A. N. Kolmogorov (1995),
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p. 132) have extrapolated these dependences to larger n as a law of n/3. Moreover,
they have attributed this extrapolated law to A. N. Kolmogorov (1941a, b). Experi-
mental data of various authors for a higher correlation moment have been reported
which are in disagreement with the n/3 law for n > 3.

In fact, in neither the (1941a, b) papers of Kolmogorov, referenced by Academi-
cian U. Frisch, nor the other papers of Kolmogorov was an n/3 law proposed.
Moreover, the applicability of the vanishing-viscosity principle to higher moments
seems to be doubtful. The scaling laws obtained by the above-mentioned experi-
mentalists can be explained by the fact that they worked on small set-ups, and so
the universality of the results cannot be assumed.

The spectral (wave vector) representation of the correlation moments is also of
interest; it is especially popular in the physics literature. Therefore it is appropriate
to give here the spectral form of the basic relation (12.37). Denote by E(k) dk the
energy of vortices whose wave numbers (the inverse length scales of vortices) lie
in the range k, k + dk. Then E(k) should depend on the governing parameters k
(instead of r), ε, ν and Re. Advanced similarity analysis gives, in agreement with
the existence of incomplete similarity in the parameter kλ, the relation

E(k) = C(Re)ε2/3 k−5/3(kλ)γ/ ln Re . (12.51)

Experiments performed at large but still moderate Reynolds numbers show that, up
to accuracy of the data, the exponent is close to −5/3. This means that the contribu-
tion of the term γ/ ln Re in the exponent can be neglected to a first approximation.
However, the Re-dependence of C is noticeable, so at large but moderate Reynolds
numbers the following form of the spectral law can be proposed (the 5/3 law):

E(k) = (C0 +C1/ ln Re)ε2/3 k−5/3 , (12.52)

which is analogous to the formula for D11 (the 2/3 law):3

D11 = (A0 + A1/ ln Re)(εr)2/3 . (12.53)

It is generally recognized that it was A. N. Kolmogorov who shaped the mod-
ern theory of turbulence. It is clear that the next step of similar strength will re-
quire a genius of comparable power and, what is also very important, comparable
especially favorable circumstances. Here it is appropriate to remember these cir-
cumstances and two outstanding people who played very significant roles in the
phenomenon of Kolmogorov’s discoveries in turbulence.

3 It is important to emphasize that in the literature, starting from the original articles by A. N. Kolmogorov and
A. M. Obukhov, the 2/3 and −5/3 laws were derived using the assumption (similar to that of von Kármán)
that in the inertia interval the correlation moments are viscosity independent. The 2/3 and −5/3 laws have
been well confirmed by experiments. However, the numerical factor in front of (εr)2/3 or (kε)−5/3 obtained in
experiments was, unexpectedly found not to be a universal constant. This shows that, at very large Re, the
correction to 2/3 (or −5/3) is small in comparison with unity, and so there is no contradiction with our
assumption of incomplete similarity.
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The first was Otto Yulievich Schmidt. This man seemed to have been transferred
to the first half of the twentieth century from the Renaissance epoch. In the late
1920s and early 1930s he had already gained remarkable achievements in several
different fields. In 1932 he was Professor of Algebra at Moscow State University,
Director of the State Publishing House, the only one in the country, Editor-in-Chief
of the Soviet Encyclopedia, Deputy People’s Commissar (Minister) of Finances,
had other important duties, and was successful everywhere.

Unexpectedly for everybody including himself he was then appointed. . . the
Chief of the Directorate of the Northern Sea Path! The situation regarding northern
navigation was critically important for the country. The highest authority recog-
nized it and came to the conclusion that Schmidt, if properly motivated, could
achieve success. Indeed, in two to three years Schmidt transformed miraculously
the decaying field of northern navigation into a flourishing and attractive part of
Soviet life. Very importantly, the unpopular profession of polar explorer quickly
became prestigious and fashionable. Two bright events made the name of Schmidt
especially popular, even legendary: the polar expedition on the ship “Chelyuskin”
(1934) and the expedition to the North Pole (1937–1938) which he planned and
personally guided. In the spring of 1938, when the ice floe on which the partic-
ipants in the North Pole expedition worked started to melt and break, Schmidt
headed the expedition to save the team and the scientific results of the expedition,
landed on the ice floe and was one of the last to leave it. The popularity of Schmidt
in the country and in the whole world became an incomparable symbol of Soviet
prestige, as would the “Sputnik” voyage into space 20 years later.

After that Schmidt obtained a new position: he was appointed the plenipotentiary
first Vice-President of the Soviet Academy of Sciences (the President was ill). The
first thing that Schmidt recognized in his new position was the need for a strong
supportive team of genuinely outstanding scientists – members of the Academy.
The first person whom he addressed was A. N. Kolmogorov, his colleague in the
Department of Mathematics of Moscow State University, Professor of Probability
Theory. Schmidt offered him the position of a full Member of the Academy and,
moreover, that of the Head (Secretary) of the Division of Physical and Mathemat-
ical Sciences of the Academy. (At that time Kolmogorov was not even a Corre-
sponding Member). Schmidt asked one favour of Kolmogorov: to join the staff of
the Institute of Theoretical Geophysics, which Schmidt planned to organize, and
to start a laboratory there. The idea was that Kolmogorov would bring to this labo-
ratory some of his disciples and, after a time, leave the laboratory in the charge of
one of them.

And so it happened that V. I. Klyatskin, the basic subject of the laboratory be-
came turbulence. (What a fantastic vision of Schmidt: Kolmogorov was known
at that time as the author of remarkable but purely theoretical works!) The first
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and leading Kolmogorov disciple who entered the laboratory was A. M. Obukhov,
followed later by A. M. Yaglom, A. S. Monin, following Schmidt’, proposal, sug-
gested of course, in a very delicate form, as a certain possibility, and G. S. Golit-
syn. The first seminar delivered by A. N. Kolmogorov devoted to the new subject
was dated September 1939. The laboratory developed and transformed itself into
the flourishing A. M. Obukhov Institute of Atmospheric Physics of the Russian
Academy of Sciences.

The second person who played a very important role in the Kolmogorov turbu-
lence phenomenon was George Keith Batchelor, one of the future leaders of the
post war fluid mechanics. It happened that he came to Cambridge from his home
country Australia at the very end of World War II (April 1945) in a conoy con-
sisting of 80 ships. His goal was to work at the Cavendish Laboratory with G. I.
Taylor on turbulence. When Batchelor met Taylor, he realized that Taylor was no
longer interested in turbulence. However, turbulence continued to attract the atten-
tion of Batchelor, and he started to search in the Library of Cambridge University
for research sources concerning this subject. Batchelor found the volumes of The
Proceedings (Doklady) of the Soviet Academy of Sciences, by a miracle delivered
to Cambridge during the war, and found there the first papers of Kolmogorov. He
understood immediately what a treasure was in his hands!

Batchelor’s further activity was unbelievably fast and productive. He prepared
and delivered a lecture about Kolmogorov–Obukhov theory at the International
Congress on Applied Mechanics in the following year, 1946. Moreover, he per-
formed a careful analysis of the text of the short notes where Kolmogorov–
Obukhov theory was presented, thoroughly clarified difficult places and prepared
a detailed explanation of the theory in a comprehensive article (Batchelor, 1947).
This article played a decisive role in the propagation of Kolmogorov–Obukhov
theory. In fact, during the 20 years preceding the appearance of the fundamental
monograph of Monin and Yaglom, Batchelor’s article, as well as the first (1944)
edition of Londan and Lifshitz’s book Mechanics of Continuous Media, available
only in Russian, remained the only source where a detailed presentation of the the-
ory of the local structure of turbulent flows at very large Reynolds numbers could
be found.
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(eds.), Vol. VII, pp. 55–129.

Barenblatt, G. I. (1964). On some general concepts of the mathematical theory of
brittle fracture. J. Appl. Math. Mech. (PMM) 28 (4), 778–792.

Barenblatt, G. I. (1996). Scaling, Self-Similarity and Intermediate Asymptotics.
Cambridge University Press, Cambridge.

Barenblatt, G. I. (2003). Scaling. Cambridge University Press.
Barenblatt, G. I. (2008). A mathematical model of turbulent drag reduction by

high-molecular-weight polymeric additions in a shear flow. Phys. Fluids 20,
091 702.

Barenblatt, G. I., and Botvina, L. R. (1981). Incomplete similarity of fatigue in a
linear range of crack growth. Fatigue Eng. Mater. Struct. 3, 193–212.

Barenblatt, G. I., and Chernyi, G. G. (1963). On the moment relations on the dis-
continuity surfaces in dissipative media. J. Appl. Math. Mech. (PMM) 27 (5),
1205–1218.

Barenblatt, G. I., Chorin, A. J., and Prostokishin, V. M. (1997). Scaling laws in
fully developed turbulent pipe flow. Appl. Mech. Rev. 50, 413–429.

Barenblatt, G. I., Chorin, A. J., and Prostokishin, V. M. (2000). Self-similar inter-
mediate structures in turbulent boundary layers at large Reynolds numbers. J.
Fluid Mech. 410, 263–283.



Bibliography and References 245

Barenblatt, G. I., Chorin, A. J., and Prostokishin, V. M. (2002). A model of turbu-
lent boundary layer with non-zero pressure gradient. Proc. US Nat. Acad. Sci.
99, 5572–5576.

Barenblatt, G. I., Entov, V. M., and Salganik, R. L. (1966). Kinetics of crack exten-
sion. Eng. J., Mech. Solids 1 (5), 53–69; 1 (6), 49–51.

Barenblatt, G. I., and Goldenfeld, N. D. (1995). Does fully developed turbulence
exist? Reynolds number independence versus asymptotic covariance. Phys. Flu-
ids 7 (12), 3078–3082.

Barenblatt, G. I., and Monteiro, P. J. M. (2010). Scaling laws in nanomechanics.
Physical Mesomech. 13 (5–6), 245–248.

Batchelor, G. K. (1947). Kolmogoroff’s theory of locally isotropic turbulence. Proc.
Camb. Phil. Soc. 43 (4), 533–559.

Batchelor, G. K. (1996). The Life and Legacy of G. I. Taylor. Cambridge University
Press.
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Aerodyn. Versuchsanstalt, Göttingen B4, 18–29.

Prandtl, L. (1945). Uber ein neues Formalsystem für die ausgebildete Turbulenz.
Nacht. Akad. Wiss. Göttingen, Math.-Phys. Klasse, 6–18.

Prandtl, L., and Tietjens, O. (1931). Hydro und Aeromechanik, Vol. 2. Springer-
Verlag.

Praskovsky, A. S., and Oncley, S. (1994). Measurement of Kolmogorov constant
and intermittency exponent at very high Reynolds numbers. Phys. Fluids 6 (9),
2886–2889.

Rayleigh, Lord J. W. (1877). On the irregular flight of a tennis ball. Messen-
ger of Mathematics VII, 14–16. Also in Scientific Papers, Vol. 1, pp. 344–346.
Cambridge University Press (1899).

Reynolds, O. (1883). An experimental investigation of the circumstances which
determine whether the motion of water shall be direct or sinuous and the law of
resistance in a parallel channel. Phil. Trans. Roy. Soc. London 174, 935–982.

Reynolds, O. (1894). On the dynamical theory of incompressible viscous fluids and
the determination of the criterion. Phil. Trans. Roy. Soc. London 186, 123–161.



250 Bibiography and References

Richardson, L. F. (1922). Weather Prediction by Numerical Process. Cambridge
University Press.

Ritchie, R. O. (2005). Incomplete self-similarity and fatigue crack growth. Int. J.
Fracture 132, 97–203.

Roesler, F. (1956). Brittle fracture near equilibrium. Proc. Phys. Soc. B69, 981–
992.

Russell, J. S. (1844). Report on Waves. In Reports of the XIV Meeting of the British
Association for the Advancement of Science. J. Murray.
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wellen durch Homologie-Lösungen. Z. Naturforschung 9A, 269–275.

Willis, J. R. (1967). A comparison of the fracture criteria of Griffith and Barenblatt.
J. Mech. Phys. Solid 15, 151–162.

Wu, X., and Moin, P. (2009). Direct numerical simulation of turbulence in a nomi-
nally zero-pressure gradient flat plate boundary layer. J. Fluid Mech. 630,
5–41.

Yaglom, A. M. (1993). Similarity laws for wall turbulent flows: their limitation
and generalizations. In Conf. on New Approaches and Concepts in Turbulence,
Monte Verita, Th. Dracos and A. Tsinober (eds.), pp. 7–27. Birkhäuser-Verlag.
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adiabatic index, 165
Airy function, 91
alternating tensor, 128
angular momentum balance, 129
asymptotic representation, 18
autonomy hypothesis (cohesion crack model), 111
averaging in turbulence, 185
axial vector, 52

barotropy, 58
Bernoulli integral, 56, 58
biharmonic function, 91
body, 18

configuration of, 18
boundary layer, 138
boundary layer equations, 140, 142, 143

Cauchy–Riemann relations, 59
Christianovich condition, 107
circulation, 62
cohesion crack model, 110
cohesion modulus, 112, 159
complete viscosity independence, 192, 194, 195
complete similarity, 155, 157, 159, 198
complex potential, 59
complex velocity, 60
compression–expansion waves, 89
configuration, 18
constitutive equation, 126

finite, 5
validity of, 161

continuity equation, 24
cylindrical pipe

flow in, 192

D’Alembert equation, 166
D’Alembert paradox, 78, 137
Deborah number, 3
defect law, 209
deformation, 101
density, 19
developed turbulence, 190
deviator, 84

dimension, 31
dimensional analysis, 29, 37
dimensional quantity, 32
dimensionless quantity, 32
directed explosion, 64
dissipation range length scale, 237
drag coefficient, 132, 201
drag force, 75, 147
dynamic velocity, 193

eddy viscosity, 183, 186
eigenvalue, 177
energy range length scale, 237
enthalpy, 165
entropy, 165
entropy conservation, 168
ergodicity, 189
Euler equations, 51
Eulerian frame, 20
experimental asymptotics, 157

fatigue, 121, 160
filtration velocity, 16
flow separation, 148
flux density vector, 22
force dipole, 97
fractals, 150
fracture toughness, 112
friction law, 224
friction velocity, see dynamic velocity
Friedrichs’ example, 138
Froude number, 45

generalized homogeneity, 29, 39
governing parameters, 37

Hooke’s law, 5, 79
Huber–von Mises–Hencky criterion, 102, 119

ideal compressible fluid, 49
incomplete similarity, 149, 156, 158, 161, 192, 195,

199
intermediate asymptotics, 18, 19
intermittency, 199



254 Index

internal energy, 164
irrotational motion, 53
Irwin parameter, 112, 159
isentropic flow, 168
Izakson–Millikan–von Mises analysis, 208

Joukovsky profiles, 75
Joukovsky theorem, 78

kinematic viscosity coefficient, 126
Koch triad, 151
Kolmogorov constant, 239
Kolmogorov length scale, 237
Kolmogorov–Obukhov scaling laws, 190
Kolmogorov–Prandtl shear flow model, 227, 230
Kolmogorov (1941) scaling law, 236
Kolmogorov’s example, 186
Kolosov–Muskhelishvili formula

first, 94
second, 95
third, 95

Kolosov–Muskhelishvili potentials, 95, 96, 97, 104
Kutta–Chaplyguine–Joukovsky condition, 73, 107

Lagrange–Cauchy integral, 56
Lagrangian frame, 19
Lamb representation, 53
Lamé constants, 84
laminar flow, 182
Laplace’s equation, 55
Lavrentiev problem, 64
Law

five-thirds, 240
two-thirds, 240

law of the wall
generalized, 208

Levi–Civita tensor
alternating tensor, 128

lift force, 41, 75
linearly elastic deformable solid, 81, 83, 84

Mach cone, 166
Mach number, 47, 166
mass, 19
mass conservation law, 21
momentum balance, law of, 24
momentum flux density tensor, 48
momentum thickness, 220

nanomechanics (scaling laws), 161
Navier–Stokes equation, 127, 132

solution, 138
Newtonian viscous fluid, 126
Newton’s law of viscous flow, 5
no-slip condition, 56, 130

observer, definition, 19

Paris’ law, 121, 122, 123, 158, 160, 161
Pascal’s law, 28
physical similitude, 29
Π-theorem, 39
plane strain, 90

Poisson ratio, 80
porosity, 14
potential motions, 54
Prandtl–Blasius solution, 143, 158
Prandtl hypothesis, 140, 148
Prandtl’s drag law, 202

corrected, 202
pressure, 28, 49
principal stresses, 102
principle of equivalence of observers, 5, 26
Pythagoras’ theorem, 39

quasi-brittle fracture, 109

Reynolds equation, 188
Reynolds number, 43, 137

very large, 190, 192, 195
Reynolds rules of averaging, 187
Reynolds stress tensor, 188
Reynolds-number-dependent logarithmic law, 200
Reynolds-number-dependent scaling law, 204
Reynolds-number-independent logarithmic law, 191,

194

scale separation, 209
seepage, 14
self-similarity, 146
shear flow

turbulent, 189
shear modulus, 85
shear stress, 124
shear wave, 89
shock front, 171
shock waves, 168, 169, 172
similarity

lack of, 157
similitude, criteria of, 42
similitude, parameters of, 41
similitude, physical, 41
small-rotation vector, 82
small-strain tensor, 82
smallness hypothesis (cohesion crack model), 110
sound propagation, 165
sound velocity, 166
source–sink flow, 61
specific heat at constant pressure, 165
specific heat at constant volume, 165
strain, 80

plane, 90
strain-rate tensor, 52, 125
stream function, 59
stream line, 57
stress function, 91
stress intensity factor, 105
stress tensor, 26
structural integrity, 101
supramolecular polymeric structures, 230

tensor
first-rank, 21
second-rank, 21
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Thoms effect, 230
trace, 49
traction vector, 88
transformation group, 145, 155
translation flow, 60
turbulent vortex, 188

universal gas constant, 165
universal logarithmic law, 204

vanishing-viscosity principle, 197
vector line, 57
velocity of filtration, 16
velocity potential, 54
velocity vector, 23
viscosity, 124

viscosity coefficient
dynamic, 124
volume, 126

viscosity-independent flow, 191
volume compression modulus, 85
von Helmholtz’ theorem, 52
von Kármán constant, 194
von Kármán universal logarithmic law, 229
von Kármán–Prandtl universal logarithmic law, 190,

194, 197, 210
vortex cascade, 236
vortex flow, 62
vortex line, 57

Young modulus, 80
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