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Preface

Modern very-large-scale integration (VLSI) chips contain millions of transistors. It
is envisaged that VLSI chips will contain more than three billion transistors in the
coming decade. VLSI chips find wide applications in all modern electronic circuits
and systems. In highly-scaled VLSI technology nodes, more and more function-
alities are being housed on a chip. Various functional blocks of the chip are con-
nected to each other with interconnects. Interconnects distribute clock, supply
voltage, and signals in a VLSI chip. Chip sizes are also decreasing due to tech-
nological advances. High chip complexity requires dense interconnections to
communicate information between devices and circuit blocks. As a result, long
interconnects have become common on-chip features. However, long interconnects
cause various deleterious effects, viz., high propagation delay, degradation of signal
waveforms, excess power dissipation, and crosstalk. Consequently, the increased
number of interconnects in present-day VLSI chips has made the interconnection
design problem complex and challenging.

In recent years, power dissipation is given comparable weightage to the area and
speed considerations. The primary driving factor is increasing prominence and fast
growth of battery operated applications such as micro-sensor networks, pacemak-
ers, hearing aids, and many other portable devices, which require stringent energy
constraints for longer battery lifetime. Subthreshold operation of devices presents
an opportunity for energy-constrained applications with its ultra-low-power con-
sumption. Subsequently, the benefits from ultra-low-power operation have carved
out a significant niche for subthreshold circuits. Though the subthreshold operation
shows huge potential toward satisfying the ultra-low-power requirements of por-
table systems, it holds design issues both for interconnects and circuit design. These
issues lead to significant increase in the design complexity of integrated circuits.
There are not many works that address these challenges for subthreshold circuit
design in an integrated and comprehensive manner. This book provides a detailed
analysis of concerns related to subthreshold interconnect performance from the
perspective of analytical approach and design techniques. It also presents a quali-
tative summary of the work reported in the literature by various researchers in the
design of digital subthreshold circuits. Particular emphasis is laid on the
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performance analysis of coupling noise and variability issues in subthreshold
domain to develop efficient compact models. The different tasks accomplished in
this book are mentioned below.

A new parameter called subthreshold drain conductance is defined. Two new sub-
regions of MOS operation are identified. Compact analytical expressions governing
output voltage, propagation delays, and coupling noise are developed. The impact of
coupling on aggressor delay is analyzed. The proposed analytical approach gives
physical insight into the parameters affecting the transient behavior. This is essential
for avoidance of dynamic crosstalk and circuit malfunctioning. Remedial design
techniques are suggested to mitigate the effect of coupling noise caused by the
interconnect coupling capacitance. The effects of wire width, spacing between the
wires and wire length are thoroughly investigated. In addition, the effect of
parameters like driver strength on peak coupling noise has also been analyzed.
Process, voltage, and temperature variations are prominent factors affecting
subthreshold design and have also been investigated. Analytical expressions char-
acterizing variability based on the parametric analysis are developed. The process
variability analysis has been carried out using parametric analysis, process corner
analysis, and Monte Carlo technique. The impact of temperature on subthreshold
interconnect performance is also investigated.

To summarize, this book will serve as a platform for researchers and graduate
students with deeper insights into subthreshold interconnect models in particular
and designing complex logic gates in general. This book will best fit as a textbook
and/or a reference book for students who are initiated in the area of research and
advanced courses in nanotechnology, ultra-low-power interconnect design, and
modeling.

Rohit Dhiman
Rajeevan Chandel
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Chapter 1
Introduction

Keywords Complementary metal oxide semiconductor (CMOS) �Deep submicron �
Interconnects � Subthreshold � Very-large-scale integration (VLSI)
New and extensive innovations in solid-state very-large-scale integration (VLSI)
technology have led to the revolution in high-speed networks, communication
devices, and a host of many other electronic equipments in the present era. VLSI
chips find wide applications in all modern electronic circuits and systems. Further,
VLSI technology has reduced the voluminous electronic parts which were used to
manufacture early day’s electronic equipment and computing machines. Techno-
logical advances in VLSI have led to downsizing the device size and weight and
increased the reliability, thus facilitating miniaturization of the size of electronic
devices and circuits. VLSI functionality along with data computation has enhanced
the capabilities of the electronic gadgets. Miniaturization has directly or indirectly
been the core cause of the tremendous applications of integrated circuits (ICs) and
their omnipresence in all electronic systems. The decrease in minimum feature size
and increase in number of gates in a chip area have been due to technology scaling.
Furthermore, improvements witnessed in various present-day electronic gadgets
have been mostly attributed to advances in VLSI technology. As a result, both die
size and device densities of the circuits have increased.

1.1 Preliminary Background

In 1958, Jack Kilby at Texas Instruments conceived the design of the first IC on a
single substrate [1]. Presently, complementary metal oxide semiconductor (CMOS)
technology has advanced the ICs way forward. It has led to the astounding evo-
lution toward higher integration densities. The level of integration has evolved from
small-scale integration (SSI) to VLSI with nearly 106 devices/chip, ultra-large-scale
integration (ULSI) with more than 107 devices/chip, and giga-scale integration
(GSI) having more than 109 devices per chip [2]. With current GSI level, more
functional blocks are being included on a single chip. Various functional blocks of
the chip are connected to each other with interconnects. The global or long
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interconnects distribute clock and signals and provide power and ground to billions
of active devices on a chip. Moreover, VLSI chip has a single layer of transistors
and may have more than seven to nine layers of interconnections [3]. As per the
international technology, roadmap for semiconductors (ITRS), the future nanoscale
circuits will house more than a billion transistors [4]. With such high chip com-
plexity, i.e., increase in the number of active devices per chip, long interconnects
have become common on-chip features in the recent high-density circuits. Thus,
size of the chip and functionality on the chip have increased manifold, thereby
increasing the length of interconnects within the chip circuitry.

With appreciable lengths of interconnects in VLSI chips, the associated inter-
connect impedance parameters viz. resistance, capacitance, and inductance have
increased significantly. These parameters have a direct impact on the system per-
formance and cause quadratic increase in signal propagation delay. Interconnects
also cause excessive power dissipation due to the associated parasitic impedance
elements [5, 6]. Up to 30 % of the dynamic power is consumed by the global
interconnect network [7]. Global interconnects in nanometer technologies which
connect billions of active devices on a chip have therefore become major show-
stoppers. Consequently, the effect of global interconnect impedance parameters on
delay and power dissipation is of great concern for the VLSI circuit designers.

In addition to delay and power, global interconnects pose another design chal-
lenge due to decreasing feature size and increasing length of on-chip interconnects
for highly scaled technology nodes. In deep submicron (DSM) circuit design,
typically less than 0.18 μm, the spacing between interconnects is reduced. This in
turn increases the coupling capacitance and becomes comparable to the line-to-
ground interconnect capacitance [8]. Interconnects thus exhibit coupling which is
the major source of coupling noise and is commonly referred as crosstalk. Coupling
noise causes deleterious effects such as high propagation delays and power dissi-
pation and induces overshoots and undershoots. Crosstalk-induced overshoot and
undershoot can generate and propagate false switching in the circuit. The effect of
this unwanted interference depends on the value of the coupling capacitance, signal
transitions, and the adjacent interconnect length. Consequently, interconnect cou-
pling noise has become one of the primary threats to the continued growth in
integration density [9]. Therefore, it is very important to predict the interconnect
noise at the system level as it can create a logic error at the noise site [10].

In the early 1990s, the primary concerns of the VLSI designers have been area,
performance, cost, and reliability. Power consideration had been mostly of sec-
ondary importance. However, with limited battery or to enhance the battery life,
power has drawn a comparable attention of the designers along with the area and
speed considerations. The primary driving factor has been the remarkable success
and fast growth of portable battery-operated ultra-low-power applications such as
wireless sensor networks, self-powered radio frequency identification, wearable
battery-powered systems, and implantable circuits for biomedical applications.
Portable devices are bound by ultra-low-power budget, which places a pressing
demand of ultra-low-power operation for a longer battery lifetime. Reduced power
consumption makes the circuits lighter, reduces or eliminates cooling subsystems,
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reduces the weight, and extends the life of the energy source. The demand for ultra-
low-power circuits in CMOS IC design has thus become an important design
challenge for next-generation DSM technologies.

It has been observed that the subthreshold operation of the device exhibits a
great potential toward satisfying ultra-low-power demand of portable systems
[11–13]. Subthreshold operation uses supply voltage which is below the transistor
threshold voltage. Driving CMOS circuits with the subthreshold current provides
orders of magnitude power reduction over strong inversion circuit operation. As a
result, the subthreshold logic has emerged as an important approach to design
energy-efficient systems [14]. The subthreshold current is much lower in magnitude
than the saturation drain currents in the strong inversion regime. The weak driving
current inherently limits the performance but minimum energy is achieved,
resulting in a longer battery lifetime. Consequently, ultra-low-power operation of
MOS devices has drawn the attention of researchers in recent years [15–20].

Furthermore, with each scaled semiconductor technology generation, the impact
of process, voltage, and temperature (PVT) variations on the subthreshold system
performance has significantly increased [21]. This is because of the exponential
dependency of subthreshold current on the device threshold voltage and tempera-
ture. Small changes in the threshold voltage and temperature translate into expo-
nential variations in the bias current, thereby affecting the device delay and power
dissipation. Thus, it is important to investigate the influence of PVT variations
under subthreshold regime on the interconnect performance along with devices
while designing robust ultra-low-power systems.

In the research papers available in the literature regarding subthreshold circuits,
researchers have investigated the performance of these circuits in terms of speed
and robustness either by device- or circuit-level optimization [22]. Gate voltage
boosting technique to improve subthreshold interconnect performance in terms of
speed and robustness has been suggested in Ref. [23]. However, interconnect
analysis in the presence of process and temperature variations has not been taken
into account. A subthreshold interconnect with a bootstrapped repeater scheme to
accelerate the circuit operation and reduce the process variation has been proposed
[24]. Significant research work has also been carried out on global interconnect
design in super-threshold region [25–27]. However, less progress has been reported
regarding interconnect performance for ultra-low-power VLSI applications. Since
interconnects in VLSI circuits are driven by CMOS buffers, this includes the
development of an analytical approach for performance investigation of buffer-
driven long interconnects. SPICE simulations are best used for verification of the
analytical techniques developed for VLSI analysis. Subsequently, analytical models
if developed shall be particularly useful for ultra-low-power VLSI interconnect
design. This is the primary focus of the book.
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1.2 Motivation

A detailed literature survey has been carried out in the design of long interconnects
for ultra-low-power VLSI chips and presented in Chap. 2 which clearly establishes
that it is essential to investigate the interconnect circuit performance under sub-
threshold for ultra-low-power applications. The ubiquitous era of ultra-low-power
applications such as microsensor networks, pacemakers, and many portable devices
requires extremely energy stringent operation for longer battery lifetime. Sub-
threshold operation presents an opportunity for such emerging and energy-con-
strained applications in clock ranges from low to medium frequencies with very low
energy consumption.

Extremely high driver resistance under subthreshold conditions and exponential
dependence of subthreshold current on process parameters leads to an increased
device susceptibility to variations in the process parameters. Furthermore, increased
coupling among the adjacent interconnects has motivated the present research to
investigate the performance of global interconnect under subthreshold conditions. To
meet this end, the influence of the interconnect parasitics has been considered. Delay,
power, crosstalk, and PVT variations of the long interconnects have been dealt with
and investigated. This requires analytical modeling and simulation results. To meet
out this requirement, problem has been tailored to fulfill the following objectives:

• To develop a timing model to characterize the output voltage and propagation
delay of buffer-driven interconnect in subthreshold regime for ultra-low-power
operation. It is also essential to consider the dependence of MOS, i.e., the active
device behavior on input waveform.

• To develop analytical expressions characterizing the transient power dissipation
of CMOS buffer-driven resistive–capacitive interconnect for subthreshold
operation.

• To develop an analytical model to characterize the coupling noise in capaci-
tively coupled interconnect scenario due to changing signal activity in sub-
threshold regime for ultra-low-power operation.

• To provide design guidelines for the reduction in coupling noise caused by the
interconnect parasitics. Advantage of subthreshold interconnect circuit design
has to be evaluated vis-a-vis super-threshold region.

• To investigate the effect of PVT variations on subthreshold interconnect per-
formance for different interconnect and device parameters.

1.3 Book Outline

The main aim of the present work is to analyze and propose analytical models for
buffer-loaded long interconnects in subthreshold for ultra-low-power VLSI circuits.
This book is divided into six chapters. Main contributions and important findings
are presented in the book in the following sequence:
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• The present chapter introduces the topic and addresses the importance of
interconnects vis-à-vis MOS devices. The chapter describes the motivation
behind choosing investigation of interconnect performance in subthreshold as
the research topic.

• Chapter 2 reviews the past research work carried out by various researchers in
the design of digital subthreshold circuits to manage the proliferating demand of
ultra-low-power devices. Various aspects of CMOS buffer have been studied.
The role of interconnect parasitics on performance is examined. The detailed
literature survey also deals with delay, power dissipation, and crosstalk in long
interconnects. The effect of process and temperature variations on the inter-
connect performance has also been reviewed.

• Chapter 3 presents the timing analysis of a CMOS buffer stage resistive–
capacitive interconnect in subthreshold regime. Analytical expressions charac-
terizing the output voltage, propagation delay, and power dissipation have been
presented. The analysis takes into consideration the dependence of MOSFET
behavior on input waveform. Both rising and falling input ramps have been
considered. Interconnect is modeled as resistive–capacitive load in order to
emphasize the exponential behavior of CMOS logic gate in subthreshold. New
sub-regions have been identified and their current–voltage equations also
derived. Closed-form expressions of resistive power dissipation have also been
presented.

• Chapter 4 deals with the evaluation of dynamic crosstalk due to the simulta-
neous switching of capacitively coupled interconnect. Analytical expressions for
the output voltages and propagation delays of each CMOS inverter have been
given in this chapter. These delay estimates are based on the assumption of fast
ramp and slow ramp inputs. Variable load conditions and driver sizes of
aggressor and victim have been considered.

• Chapter 5 characterizes the functional crosstalk at the output of the quiet driver
due to signal activity on the aggressor driver. Analytical expressions charac-
terizing undershoot and overshoot have been presented. Expressions governing
the output voltage and propagation delay of aggressor driver have also been
developed. Design guidelines to minimize the effects of coupling noise have
been suggested. It is shown that subthreshold interconnect circuit design leads to
significant savings in power-delay-crosstalk-product.

• Chapter 6 provides an in-depth analysis of the effect of PVT variations in
sub-VLSI interconnects. In order to analyze the impact of PVT variations,
Monte Carlo method and different process corners viz. fast–fast, slow–fast,
typical–typical, fast–slow, and slow–slow have been used to analyze the effect
on the performance of CMOS buffer-driven coupled interconnects.
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Chapter 2
Design Challenges in Subthreshold
Interconnect Circuits

Keywords CMOS buffer � Interconnect parasitics � Power dissipation � Weak
inversion � Ultra-low-power
As technology advances to giga-scale integration level, global interconnect resource
becomes increasingly valuable in a VLSI chip. This is due to the exponential
growth of the total number of interconnects/wires as the feature size of MOS
transistors decreases in scaled deep submicron CMOS technologies. Interconnect
length, however, has not scaled down with feature size and remains long relative to
other on-chip geometries. Interconnects are metal or polysilicon wires which
connect billions of active devices to carry signals within a VLSI chip. There are a
number of such wires in the whole chip. Of these, the length of long interconnects
in large chips is of the order of 10 mm.

Interconnect and device performance in VLSI circuits depends on materials,
geometry, and technology. With the dimensional scaling of technology, techno-
logical device and interconnect challenges have been closely examined by different
researchers [28–33]. The delay in VLSI chips is due to active devices and inter-
connects. To avoid prohibitively larger delays, designers scale down global inter-
connect dimensions more slowly than the transistor dimensions [34]. Rather,
reverse scaling is preferred for the global interconnects.

Interconnects also cause excessive power to be dissipated. In recent years, there
has been a compelling demand for ultra-low-power devices to ensure longer battery
lifetimes. Subthreshold circuits are ideally suited for applications where minimizing
energy per operation is of prime importance [35–36]. Subsequently, the benefits
from ultra-low energy operation have carved out a significant niche for sub-
threshold circuits. Furthermore, subthreshold circuits show exponential suscepti-
bility to the process and temperature variations. Therefore, subthreshold operating
region has made the design of energy-constrained robust ultra-low-power systems a
very challenging design task. The present chapter reviews in detail the various
aspects of buffer-driven long interconnect under subthreshold for ultra-low-power
logic and the other associated problems. These are presented in the subsequent
sections.
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2.1 Interconnects for VLSI Applications—A Review

The long interconnects connect a larger number of active devices on a chip. These
long interconnects distribute clock and signals and provide power and ground to the
various circuits on a chip. Moreover, the associated parasitic impedance parameters
increase as interconnect length increases. An overview of interconnect parasitics
has been given in the following section.

2.1.1 Parasitic Impedance Parameters

Interconnect parasitics namely resistance, inductance, and capacitance lead to
various undesirable effects in VLSI circuit design. These result in signal delay,
power dissipation, distortion, and crosstalk. These problems are due to funda-
mental, material, device, circuit, and system physical limitations and need to be
addressed while designing VLSI chips [37–39]. Interconnect has been represented
by parasitic equivalent electrical components viz. resistance, inductance, and
capacitance [40]. Such a lumped representation of the interconnect model is
appropriate for medium and long interconnects at low-frequency applications. The
parasitic impedance parameters are frequency dependent and responsible for
decreased circuit efficiency and performance [41].

Eo and Eisenstadt [42] have developed models for high-speed and high-density
VLSI circuit and found that interconnect circuit parameters vary with frequency.
The model considers the silicon substrate properties, pad parasitics, fringing effects,
and frequency variant properties of the circuit parameters. The model parameters
are compared to scattering parameter measurements as well as PISCES-II simula-
tions, and a good agreement is obtained with s-parameter measurements. Qian et al.
[43] have developed an analytical expression for the effective load capacitance of
resistive–capacitive (RC) interconnects. It is proved that, when there is a significant
shielding, the response waveforms at the gate output may have a large exponential
tail. This in turn can strongly influence the delay of RC interconnects. The concept
of effective capacitance is extended to develop an equation on the basis of a two-
piece gate-output approximation. The equation is solved accurately to obtain
response waveform.

Delmore et al. [44], Moll et al. [45] and Wong et al. [46] have derived set of
formulas to model capacitance and inductance in sub-half-micrometer VLSI circuits.
Quasi three-dimensional (3D) modeling has been used for extracting the interconnect
capacitance [47–48]. In the capacitance model, concept of effective width for a 3D
wire has been used. This is derived from the combination of an analytical
two-dimensional (2D) and ‘wall-to-wall’ model. The effective width provides a
physics-based approach to decompose any 3D structure into a series of 2D segments,
resulting in efficient and accurate capacitance extraction. Three-dimensional capac-
itance model for full-chip simulation has also been proposed in [49]. Huang et al. [50]
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have carried out interconnect modeling for multi-gigahertz clock. However, accurate
estimation of these interconnect parasitics requires details of the interconnect
geometry, layout, technology, the current distributions and switching activities of the
wires, which are difficult to predict and require more research. Rosa [51] has given
the formula for self and mutual inductance using Biot–Savart law for linear con-
ductors. Banerjee and Mehrotra [52] have introduced an accurate analysis of on-chip
inductance effects for distributed interconnects that takes into account the effect of
series resistance and output parasitic capacitance of the driver. The expressions for
the transfer function of distributed interconnect lines, their time-domain responses,
and computationally efficient performance optimization techniques have been pre-
sented. Closed-form approximation of frequency-dependent mutual impedance per
unit length of lossy silicon substrate coplanar-strip IC interconnects has been
developed in [53]. The derivation is based on a quasi-stationary full-wave analysis
and Fourier integral transformation.

Sylvester and Hu [34] have considered the characterization of interconnect with
particular attention to ultra-small capacitance measurement and in-situ noise eval-
uation techniques. An approach called the charge-based capacitance measurement
technique, to measure Femto-Farad level wiring capacitances, has the advantages of
being compact, having high-resolution and being very simple. Cong and Pan [54]
have presented a set of interconnect performance estimation models for design
planning with consideration of various effective interconnect layout optimization
techniques. These models can be used efficiently during high-level design space
exploration, interconnect-driven design planning, and synthesis- and timing-driven
placement to ensure design convergence for deep sub-micrometer designs. A sys-
tematic method for deriving the characteristic model of interconnects from time-
domain vector fitting has been investigated in [55]. The method is based on the
iteration and convolution of time series by recursion. The approach extracts model
parameters from terminal voltage waveforms directly by time-domain vector fitting
so that the transformation of frequency loading can be simulated efficiently in
SPICE-compatible simulator. The contributive interconnect parasitic impedance
parameters contribute significantly to delay in VLSI chips. Estimation of propa-
gation delay through interconnect has been of great concern for VLSI designers.
Therefore, consideration of interconnect delay has been developed next.

2.1.2 Interconnect Delay

Interconnect delay modeling has been a subject of research since 1970s. Estimation
of propagation delay through interconnect requires accurate models for the propa-
gation path. Over the years, several models for interconnect delays have been pro-
posed and tested. Resistive interconnect optimization under Elmore delay model
[56] is carried out by Sapatnekar [57]. Gupta et al. [58] have proved that the Elmore
delay measure is an absolute upper bound on the actual 50 % delay of RC tree
response. Moreover, this bound holds for input signals other than steps. The actual
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delay asymptotically approaches the Elmore delay as the input signal rise time
increases. A lower bound on delay is also developed using the Elmore delay and the
second moment of the impulse response. Brocco et al. [59] have investigated macro-
modeling and RC tree approaches giving a unified timing simulation method. The
simulation method is faster than SPICE by two orders, for 2 μm CMOS technology.
O’Brien and Savarino [60] have modeled the driving point characteristics of resistive
interconnects for delay estimation. Compact expressions for worst-case time delay
and crosstalk of coupled RC lines are proposed by Sakurai [61]. Kahng and Muddu
[62] have developed an analytical delay model based on first and second moments to
incorporate inductance effects in the delay estimation with step input. Delays esti-
mated are within 15 % of SPICE-computed delay across a wide range of interconnect
parameter values. A stochastic wiring distribution based upon Rent’s Rule has been
derived by Davis and Meindl [63–64]. The distribution determines wire-length
frequency and enables a priori estimation of the local, semi-global, and global wiring
requirements for future GSI systems. Brachtendorf and Laur [65] have provided
analytical models by discretization of the telegrapher’s equations, for the transient
simulation of lossy interconnects. Chiprout [66] has presented guidelines for mod-
eling on-chip interconnects for accurate simulation of high-performance ultra-large-
scale integration designs. Pamunuwa and Tenhumen [67] have discussed the delay
model for coupled interconnects. Analytical expressions for delay, buffer size, and
number that are suitable in a priori timing analyses and signal integrity estimations
have been developed.

Davis and Meindl [68, 69] have extended Sakurai’s work [61] by including self
and mutual inductance. The compact analytical expressions derived give an
explanation for the transient response of high-speed distributed resistive–induc-
tive–capacitive interconnect. Simplified expressions enable physical understanding
and accurate estimation of transient response, propagation delay and crosstalk for
global interconnects. Venkatesan et al. [70, 71] have significantly extended the
work reported in Refs. [68, 69]. They have developed a new physical model for the
transient response of distributed interconnects with a capacitive load. The solutions
are verified by HSPICE simulations. These solutions are used to derive novel
expressions for the propagation delay, optimum number, and size of buffers for
buffer inserted distributed lines. The analysis defines a design space that reveals the
trade-off between the number of buffers and wire cross section for specified delay
and crosstalk constraints.

Xu and Mazumder [72] have introduced the passive discrete modeling technique
using the numerical approximation method. This is called the differential quadrature
method for estimating signal propagation delays through on-chip long intercon-
nects. This delay modeling generates equivalent circuit interconnect models con-
sisting of current and voltage sources, which can be directly incorporated into
circuit simulators such as SPICE. Current sensing, model-reduction-based algo-
rithms, etc., are some other delay analysis methods which have been proposed in
[73]. Worst-case delay has been estimated by Chen et al. [74]. Singhal et al. [75]
have presented a twofold approach for evaluating the signal and data carrying
capacity of on-chip interconnects. In the first approach, the wire is modeled as a
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linear time invariant system and frequency response is studied and higher trans-
mission rate is achieved using ideal signal shape. The second approach addresses
delay and reliability in interconnects. Lehtonen et al. [76] have presented a self-
contained adaptive system for detecting and bypassing permanent errors in on-chip
interconnects. The proposed system reroutes data on erroneous links to a set of
spare wires without interrupting the data flow. An improved syndrome storing-
based detection method is presented and compared to the in-line test method. In the
presence of permanent errors, the probability of correct transmission in the pro-
posed systems is improved by up to 140 % over the standalone Hamming code.
These methods achieve up to 38 % area, 64 % energy, and 61 % latency
improvements at comparable error performance. Morgenshtein et al. [77] have
presented a unified logical effort delay model for paths composed of CMOS logic
gates and resistive wires. The method provides conditions for timing optimization
while overcoming the limitations of standard logical effort in the presence of
interconnects. The condition of optimal gate sizing in a logic path with long wires is
also given and the condition is achieved when the delay component due to the gate
input capacitance is equal to the delay component due to the effective output
resistance of the gate.

2.1.3 CMOS Buffer

It is an important technique in VLSI to drive interconnects by buffers. Buffers have
been realized using CMOS inverters [41]. Researchers have modeled buffers dif-
ferently and much work has been reported in literature about CMOS buffers.
Shockley [78] and Shichman and Hodges [79] have developed square law models
for MOSFETs in which drain current varies as a square of the effective gate voltage.
These models have been extensively used in computer-aided analyses of CMOS
switching circuits. However, the proposed models do not give accurate results as
channel length is reduced. Sakurai and Newton [80] developed alpha-power model
which defines current–voltage characteristics for short-channel transistors. In this
model, the input waveform slope effects and parasitic drain/source resistance effects
are included. It has been observed that neglecting p-channel transistor (PMOS) is not
valid when the input ramp is very slow compared to the output waveform. However,
the approximation is valid if the input slope exceeds one-third of the output slope,
which is usually true in VLSI. Various approaches for taking into consideration the
non-ideal effects in short-channel MOSFETs have been considered [80].

Deng and Shiau [81] have used the linear RC delay method to empirically
calculate the delay in digital CMOS circuits. This generic linear RC model has the
advantage of being simple and reliable. The empirical model, which is a high-
dimensional function of various circuit and device parameters, is simplified to a 2D
model that estimates the delay of CMOS circuits. SPICE simulation is used to
verify the analytical results. Chung et al. [82] have carried out a comprehensive
study of the performance and reliability design issues for deep submicrometer
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MOSFET. The performance criteria viz. current-driving capability, ring-oscillator
switching speed, and small-signal voltage gain are studied. In this context, the
allowable choice of MOSFET channel length, oxide thickness, and power supply
voltage is examined. Dutta et al. [83] have developed an analytical and compre-
hensive scheme to evaluate the delay and the output transition time of buffer for any
input ramp and different fan-outs. Turn points for the infinitely fast and infinitely
slow input rise times have been identified. A smooth curve fitting is used to predict
the delay and the transition time over a large range of input signal slopes and output
loading. The accuracy of the analysis is within 3 % of SPICE results. Bisdounis
et al. [84] have suggested analytical transient and propagation delay models for
short-channel CMOS inverter with fast and slow ramp inputs. They have used
alpha-power law MOSFET model and taken gate-to-drain coupling capacitance into
account. The analytical results show an error less than 3 %. The reduction of
transistor-level models of CMOS logic gates to equivalent inverters, for the purpose
of computing the supply current, power and delay in digital circuits has been carried
out by Nabavi-Lishi and Rumin [85]. Hirata et al. [86] have derived propagation
delay for static CMOS gates considering short-circuit current and the currents
through capacitive load and gate capacitance. They demonstrated that the influence
of short-circuit power on delay becomes large with slow input transition and small
output load capacitance. The accuracy of this analytical method is better than that
reported in [80], especially when the velocity saturation is large. The error of the
analysis is within 8 % of SPICE results. Pattanaik et al. [87] have used geometric
programming for the optimization of delay and power of nanoscale CMOS inverter.

Daga and Auvergne [88] have demonstrated a design-oriented comprehensive
analytical model for CMOS inverter delay considering input slope, input-to-output
capacitive coupling, short-circuit current, and short-channel effects. Gate input
dependency and the input-slope-induced nonlinearity are considered. The overall
calculated results are within 10 % of SPICE simulation results. Raja et al. [89] have
given a new CMOS gate design that has different delays along various inputs to
output paths. The delays are accomplished by inserting selectively sized permanently
on series transistors at the inputs of a logic gate. The use of variable input delay
CMOS gates for total glitch-free minimum dynamic power implementations of
digital circuits has been demonstrated. Using c7552 benchmark circuit and described
gates, power saving of 58% is obtained. CMOS gate sizing, taking the dependence of
fan-out, spurious capacitances and the slope of the input waveforms to optimize delay
has been presented [90]. The alpha-power law model equations have been used.

2.2 Coupling Capacitance Noise

Interconnect coupling noise or crosstalk refers to the voltage induced on the victim
node due to capacitive coupling from a switching aggressor node. The coupling
capacitance causes disastrous effect on the functionality and reliability of digital
integrated circuits. It induces a voltage glitch in one or more adjacent quiet
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interconnects and may become a cause for circuit failure [91]. It also leads to false
propagation delay times and increased power dissipation. In modern interconnect
design, interconnects in adjacent metal layers are kept orthogonal to each other.
This is done to reduce crosstalk as far as possible. But with growing interconnect
density and reduced chip size, even the non-adjacent interconnects exhibit coupling.

The extent of coupling is dependent upon the nature of the signal transitions
[92–94]. If both interconnects switch in the same direction, the coupling capaci-
tance (Cc) is approximately zero and the total capacitance of each interconnect is
approximated by the line-to-ground capacitance. If one interconnect is switching
and the other is quiet, the total capacitance of each interconnect is determined by the
capacitance (C + Cc). On the other hand, if the signals on each interconnect switch
out of phase, the effective coupling capacitance approximately doubles to 2 × Cc.
Thus, the coupling capacitance changes the effective load capacitance, depending
upon the signal switching activity. Buffer insertion is a technique commonly used
for the reduction of crosstalk. However, the buffer insertion technique in sub-
threshold is not a feasible technique contrary to the super-threshold region. Another
useful approach of reducing crosstalk is to use shielding wires, which also increases
the capacitive load and therefore delay. A more suitable approach is to increase the
spacing between the wires.

Extensive research has been carried out regarding crosstalk and delay estimation
of CMOS gate-driven coupled interconnects. Xie and Nakhla [95] have proposed a
method for crosstalk and delay estimation in high-speed VLSI interconnects with
nonlinear components. The solution of the mixed frequency and time-domain
problem by replacing the linear subnetworks, with a set of ordinary differential
equations using the asymptotic waveform evaluation technique, has been obtained.
Poltz [96] has given electromagnetic modeling of VLSI interconnects and the
Helmholtz equation is used to build models which include eddy current loss and
dielectric loss. Equivalent circuits with high cutoff frequencies and the smallest
possible number of components are assembled. The performance of a VLSI
interconnect at different clock rates is analyzed. Kuhlmann et al. [97] have proposed
a time-efficient method for the precise estimation of crosstalk noise. A metric to
compute coupling noise according to the sink capacitances and conductances of the
aggressor and victim nets has been reported. The noise waveform is computed
using a closed form leading to short computation time. The problem of crosstalk
computation and reduction using circuit and layout techniques has been addressed
in [98–99]. Expressions have been provided for noise amplitude and pulse width in
capacitively coupled resistive lines. The estimation is based upon the RC trans-
mission line model. A three-line structure of coupled RC interconnects using the
transmission line model is presented in [100]. However, MOS transistor has been
approximated by a linear resistor. Ling et al. [101] have developed a method to
estimate the coupling noise in the presence of multiple aggressor nets. Authors have
reported a novel technique for modeling quiet aggressor nets based on the concept
of coupling point admittance and a reduction method to replace tree branches with
effective capacitors. The proposed method has been tested for noise-prone inter-
connects from an industrial high-performance processor in 0.15 µm technology.
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The worst-case error of 7.8 % and an average error of 2.7 % are observed. Devgan
[102] has presented a metric for estimation of coupled noise in on-chip intercon-
nects. This noise estimation metric is an upper bound known as the Devgan metric
for RC circuits, being similar in spirit to Elmore delay in timing analysis. An
enhancement to the Devgan metric has been proposed in [103] to improve the
accuracy for fast input signals. The coupling noise voltage on a quiet interconnect
line has also been analyzed by Shoji using a simple linear RC circuit [104].
Hashimoto et al. [105] have proposed a method to capture crosstalk-induced noisy
waveform for crosstalk aware static timing analysis. The static timing analysis is
performed with the consideration of dynamic delay variation due to crosstalk noise.
Eo et al. [106] have proposed a simple closed-form crosstalk model and experi-
mentally verified the model with 0.35 μm CMOS process-based interconnect test
structures having two, three and five coupled lines with different switching sce-
narios. Becer et al. [107] have presented a complete crosstalk noise model which
incorporates all victim and aggressor driver/interconnect physical parameters
including coupling locations on both victim and aggressor nets. The validity of
given model against SPICE has been demonstrated and has a good trade-off
between accuracy and completeness, having an average error of 10 % with respect
to SPICE for 130 nm technology. Hasan et al. [108] have derived and analyzed the
crosstalk noise effect on a single victim line. An accurate and flexible decoupled
transient model for victim wire is introduced. The model can be used to compute
the maximum delay and glitch effect due to crosstalk under different slew rates.
Tuuna et al. [109] have given an analytical model for the current drawn by on-chip
bus. The model is combined with an on-chip power supply grid model in order to
analyze noise caused by switching buses in a power supply grid. The buses are
modeled as distributed lines that are capacitively and inductively coupled to each
other. Different switching patterns and driver skewing times are also included in the
model.

Bazargan-Sabet and Renault [110] have presented closed-form formulas to
estimate capacitive coupling-induced crosstalk noise for distributed RC coupling
trees. The formulas are simple enough to be used in the inner loops of performance
optimization algorithms or as cost functions to guide routers. Kaushik et al. [111]
have considered the effect of crosstalk-induced overshoot and undershoot generated
at noise-site. The false switching occurs when the magnitude of overshoot or
undershoot is beyond the threshold voltage of the gate. The peak overshoot and
undershoot generated at noise-site can wear out the thin gate oxide layer resulting in
permanent failure of the VLSI chip. Agarwal et al. [112] have analyzed a simple
crosstalk noise model for coupled on-chip interconnects. The model is based on
coupled-transmission-line theory and is applicable to asymmetric driver and line
configurations. The noise waveform shape is captured well and yields an average
error of 6.5 % for noise peak over a wide range of test cases. Chen and Sadowska
[113] have proposed closed-form formula to estimate capacitive coupling-induced
crosstalk noise for distributed RC coupling trees. The efficiency of the approach
stems from the fact that only the five basic operations are used in the expressions
viz. addition, subtraction, multiplication, division, and square root. Lee et al. [114]
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have given crosstalk estimation method using coupled inductive tree models in
high-speed VLSI interconnect. The recursive formulas for moment computation of
coupled inductive interconnect trees with self and mutual inductances have been
generalized. Nieuwoudt et al. [115] have given a comprehensive investigation of
crosstalk-induced delay, noise, and capacitance for 65 nm process technology.
Naeemi et al. [116] have described an analytical model that describes distributed
inductive interconnects with ideal and non-ideal return path to optimize crosstalk
and time delay of high-speed global interconnect structures such that the crosstalk
and delay reduce by 38 and 12 %, respectively.

Vittal et al. [117] have addressed the problem of crosstalk computation and
reduction using circuit and layout techniques. The expressions for crosstalk
amplitude and pulse width in capacitively coupled resistive lines have been pro-
vided. The expressions hold good for nets with arbitrary number of pins and of
arbitrary topology under any specified input excitation. The experimental results
show that the average error is about 10 % and the maximum error is less than 20 %.
Avinash et al. [118] have proposed a spatiotemporal bus encoding scheme to
minimize crosstalk in interconnects. The scheme eliminates crosstalk in the inter-
connect wires, thereby reducing delay and energy consumption. The technique is
evaluated by focusing on L1 cache address/data bus of a microprocessor using
SPEC2000 CINT benchmark and suites for 90 and 65 nm technologies.

Nuroska et al. [119] have given a technique that reduces crosstalk noise on buses
based on profiling the switching behavior. Based on this profiling information, an
architecture configuration obtained using a genetic algorithm is applied that encodes
pairs of bus wires, permutes the wires, and assigns an inversion level to each wire in
order to optimize for noise and power. Hanchate and Ranganathan [120] have
proposed a methodology for wire sizing with simultaneous optimization of inter-
connect crosstalk noise and delay in deep submicron VLSI circuits. The wire sizing
is modeled as an optimization problem, formulated as a normal form game, and
solved using the Nash equilibrium. Game theory allows the optimization of mul-
tiple metrics with conflicting objectives. Lienig [121] presented a novel approach to
solve the VLSI channel and routing problems. The approach is based on a parallel
genetic algorithm which runs on a distributed network of workstations. The algo-
rithm optimizes physical constraints such as the length of nets, number of vias and
is able to significantly reduce the occurrence of crosstalk.

Rao et al. [122] have proposed a bus encoding algorithm and circuit scheme for
on-chip buses that eliminates capacitive crosstalk while simultaneously reducing
total power. The encoding scheme significantly reduces total power by 26 % and
runtime leakage power by 42 % while eliminating capacitive crosstalk. Zhang and
Sapatnekar [123] have presented a method for incorporating crosstalk reduction
criteria into the global routing under a broad power supply network paradigm. The
method utilizes power/ground wires as shields between the signal wires to reduce
capacitive coupling, while considering the constraints imposed by limited routing
and buffering resources. An iterative procedure is employed to route signal wires,
assign supply shields, and insert buffers. Wu et al. [124] have proposed a proba-
bilistic model-based approach for crosstalk mitigation at the layer assignment. The
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approach aims to discover and reduce crosstalk at the pre-detailed-routing level. Ho
et al. [125] have given a novel framework for fast multilevel routing considering
crosstalk and performance optimization. An intermediate stage of layer/track
assignment has been incorporated into the multilevel routing framework. Compared
with the state-of-the-art multilevel routing, the experimental results show that their
approach achieved a 6.7× runtime speedup, reduced respective maximum and
average crosstalk by about 30 and 24 %, and reduced respective maximum and
average delay by about 15 and 5 %.

Yoshikawa and Terai [126] have examined crosstalk-driven placement proce-
dure based on genetic algorithm. For selection control, objective functions are
introduced for improving crosstalk noise, reducing power consumption, improving
interconnection delay, and dispersing wire congestion. Authors in [127] have
proposed a coupling-driven data encoding scheme for low-power data transmission
in deep submicron buses. The encoding scheme reduces the coupling transitions by
23 % for a deep submicron bus compared to the non-coded data transmission. It has
been found that 75 % of the power consumption is due to coupling capacitance,
whereas 25 % is due to self capacitance.

2.3 Power Dissipation

With the emergence of portable computing and communication equipments, low-
power design has become a principal theme of the VLSI industry. The need for
portability has caused a major paradigm shift in which power dissipation is as
important as speed and area. The most demanding applications of low-power
microelectronics have been battery-operated wrist watches, hearing aids, implant-
able cardiac pacemakers (a few μW power consumption), pocket calculators,
pagers, cellular telephones (a few mW), and prospectively the hand-held multi-
media terminals (10–20 W). The power dissipation in VLSI circuits is reviewed in
this section. Various methodologies for reduction of power dissipation in VLSI
circuits are also examined.

Powers [128] discussed the existing and emerging battery systems in terms of
energy content, shelf and cycle life besides other characteristics. Progress in battery
technology is still far behind than that in the field of electronics. Packaging has
resulted in significant changes in the older systems such as C–Zn, alkaline, Zn–Air,
NiCd, and lead acid which continue to get better. Chandrakasan et al. [129] have
presented an analysis of low-power CMOS digital design, giving the techniques for
low-power operation that use the lowest possible supply voltage coupled with
architectural, logic style, circuit, and technology optimizations. The optimum
voltage for 2 μm technology is 1.5 V and for 0.8 μm technology is 1 V, with power
dissipation reduction by a factor of 10. The architectural-based scaling strategy
indicates that the optimum voltage is much lower than that determined by other
scaling considerations. Davari et al. [130] have given guidelines of CMOS scaling
for low-power design. Comparisons are given for CMOS technologies ranging from
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0.25 μm at 2.5 V to sub-0.1 μm at 1 V. It is shown that over two orders of
magnitude improvement in power-delay-product are expected by such scaling
compared to 0.6 μm devices at 5 V supply. Meindl [131] meticulously discussed the
pros and cons of future opportunities for low-power GSI which are governed by a
hierarchy of (i) theoretical and practical, (ii) material, (iii) device, (iv) circuit, and
(v) system limits.

Low power is an essential requirement of biomedical electronic devices.
Bhattacharyya et al. [132] have developed low-power hearing aid circuit based on
1 V supply voltage and adaptive biasing. Corbishley et al. [133] have proposed an
ultra-low-power analog system to provide adaptive directionality in digital hearing
aids. Power reduction is obtained by designing all the circuit blocks, viz. filters,
multipliers, and dividers, in CMOS technology using transistors in weak inversion
region. The total power consumption of the complete system is 5 μW at a scaled
supply voltage of 0.9 V in 0.35 μm technology. Various power estimation tech-
niques have been surveyed by Najm [134]. Rajput and Jamuar [135, 136] have
reported low-voltage analog VLSI circuit design techniques and their applications.
Power dissipation analysis of DSM CMOS circuits is carried out by Gu and
Elmasry [137]. Borah et al. [138] and Heulser and Fichtner [139] considered
transistor sizing for minimizing power consumption of CMOS circuit under delay
constraint.

Authors in [140–143] have described several methodologies for low-power
VLSI design. To contain the adverse effects of power dissipation, low-voltage
operation of circuits, along with variable threshold and multiple threshold CMOS
techniques, is often resorted to. System level architectural measures such as pipe-
lining approach and parallel processing or hardware replication technique are used
in the trade-off areas for low-power dissipation. Reduction of switching activity by
algorithmic, architectural and circuit level optimization by proper choice of logic
topology reduces power dissipation. Delay balancing, glitch reduction, and use of
conditional or gated clock signals are some of the useful architectural measures to
reduce switching activity. Switched capacitances play a significant role in switching
power dissipation. Reduction of switched capacitances is a major step for low-
power design of digital ICs. This can be accomplished (i) at system level by
limiting the use of shared resources, e.g., by partitioning the global bus into smaller
dedicated local buses to handle data transmission between nearby modules, (ii) by
using proper logic style e.g., pass transistor logic reduces load capacitance, and (iii)
by reducing parasitic capacitance at physical design level by keeping transistors at
minimum dimensions whenever possible.

Kang [144] has reported an accurate method for simulating the power dissipation
in an IC by the use of a dependent current source and a parallel RC circuit. The
steady-state voltage across the capacitor reads the average power drawn from the
supply voltage source. Simulation results are shown for CMOS circuits. This
subcircuit can be inserted into any VLSI circuit model without causing interference
while the circuit is simulated with a simulator such as SPICE. Yacoub and Ku [145]
envisioned a circuit simulation technique which permits the measurement of short-
circuit power dissipation component in ICs using SPICE. This technique is most
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appropriate for low-power CMOS circuit design that does not permit current flow,
other than leakage current, during steady-state operation.

Constandinou et al. [146] implemented an ultra-low-power consuming, simple,
and robust circuit for edge-detection in integrated vision systems in 0.18 μm CMOS
technology. Kim et al. [147] presented a low-power smallest area, delay-locked
loop-based clock generator. Fabricated in a 0.35 μm CMOS process, clock gen-
erator occupies 0.07 mm2 area and consumes 42.9 mW power and operates in the
frequency range of 120 MHz–1.1 GHz. Bhaumik et al. [148] implemented a
divided word line scheme to bring down power dissipation in 256 kB static random
access memory design. Mitra and Chandorkar [149] designed a low-voltage CMOS
amplifier with rail-to-rail input common mode range. Alternative methods were
applied for obtaining high common mode range, good common mode rejection
ratio, and output swing at such low supply voltage. Hwang et al. [150] reported a
self regulating CMOS voltage-controlled oscillator with low supply voltage sen-
sitivity. Lidow et al. [151] examined future trends in Internet appliances, portable
electronic appliances, and silicon-based power transistors and diodes. It is discussed
how the changing requirements of end users are driving state-of-the-art devices,
new analog ICs as well as different power management architectures. Methodolo-
gies and projections related to power dissipation in CMOS circuits have been
specified by Bhavnagarwala et al. [152].

Mutoh et al. [153] have proposed circuit by inserting high-threshold devices in
series into low-threshold circuitry. A sleep control scheme is introduced for efficient
power management. Kawaguchi et al. [154] have suggested super cutoff CMOS
circuit that uses low-threshold voltage transistor with an inserted gate bias gener-
ator. In the standby mode, the voltages are applied to transistors to fully cut off the
leakage current. Wei et al. [155] have implemented the dual-threshold technique to
reduce leakage power by assigning a high-threshold voltage to some transistors in
non-critical paths and using low-threshold transistors in the critical path. An
algorithm for selecting and assigning an optimal high-threshold voltage is also
given. The reduction in leakage power is more than 80 % and total active power
saving is around 50 and 20 %, respectively, at low- and high-switching activities for
ISCAS benchmark circuits. In [156], the authors have presented architectures for
low power and optimum speed for image segmentation using Sobel operators.

Pant et al. [157] have presented algorithms that can be used to design ultra-low-
power CMOS logic circuits by joint optimization of supply voltage, threshold
voltage, and device widths. Various components of power dissipation are consid-
ered and an efficient heuristic is developed that delivers over an order of magnitude
savings in power over conventional optimization methods. The authors have also
proposed a heuristic technique for minimizing the total power consumption under a
given delay constraint. The approach simultaneously determines transistor power
supply, threshold voltage, and device width by two distinct phases. The proposed
approaches trade off energy and delay invariably by tuning variables (supply
voltage, threshold voltage, transistor size, etc.). Chi et al. [158] have proposed a
multiple supply voltage-scaling algorithm for low-power design. The algorithm
combines a greedy approach and an iterative improvement optimization approach.
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Deodhar and Davis [159] have suggested voltage-scaling and repeater insertion
for throughput-centric low-power global interconnects. It is assessed that repeater
insertion improves throughput. Using 180 nm technology, it is illustrated that 1 V
supply voltage can reduce power dissipation up to 25 % of that with 2.5 V supply,
for 2 Gbps throughput. The results are compared with SPICE simulations and show
a good agreement. The possibility of applying the buffer insertion technique to
reduce power dissipation and delay in interconnects in voltage-scaled environment
has been carried out in [160, 161]. Analytical approaches for optimum design and
optimum number of buffers in low-power environment have been developed. Buffer
sizing for minimum power and delay in voltage-scaled environment has also been
carried out. The analytical results are within 10 % of the SPICE simulation results.
Banerjee and Mehrotra [162] have addressed the problem of power dissipation
during the buffer insertion phase of interconnect design optimization. Since all
global interconnects are not on the critical path, a small delay penalty can be
tolerated on these non-critical interconnects. A delay penalty of 5 % for lesser
power dissipation at different MOS technologies has been included. It is proved that
there exists a potential for large power saving by using smaller buffers and larger
inter-buffer interconnect lengths. Wang et al. [163] have represented signals by
localized wave packets that propagate along the interconnect lines at the speed of
light to trigger the receivers. Energy consumption is reduced through charging up
only part of the interconnect lines. Voltage doubling property of the receiver gate
capacitances is used. Zhong and Jha [164] demonstrated the importance of opti-
mizing on-chip interconnects for power reduction. It is concluded that significant
spurious switching activity occurs in interconnects.

Tajalli and Leblebici [165] experimentally and analytically showed that scaling
supply voltage in deep subthreshold region increases energy consumption and also
investigated that optimum supply voltage for minimum energy consumption lies in
moderate subthreshold region. Moreover, digital circuits operated in deep sub-
threshold region will have significant delay and noise margin penalties along with
robustness issues that cannot be ignored for portable devices with real-time
applications [166]. Hence, the designing of robust and moderate performance
subthreshold field programmable gate arrays, real-time portable devices, buses, and
clock signal is uncertain at such low bias [167].

Bol et al. [168] investigated the interests and limitations of technology scaling
for subthreshold logic from 0.25 μm to 32 nm nodes. It is shown that scaling from
90 to 65 nm nodes is highly desirable for medium-throughput applications
(1–10 MHz) due to great dynamic energy reduction. Upsizing of the channel length
as a circuit level technique has been proposed to efficiently mitigate short-channel
effects.

Thus, from the literature, it is clear that reducing power dissipation has been a
crucial parameter for low-power VLSI designs. Also, energy-constrained VLSI
applications have emerged for which the energy consumption is the key metric and
speed of operation less relevant. The power consumption of these systems should
decrease to the extent so as to extend the battery life and theoretically have
unlimited lifetimes [169]. To cope with such ultra-low-power applications, design
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of digital subthreshold logic was investigated. In the next section, fundamental
aspects of subthreshold design for ultra-low-power circuits have been provided.

2.4 Weak Inversion for Ultra-Low-Power Logic

When gate-to-source voltage is less than or equal to the transistor threshold voltage,
transistor is said to be biased in subthreshold. The transistor conducts current
through an inverted channel between the source and drain caused by a voltage
applied to the gate. The majority carriers in the substrate are repelled from the
surface directly below the gate. A depletion charge of immobile atoms forms a
depletion layer beneath the gate. The minority carriers in the depletion layer are
made to move by diffusion and induce a drain current when a voltage that is less
than the threshold voltage is applied between the drain and source terminals in the
MOS device. This current is referred to as weak inversion current or subthreshold
current. Due to small drive current, the subthreshold logic only fits in designs,
where the performance is secondary and not the main concern. Since the leakage
current is orders of magnitude lower than the drain strong inversion current and the
power supply is reduced, subthreshold logic dissipates ultra-low-power [12, 13,
170]. The subthreshold circuit designs therefore offer significant savings in energy
because reduction in power consumption outweighs the increase in delay by an
order of magnitude [171]. These also provide near ideal voltage characteristic
curve, a requirement for digital circuits [172]. Furthermore, in the subthreshold
region, the transistor input capacitance is lesser than its strong inversion counterpart
[36]. The low-operating frequency, low supply voltage, and smaller input gate
capacitance combine together to reduce both dynamic and leakage power. A num-
ber of other advantages in subthreshold operation include improved gain, better
noise margin, and tolerant to higher stack of series transistors.

Subthreshold digital operation was first examined theoretically in 1970s in the
context of studying the limits of voltage scaling [173]. Subthreshold design was
explored for low-power analog applications such as amplitude detector, quartz ring
oscillator, band pass amplifier, and transconductance amplifier [174–176]. Digital
subthreshold circuits were slower to catch on.

In the past years, a growing number of successful implementations of digital
subthreshold systems viz. biomedical devices, fast fourier transform (FFT) pro-
cessors, sensors, and static random access memory (SRAM) [18, 177–181] have
occurred. An ultra-low-power delayed least mean square adaptive filter for hearing
aids that uses parallelism is reported in [14]. The adaptive filter achieves 91 %
improvement in power compared with a non-parallel CMOS implementation. The
filter gives the desired performance of 22 kHz and operates at 400 mV. In 2001,
Paul et al. designed an 8 × 8 array multiplier in 0.35 μm technology to operate in
subthreshold operation [182]. The power-delay-product of this multiplier is around
25 times lower than its strong inversion operation. Body biasing is used to reduce
the multiplier delay occurring due to temperature changes. A 2.60 pJ/instruction
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subthreshold sensor processor in 0.13 μm technology has been fabricated in [183].
The minimum energy consumption is improved 10 times that of the previous sensor
processor. A 180 mV subthreshold processor using FFT in 0.18 μm technology has
been fabricated by Wang and Chandrakasan [16, 184]. The FFT processor dissi-
pates 155 nJ for 16 bits and 1,024 point FFT at the optimum supply voltage.
Besides the subthreshold static logic, other logic families such as subthreshold
pseudo-NMOS, variable threshold voltage subthreshold CMOS, subthreshold
dynamic threshold voltage MOS, and subthreshold dynamic logic have also been
proposed [185, 186].

Thus, ultra-low-power applications have established a significant niche for
subthreshold circuits [11]. In future CMOS technologies, domination of sub-
threshold logic over super-threshold logic for ultra-low-power moderate throughput
applications is expected. However, process and temperature variations have become
one of the most challenging obstacles in subthreshold circuits in recent deep sub-
micron technologies. The process variations are dramatically accentuated in sub-
threshold designs. This topic is addressed in the following section.

2.5 Variability in Subthreshold Design

The variation occurring in the various design parameters of transistor viz. threshold
voltage, oxide thickness, channel length, and mobility during the IC fabrication is
termed as process variation. It may also be defined as fluctuations around the
desired value of design parameters introduced during chip device fabrication [187].
The process variation issue is important in present day IC design [4]. This section
briefly introduces this topic and thereafter, a survey of the literature that addresses
variability in subthreshold circuits is conducted.

The impact of process variations on power and timing has become significant
especially beyond 90 nm since the fabrication process tolerances have not scaled
proportionally with miniaturization of the device dimensions [21]. As CMOS
devices are further scaled in the nanometer regime, variations in the number and
placement of dopant atoms in the channel region, called random dopant fluctuation
(RDF), cause random variations in the threshold voltage. RDF makes it increasingly
difficult to achieve threshold voltage accuracy. This further exaggerates the vari-
ability problem by producing variations in the subthreshold swing, drain current,
and subthreshold leakage current [188]. Shockley [189] during his research on
random fluctuations in junction breakdown first discovered random variation phe-
nomenon in semiconductor devices. He explained that variations in the threshold
voltage are randomly distributed according to Poisson distribution. Keyes further
extended Shockley’s work by studying the effect of variability on the electrical
characteristics of a MOSFET [190]. These variations cause different relative
strengths of the constituent transistors, thereby causing functional failure of logic
gates [191]. Consequently, the output voltage rise and fall times differ, thus
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impacting the switching frequency or power consumption. Body bias compensation
circuits have been used to mitigate mismatch [192].

Authors in [193] have reduced the sensitivity to RDF through circuit sizing and
the choice of circuit logic depth. The statistical models for circuit delay, power, and
energy efficiency have also been derived. Kim et al. [194] have reduced the impact
of RDF by device sizing optimization process which uses the reverse short-channel
effect present in standard CMOS non-uniform halo doping profile devices. A tran-
sistor-level yield optimization technique to suppress process-induced variability has
been proposed in [195].

Besides process variations, temperature variation has also a significant impact on
the performance of subthreshold systems. The sources of temperature variations in
VLSI circuits include ambient temperature and self heating. An increase in tem-
perature increases the subthreshold leakage current and leakage power. This leak-
age power can be several orders of magnitude at higher temperatures.

2.5.1 Process Variations

The subthreshold current is exponentially dependent on the transistor threshold
voltage. The threshold voltage is strongly related to the various device parameters
such as effective gate length, oxide thickness, and doping concentration. These
device parameters vary considerably in the DSM regime [196]. For example, a
10 % variation in the transistor effective length can lead to as much as a threefold
difference in the amount of subthreshold leakage current [197]. Thus, subthreshold
circuit designs are prone to process variations since this current drives the circuits.

The process variations have been classified into random and systematic varia-
tions [198]. Random variations can cause a device mismatch of identical and
adjacent devices. The mismatch in the threshold voltage caused due to random
variations decreases with decrease in doping and gate oxide thickness and increases
when effective gate length and width decrease. This has been shown by Stolk et al.
[199]. Systematic variations have been classified into across-field and layout-
dependent variations. A cross-field variations cause identical devices in different
parts of the chips to behave differently. Layout-dependent variations cause different
layouts of the same device to have different characteristics. Even for the chips that
meet the required operating frequency, a large portion dissipates very large amount
of leakage power. This makes ICs unsuitable for commercial use [200]. These
errors are caused due to photolithographic and etching sources, lens aberrations,
mask errors, and variations in etch loading [201, 202]. Authors in [203] have
carried out Monte Carlo analysis for a small MOSFET. They showed that con-
trolling the process variation parameters to ±10 % yields a threshold voltage var-
iation of ±15 %. They also showed that 95 % of the variance was around ±100 mV
about the mean threshold voltage with normal distribution. Bauer et al. [204] have
shown that threshold voltage depends upon the depth of penetration of ions during
ion implantation. Schemmert and Zimmer [205] introduced a procedure for
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minimizing this threshold voltage sensitivity of ion-implanted MOSFETs. Their
results showed a maximum deviation of 10 %. Kuhn et al. [206] have demonstrated
that process variations also affect high-dielectric metal gates resulting in parametric
variations in drive current, gate tunneling current, and threshold voltage. Recent
work on process variation in subthreshold has focused upon the design of ultra-low-
voltage SRAM with techniques reported for improving robustness [17, 207].
However, it fails to operate in the presence of process variability. Zhai et al. have
highlighted three design challenges to ultra-low-voltage subthreshold SRAM [178].
These design challenges are (i) increased sensitivity to process variations, (ii)
reduced on-current to off-current ratio which leads to difficulty in distinguishing
between the read current of an accessed cell and the leakage current in the unac-
cessed cell, and (iii) the change in gate sizing requirements. The read and write
stabilities of SRAM are heavily dependent upon the pull-up, pull-down, and pass
transistors. The authors have presented a six-transistor SRAM design in sub-
threshold capable of overcoming aforementioned design challenges. The proposed
design provides 36 % improvement in energy over other proposed SRAM designs
with less area overhead.

Thus, process variation plays a key role in deciding robustness and energy
efficiency of subthreshold designs. CMOS literature has always shown process
variation as a critical element in semiconductor fabrication. The next section con-
veys some considerations regarding the effect of temperature in subthreshold VLSI
circuits.

2.5.2 Temperature Variations

The temperature effects on subthreshold circuit operation have been investigated
by Datta and Burleson [208]. It has been found that current exhibits positive
temperature coefficient and increases exponentially with temperature while the
on-to-off current ratio degrades by 0.52 %/°C due to the relative increase in leakage
currents. Effect of temperature on subthreshold interconnect performance has also
been carried out. It is found that optimal energy-delay-product can be achieved in
the high temperature range of 75–90 °C. Authors in [209] have proposed an
architecture and circuit for temperature sensors in 0.8 μm CMOS technology for
ultra-low-power applications. The sensor draws 40 nA current from 1.6 to 3 V
supply at room temperature. The circuit is suitable for temperature sensing in the
290–350 K temperature range. A temperature sensor suitable for passive wireless
applications has been fabricated in 0.18 μm CMOS technology [210]. The tem-
perature sensor consumes only 220 nW at 1 V at room temperature. It exhibits
temperature inaccuracy of −1.6 °C/+3 °C from 0 to 100 °C. Hanson et al. [211]
have designed a processor for sensor applications. The processor is capable of
working at 350 mV operating voltage in the subthreshold region while consuming
only 3.5 pJ of energy per cycle.
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The effect of temperature on the various leakage current components has also
been explained by the various researchers. The thermal dependence of punch-
through current has been explained in [212]. It is found that punch-through current
reduces at low temperatures. The temperature dependence of drain-induced barrier
lowering (DIBL) current in deep submicron MOSFETs has been extensively
investigated in [213]. It is found that the DIBL coefficient is nearly insensitive to
temperature reduction in the temperature interval from 300 to 50 K. Authors in
[214] show that DIBL coefficient increases nearly 2.5 times under temperature
reduction from 150 to 25 °C. The dependence of impact ionization current com-
ponent has been studied in [215–217]. The leakage current due to impact ionization
is temperature independent in the temperature interval from 300 to 77 K and
significantly increases under technology scaling.

2.6 Concluding Remarks

From the literature survey, it is observed that parasitics are associated with VLSI
global interconnects, which hamper the performance of integrated circuits. Sig-
nificant research has been carried out on optimal interconnect design in super-
threshold region. However, very limited literature deals with interconnect design
challenges under subthreshold conditions. Further study of interconnect design, for
ultra-low-power environment, is needed. Increased delay and crosstalk have
become challenging design issues particularly for subthreshold interconnects. The
driver delay rather than the interconnect delay dominates under subthreshold
conditions. Subthreshold attracted attention in the digital domain in the late 1990s.
Since then, several subthreshold systems have been implemented with standard
deep submicron technologies. Subthreshold circuits have been best suited to meet
the growing demand for battery-operated portable ultra-low-power VLSI applica-
tions. Process, voltage, and temperature variations on the subthreshold circuit
behavior have been analyzed. It is observed that variability is accentuated in sub-
threshold designs and is one of the most challenging obstacles in deep submicron
technologies. From the literature review, it is thus concluded that buffer-driven
interconnects under subthreshold need investigation as these are useful for energy-
constrained ultra-low-power applications. Alternatively, there are more precise
existing circuit MOS models such as EKV, BSIM, and high-level empirical models
implemented in HSPICE for the evaluation of CMOS circuit performance. These
models do not provide a closed-form expression for the characteristics of the
MOSFET. However, the relationship between the geometric structure and the
electrical behavior can be elucidated appropriately only by compact analytical
techniques.
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Chapter 3
Subthreshold Interconnect Circuit Design

Keywords Drain conductance � Propagation delay � Resistive power �
Sub-saturation � Sub-linear
With the advancement in integrated circuit technologies, feature size of the MOS
transistors has been aggressively scaled down with a remarkable increase in
resulting integration density and chip size. The trend toward larger chip size has
necessitated using longer interconnects. These connect various components on a
very-large-scale integration chip and distribute power, ground, clock, data, and
control signals. The performance of a logic gate is dictated by interconnects par-
ticularly in deep submicron technologies. The associated impedance parasitics
degrade the overall performance significantly. Interconnect parasitic capacitance
presents considerable loading to CMOS circuits, thereby increasing the propagation
delays. These also cause excess power to be dissipated. Global or long intercon-
nects in nanometer technologies have attracted increasing attention because of their
growing influence on the overall performance of integrated circuits over the past
few years.

In this chapter, an analytical framework to characterize the output voltage and
propagation delay of the CMOS buffer-driven resistive–capacitive VLSI intercon-
nect in subthreshold regime has been developed. This work is based on the sub-
threshold current model of MOS transistor. Two different cases of stimulations,
viz., (i) rising input ramp and (ii) falling input ramp have been analyzed. The model
so developed is used to obtain the output voltage waveform of a CMOS buffer
driving large interconnect loads. The waveform shape is characterized for fast and
slow ramp signals. Analytical expressions characterizing the propagation delay for
rising and falling ramp signals are presented and compared with SPICE simulations.
The resistive power dissipation is also quantified and verified by simulation results
for 130-, 90-, and 65-nm technology nodes. The analytical driver-interconnect-load
model gives sufficiently closer results to SPICE simulations.

Circuit model and characterization of CMOS buffer in subthreshold has been
presented in Sect. 3.1. Analytical equations describing the waveform shape,
propagation delay, and resistive power estimation for rising input ramp have been
described in Sect. 3.2. Timing analysis and resistive power estimation for falling
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ramp input have been developed in Sect. 3.3. Verification of these analytical results
with SPICE is presented in Sect. 3.4. This is followed by the concluding remarks in
Sect. 3.5.

3.1 Circuit Model of CMOS Buffer

It is a common practice in VLSI to drive interconnects by buffers. Buffers have been
realized using CMOS inverters. The driver-interconnect-load model of the proposed
analysis and equivalent circuit for the same is represented in Fig. 3.1. Inv1 and Inv2
are the driving and driven gates, respectively, Cm is the gate–drain coupling
capacitance, VDD is the supply voltage, Ic is the capacitive discharge current and is
same as In which flows through MN, Im is the gate–drain coupling current, and R is
the interconnect resistance and C interconnect capacitance and includes interconnect
ground capacitance and input gate capacitance of Inv2. In subthreshold regime, the
signal frequency is quite low and of the order of kHz [12, 218]. This produces
negligible inductive effect and therefore has not been considered in the present work.

The n-channel drain-to-source current of CMOS buffer in subthreshold is rep-
resented by the following expression [172]:

In ¼ lnCox

Wn

Ln
ðgn � 1ÞU2

th exp
Vin � VT

gnUth

� �
1� exp � Vds

Uth

� �� �
ð3:1Þ

Here, µn is the electron mobility, Cox is the gate oxide capacitance per unit area,
Wn and Ln are the effective channel width and channel length, respectively, Uth is
the thermal voltage, VT is the threshold voltage, Vin and Vds are the input voltage
and drain-to-source voltage, respectively, and ηn is the subthreshold slope factor
whose value lies between one and two. The discussion here digresses to identify
two new regions in subthreshold.

MP

C
R

Ic

oV
inV

Inv1

VDD

cV

In

Im

Cm

MN

Inv2Interconnect

Fig. 3.1 Driver–interconnect–load model and its equivalent circuit

26 3 Subthreshold Interconnect Circuit Design



According to [219], for large Vds, NMOS transistor is approximated by a con-
stant current source. On the other hand, for small Vds, the transistor behaves as a
linear resistor. Summarizing, current in two regions can be expressed as

In ¼ Bn exp
Vin�VT

gnUth

� �
Vds � 4Uth: Sub-saturation region

¼ cnVds Vds\Uth: Sub-linear region
ð3:2Þ

In Eq. (3.2), Bn and γn are given as

Bn ¼ lnCox

Wn

Ln
ðgn � 1ÞU2

th ð3:3Þ

cn ¼ lnCox

Wn

Ln
ðgn � 1ÞUth ð3:4Þ

Bn is the drain-to-source source current when Vin = VT, and γn is the output con-
ductance of MN in the sub-linear region. Bn and γn have the units of current and
transconductance, respectively.

3.2 Analysis of Buffer-Driven Interconnect for Rising
Ramp Input

Application of KCL in Fig. 3.1 gives,

þIm þ Ic � In ¼ 0 ð3:5Þ

For a single transistor primitive of a CMOS inverter and a rising input ramp,
(3.5) may be written as

þCm

dVin

dt
� dVo

dt

� �
� C

dVc

dt
� In ¼ 0 ð3:6Þ

where Vo and Vc are the drain-to-source voltage and capacitor voltage, respectively.
Application of KVL in Fig. 3.1 results in

Vo ¼ Vc þ RC
dVc

dt
ð3:7Þ

Substituting (3.7) in (3.6) gives

dVc

dt
þ Cb

d2Vc

dt2
� C3

dVin

dt
þ In
Ca

¼ 0 ð3:8Þ
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where

Ca ¼ C þ Cm; Cb ¼ RCCm

Ca

; C3 ¼ Cm

Ca

ð3:9Þ

For rising ramp input, two main cases are considered: fast ramp and slow
ramp. Depending on the status of the active device, the input ramp is categorized to
fast or slow. If the active device continues to operate in the sub-saturation region even
when the input has completed its transition, the ramp is said to be fast. On the other
hand, if the device enters into the sub-linear region before the completion of input
transition, the input ramp signal is called slow. For a fixed-size MOS, the region of
operation also depends on the load characteristics. If the interconnect is long; that is,
the parasitic impedance parameters are large, the discharging through the n-channel
transistor (NMOS) will be slow, thereby compelling the transistor to continue its
operation in sub-saturation region. The input ramp in this case is therefore categorized
as fast ramp. Contrary to this condition, keeping all other parameters same, if inter-
connect length is short, NMOS discharges the load capacitance quick enough to enter
sub-linear region of operation before the ramp completes the transition. Under this
condition, the input ramp is treated as slow ramp.

In the subsequent analysis, the output voltage is determined based on the fast and
slow ramp input signals. Furthermore, for the purpose of analysis, it is assumed that
threshold voltages of the constituent transistors are equal.

3.2.1 Fast Ramp

The input is assumed to be a rising ramp signal with rise time τr defined as

Vin ¼ VDD

t
sr

for 0� t� sr;

¼ VDD for t[ sr

ð3:10Þ

The time dependence of Vo is obtained from (3.10) over different regions of
input transition, as presented below.

Region-1 ð0� t� srÞ: It is assumed that input transition is fast enough to keep
the NMOS transistor (MN) in sub-saturation over this period of time. Applying the
boundary condition that at t = 0, Vo = VDD and substituting for In, (3.8) is solved to
obtain

Vo ¼ VDD 1� e�
t
Cb

h i
� Bn

Ca

srgnUth

VDD

e
VDD

t
sr�VDD

gnUth � e�
VDD
gnUth

� �
� RBn e

VDD
t
sr�VDD

gnUth � e�
VDD
gnUth

� �

þ C3VDD

sr
t � Cb 1� e�

t
Cb

� �h i
þ VDDe

� t
Cb

ð3:11Þ
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For submicron and deep submicron devices, Cm is very small, and for a long
interconnect, line-to-ground capacitance is very large. Thus, from (3.8), it can be
assumed that Ca ffi C, Cb ¼ C3 ffi 0. This reduces (3.11) to

Vo ¼ VDD � Bn

C
srgnUth

VDD

e
VDD

t
sr�VDD

gnUth � e�
VDD
gnUth

� �
� RBn e

VDD
t
sr�VDD

gnUth � e�
VDD
gnUth

� �
ð3:12Þ

At t ¼ sr, the output voltage obtained is

VoðsrÞ ¼ VDD � Bn

C
srgnUth

VDD

1� e�
VDD
gnUth

h i
� RBn 1� e�

VDD
gnUth

h i
ð3:13Þ

Region-2 ðsr � t� snsatÞ: In region-2, the transition of fast input signal is com-
pleted and the input voltage is fixed at VDD. MN remains in the sub-saturation region
of its characteristics. The drain-to-source current of MN is In = Bn. The time duration
when MN leaves the sub-saturation region of its characteristics is denoted by snsat.
The output voltage is obtained based on the condition at t = τr and is given as

Vo ¼ VDD � Bn

C
srgnUth

VDD

1� e�
VDD
gnUth

h i
� RBn 1� e�

VDD
gnUth

h i
� Bn

C
t � srð Þ ð3:14Þ

Region-3 ðt[ snsatÞ: In this region, the output voltage falls below 4Uth and MN
enters into the sub-linear region. Substituting for In, differential equation (3.8) is
solved to yield the output voltage expression in region-3 as

Vo ¼ VoðsnsatÞe�
cn

C 1þcnRð Þ t�snsatð Þ ð3:15Þ

Equation (3.15) is in accordance with that reported in [220], for an RC inter-
connect load. Thus, the shape of the output voltage waveform is dependent upon
interconnect load and device parameters as can be seen from Eqs. (3.12)–(3.15).

3.2.2 Determination of τnsat

At t = snsat, MN is just at the end of its sub-saturation region and from (3.14)

VoðsnsatÞ ¼ VDD � Bn

C
srgnUth

VDD

1� e�
VDD
gnUth

h i
� RBn 1� e�

VDD
gnUth

h i
� Bn

C
snsat � srð Þ

ð3:16Þ
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According to [224], at t = snsat,

Vo ¼ 4Uth ð3:17Þ

Substituting (3.17) into (3.16) to yield

snsat ¼ sr þ C
Bn

VDD � 4Uthð Þ � 1� e�
VDD
gnUth

� �
RC þ srgnUth

VDD

� �
: ð3:18Þ

3.2.3 High-to-Low Propagation Delay of a Fast Ramp Signal

The high-to-low propagation delay tPHLð Þ is defined as the time required by the
output voltage to reach 50 % of its initial value. It is approximated using (3.14) and
is given as

tPHL ¼ sr þ 0:5VDD

C
Bn

� 1� e�
VDD
gnUth

� �
RC þ srgnUth

VDD

� �
ð3:19Þ

Note that there are three terms in the delay expression of (3.19). In the first term,
delay is proportional to the input rise time and hence is waveform shape dependent.
The other terms in the expression show the dependence of delay on power supply,
device parameters, and load conditions. On the similar lines, ninety percent high-to-
low propagation delay t0:1ð Þ is given by

t0:1 ¼ sr þ 0:9VDD

C
Bn

� 1� e�
VDD
gnUth

� �
RC þ srgnUth

VDD

� �
ð3:20Þ

Thus, we note that propagation delay of a submicrometer CMOS buffer driving
an interconnect load is a function of various parameters. It may be expressed as a
function of the various parameters in the following way:

Delay High-to-Lowð Þ ¼ f ðsr; VDD; R; C; BnÞ: ð3:21Þ

3.2.4 High-to-Low Propagation Delay of a Slow Ramp Signal

The analysis described earlier is presented for a fast ramp input signal. In the fol-
lowing section, the analysis is based on the assumption of a slow ramp signal; that is,
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MN enters into the sub-linear region before the completion of input transition.
According to [221], criterion for fast ramp input signal is

f ðsrÞ ¼ snsat � sr � 0 ð3:22Þ

¼ C
Bn

VDD � 4Uthð Þ � 1� e�
VDD
gnUth

� �
RC þ srgnUth

VDD

� �
� 0 ð3:23Þ

Otherwise, the input signal is a slow ramp. The output voltage for a slow ramp
signal in the region 0� t� snsat is same as (3.12). MN leaves the sub-saturation
region at t ¼ snsat and in this case is approximated based upon

VDD � Bn

C
srgnUth

VDD

e
VDD

snsat
sr �VDD

gnUth � e�
VDD
gnUth

� �
� RBn e

VDD
snsat
sr �VDD

gnUth � e�
VDD
gnUth

� �
¼ 4Uth

ð3:24Þ

The 50 % high-to-low propagation delay for slow ramp t0:5ð Þ is approximated
using (3.12) as

Bn

C
srgnUth

VDD

e
VDD

t0:5
sr �VDD

gnUth � e�
VDD
gnUth

" #
� RBn e

VDD
t0:5
sr �VDD

gnUth � e�
VDD
gnUth

" #
¼ 0:5VDD ð3:25Þ

The solutions of snsat and t0:5 have been obtained using Newton–Raphson solver.
Thus, the high-to-low propagation delays for both fast and slow ramp signals have
been derived analytically in (3.19) and (3.25).

3.2.5 Power Estimation

Power dissipation is also an important concern in VLSI circuits. Millions of active
devices and interconnections make managing delay and power dissipation a chal-
lenging task in VLSI design. The main sources of power dissipation in VLSI
circuits are static power and dynamic power. In addition, interconnect resistance
also dissipates power. The power dissipation across interconnect resistance is
termed as resistive power dissipation (PR). Resistive power dissipation can be
quantified as

PR ¼ f
Z t

0

I2nRdt ð3:26Þ

f is the frequency of operation.
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In region-1, power dissipated by the interconnect resistance is computed as

PR�1 ¼ fRB2
ne

�2VDD
gnUth

srgnUth

2VDD

e
2VDD
gnUth � 1

� �
ð3:27Þ

In region-2, MN operates with the constant discharge current which is equal to
Bn. The resistive power dissipation is given by

PR�2 ¼ fR
Zsnsat
sr

B2
ndt ¼ fRB2

n snsat � srð Þ ð3:28Þ

In region-3, the resistive power dissipation can be calculated by solving (3.26)
within the time limits as

PR�3 ¼ fRc2n

Zt0:1
snsat

V2
odt ¼

fRCcnV
2
o snsatð Þ

2 1þ cnRð Þ 1� e�
2cn

C 1þcnRð Þ t0:1�snsatð Þ
h i

ð3:29Þ

Thus, the power dissipated by interconnect resistance during high-to-low output
transition PRHL

ð Þ is given as

PRHL
¼ PR�1 þ PR�2 þ PR�3 ð3:30Þ

The root mean square value of resistive current in each of the three regions can
be expressed as

In�1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fB2

ne
�2VDD

gnUth
srgnUth

2VDD

e
2VDD
gnUth � 1

� �r
ð3:31Þ

In�2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fB2

n snsat � srð Þ
q

ð3:32Þ

In�3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fCcnV2

o snsatð Þ
2 1þ cnRð Þ 1� e�

2cn
C 1þcnRð Þ t0:1�snsatð Þ

h is
ð3:33Þ

The root mean square resistive current In; rms

	 

that flows during high-to-low

output transition is therefore

In;rms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2n�1 þ I2n�2 þ I2n�3

q
ð3:34Þ
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3.3 Analysis for Falling Ramp Input

A similar analysis as in Sect. 3.2 gives the output voltage of a buffer-driven RC
interconnect for a falling ramp input. The time dependence of Vo in the various
regions of input transition is obtained by solving (3.8) with PMOS transistor (MP)
as the active device.

3.3.1 Fast Ramp

The falling input ramp signal is characterized by

Vin ¼ VDD 1� t
sr

� �
for 0� t� sr;

¼ 0 for t[ sr

ð3:35Þ

Region-1 ð0� t� srÞ: Over this interval of time, MP is in the sub-saturation
region. Applying the boundary condition; that is, at t = 0, Vo = 0, the output voltage
is given by,

Vo ¼ Bp

C

srgpUth

VDD

e
VDD

t
sr�VDD

gpUth � e
� VDD

gpUth

� �
þ RBp e

VDD
t
sr�VDD

gpUth � e
� VDD

gpUth

� �
ð3:36Þ

Region-2 ðsr � t� spsatÞ: MP is in the sub-saturation region of its characteristics.
The source-to-drain current of MP is Ip = Bp. As Vin = 0, (3.8) is solved to obtain

Vo ¼ VoðsrÞ þ Bp

C
t � srð Þ ð3:37Þ

The output voltage obtained based on the condition at t = τr is given by

VoðsrÞ ¼ Bp

C

srgpUth

VDD

1� e
� VDD

gpUth

� �
þ RBp 1� e

� VDD
gpUth

� �
ð3:38Þ

Region-3 ðt[ spsatÞ: MP leaves the sub-saturation at t = spsat and enters into the
sub-linear region. The output voltage is governed by

Vo ¼ VDD þ VoðspsatÞ � VDD

	 

e
� cp

C 1þcpRð Þ t�spsatð Þ
: ð3:39Þ

3.3 Analysis for Falling Ramp Input 33



3.3.2 Determination of τpsat

At t = τpsat, sub-saturation drain current is equal to sub-linear drain current. Thus,
from (3.37), we have

VoðsrÞ þ Bp

C
spsat � sr
	 
 ¼ VDD � 4Uth ð3:40Þ

which is solved to yield

spsat ¼ sr þ C
Bp

VDD � 4Uthð Þ � 1� e
� VDD

gpUth

� �
RC þ srgpUth

VDD

� �
: ð3:41Þ

3.3.3 Low-to-High Propagation Delay of a Fast Ramp Signal

The low-to-high propagation delay tPLHð Þ is approximated using (3.37) as

VoðsrÞ þ Bp

C
tPLH � srð Þ ¼ 0:5VDD ð3:42Þ

Equation (3.42) is solved to yield

tPLH ¼ sr þ 0:5VDD

C
Bp

� srgpUth

VDD

1� e
� VDD

gpUth

� �
� RC 1� e

� VDD
gpUth

� �
: ð3:43Þ

3.3.4 Low-to-High Propagation Delay of a Slow Ramp Signal

The output voltage for slow ramp signal in the time domain 0� t� spsat is same as
(3.36). In this case, however, spsat is calculated based upon

Bp

C

srgpUth

VDD

e
VDD

spsat
sr �VDD

gpUth � e
� VDD

gpUth

" #
þ RBp e

VDD
spsat
sr �VDD

gpUth � e
� VDD

gpUth

" #
¼ VDD � 4Uth

ð3:44Þ

The low-to-high propagation delay for slow ramp signal t0:5ð Þ is also approxi-
mated using (3.36) as

Bp

C

srgpUth

VDD

e
VDD

t0:5
sr �VDD

gpUth � e
� VDD

gpUth

" #
þ RBp e

VDD
t0:5
sr �VDD

gpUth � e
� VDD

gpUth

" #
¼ 0:5VDD ð3:45Þ
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Newton–Raphson numeric solver has been used in (3.44) and (3.45) to obtain
spsat and t0.5.

3.3.5 Resistive Power Dissipation

In region-1, the power dissipated by the interconnect resistance is given by

PR�1 ¼ fRB2
P

Zsr
0

e
VDD

t
sr�VDD

gpUth

� �2

dt ¼ fRB2
pe

�2VDD
gpUth

srgpUth

2VDD

e
2VDD
gpUth � 1

� �
ð3:46Þ

In region-2, MP operates in sub-saturation with constant discharge current equal
to Bp. The resistive power dissipation is given by

PR�2 ¼ fR
Zspsat
sr

B2
pdt ¼ fRB2

p spsat � sr
	 
 ð3:47Þ

In region-3, the resistive power dissipation is calculated as

PR�3 ¼ fRCcp
Vo spsat

	 
� VDD

� �2

2 1þ cpR
	 
 1� e

� 2cp
C 1þcpRð Þ t0:9�spsatð Þ� �

ð3:48Þ

The root mean square resistive current in each of the three regions can therefore
be expressed as

Ip�1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fB2

pe
�2VDD

gpUth
srgpUth

2VDD

e
2VDD
gpUth � 1

� �s
ð3:49Þ

Ip�2 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fB2

p spsat � sr
	 
q

ð3:50Þ

Ip�3 ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
fCcp

Vo spsat
	 
� VDD

� �2

2 1þ cpR
	 
 1� e

� 2cp
C 1þcpRð Þ t0:9�spsatð Þ� �vuut ð3:51Þ

The root mean square resistive current Ip;rms

	 

that flows during low-to-high

output transition is therefore

Ip;rms ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2p�1 þ I2p�2 þ I2p�3

q
: ð3:52Þ
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3.4 Comparison with Simulation Results

Output voltage waveforms are obtained by the present analytical approach and
SPICE simulation results. The values of supply voltage are 0.30, 0.34, and 0.36 V,
respectively, in 130-, 90-, and 65-nm technology nodes. The device parameters and
impedance parasitics of Cu interconnect are extracted using BSIM level 54 MOS
parameters and interconnect geometries suggested in [222] for the technology nodes
considered in the present work. The time dependence of output voltage for fast ramp
input to CMOS buffer-driven RC interconnect is shown in Fig. 3.2a–d. Interconnect
length of 5 mm is taken. The input ramp has a rise time of 0.1 μs. The frequency of
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Fig. 3.2 Analytically obtained time dependence of output voltage and SPICE transient simulation
results under fast ramp for three technology nodes a, b 130 nm, c 90 nm, d 65 nm. a,
b Wn = 195 nm, Wp = 2.5Wn, R = 160.82 Ω, C = 187.47 fF. c Wn = 135 nm, Wp = 2.5Wn,
R = 209.57 Ω, C = 195.88 fF. d Wn = 97.5 nm, Wp = 2.5Wn, R = 208.93 Ω, C = 139.02 fF
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the input ramp is 100 kHz. From Fig. 3.2a–d, it is seen that there is a good agreement
between the analytically obtained output and SPICE simulations.

SPICE and analytical voltage waveforms for slow ramp signal in 90 and 65 nm
technology nodes have been shown in Fig. 3.3a–b, respectively. Note that the
output voltage based on the analytical expressions is quite close to SPICE simu-
lation for each condition. The analytical expressions therefore can be used to predict
the waveform shape of the output voltage signal.

The analytic variation of output voltage with time for different NMOS widths in
65 nm technology is shown in Fig. 3.4. PMOS width is 2.5 times of Wn. It is seen
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from Fig. 3.4 that the percentage variation in output voltage is very nominal beyond
2 µm width. This is because the advantage in delay minimization is limited with
larger buffer size. In the present case, 2 μm is the optimum channel width of the
NMOS transistor. Analytical result is in good agreement with the known fact that
beyond a threshold channel width, there is no further improvement in delay. Thus,
optimum-sized buffer in subthreshold regime is preferred to meet the ultra-low-
power requirement and delay design constraints.

Next, 50 % propagation delay is analytically determined for rising and falling
ramps. Both fast and slow ramp inputs have been considered in the present analysis
which categorically depends upon the width of the active device. These results have
been provided in Tables 3.1 and 3.2 along with the percentage error (ε50%) with
respect to (wrt) SPICE simulation results. The time when the active device makes
transition from sub-saturation to sub-linear region is also calculated through the
proposed models and is compared with the SPICE simulations. The same is
specified (as Timing) in Tables 3.1 and 3.2.

It may be seen from Table 3.1 that the proposed analytical model yields maxi-
mum percentage errors as 5.48 and 7.69 % in the timing and high-to-low propagation
delay, respectively. The average percentage error involved in the same are 2.80 and
3.89 %, respectively. The errors involved in timing and low-to-high propagation
delay predicted by the proposed models are provided in Table 3.2. For test cases

Table 3.1 Computational error involved in timing and high-to-low propagation delay

Technology
node (nm)

Ramp
type

Wn

(μm)
Timing (μs) Delay (μs)

SPICE Proposed
model

ε50%
(%)

SPICE Proposed
model

ε50%
(%)

130 Fast 0.195 0.123 0.121 1.71 0.113 0.114 0.35

Slow 12 0.066 0.062 5.48 0.063 0.059 6.76

90 Fast 0.135 0.115 0.117 1.57 0.106 0.109 2.26

Slow 8 0.064 0.063 1.83 0.061 0.059 3.61

65 Fast 0.0975 0.109 0.111 1.93 0.101 0.104 2.67

Slow 2 0.070 0.073 4.29 0.065 0.070 7.69

Table 3.2 Computational error involved in timing and low-to-high propagation delay

Technology
node (nm)

Ramp
type

Wn

(μm)
Timing (μs) Delay (μs)

SPICE Proposed
model

ε50%
(%)

SPICE Proposed
model

ε50%
(%)

130 Fast 0.195 0.119 0.124 04.20 0.110 0.120 08.64

Slow 12 0.064 0.062 02.36 0.061 0.058 04.91

90 Fast 0.135 0.109 0.128 17.16 0.101 0.115 14.06

Slow 8 0.064 0.060 06.72 0.060 0.055 08.62

65 Fast 0.0975 0.111 0.118 06.31 0.101 0.112 10.89

Slow 2 0.072 0.068 05.56 0.066 0.063 04.27
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under consideration, the maximum percentage errors are 17.16 and 14.06 %, while
average percentage errors are 7.05 and 8.57 % in timing and low-to-high propagation
delay, respectively.

The variation of propagation delay and conductance with buffer width (Wn) for
the three technology nodes is shown in Fig. 3.5a–c. Interconnect length of 1 mm
has been considered. The channel width of PMOS is 2.5 times that of NMOS width.

It can be observed that as the size of NMOS transistor is increased, conductance
increases, while propagation delay decreases to a minimum and then levels off. For
larger channel widths and hence the aspect ratio, γn is higher as it is directly
proportional to the aspect ratio; this can be seen in Eq. (3.4). This increases the
current driving capability of the buffer, and the load discharge is faster, leading to
lower delays.
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Fig. 3.5 Variation of drain conductance, SPICE, and proposed analytical propagation delay with
NMOS width for a 130-nm, b 90-nm, and c 65-nm technology nodes
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The variation of propagation delay with the length of interconnect (Li) is given in
Table 3.3. Li is varied from 600 to 1,000 μm [223]. It is seen from Table 3.3 that
maximum percentage error in propagation delay predicted by the proposed model
wrt SPICE for 130-nm technology is 5.67 and 6.05 % in 90-nm technology. The
maximum percentage error for 65-nm technology is 3.12 %, which is lowest among
the three technology nodes. It is therefore encouraging to note that the proposed
delay model is more accurate for short-channel devices. The reason is that the
MOSFET model utilized is more appropriate for deep submicron technologies. As a
result, the proposed model gives more accurate results in the lowest of the three
technologies. The average percentage errors in the estimation of the same are 4.61,
5.71, and 2.44 % for 130-, 90-, and 65-nm technology nodes, respectively. It is also
observed that the propagation delay is lesser for smaller interconnect lengths.

An important result of the analysis is that increase in delay with Li is technology
dependent. It is seen from Table 3.3 that increase in delay for 130-nm technology is
9.43 % as interconnect length increases from 600 to 1,000 μm. In case of 90-nm
technology, this increase is 7.43 and is 7.31 % for 65-nm technology, respectively.
Thus, as the technology scales down, propagation delay of MOS device in sub-
threshold improves.

Low-power VLSI designs and biomedical applications need to contain power
dissipation of the circuits quite stringently. The variation of power dissipation in
subthreshold (st) and super-threshold (ST) with Wn for three technology nodes is
shown in Fig. 3.6a–c as obtained from SPICE simulations. Variation in Wn also
reflects the corresponding variation in Wp.

It is observed that operating CMOS-driven VLSI interconnects in subthreshold
regime leads to savings in power dissipation by over an order. For instance, in case
of 65-nm technology node for Wn = 97.5 nm (i.e., minimum channel width = 3λ,
where λ is the minimum feature size) and Wp = 243.7 nm (which is 2.5 times Wn),
power dissipation in subthreshold is 1.16 nW, whereas it is 0.30 μW in super-
threshold. For the NMOS transistor width of 4 µm, st leads to 15.36 nW and ST
leads to 13.05 μW power dissipation, respectively. For 90-nm technology, in
subthreshold, power dissipation is 1.24 nW and 0.57 μW in super-threshold. In the
two cases considered here, the NMOS transistor width is 1.38 times higher in case
of 90-nm technology than 65-nm.

Table 3.3 Propagation delay (ns) with interconnect length for different technology nodes

Li

(µm)
130-nm technology 90-nm technology 65-nm technology

SPICE Proposed
model

ε50%
(%)

SPICE Proposed
model

ε50% (%) SPICE Proposed
model

ε50%
(%)

600 77.19 81.43 5.49 75.25 78.94 4.90 74.73 72.40 3.12

700 78.97 83.45 5.67 76.57 80.94 5.71 76.06 74.45 2.12

800 80.80 85.16 5.40 77.97 82.67 6.03 77.44 75.42 2.61

900 82.64 86.69 4.90 79.40 84.20 6.05 78.82 76.66 2.74

1,000 84.47 83.7 1.61 80.84 85.57 5.85 80.20 78.92 1.60
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Furthermore, power increases with buffer size. For instance, power dissipation in
st is 17.75 and 22.61 nW for 90- and 65-nm technologies, respectively, for
Wn = 6 μm. This limits the scope to use larger buffers. Hence, smaller-size buffer is
preferred to contain power dissipation.

Interconnect resistance also dissipates power. However, the fraction of PR to the
total power dissipation is quite small. The variation of resistive power dissipation
with Li in subthreshold regime is shown in Fig. 3.7.

It is observed that PR increases with Li. The maximum percentage error between
SPICE and the proposed model is 7.98 and 11.62 % for 90- and 65-nm technol-
ogies, respectively, while the average errors in the estimation of same are 6.19 and
7.32 %, respectively. Thus, the results obtained with the proposed model and
SPICE are in good agreement.

The variation of NMOS resistive current with Wn is shown in Fig. 3.8. The
proposed resistive current analytical model matches closely with the SPICE sim-
ulations. The maximum percentage error between SPICE and the proposed model is
7.35 % for 65-nm technology, while it is 4.60 % for 90-nm technology. The
average percentage error is 3.63 % for 65-nm technology, while it is 3.51 % for
90-nm technology node.

3.4.1 Performance Metrics

Delay, power dissipation, and power-delay-product (PDP) are important perfor-
mance metrics for VLSI circuits. The variation of propagation delay, power dis-
sipation, and PDP with NMOS width for 130-nm technology node is shown in
Fig. 3.9. It is observed that the proposed models replicate SPICE simulations very
closely. Propagation delay decreases with NMOS width, while power dissipation
increases. This is because of the fact that higher driver widths increase its current
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driving capability and hence lead to higher device performance. In this case, the
average error in propagation delay does not exceed 5 %, while estimation of power
dissipation leads to 4.02 % error.

PDP is a figure of merit which quantifies energy per operation in VLSI circuits.
It can be considered as a quality measure for a switching device. The variation of
PDP is also shown. PDP remains nearly constant up to 2 μm NMOS channel width
and then increases.

The dependence of SPICE-extracted results for delay, power dissipation, and
PDP on Wn for 90- and 65-nm CMOS technology nodes have been shown in
Fig. 3.10a–b.
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The minimum possible transistor channel lengths are used in the respective
technologies. It is found that PDP curves are characterized by a very low value of
Wn which is 2 μm for all cases. Lowest PDP means lesser energy dissipation, and
thereby, the pressure on the battery in the low-power devices can be reduced.
Beyond this value of width, the PDP increases with increase in Wn. NMOS width of
2 μm is obtained as the optimum width for minimum PDP. At the optimal
dimensions, the design shall be both power and energy efficient.

3.5 Concluding Remarks

Two sub-regions in the subthreshold regime have been characterized and their
governing current–voltage equations presented. Expressions characterizing the
output voltage of a CMOS buffer-driving resistive–capacitive interconnect load for
rising and falling ramp inputs have been proposed. For each case of stimulation, the
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model gives an insight into three regions of operation of the CMOS gate. The
assumption of a fast ramp signal which is widely used in the transient analysis of
CMOS logic gates has been quantified in this chapter. The analytical models have
also been provided for the slow ramp signal. Method has been given for deter-
mining the time at which MOSFET transits from sub-saturation to sub-linear
region. The propagation delay models for both fast and slow ramp signals have
been presented. The average percentage error involved in the estimation of timing
with respect to SPICE is, respectively, 2.80 and 7.05 % for high-to-low and low-to-
high transitions. The average error in the estimation of propagation delays is 3.89
and 8.57 % for rising and falling input ramps, respectively. The dependence of
propagation delay on interconnect length has also been studied. For the three
technology nodes considered, the average percentage error is within 6 %.

A new parameter, viz., subthreshold drain conductance has been introduced
which is the drain or the output conductance of MOS when it operates in sub-
threshold. The effect of operating MOSFETs in subthreshold regime is evaluated. It
is observed that subthreshold operation provides significant savings in power dis-
sipation. This saving is over an order of magnitude. The resistive power dissipation
is modeled and tracks SPICE results quite closely. The average percentage error
between SPICE and the proposed model is 6.19 and 7.32 %, respectively, for 90-
and 65-nm technologies, respectively. The resistive current is also modeled and is
obtained within 4 % error for different NMOS widths. PDP has been characterized
as a quality metric to minimize energy and optimize performance simultaneously.
The PDP curves are characterized by a very low value of NMOS width which is
2 μm for all cases. Low PDP means less energy dissipation, and thereby, pressure
on the battery in the low-power devices is released. The proposed model has a fairly
good accuracy for deep submicron technology regime, which is presently of
commercial interest in VLSI design.

To summarize, subthreshold analysis of buffer-driven interconnect has been
quantified in this chapter. In practical CMOS VLSI circuits, however, interconnects
are never single and exhibit coupling. The coupling between the adjacent inter-
connects in today’s integrated circuits is large and plays a significant role in
determining the signal integrity and other design issues. The following chapter
addresses this issue in detail.
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Chapter 4
Characterization of Dynamic Crosstalk
Effect in Subthreshold Interconnects

Keywords Coupling capacitance � Dynamic crosstalk � Power-delay-product �
SPICE � Timing analysis

The semiconductor electronics technology, as predicted by Moore, is toward dense,
complex, and faster systems. With decreasing feature size and increasing average
length of on-chip interconnections, the interconnect ground capacitance has become
comparable to or larger than the input gate capacitance of the driven gate. The
interconnect capacitance is therefore crucial in satisfying timing requirements. In
deep submicron design, the spacing between interconnects is reduced and the
thickness of the conductor is increased in order to reduce the parasitic resistance of the
conductors. The coupling capacitance has therefore increased significantly and has
become comparable to the interconnect capacitance.

Figure 4.1 depicts this scenario by comparing the feature sizes for two different
technology regimes. The tightly coupled interconnects result in a higher probability
of interaction between the electric fields of interconnects resulting in unwanted
interference which causes crosstalk [224]. The crosstalk due to coupling capaci-
tance has become extremely important in technologies below 0.18 μm. The cou-
pling capacitance increases the propagation delay and power dissipation and alters
the waveform shape of the output voltage signal [225]. The delay impact due to
crosstalk is extremely important, since regular static timing analysis considers all
coupled interconnect lines to be quiet, which is seldom the case. The coupling
capacitance is therefore an important design parameter in evaluating the signal
integrity of interconnects in a CMOS VLSI chip. Consequently, the effects of the
global interconnect impedance parameters particularly on delay is of great concern
for the VLSI circuit designers.

Crosstalk in coupled lines can be broadly divided into two categories, viz.,
(i) functional crosstalk and (ii) dynamic crosstalk. Under functional crosstalk,
overshoots and undershoots are experienced on the victim (quiet) line because of
switching activity on the aggressor (active) lines. Overshoots and undershoots may
cause current to flow through the substrate, possibly corrupting data in dynamic
logic circuits [226]. Under dynamic crosstalk, noise is experienced when aggressor
and victim lines switch simultaneously. Since it is common to encounter dynamic
crosstalk in practice, its analysis is as important as that of functional crosstalk noise.
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This dynamic form of coupling causes a change in the signal propagation delay and
thus impacts the critical issue of timing. An accurate model for transient analysis of
dynamic crosstalk is therefore important. The present chapter is an attempt in this
direction and mainly focuses on the crosstalk analysis and delay estimation in
simultaneously switching coupled scenario for subthreshold interconnect circuits.
To obtain the solution analytically, subthreshold current model of CMOS buffer has
been taken. In-phase and out-of-phase input switching conditions have been con-
sidered. An analytical framework to characterize output voltages and propagation
delays in subthreshold regime for CMOS buffer-driven coupled VLSI interconnects
has been developed. These delay relationships have been developed for both fast
and slow ramp input signals.

4.1 The Output Voltage of Each CMOS Inverter

The proposed analytical approach considers CMOS gates driving two capacitively
coupled lines. Subthreshold model of a MOS transistor is used to analyze a CMOS
driver. This is combined with coupled resistive–capacitive model of interconnect to
derive analytical closed-form expressions. Interconnect is modeled as lumped
resistive–capacitive in order to emphasize the nonlinear behavior of the MOS
devices. Such a representation of the composite model where two capacitively
coupled lines each driven by CMOS inverter (Inv) has been shown in Fig. 4.2a. The
equivalent circuit for the same is shown in Fig. 4.2b. R1 (R2) is the parasitic
interconnect resistance, C1 (C2) is the intrinsic capacitance and includes the inter-
connect ground capacitance and the input gate capacitance of Inv3 (Inv4), and Cc is
the coupling capacitance between the wires. Inverters 1 and 2, viz., Inv1 and Inv2,
are the aggressor and victim drivers, respectively.

The equivalent circuit model also shows the related current directions as shown
in Fig. 4.2b. The effects of the coupling capacitance on the transient response of
coupled interconnects depend upon the switching activity. Two switching condi-
tions are considered as follows:

Interconnect

Substrate

C > Cc, above 0.18µm technology node.

C C
C C

Cc

Cc > C, below 0.18µm technology node.

Cc

Fig. 4.1 Comparison of coupling and substrate capacitances
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I Vin1 and Vin2 switching from low-to-high. Thus, Vin1 (input to Inv1) and Vin2

(input to Inv2) are switching in the same direction or in-phase.
II Vin1 is switching from low-to-high, and Vin2 switches from high-to-low. Thus,

Vin1 and Vin2 are switching out-of-phase.

On this basis, expressions for the dynamic crosstalk have been developed and
analyses of in-phase and out-of-phase switching presented. In the foregoing anal-
ysis, it is assumed that both inverters are triggered at the same time and have equal
rise (fall) times.

4.2 In-Phase Switching

The in-phase switching is an optimistic condition in terms of the effect of the coupling
capacitance on the propagation delay of each CMOS inverter. For a two-line coupled
system, it is assumed that inputs of both inverters transition from low-to-high.

Inv2

Inv1

C1

C2

Cc

R1

R2

Inv3

Inv4

CcInv2 Inv4

Inv3Inv1

Driving gates Driven gates(a)

(b)

Fig. 4.2 a Circuit model of buffer (inverter)-driven capacitively coupled interconnect lines.
b Equivalent circuit of two capacitively coupled resistive–capacitive interconnections driven by
CMOS buffers
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MN1 and MN2 are the active transistors in each inverter. The PMOS transistors are
neglected under the assumption of fast ramp input signal. An assumption of fast ramp
input signal permits the condition that both transistors, i.e., MN1 and MN2, operate
in sub-saturation even after the completion of input transition.

In this section, analytical expressions governing the output voltage and propa-
gation delay of each CMOS inverter are presented.

The input signal driving both CMOS buffers is characterized by

Vin1 ¼ Vin2 ¼ VDD
t
sr

0� t� sr
Vin1 ¼ Vin2 ¼ VDD t[ sr

ð4:1Þ

The differential equations governing the output voltage of each MOS transistor
shown in Fig. 4.3 are given by

� dV1

dt
¼ ðC2 þ CcÞ

C1C2 þ Cc C1 þ C2ð Þ In1 þ
Cc

C1C2 þ Cc C1 þ C2ð Þ In2 þ R1
dIn1
dt

ð4:2Þ

� dV2

dt
¼ ðC1 þ CcÞ

C1C2 þ Cc C1 þ C2ð Þ In2 þ
Cc

C1C2 þ Cc C1 þ C2ð Þ In1 þ R2
dIn2
dt

ð4:3Þ

In1 and In2 are the currents flowing across MN1 and MN2, respectively. For the
rising ramp, MOS transistors operate in two sub-regions, viz., sub-saturation and
sub-linear. In order to obtain the output voltages V1 and V2 of Inv1 and Inv2,
respectively, four operating regions have been identified and discussed below.

MN1

R1

MN2

C1

R2 C2

Cc

V2

in1V

in2V

V1

Fig. 4.3 Equivalent circuit for buffer-driven coupled interconnects simultaneously switching in-
phase for low-to-high input transitions
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Region-1 ð0� t� srÞ: The initial values of V1 and V2 both are equal to VDD. The
currents across MN1 and MN2 in the sub-saturation region are given by

In1 ¼ Bn1exp
Vin1 � VDD

gnUth

� �
¼ Bn1exp

VDD
t
sr
� VDD

gnUth

� �
ð4:4Þ

In2 ¼ Bn2exp
Vin2 � VDD

gnUth

� �
¼ Bn2exp

VDD
t
sr
� VDD

gnUth

� �
ð4:5Þ

The output voltages obtained are

V1 ¼ VDD � c21
srgnUth

VDD

e
VDD

t
sr�VDD

gnUth � e�
VDD
gnUth

� �
� R1Bn1 e

VDD
t
sr�VDD

gnUth � e�
VDD
gnUth

� �
ð4:6Þ

V2 ¼ VDD � c22
srgnUth

VDD

e
VDD

t
sr�VDD

gnUth � e�
VDD
gnUth

� �
� R2Bn2 e

VDD
t
sr�VDD

gnUth � e�
VDD
gnUth

� �
ð4:7Þ

The various constants in (4.6) and (4.7) are defined as

c21 ¼
ðC2 þ CcÞBn1 þ CcBn2

C1C2 þ Cc C1 þ C2ð Þ ð4:8Þ

c22 ¼
ðC1 þ CcÞBn2 þ CcBn1

C1C2 þ Cc C1 þ C2ð Þ ð4:9Þ

The effect of coupling can be seen in Eqs. (4.6) and (4.7). Both c21 and c22
include the effect of coupling capacitance. The coupling capacitance thus affects the
propagation delay. This delay uncertainty in the propagation delay can be elimi-
nated if MN1 and MN2 both have the same ratio of output current drive Bn1=Bn2ð Þ
to the corresponding intrinsic load capacitances C1=C2ð Þ. Under such conditions,
the coupling capacitance has no effect on the output voltage waveforms V1 and V2.
However, this condition is difficult to be realized in practical CMOS VLSI circuits.
This is owing to the different geometric sizes of MOS transistors Bn1 6¼ Bn2ð Þ,
different interconnect geometric parameters and different gate-to-source capaci-
tances C1 6¼ C2ð Þ of the fan-out logic gates. Thus, coupling capacitance always
affects the output voltage, and hence, timing analysis under such switching envi-
ronment becomes necessary. At time t equal to sr, the output voltages obtained are

V1 srð Þ ¼ VDD � c21
srgnUth

VDD

1� e�
VDD
gnUth

h i
� R1Bn1 1� e�

VDD
gnUth

h i
ð4:10Þ

V2 srð Þ ¼ VDD � c22
srgnUth

VDD

1� e�
VDD
gnUth

h i
� R2Bn2 1� e�

VDD
gnUth

h i
ð4:11Þ
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Region-2 ðsr � t� s1
nsatÞ: The drain-to-source currents of MN1 and MN2 are

constants and given by I1 ¼ Bn1 and I2 ¼ Bn2. The output voltages in this region
are based on the condition at t ¼ sr and are

V1 ¼ V1 srð Þ � c21 t � srð Þ ð4:12Þ

V2 ¼ V2 srð Þ � c22 t � srð Þ ð4:13Þ

Region-3 ðs1nsat � t� s2nsatÞ: Depending on the geometric size ofMOS transistors, it
is possible thatMN1 leaves the sub-saturation region and enters into sub-linear region,
whileMN2 continues to operate in the sub-saturation.MN1 andMN2make transition
into the sub-linear region of their characteristics at duration times s1nsat and s2nsat,
respectively. Further, it is assumed thatMN1 leaves the sub-saturation regionfirst, i.e.,
s1nsat\s2nsat. In this case, the drain-to-source current of MN1 is characterized by

I1 ¼ cn1V1 ð4:14Þ

cn1 is the output conductance of MN1 in the sub-linear region. The output voltages
obtained in this region are

V1 ¼ �Va � V1 s1nsat
� �þ Va

� �
e�an1 t�s1nsatð Þ ð4:15Þ

V2 ¼ V2 s1nsat
� �� Vb � Bn2

C2 þ Cc

t � s1nsat
� � ð4:16Þ

where

Va ¼ Cc

C2 þ Ccð Þcn1
Bn2 ð4:17Þ

an1 ¼ ðC2 þ CcÞ
C1C2 þ Cc C1 þ C2ð Þ½ � 1þ cn1R1ð Þ cn1 ð4:18Þ

Vb ¼ Cc

C2 þ Ccð Þ 1þ cn1R1ð Þ V1 s1nsat
� �þ Va

� �
1� e�an1 t�s1nsatð Þ� 	

ð4:19Þ

Region-4 ðt� s2nsatÞ: After s2nsat, both of the NMOS transistors operate in the
sub-linear region. The differential equations governing the output voltage of each
MOS transistor are given by

�ðC1 þ CcÞ 1þ cn1R1ð Þ dV1

dt
þ Cc 1þ cn2R2ð Þ dV2

dt
¼ cn1V1 ð4:20Þ

�ðC2 þ CcÞ 1þ cn2R2ð Þ dV2

dt
þ Cc 1þ cn1R1ð Þ dV1

dt
¼ cn2V2 ð4:21Þ
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Here, cn2 is the output conductance of MN2 in the sub-linear region. Analytical
expressions characterizing the output voltage of each CMOS inverter obtained are

V1 ¼ 1
2
V1 s2nsat

� �
e
v� a1þb1ð Þ

2 t�s2nsatð Þ 1þ b1 � a1
v


 �
þ e�

vþ a1þb1ð Þ
2 t�s2nsatð Þ 1� b1 � a1

v


 �� �

� a2
v
V2 s2nsat

� �
e
v� a1þb1ð Þ

2 t�s2nsatð Þ � e�
vþ a1þb1ð Þ

2 t�s2nsatð Þ
� �

ð4:22Þ

V2 ¼ 1
2
V2 s2nsat

� �
e
v� a1þb1ð Þ

2 t�s2nsatð Þ 1þ a1 � b1
v


 �
þ e�

vþ a1þb1ð Þ
2 t�s2nsatð Þ 1� a1 � b1

v


 �� �

� b2
v
V1 s2nsat

� �
e
v� a1þb1ð Þ

2 t�s2nsatð Þ � e�
vþ a1þb1ð Þ

2 t�s2nsatð Þ
� �

ð4:23Þ

V1 s2nsat
� �

and V2 s2nsat
� �

are initial values of V1 and V2 at t ¼ s2nsat. The various
constants a1, a2, b1, b2, and χ are defined as

a1 ¼ ðC2 þ CcÞ
C1C2 þ Cc C1 þ C2ð Þ cn1 ð4:24Þ

a2 ¼ Cc

C1C2 þ Cc C1 þ C2ð Þ cn2 ð4:25Þ

b1 ¼ ðC1 þ CcÞ
C1C2 þ Cc C1 þ C2ð Þ cn2 ð4:26Þ

b2 ¼ Cc

C1C2 þ Cc C1 þ C2ð Þ cn1 ð4:27Þ

v ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a1 � b1ð Þ2þ4a2

q
b2 ð4:28Þ

4.2.1 Propagation Delay for Fast Ramp

The high-to-low propagation delays tPHL1 and tPHL2 of MN1 and MN2, respectively,
are computed based on (4.12) and (4.13). At t = tPHL1 and t = tPHL2 , the output
voltages V1 and V2 both are equal to 0.5VDD, i.e.,

V1 srð Þ � c21 tPHL1 � srð Þ ¼ 0:5VDD ð4:29Þ

V2 srð Þ � c22 tPHL2 � srð Þ ¼ 0:5VDD ð4:30Þ
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Simplification of (4.29) and (4.30) gives

tPHL1 ¼ sr þ
0:5VDD � R1Bn1 1� e�

VDD
gnUth

� 	
c21

�
srgnUth 1� e�

VDD
gnUth

� 	
VDD

ð4:31Þ

tPHL2 ¼ sr þ
0:5VDD � R2Bn2 1� e�

VDD
gnUth

� 	
c22

�
srgnUth 1� e�

VDD
gnUth

� 	
VDD

ð4:32Þ

It is seen from (4.31) and (4.32) that the propagation delay time depends upon
the intrinsic load capacitances, the coupling capacitance, and the size of the active
transistor in each CMOS inverter. The propagation delay is the average of the high-
to-low and low-to-high propagation delays. These are denoted by τp1 and τp2 for the
aggressor and victim buffers, respectively.

s1nsat and s2nsat are calculated based on the boundary condition defined as

V1 srð Þ � c21 s1nsat � sr
� � ¼ 4Uth ð4:33Þ

V2 s2nsat
� �� Vb � Bn2

C2 þ Cc

s2nsat � s1nsat
� � ¼ 4Uth ð4:34Þ

Equation (4.33) is solved to yield

s1nsat ¼ sr þ V1 srð Þ � 4Uth

c21
ð4:35Þ

s2nsat can be computed using Eq. (4.34) and Newton–Raphson numeric solver.

4.2.2 Propagation Delay for Slow Ramp

The model proposed in this section is based on the assumption of a slow ramp
input. The output voltages of coupled buffers in the time interval 0� t� s1nsat are
essentially similar to (4.6) and (4.7). In the time interval s1nsat � t� s2nsat, MN2
continues to operate in the sub-saturation region. However, MN2 makes transition
to sub-linear region of its characteristics at t = s2nsat. The output voltages of each
CMOS inverter obtained are given by

V1 ¼ V1 s1nsat
� �

e�an1 t�s1nsatð Þ

� CcBn2srgnUthe
� VDD

gnUth

VDD C1C2 þ Cc C1 þ C2ð Þ½ � þ srgnUth C2 þ Ccð Þcn1
e
VDD t�s1

nsatð Þ
srgnUth � e�an1 t�s1nsatð Þ

" #

ð4:36Þ
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V2 ¼ V2 s1nsat
� �� R2Bn2 � Bn2srgnUth C1 þ Ccð Þ

VDD C1C2 þ Cc C1 þ C2ð Þ½ � e
� VDD

gnUth eVDD

t�s1
nsat
sr � 1

� �

� Cc

C1C2 þ Cc C1 þ C2ð Þ cn1
Z t

t�s1nsat

V1dt ð4:37Þ

The high-to-low propagation delays t10:5 and t20:5 for slow ramp signal can be
obtained by applyingNewton–Raphson numeric solver for (4.36) and (4.37) relations.

4.3 Out-of-Phase Switching

The out-of-phase transition is a pessimistic condition in terms of the effect of the
coupling capacitance on the propagation delays of CMOS inverters [221]. In this
case, it is assumed that input to Inv1 is switching from low-to-high and input to Inv1
is switching from high-to-low as shown in Fig. 4.4. MN1 and MP2 are the active
transistors in each inverter for the considered input conditions. The initial values of
V1 and V2 are VDD and ground, respectively. The directions of the currents are also
shown. An assumption of fast ramp input signal is considered.

The shape of input signals driving Inv1 and Inv2 is

Vin1 ¼ Vin2 ¼ VDD

t
sr

for 0� t� sr ð4:38Þ

Vin2 ¼ VDD 1� t
sr


 �
for 0� t� sr ð4:39Þ

MN1

R1

C1

R2
C2

Cc

V2

in1V

MP2

V1

in2V

Fig. 4.4 Equivalent circuit
for aggressor input switching
from low-to-high and victim
input switching from high-to-
low

4.2 In-Phase Switching 55



The differential equations governing the output voltage of each MOS transistor
shown in Fig. 4.4 are given by

� dV1

dt
¼ ðC2 þ CcÞ

C1C2 þ Cc C1 þ C2ð Þ In1 �
Cc

C1C2 þ Cc C1 þ C2ð Þ Ip2 þ R1
dIn1
dt

ð4:40Þ

� dV2

dt
¼ Cc

C1C2 þ Cc C1 þ C2ð Þ In1 �
ðC1 þ CcÞ

C1C2 þ Cc C1 þ C2ð Þ Ip2 � R2
dIp2
dt

ð4:41Þ

Here, Ip2 is the current that flows across MP2. For the opposite switching condition
with fast ramp input, MOS transistors operate in different regions over different
intervals of time. Following the similar procedure as for in-phase switching, ana-
lytical expressions characterizing the output voltage of each CMOS inverter for out-
of-phase switching condition are derived.

Region-1 ð0� t� srÞ: In region-1, MN1 of the aggressor driver and MP2 of
victim driver operate in the sub-saturation regions. As MN1 is in sub-saturation, the
current across MN1 is given by (4.4). The current across MP2 is given by

Ip2 ¼ Bp2e
VDD

t
sr�VDD

gpUth ð4:42Þ

Bp2 is the source-to-drain current of MP2 when Vin2 ¼ VDD and gp is its sub-
threshold slope factor. The output voltages V1 and V2 of Inv1 and Inv2, respectively,
obtained are given by

V1 ¼ VDD � C2 þ Ccð ÞVn;1 � CcVp;2

C1C2 þ Cc C1 þ C2ð Þ � R1Bn1 e
VDD

t
sr�VDD

gnUth � e�
VDD
gnUth

� �
ð4:43Þ

V2 ¼ C1 þ Ccð ÞVp;2 � CcVn;1

C1C2 þ Cc C1 þ C2ð Þ þ R2Bp2 e
VDD

t
sr�VDD

gpUth � e
� VDD

gpUth

� �
ð4:44Þ

where

Vn;1 ¼ Bn1srgnUth

VDD

e
VDD

t
sr�VDD

gnUth � e�
VDD
gnUth

� �
ð4:45Þ

Vp;2 ¼
Bp2srgpUth

VDD

e
VDD

t
sr�VDD

gpUth � e
� VDD

gpUth

� �
ð4:46Þ

The effect of coupling can be observed in (4.43) and (4.44). Coupling affects V1

and V2 through Vn,1 and Vp,2, respectively. It can be observed that the presence of
the coupling term Vp,2 in (4.43) tends to decrease V1 slowly, while the coupling
component Vn,1 causes V2 to increase slowly in (4.44).
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Region-2 ðsr � t� s1nsatÞ: After sr, both inputs attain fixed value equal to VDD and
ground, respectively. MN1 and MP2 continue to operate in the sub-saturation. For
this duration, the voltages at the output of both buffers are given by

V1 ¼ V1 srð Þ � ðC2 þ CcÞBn1 � CcBp2

C1C2 þ Cc C1 þ C2ð Þ t � srð Þ ð4:47Þ

V2 ¼ V2ðsrÞ þ ðC1 þ CcÞBp2 � CcBn1

C1C2 þ Cc C1 þ C2ð Þ t � srð Þ ð4:48Þ

Region-3 ðs1nsat � t� s2psatÞ: MN1 and MP2 may leave sub-saturation region at
different time durations if both transistors have unequal output conductances. MP2
makes transition in sub-linear region at t ¼ s2psat. In region-3, therefore, MN1
operates in the sub-linear region, while MP2 continues to remain in the sub-satu-
ration region. The relationship between V1 and V2 is given by

V1 ¼ V1;a � �V1 s1nsat
� �þ V1;a

� �
e�an1 t�s1nsatð Þ ð4:49Þ

V2 ¼ V2 s1nsat
� �� V1;b þ Bp2

C2 þ Ccð Þ t � s1nsat
� � ð4:50Þ

where

V1;a ¼ Cc

cn1 C2 þ Ccð ÞBp2 ð4:51Þ

V1;b ¼ Cc

C2 þ Cc

1þ cn1R1ð Þ V1;a � V1 s1nsat
� �� �

1� e�an1 t�s1nsatð Þ� 	
ð4:52Þ

Region-4 ðt[ s2psatÞ: MN1 and MP2 operate in the sub-linear region. The dif-
ferential equations governing the output voltage of each MOS transistor are given by

�ðC1 þ CcÞ 1þ cn1R1ð Þ dV1

dt
þ Cc 1þ cp2R2

� � dV2

dt
¼ cn1V1 ð4:53Þ

�Cc 1þ cn1R1ð Þ dV1

dt
þ C2 þ Ccð Þ 1þ cp2R2

� � dV1

dt
¼ cp2V2 ð4:54Þ

These coupled differential equations are solved, and the solution of these cou-
pled differential equations is given as

V1 ¼ 1
2v

e
v�ða1þb1Þ½ �

2 t�s2psatð Þ V1 s2psat

� 	
v� a1 þ b1ð Þ � 2a2V2 s2psat

� 	
� 1

a1b1�a2b2ð Þ

a3 b21 � a1b1 þ b1vþ 2a2b2
� �� vþ a1 þ b1ð Þa2b3

 �
2
4

3
5

þ 1
a1b1 � a2b2

a3b1 � a2b3ð Þ ð4:55Þ
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V2¼ 1
2v

e
v�ða1þb1Þ½ �

2 t�s2psatð Þ V2 s2psat

� 	
vþa1�b1ð Þ�2b2V1 s2psat

� 	n o
þ 1

a1b1�a2b2ð Þ

a3b2 vþa1þb1ð Þ� a21b3�a1b1b3þ2a2b2b3þa1b3v
� � �

2
4

3
5

þ 1
a1b1�a2b2

a1b3�a3b2ð Þ ð4:55Þ

where

a3 ¼ a2VDD ð4:57Þ

b3 ¼ b2VDD ð4:58Þ

V1 s2psat

� 	
, and V2 s2psat

� 	
are initial values of V1 and V2 at the time s2psat. Here, cp2 is

the output conductance of MP2 in the sub-linear region.

4.3.1 Propagation Delay for Fast Ramp

The high-to-low tPHL1ð Þ and low-to-high tPLH2ð Þ propagation delays, respectively, of
MN1 andMP2 are computed based on Eqs. (4.47) and (4.48). At t = tPLH1 and t =tPLH2 ,

V1ðsrÞ � ðC2 þ CcÞBn1 � CcBp2

C1C2 þ Cc C1 þ C2ð Þ tPHL1 � srð Þ ¼ 0:5VDD ð4:59Þ

V2ðsrÞ þ ðC1 þ CcÞBp2 � CcBn1

C1C2 þ Cc C1 þ C2ð Þ tPLH2 � srð Þ ¼ 0:5VDD ð4:60Þ

Simplifying (4.59) and (4.60) gives

tPHL1 ¼ sr þ V1 srð Þ � 0:5VDD½ � C1C2 þ Cc C1 þ C2ð Þ½ �
Bn1ðC2 þ CcÞ � CcBp2

ð4:61Þ

tPLH2 ¼ sr þ 0:5VDD � V2 srð Þ½ � C1C2 þ Cc C1 þ C2ð Þ½ �
ðC1 þ CcÞBp2 � CcBn1

ð4:62Þ

The average propagation delay for the aggressor and victim buffers is obtained in
a similar fashion as explained in Sect. 4.2.1. The dependence of delays on the
coupling capacitance and the load capacitance can again be seen in (4.61) and
(4.62). s1nsat is calculated based on (4.47) and is given by

s1nsat ¼ sr þ V1 srð Þ � 4Uthf g � C1C2 þ Cc C1 þ C2ð Þ
C2 þ Ccð ÞBn1 � CcBp2

� �
ð4:63Þ
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s2psat is calculated using Newton–Raphson numerical solver depending upon the
condition

V2 s1nsat
� �� V1;b þ Bp2

C2 þ Ccð Þ s2psat � s1nsat

� 	
¼ VDD � 4Uth ð4:64Þ

4.4 Comparison with Simulation Results

The proposed models are validated using SPICE simulations. The rise time of the
input ramp taken is 0.1 μs. For CMOS driver, data of PTM 65-nm, 0.36 V, and
Level-54 are used throughout this chapter. The coupled interconnects have coupling
length equal to 5 mm, while interconnect width and spacing each are equal to
0.54 μm. The comparison of output voltage waveforms generated by SPICE sim-
ulations and analytical model for in-phase switching under fast and slow ramps has
been shown in Figs. 4.5 and 4.6, respectively.

It can be observed that the proposed model waveform matches closely with
SPICE waveform. For fast ramp input, NMOS width (Wn1) of 97.5 nm has been
taken, while for slow ramp, Wn1 = 4 μm has been taken. Furthermore, for the
CMOS drivers, PMOS channel width is 2.5 times the NMOS width. The values of
parasitic impedance parameters for the two lines are extracted from [222]. These
line parasitics are the following: line resistance, R1 = R2 = 208.93 Ω and line
capacitance, C1 = C2 = 301.475 fF. The two lines are coupled through the coupling
capacitance of 105.4 fF.

For fast ramp input, average propagation delay is analytically determined for
in-phase switching and has been provided in Table 4.1 along with computational
error wrt SPICE simulation results. Varying interconnect load conditions and
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Fig. 4.5 Voltage waveform at the output of a aggressor driver, b victim driver under in-phase
switching for fast ramp with Wn1 = 97.5 nm = Wn2, Wp1 = 2.5Wn1 = Wp2
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widths for the aggressor and victim drivers have been considered. The proposed
analytical model yields maximum errors in the propagation delays for the aggressor
and victim drivers as 6.99 and 2.75 %, respectively, whereas the average errors
involved in the same are 3.34 and 1.71 %, respectively.

Figures 4.7 and 4.8 confirm the validity of the proposed model by comparing the
waveforms generated analytically and SPICE simulations under out-of-phase
switching. PMOS victim widths (Wp2) of 0.4 and 10 μm have been considered for
fast and slow ramp inputs, respectively. It can be observed that analytical results
match SPICE simulations quite closely.

Table 4.2 presents an account of the propagation delay and computational error
involved as predicted by the proposed model wrt SPICE simulations for out-of-
phase switching. Variable interconnect load and asymmetric aggressor and victim
driver dimensions have been considered.

It is observed that τp1 obtained by the proposed model has an average error of
3.44 % and maximum error of 6.15 %. Similarly, τp2 predicted by the proposed
analytical model results in average and maximum errors of 2 and 3.91 %,
respectively. It is to be noted that delay estimates provided in Tables 4.1 and 4.2 are
based on fast ramp input.

Table 4.3 compares the timing of aggressor and victim drivers wrt SPICE
simulation. Here, timing refers to the instant when active transistors make transition
from sub-saturation to sub-linear region of operation. Fast and slow ramps have
been considered for in-phase and out-of-phase transitions. It can be seen that
maximum errors in the estimation of timing for the aggressor and victim drivers
under in-phase switching are 8.120 and 7.445 %, while the average errors in the
same are 5.197 and 4.571 %. For out-of-phase switching, the maximum and
average errors predicted by the proposed analytical model are 9.827, 7.662 % and
4.257, 4.613 % for the aggressor and victim drivers, respectively. Thus, transition
time is very well predicted by the proposed model.
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Fig. 4.6 Voltage waveform at the output of a aggressor driver, b victim driver under in-phase
switching for slow ramp with Wn1 = 4 μm = Wn2, Wp1 = 2.5Wn1 = Wp2
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For in-phase and out-of-phase transitions, variation of propagation delay with the
aggressor and victim MOS dimensions is shown in Table 4.4. The error involved in
propagation delay wrt SPICE simulations under switching conditions considered is
also computed. Aggressor MOS width (Wn1) is varied from 0.1 to 4 μm. The
propagation delay of aggressor and victim drivers predicted by the proposed model
for in-phase switching exhibit maximum errors of 2.77 and 2.70 %, respectively, wrt
SPICE. Under out-of-phase switching, the propagation delay estimated by the
proposed model has maximum errors of 8.04 and 5.65 % for MN1 and MP2,
respectively. It can also be observed from Table 4.4 that as aggressor width is
increased from 0.1 to 4 μm, propagation delay decreases by 45.6 and 50.1 % for in-
phase and out-of-phase transitions, respectively.
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Fig. 4.7 Voltage waveform at the output of a aggressor driver, b victim driver under out-of-phase
switching for fast ramp with Wn1 = 0.10 μm, Wn2 = 0.16 μm, Wp1 = 0.24 μm, Wp2 = 0.4 μm
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Fig. 4.8 Voltage waveform at the output of a aggressor driver, b victim driver under out-of-phase
switching for slow ramp with Wn1 = 4 μm = Wn2, Wp1 = 10 μm = Wp2
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Another observation of the analysis is that propagation delay is higher under out-
of-phase switching. It is observed that when drivers are switching in the same
direction, the delay is decreased, known as positive effect. When transitions are
opposite, the delay is increased, known as negative effect. This is accounted for by
the fact that amount of interconnect coupling capacitance is dependent upon the
nature of the signal transitions [92–94]. If drivers are driven by signals switching in
the same direction, the effective coupling capacitance is approximately zero and the
total capacitance of each interconnect is approximately equal to the line-to-ground
capacitance. Alternatively, if signals on each interconnect are switching in the
opposite direction or out-of-phase, the effective capacitance approximately doubles
to 2 × Cc. Hence, the delay variations can be positive or negative, depending on the
direction of the simultaneous transitions. Subsequently, if the signals on both
interconnects are in-phase, the total capacitance is lower, reducing the average

Table 4.3 Aggressor and victim timings along with the error involved in timing wrt SPICE
simulation

Switching
type

Ramp
type

Aggressor
MOS
width
(μm)

Aggressor timing
(μs)

Error
(%)

Victim
MOS
width
(μm)

Victim timing
(μs)

Error
(%)

SPICE Analytic SPICE Analytic

In-phase Fast 0.1 0.137 0.1268 7.445 0.1 0.137 0.1268 7.445

0.1 0.133 0.1222 8.120 0.16 0.119 0.1134 4.706

Slow 2 0.0757 0.0743 1.876 4 0.717 0.0697 2.789

4 0.0717 0.0693 3.347 4 0.0717 0.0693 3.347

Out-of-
phase

Fast 0.1 0.173 0.1560 9.827 0.24 0.177 0.1734 2.034

0.1 0.177 0.1703 3.785 0.4 0.135 0.131 2.963

Slow 2 0.0837 0.0849 1.434 10 0.0757 0.0815 7.662

4 0.0757 0.0772 1.982 10 0.0777 0.0732 5.792

Table 4.4 Propagation delay with aggressor and victim driver size and error involved wrt SPICE
simulation

Switching
type

Ramp
type

Aggressor
MOS
width
(μm)

Propagation
delay (μs)

Error
(%)

Victim
MOS
width
(μm)

Propagation
delay (μs)

Error
(%)

SPICE Analytic SPICE Analytic

In-phase Fast 0.1 0.1183 0.1151 2.70 0.1 0.1183 0.1151 2.70

0.1 0.1149 0.1118 2.77 0.16 0.1059 0.1056 0.28

Slow 2 0.0705 0.0698 1.10 4 0.0654 0.0653 0.11

4 0.0643 0.0650 1.04 4 0.0643 0.0650 1.04

Out-of-
phase

Fast 0.1 0.1406 0.1363 3.06 0.24 0.1408 0.1438 2.14

0.1 0.1469 0.1468 0.08 0.4 0.1157 0.1150 0.61

Slow 2 0.0759 0.082 8.04 10 0.0702 0.0726 3.45

4 0.0701 0.0733 4.64 10 0.0710 0.0670 5.65
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power dissipation. Alternatively, out-of-phase signals increase the total capacitance,
thereby increasing the overall power dissipation.

A similar trend is observed for power-delay-product which is characterized as
the quality metric under simultaneously switching coupled scenario. The variations
of power-delay-product with aggressor driver width are shown in Fig. 4.9a. It can
be seen that PDP increases with increase in aggressor driver width. This is because
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the decrease in the propagation delay more than offsets increase in power dissi-
pation due to the aggressor upsizing. The close proximity of the proposed analytical
model with SPICE is also observed. Drivers in the two-line coupled system are
equal and balanced with Wn1 = Wn2 = 0.1 µm and Wp1 = 2.5Wn1 = Wp2 in the
respective drivers. The input signal rise time is taken as 0.1 μs, and interconnect
length is 5 mm.

The variation of PDP with the interconnect length is shown in Fig. 4.9b. It can
be observed that PDP increases with increase in the interconnect length and is
considerably higher for longer interconnect lengths. This is because both power
dissipation and delay increase with interconnect length. Furthermore, PDP increases
sharply for out-of-phase transition in sharp contrast to in-phase switching. This can
be attributed to the Miller’s effect where coupling capacitance is effectively doubled
under out-of-phase switching. Due to this, the charging/discharging of interconnect
lines is quite slow, causing overall delay to increase considerably. For example,
SPICE-extracted power-delay-product increases from 0.17 to 0.95 fJ for in-phase
switching case. However, PDP increases from 0.28 to 1.90 fJ under out-of-phase
switching case. Similar observations are observed for 130-nm and 90-nm tech-
nology nodes as well.

4.5 Concluding Remarks

In this chapter, crosstalk analysis of capacitively coupled CMOS buffer-driven
interconnects for in-phase and out-of-phase switching conditions is presented. The
analysis has been carried out for 65-nm technology node. A comparative analysis
between the proposed analytical model and SPICE results shows a good agreement.
Comparison of the proposed analytical models with SPICE shows that the ana-
lytical results capture waveform shape, propagation delay, and timings with good
accuracy. Varying load conditions have been considered.

Under in-phase switching, the average error in the propagation delay with
respect to SPICE is 3.34 and 1.71 % for the aggressor and victim drivers,
respectively. For out-of-phase switching, average errors in the same are 3.44 and
2 %. The timing is also very well predicted by the proposed models. The average
errors involved in the estimation of timing for the aggressor and victim drivers are
5.20 and 4.57 %, under in-phase switching. The average errors involved in the same
for out-of-phase switching are 4.26 and 4.61 %. The close agreement between these
results and those obtained by SPICE simulations clearly shows that the proposed
approach shall be very useful for ultra-low-power electronic design. Since power-
delay-product increases with the interconnect length and aggressor driver width, it
is advantageous to keep buffer dimensions and interconnect length smaller.
The present chapter thus provides comprehensive analysis of dynamic crosstalk in
subthreshold regime. The functional crosstalk analysis when aggressor driver is
switching and the victim driver quiet has been dealt with in the next chapter.
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Chapter 5
Subthreshold Interconnect Noise Analysis

Keywords Aggressor/victim driver � Coupling noise � Integrated circuit � SPICE �
Step input

Interconnects in a CMOS integrated circuit are the conductors deposited on the
dielectric. In integrated circuits, interconnect lines are driven by CMOS logic gates.
For either an in-phase or out-of-phase transition, the coupling capacitance affects
the waveform shape of the output voltage and the propagation delay of each
inverter, primarily changing the speed of a CMOS integrated circuit. If one of these
CMOS logic gates is quiet, while other logic gates are in transition, the coupling
capacitance induces overshoots (signal rises above the ground) and undershoots
(signal falls below the ground) on the victim (quiet) line because of switching
activity on the aggressor (active) line. This unwanted interference from neighboring
signal wire to a network node is referred to as functional crosstalk or coupling noise
and seriously affects the circuit behavior, dissipates unnecessary dynamic power,
and introduces delay uncertainty within the circuit. Estimating the peak and timing
of this coupling noise is therefore important in order to ensure signal integrity and
avoid malfunctions.

One major advantage of CMOS digital circuits is that CMOS logic gates are
relatively immune to noisy environment [13]. In subthreshold, however, the ratio of
supply voltage to the transistor threshold voltage is less than unity, and this
advantage significantly gets diminished. Therefore, the problem of noise exagger-
ates in importance such that coupling noise becomes a serious threat to the con-
tinued growth in integration density and subthreshold circuit performance [9]. In
addition to the voltage change at the output of victim node, crosstalk also increases
the delay of active logic gates. The increased delay is not a concern for subthreshold
circuits since these tend to be low performance. However, there is very less work
exploring the effect of device subthreshold operation on coupling noise from the
perspective of modeling approach. Mathematical models in this direction if
developed will be very useful, as it is an essential area of research for ultra-low-
power applications.

Consequently, in this chapter analytical expressions for the output voltage and
coupling noise voltage in subthreshold regime for CMOS buffer-driven coupled
resistive–capacitive VLSI interconnects have been developed. Based on these
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expressions, the propagation delay and peak coupling noise voltage are determined.
The analysis has been carried out for 65-nm technology node. The accuracy of
analytical expressions is compared with SPICE.

5.1 Inv1 Input Switching from Low-to-High
and Inv2 Static High

In the following analysis, it is assumed that inverter 1 (Inv1) input shown in Fig. 4.2
transits from low-to-high, while input of inverter 2 (Inv2) is quiet (static high).
Thus, Inv1 is considered as aggressor and Inv2 victim. Under such input condition,
the coupling capacitance induces undershoots at the output of quiet inverter. This
coupled noise voltage may result in the logic failure of the VLSI circuit.

A simplified circuit model to analyze the coupling noise voltage at the output of
quiet inverter and propagation delay of the active inverter is shown in Fig. 5.1. The
related current directions are also shown. Current through PMOS transistor has
been neglected under the assumption of fast ramp input.

The signal at the input of Inv1 is assumed to be shaped as a rising ramp signal
and is given by

Vin1 ¼ VDD
t
sr

0� t� sr ð5:1Þ

MN1

R1

MN2

C1

R2

C2

Cc

V2

in2 DDV V=

in1V

V1

Fig. 5.1 Buffer-driven interconnects for aggressor input switching from low-to-high and victim
input at static high
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Input signal driving Inv2 is equal to VDD, i.e.,

Vin2 ¼ VDD ð5:2Þ

The current through MP1 transistor is small and is neglected under the
assumption of fast ramp. The differential equations governing the output voltage of
each MOS transistor are as given by

�ðC1 þ CcÞ dV1

dt
þ Cc

dV2

dt
¼ In1 þ R1ðC1 þ CcÞ dIn1dt

� R2Cc
dIn2
dt

ð5:3Þ

Cc
dV1

dt
� ðC2 þ CcÞ dV2

dt
¼ In2 � R1Cc

dIn1
dt

þ R2ðC2 þ CcÞ dIn2dt
ð5:4Þ

There are no tractable solutions to the differential equations (5.3) and (5.4). In
order to obtain the output voltages V1 and V2 of Inv1 and Inv2, respectively, it is
necessary to make certain simplifying assumptions.

5.1.1 Step Input Approximation

The input can be approximated as a step input if the transition time of the input
signal is smaller compared to the propagation delay of CMOS inverters and the
output transition time [96]. Under the step input approximation, differential equa-
tions, (5.3) and (5.4), become

�ðC1 þ CcÞ dV1

dt
þ Cc 1þ cn2R2ð Þ dV2

dt
¼ Bn1 ð5:5Þ

Cc
dV1

dt
� ðC2 þ CcÞ 1þ cn2R2ð Þ dV2

dt
¼ cn2V2 ð5:6Þ

Analytical expressions characterizing the output voltage of Inv1 and the coupling
noise voltage at the output of Inv2 before MN1 starts to operate in the linear region
are

V1 ¼ VDD � Bn1

C1 þ Cc
t þ Cc

C1 þ Cc
1þ cn2R2ð ÞV2 ð5:7Þ

V2 ¼ � Bn1Cc

cn2 C1 þ Ccð Þ 1� e�an2tð Þ ð5:8Þ
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The propagation delay of Inv1 tPHL1ð Þ is computed using (5.7) and Newton–
Raphson iteration as

Bn1

C1 þ Cc
tPHL1 þ

Cc

C1 þ Cc
1þ cn2R2ð ÞV2 ¼ 0:5VDD ð5:9Þ

Since the current through MN2 discharges the load capacitance C1, the propa-
gation delay is less than the estimated delay based on the load of C1 + Cc.

The peak of undershoot voltage occurs at s1nsat and is determined as

V2 peakð Þ ¼ � Bn1Cc

cn2 C1 þ Ccð Þ 1� e�an2s1nsat
� �

ð5:10Þ

It can be seen from (5.10) that peak coupling noise voltage is proportional to
Bn1=cn2 and Cc. Thus, if the effective output conductance of MN2 is increased, the
peak noise voltage can be reduced. This conclusion suggests that the size of the
MOS transistors within the quiet inverter should be increased. It can also be noted
that peak coupling noise voltage is also proportional to Bn1, therefore increasing the
aggressor driver size increases the peak noise. Furthermore, V2 decreases expo-
nentially in the sub-linear region.

The duration time s1nsat when MN1 leaves the sub-saturation region is determined
from (5.7) using the condition that at t ¼ s1nsat, V1 = 4Uth, for this data, Eq. (5.7)
provides

VDD � Bn1

C1 þ Cc
s1nsat þ

Cc

C1 þ Cc
1þ cn2R2ð ÞV2 ¼ 4Uth ð5:11Þ

From (5.11), s1nsat is obtained by using Newton–Raphson method. After s1nsat,
both active transistors operate in the linear region. The analytical solutions for this
region have been obtained in Sect. 4.2.

5.1.2 Neglecting Current Through MN2

The analysis described in this subsection is based on the assumption that current
through MN2 is negligible, i.e., γn2V2 is negligible compared to CcdV1/dt. Based on
this assumption, the differential equations governing the output voltages are given
by

�ðC1 þ CcÞ dV1

dt
þCc

dV2

dt
¼ In1þR1ðC1 þ CcÞ dIn1dt

ð5:12Þ

Cc
dV1

dt
� ðC2 þ CcÞ dV2

dt
¼ �R1Cc

dIn1
dt

ð5:13Þ
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The solutions of V1 and V2 in the range 0� t� sr are given as

V1 ¼ VDD � R1Bn1e
� VDD

gnUth e
VDD

srgnUth
t � 1

h i
� C2 þ Cc

C1C2 þ Cc C1 þ C2ð ÞVn;1 ð5:14Þ

V2 ¼ � Cc

C1C2 þ Cc C1 þ C2ð Þ
Bn1srgnUth

VDD
e�

VDD
gnUth e

VDD
srgnUth

t � 1
h i

ð5:15Þ

When the input signal reaches VDD at τr, MN1 continues to operate in the sub-
saturation region. The coupling noise voltage at the end of input transition is

V2 srð Þ ¼ � Cc

C1C2 þ Cc C1 þ C2ð Þ
Bn1srgnUth

VDD
1� e�

VDD
gnUth

h i
ð5:16Þ

After the input transition is completed, the current through MN2 cannot be
neglected since γn2V2 may be comparable to CcdV1/dt. After τr, the output voltages
V1 and V2 before MN1 enters into the sub-saturation region are described by

V1 ¼ V1 srð Þ � Bn1

C1 þ Cc
t � srð Þ

� Cc

C1 þ Cc
1þ cn2R2ð Þ V2 srð Þ þ V2;a

� �
1� e�an2 t�srð Þ

� � ð5:17Þ

V2 ¼ �V2;a þ V2 srð Þ þ V2;a
� �

e�an2 t�srð Þ ð5:18Þ

where

an2 ¼ cn2
1þ cn2R2

C1 þ Cc

C1C2 þ Cc C1 þ C2ð Þ ð5:19Þ

V2;a ¼ Cc

ðC1 þ CcÞcn2
Bn1 ð5:20Þ

The time when MN1 leaves the sub-saturation region and the propagation delay
time are determined from (5.11) by applying Newton–Raphson iteration. The peak
coupling noise voltage is approximated to occur at s1nsat and is equal to V2 s1nsat

� �
which is determined from (5.12).

5.2 Inv1 Input Switching from Low-to-High
and Inv2 Static Low

In this case, it is assumed that the input of Inv2 is at ground, while Inv1 transitions
from high-to-low. This is shown in Fig. 5.2. MN1 and MP2 are the active tran-
sistors in each inverter. The initial values of both V1 and V2 are VDD.
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Owing to the coupling capacitance, overshoots are exhibited at the output of
quiet inverter when aggressor driver switches from high-to-low.

The input to Inv1 is a ramp signalwhich is given by (5.1). The differential equations
governing the output voltage of Inv1 and Inv2 shown in Fig. 5.2 are given by

ðC1 þ CcÞ dV1

dt
� Cc

dV2

dt
¼ Ip1 þ R1ðC1 þ CcÞ dIp1dt

þ R2Cc
dIn2
dt

ð5:21Þ

Cc
dV1

dt
� ðC2 þ CcÞ dV2

dt
¼ In2 þ R1Cc

dIp1
dt

þ R2ðC2 þ CcÞ dIn2dt
ð5:22Þ

Here, Ip1 and In2 are the currents that flow across MP1 and MN2, respectively.
Similar to the previous analysis, there are no tractable solutions to the differential
equations (5.21) and (5.22). Analytical expressions characterizing the output volt-
ages V1 and V2 have been derived under simplifying assumption of step input.

5.2.1 Step Input Approximation

The differential equations (5.21) and (5.22) under the assumption of step input
reduce to

C1 þ Ccð Þ dV1

dt
� Cc

dV2

dt
¼ Ip1 þ R2Cc

dIn2
dt

ð5:23Þ

MN1

R1

C1

Cc

V2

in1V

V1

MP2
in2V 0=

C2

R1

Fig. 5.2 Buffer-driven interconnects for aggressor input switching from low-to-high and victim at
static low
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Cc
dV1

dt
� ðC2 þ CcÞ dV2

dt
¼ In2 þ R2ðC2 þ CcÞ dIn2dt

ð5:24Þ

Analytical expressions characterizing the output voltage of Inv1 and the coupling
noise voltage at the output of Inv2 before MN1 starts to operate in the linear region
are given by

V1 ¼ VDD � Bn1

C1 þ Cc
t þ Cc

C1 þ Cc
Vp2 ð5:25Þ

V2 ¼ VDD � CcBn1

C1 þ Ccð Þcp2
1� e�ap2tð Þ ð5:26Þ

where

Vp2 ¼ Cc

C1 þ Cc
Bn1 1� e�ap2tð Þ ð5:27Þ

ap2 ¼
cp2

1þ cp2R2

C1 þ Cc

C1C2 þ Cc C1 þ C2ð Þ ð5:28Þ

From (5.26), it is found that the coupling noise voltage is proportional to Bn1
�
cp2

and Cc. Thus, if the output conductance of MP2 is increased and the coupling
capacitance is decreased, the peak of overshoots gets reduced.

The peak overshoot across Inv2 is approximated to occur at t ¼ s1nsat and is given
by

V2 peakð Þ ¼ VDD � CcBn1

C1 þ Ccð Þcp2
1� e�ap2s1nsat

� �
ð5:29Þ

The time duration s1nsat when MN1 leaves the sub-saturation region and propa-
gation delay time tPHL1 are determined using (5.25) and Newton–Raphson iteration.
Since the current through MP2 slows down the discharge process, the propagation
delay is greater than the delay estimated assuming C1 þ Cc as the load capacitance.
After s1nsat, both active transistors operate in the sub-linear region. The analytical
solutions for this region have been obtained in Sect. 4.2.

The output voltage waveforms for the case when Inv1 switches from high-to-low
and input to the victim driver is kept high are shown in Fig. 5.3a, b, using the
proposed analytical approach and those obtained by SPICE simulations. Intercon-
nect length of 5 mm has been taken. A good agreement between the proposed
model and SPICE results is obtained. The error in the propagation delay of the
aggressor driver using the analytical model is 6.28 % compared to SPICE. The
voltage waveform of victim driver is shown in Fig. 5.3b. The peak negative noise
voltage predicted by the analytical model is 11.3 mV with 1.73 % error with respect
to SPICE.
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The verification of the proposed analytic approach and SPICE for the case when
aggressor driver switches from high-to-low and input of Inv2 is kept at static low
has been shown in Figs. 5.4 and 5.5. Two further test cases are considered. The test
cases consider different configurations of aggressor and victim lines and are as
given below:

(i) Li = 3 mm, s = 8 μm, w = 0.48 μm, R1, R2 = 140.4 Ω, C1, C2 = 237.08 fF,
Cc = 13.803 fF

(ii) Li = 4 mm, s = 2 μm, w = 0.6 μm, R1, R2 = 150.43 Ω, C1, C2 = 247.82 fF,
Cc = 85.444 fF

where w and s refer, respectively, to the line width and interconnect spacing.
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Interconnect impedance parasitics viz R1, R2, C1, C2, and Cc are obtained using
the PTM. The percentage errors in the propagation delays of Inv1 as predicted by
the proposed models with respect to SPICE are 9.12 and 5.8 %, respectively, for the
two test cases under consideration. The percentage errors in the estimation of peak
noise voltage are 0.76 and 2.6 % in Figs. 5.4b and 5.5b, respectively. Thus, pro-
posed analytical models capture propagation delay and peak noise voltage in the
closer proximity of SPICE simulations.

5.3 Design Guidelines for Crosstalk Avoidance

In this analysis, aggressor line width and line-to-line spacing are varied. The
dependency of negative and positive noise voltages on interconnect geometric
parameters (w, s) is shown, respectively, in Figs. 5.6 and 5.7. Increasing the width
of aggressor line increases the line-to-ground capacitance and reduces the parasitic
resistance. An increase in the ground capacitance decreases the coupling noise due
to the lower impedance offered by the line-to-ground capacitance. The increased
ground capacitance behaves as a filter, thereby reducing the coupling noise.
Interconnect impedance parasitics for different line width and spacing have been
provided in Table 5.1.

It can also be observed that increased spacing between the wires reduces the
peak noise voltage. It is because increased spacing decreases the coupling capac-
itance. For example, in Fig. 5.6a, the peak noise voltage is −27 mV for aggressor
line width and spacing each equal to 0.54 µm. The peak negative noise reduces to
18.9, 7.19, and 2.35 mV as w and s, respectively, are varied in the following order:
(0.8, 1 µm), (1, 3 µm), and (2, 8 µm).

Similarly, in Fig. 5.7b, peak positive noise decreases from 93.1 to 40.7 mV,
10.8 and 4.54 mV as w and s, respectively, are varied in the order (0.54, 0.54 µm)
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Table 5.1 Interconnect
parasitics for various
configurations

s, w (μm) R1, R2 (Ω) C1, C2 (fF) Cc (fF)

0.54, 0.54 83.57 68.246 153.504

0.8, 1 56.41 106.108 88.62

1, 3 45.128 161.108 30.242

2, 8 22.564 242.056 12.51
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(0.8, 1 µm), (1, 3 µm), and (2, 8 µm). Thus, increasing the aggressor line width and
spacing are effective noise avoidance techniques.

An important observation is that with increase in the aggressor driver width
(Wn1), peak crosstalk increases. For example, in Fig. 5.6, peak negative noise
voltage increases from 27 to 34.8 mV as Wn1 is increased from 97.5 nm to 2 μm.
Interconnect width and spacing both are equal to 0.54 μm. This conclusion confirms
the fact that peak crosstalk increases with the aggressor driver width (Eq. 5.10).

The relative sizes of aggressor and victim drivers also affect the coupling noise,
and coupling noise induced delay variation [227, 228]. The effect of victim driver
width on peak negative noise voltage is shown in Fig. 5.8. Line-to-line spacing is
varied from 0.5 to 6 μm.

It can be observed that increasing victim driver width reduces the peak negative
noise. This is because increasing victim driver size increases its output conductance.
This reduces the noise voltage that the victim driver can hold since the victim is
more effectively connected to a stable voltage, i.e., ground. For instance, peak
negative noise reduces by 95.2 % when MN2 is made 20 times larger, s being equal
to 0.5 μm. Victim driver sizing is thus an effective noise avoidance technique.
Increasing the size of the driver on the victim, however, increases the overall area,
making this technique subject to area constraints. It is also seen that peak negative
noise saturates for larger victim driver widths. This is owing to the fact that gate
capacitance of the victim driver increases which compensates for any reduction in
the peak negative noise caused by larger driver widths. Thus, only a limited
increase in victim driver sizing is advantageous. Alternatively, downsizing
aggressor driver decreases the coupling noise since the ability of the aggressor to
induce noise on the victim line is reduced. Decreasing the size of the driver on the
aggressor, however, reduces the coupling noise at the expense of increased delay.
Adjusting size of the aggressor driver to reduce crosstalk is therefore subject
to delay constraints. Furthermore, peak negative noise decreases by 2.34 mV
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(65 % reduction) when s is varied from 0.5 to 2 μm. Similar observations are also
made for peak positive noise voltage as shown in Fig. 5.9.

In this case also, analytical results obtained using the proposed models track
SPICE simulation results very closely. Peak positive noise voltage reduces by
0.69 mV (52 %) when spacing is increased from 2 to 4 μm, while it reduces by
0.11 mV (27.5 %) when s is varied from 6 to 8 μm. Victim driver width (Wn2) is
kept equal to 1 μm, and the corresponding PMOS width (Wp2) is 2.5 times Wn2.

The effect of interconnect length on peak negative and positive noise voltages is
shown in Figs. 5.10 and 5.11, respectively. Line length is varied from 1 to 5 mm. It
can be observed that peak noise increases with interconnect length. This is because
the associated parasitic impedance parameters increase with the interconnect length.
This increases the effective time constant of the victim driver, and consequently,
peak noise increases. The effect of line-to-line spacing is also observed, and peak
noise is seen to decrease with increased spacing. The proposed analytical model
tracks the SPICE simulation results quite accurately. The maximum percentage
error measured among all the observations is 5.75 and 6.32 %, respectively, for
peak negative and positive noise voltages.

A comparison of the propagation delay of the aggressor driver and peak noise
voltage based on the proposed analytical models and SPICE is presented in
Table 5.2. It is seen that the maximum percentage error in the propagation delay
using analytical model is 11.08 % with respect to SPICE, while the average per-
centage error is 4.03 %. The maximum and average percentage errors in peak
coupling noise voltage determined by the proposed analytic model with respect to
SPICE are 7.89 and 3.58 %, respectively. It is also observed that as the size of the
quiet inverter is increased, the peak noise voltage is reduced. This can be illustrated
by comparing the first and second rows of the Table 5.2. However, this technique
increases the propagation delay of the active CMOS inverter. This is not a major
concern since subthreshold circuits show low-speed performance.
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5.3.1 Power-Delay-Crosstalk-Product: Performance
Criterion

Power-delay-crosstalk-product (PDCP) is a figure of merit to characterize the
coupled interconnects performance when one inverter is active, while the other is
quiet. The effect of subthreshold and super-threshold operation on PDCP is also
investigated. The variations of PDC+P with interconnect length and victim driver
size in the aforementioned operating regimes are shown in Fig. 5.12. C+ refers to
the peak positive noise voltage.

It is observed that PDC+P in subthreshold (st) is lower by an order compared to
super-threshold. For example, in Fig. 5.12a, PDC+P is 2.04 and 27.23 aJV in
subthreshold and super-threshold regions, respectively, for 1 mm interconnect
length. Increase in PDC+P with interconnect length is expected since power

0

4

8

12

1 2 3 4 5

Pe
ak

 n
eg

at
iv

e 
no

is
e 

vo
lta

ge
 (

m
V

)

Interconnect length (mm)

SPICE_s = 2µm

Analytic_s = 2µm

SPICE_s = 4µm

Analytic_s = 4µm

SPICE_s = 8µm

Analytic_s = 8µm

SPICE_s = 10µm

Analytic_s = 10µm

Fig. 5.10 Peak negative
noise voltage with
interconnect length

0

2

4

6

8

10

12

14

1 2 3 4 5

Pe
ak

 p
os

iti
ve

 n
oi

se
 v

ol
ta

ge
 (

m
V

)

Interconnect Length (mm)

SPICE_s = 2µm

Analytic_s = 2µm

SPICE_s = 4µm

Analytic_s = 4µm

SPICE_s = 8µm

Analytic_s = 8µm

SPICE_s = 10µm

Analytic_s = 10µm

Fig. 5.11 Peak positive noise
voltage with interconnect
length

5.3 Design Guidelines for Crosstalk Avoidance 79



T
ab

le
5.
2

Pr
op

ag
at
io
n
de
la
y
an
d
pe
ak

no
is
e
vo

lta
ge

fo
r
In
v1

ac
tiv

e
an
d
In
v2

qu
ie
t

A
gg
re
ss
or

pa
ra
m
et
er
s

V
ic
tim

pa
ra
m
et
er
s

C
c

(p
f)

In
iti
al

st
at
e
of

In
v1

D
el
ay

of
In
v1

(n
s)

E
rr
or

(%
)

Pe
ak

vo
lta
ge

of
In
v2

(m
V
)

E
rr
or

(%
)

W
n1

(μ
m
)

R
1

(Ω
)

C
1

(p
f)

W
n2

(μ
m
)

R
2
(Ω
)

C
2

(p
f)

SP
IC
E

A
na
ly
tic

SP
IC
E

A
na
ly
tic

0.
1

20
8.
93

0.
3

0.
1

20
8.
93

0.
3

0.
1

L
ow

-t
o-
H
ig
h

12
8.
47

11
4.
7

10
.7
2

−
11
.5
4

−
11

4.
70

0.
1

20
8.
93

0.
3

1
20
8.
93

0.
3

0.
1

L
ow

-t
o-
H
ig
h

12
9.
14

12
4.
7

3.
44

−
1.
24

−
1.
23

1.
04

0.
1

20
8.
93

0.
4

1
20
8.
93

0.
4

0.
05

L
ow

-t
o-
H
ig
h

12
9.
81

12
1.
6

6.
32

−
0.
58

−
0.
53

7.
89

0.
1

20
8.
93

0.
4

0.
1

20
8.
93

0.
4

0.
05

L
ow

-t
o-
H
ig
h

12
9.
66

11
5.
3

11
.0
8

−
5.
68

−
5.
26

7.
37

A
gg
re
ss
or

pa
ra
m
et
er
s

V
ic
tim

pa
ra
m
et
er
s

C
c

(p
f)

In
iti
al

st
at
e
of

In
v1

D
el
ay

of
In
v1

(n
s)

E
rr
or

(%
)

Pe
ak

V
ol
ta
ge

of
In
v2

(m
V
)

E
rr
or

(%
)

W
p1

(μ
m
)

R
1

(Ω
)

C
1

(p
f)

W
n2

(μ
m
)

R
2
(Ω
)

C
2

(p
f)

SP
IC
E

A
na
ly
tic

SP
IC
E

A
na
ly
tic

0.
2

20
8.
93

0.
3

0.
1

20
8.
93

0.
3

0.
1

H
ig
h-
to
-L
ow

12
8.
21

12
8.
2

0.
01

13
.8
6

14
.0
0

1.
01

0.
2

20
8.
93

0.
3

1
20
8.
93

0.
3

0.
1

H
ig
h-
to
-L
ow

12
9.
05

12
8.
7

0.
27

1.
32

1.
30

1.
06

0.
2

20
8.
93

0.
4

1
20
8.
93

0.
4

0.
05

H
ig
h-
to
-L
ow

12
9.
73

12
9.
4

0.
25

0.
63

0.
61

2.
97

0.
2

20
8.
93

0.
4

0.
1

20
8.
93

0.
4

0.
05

H
ig
h-
to
-L
ow

12
9.
56

12
9.
4

0.
12

6.
11

6.
27

2.
56

80 5 Subthreshold Interconnect Noise Analysis



dissipation, propagation delay, and peak crosstalk increase with increase in inter-
connect parasitic impedance parameters.

It is seen from Fig. 5.12b that PDC+P decreases with increasing victim driver
width and then levels off beyond a certain width. For instance, PDC+P in sub-
threshold shows a marginal variation beyond 2 µm victim driver width. It has been
established earlier by the analysis that increasing victim driver width significantly
lowers the peak crosstalk. This, however, does not much affect the propagation
delay of the aggressor driver. On the other side, increasing victim driver width
increases average power dissipation. The combined effect is that PDC+P decreases
by 59.9 % as victim driver width is increased up to 2 μm. Similar variations are
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observed for PDC−P and are shown in Fig. 5.13a, b. C− refers to the peak negative
noise voltage. For example, in Fig. 5.13a, PDC−P in subthreshold increases from
1.93 to 16.32 aJV as Li is varied from 1 to 5 mm.

When victim driver width variations are considered as shown in Fig. 5.13b,
PDC−P in subthreshold regime also shows nominal variations beyond 2 μm victim
width. Thus, it is advantageous to keep interconnect and buffer dimensions limited
to smaller values. Another conclusion of this analysis is that PDC−P in subthreshold
(st) is lower by an order compared to super-threshold.

5.4 Concluding Remarks

In this chapter, the coupling noise behavior of capacitively coupled CMOS buffers
in subthreshold regime is presented. Analytical expressions characterizing under-
shoot and overshoot at the output of quiet inverter have been developed. Expres-
sions governing the output voltage and propagation delay of aggressor driver have
also been derived. The effect of victim driver width and interconnect length on peak
noise voltages is analyzed. The analytical models yield maximum percentage errors
of 5.75 and 6.32 % for negative and positive noise voltages, respectively, among all
the measured observations. The accuracy of these proposed models is also inves-
tigated under varying driver size and load conditions. Propagation delay estimates
are within 5 %, while peak noise voltage is in 3.58 % average error with respect to
SPICE. Thus, the proposed analytical models capture waveform shape, propagation
delay, and noise peaks quite efficiently. Design techniques are also suggested to
reduce the effect of coupling. It is shown that increasing line width, line-to-line
spacing, and victim driver size are effective noise avoidance techniques. However,
only a limited increase in the victim driver size and spacing is advantageous.

PDCP is defined as a figure of merit to characterize the performance of coupled
interconnects. A lower value of PDCP indicates better performance. It is found out
that that PDCP in subthreshold is lowered by an order compared to its super-
threshold counterpart. This in turn shall facilitate ultra-low-power interconnect
design.
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Chapter 6
Variability in Subthreshold Interconnects

Keywords Monte Carlo � Process corners � Parametric analysis � Variability �
Worst-case shift

As technology advances toward the nanometer regime, process variability has
emerged as a serious concern in the design of VLSI circuits including interconnects.
The process variations result in performance fluctuations in the circuit design and
pose challenges as technology scales down. According to ITRS, scaled down VLSI
technology together with novel process steps adds to the improvement and per-
formance of deep submicron devices. However, fabrication process tolerances have
not scaled proportionally with device dimensions. This has significantly increased
the variation susceptibility in several key process parameters during the device
fabrication. The increase in variability affects the design of low-power circuits in
the nanometer regime. This causes fluctuations in the IC performance. Therefore,
the relative impact of process variations on power and timing has become more
significant with each technology generation.

The increased variation of process parameters of nanoscale devices not only
results in higher average leakage but also causes a larger spread or standard variation
of leakage power. Besides, temperature also affects the subthreshold system design
and translates into exponential variations in the subthreshold current. Therefore, in
deep submicron technologies, process, voltage, and temperature variations are
becoming prominent factors affecting the design. Subsequently, this chapter focuses
on the impact of PVT variations in the subthreshold interconnect performance.

6.1 Process Variability

Process variability can be classified as inter-die (die to die) and intra-die (within
die). Inter-die or global variation refers to the variation from wafer to wafer or die to
die on a same wafer. Traditionally, inter-die variations have become the main
concern in CMOS digital circuit design. The inter-die variations constitute
parameter deviations from the nominal value and originate from factors such as the
processing temperature and equipment properties [229]. The intra-die variations are
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random in nature and occur due to the semiconductor manufacturing process such
as the random placement of dopant atoms in the channel region and channel length
variations within a die [21]. However, intra-die variations have become just as
important and their impact on frequency and power is becoming more and more
pronounced. These variations are further classified into three categories which
include device, interconnect and dynamic variations. It is therefore prudent to look
at their variability impact on the performance constraints.

6.1.1 Device Variations

The process variation at the device level is related with physical geometric structure
of the device. Device variations are fluctuations in MOS parameters such as
gate length and oxide thickness during the device fabrication. Variations in the gate
width are usually not considered since gate width is much larger than the gate
length. The variations present at the transistor level are commonly known as front-
end variations. These variations change the device threshold voltage and affect the
circuit performance. Even with small VT variations, drive currents of PMOS and
NMOS can differ by an order of magnitude or even more in subthreshold circuits.
As a consequence, the rise and fall times of output voltage differ significantly,
thereby impacting the switching frequency and power dissipation. Variations in
threshold voltage echoes for the propagation delay as well. The subthreshold cir-
cuits show a marked sensitivity toward threshold voltage variations and therefore
jeopardize the circuit operation. The threshold voltage accounts for 30 % of the
sources of variation in circuit performance. Threshold voltage variation has there-
fore always received a great deal of attention in the circuit design community. The
impact of device parameters on VT variations is discussed next.

(a) Effective Gate Length
Gate length variations in MOSFETs arise due to masking differences, etching
process, spacer definition, and source/drain implantation. Of these, the primary
sources of variation are the steps involved in the photolithographic and plasma
etching processes which are considered as systematic variations and hence can
be compensated. As gate length is reduced, the threshold voltage of short-
channel device decreases. This is due to the closer proximity of source and drain
areas whose surrounding depletion regions penetrate into a considerable portion
of the channel. Therefore, less charge beneath the channel must be inverted by
the gate voltage to reach the threshold voltage. The shift in n-channel threshold
voltage (ΔVT) originated by channel length scaling [230] is given as

DVT ¼ 2 Vbi � wsð Þ þ Vds½ � e�
Ln
2l þ 2e�

Ln
l

� �
ð6:1Þ

where Vbi is the built-in potential, ψs is the surface potential, and l is the
characteristic length. This analytical approximation defines a short-channel
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effect known as the threshold voltage roll-off. As a result, any reduction in
effective gate length increases the subthreshold leakage current and hence the
power consumption.

(b) Oxide Thickness
The oxide thickness variation is due to the thin-film deposition process but is a
relatively well-controlled parameter. Variations in the oxide thickness have a
considerable effect on the threshold voltage since any variation in tox impacts
the oxide capacitance. As a result, the variation in oxide thickness changes the
subthreshold leakage current exponentially and can have a catastrophic impact
on the power consumption in DSM technologies.

6.1.2 Interconnect Variations

Interconnects play significant role in determining the signal propagation, signal
integrity, and power consumption of digital systems. Interconnect parameters
include the width and thickness of metal line, spacing between interconnects, and
inter-layer dielectric. Variations in interconnect geometry such as width and spacing
arise due to the photolithographic and etching processes. Variations in the inter-
connect geometry result in change in the associated electrical parasitic impedance
parameters. These electrical parameter variations therefore directly affect the per-
formance of the circuit. The critical paths often contain long wires, and a good
description of the interconnect geometry variation is needed for accurate circuit
simulation. The variations in the several interconnection levels and dielectric layers
are also known as back-end variations.

6.1.3 Dynamic Variations

Dynamic variations include supply voltage and temperature variations. The vari-
ability in supply voltage in the power grid occurs due to voltage drooping and
currents being drawn by underlying devices. The variations of temperature which
vary throughout the die are based on the location of high activity blocks.

6.2 Variability Analysis

It is necessary to understand and model manufacturing process variations for the
prediction of device and circuit performance. This is because fluctuations in the
semiconductor fabrication processes result in undesirable variations in the circuit
performance. In order to analyze the effects of variability, three methods have been
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considered viz parametric, process corner, and Monte Carlo. The results obtained
are presented in this section.

6.2.1 Parametric Analysis

The parametric analysis is suitable for studying the impact of individual process
parameters on the circuit performance. In order to find out the parameter sensitivity,
the parameters are varied one at the time in the range of ±3σ, keeping the rest of the
values nominal. ±3σ has been considered as the worst-case shift in the respective
parameter value. The parameters varied are enlisted in Table 6.1 with their ±3σ
variations. These parameters have a normal distribution around their mean values.

In this analysis, 3σ variation of ±12.5 % in the device threshold voltage, ±15 %
in the effective channel length, and ±4 % in oxide thickness for both NMOS and
PMOS devices are considered. ±10 % variation in the supply voltage and ±15 % in
the interconnect resistance and capacitance per unit length are considered. The
influence of these parameter variations on the circuit performance parameters for in-
phase switching is derived for 65-nm technology. Comparison with SPICE simu-
lations is also presented.

Expressions characterizing variability in the propagation delay and power dissi-
pation as n-channel threshold voltage gets varied have been obtained using Eq. (4.32)
and formulation carried out in [36], respectively, and are governed by (6.2) and (6.3),
respectively, as

DtPHL1 VTð Þ ¼
sr
VDD

e�V 0
T � e�VT

� �
sr þ 0:5VDD

c21
� sr

VDD
1� e�VTð Þ ð6:2Þ

DP VTð Þ ¼
Bn1 e

VDD�V 0
T

gnUth

� �
� 1

" #

fCeffVDD þ Bn1 þ Bp1
� � ð6:3Þ

Table 6.1 Device parameters
for 65-nm technology node as
obtained by predictive
technology model and their
±3σ variations

Parameters 65-nm technology

NMOS (%) PMOS (%)

VT (V) 0.429 ± 12.5 −0.378 ± 12.5

Ln (Lp) (nm) 24.5 ± 15 24.5 ± 15

tox (nm) 1.2 ± 4 1.2 ± 4

VDD (V) 0.36 ± 10

R (Ω/mm) 21 ± 15

C (fF/mm) 30 ± 15
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Fluctuation in the n-channel transistor threshold voltage is represented by V 0
T.

Ceff is the output effective capacitance of aggressor driver switched per cycle and
has been determined in accordance with [231]. The effect of threshold voltage
variation on propagation delay and power dissipation can be seen in Fig. 6.1.

It is intuitive to learn from the plot that delay increases at a faster rate due to its
exponential dependence on the threshold voltage. It is observed that an increase in
the n-channel threshold voltage increases delay. Around ±29 % variation in delay is
observed when threshold voltage is varied around its mean by ±3σ. Variance of
power is less than that of delay with a maximum around 12 %. It may also be seen
that delay and power have a negative correlation as threshold voltage varies and the
variation in delay is higher than power for ±3σ values.

Similar to threshold voltage variations, fluctuations in tox and Ln also affect the
circuit performance. Expressions characterizing variability in the propagation delay
and power dissipation as oxide thickness/effective channel length gets varied are
governed by (6.4) and (6.5). Fluctuations in tox and Ln are contained in the terms
B0
n1 and B0

n2.

DtPHL1 tox=Lnð Þ ¼
0:5VDD

1
c021ðC2þCcÞB0

n1þCcB0
n2
� 1

c21ðC2þCcÞBn1þCcBn2

h i
sr þ 0:5VDD

c21
� sr

VDD
1� e�VTð Þ ð6:4Þ

DP tox=Lnð Þ ¼
B0
p1 � Bp1

� �
þ B0

n1 � Bn1

� �h i
fCeffVDD þ Bn1 þ Bp1

� � ð6:5Þ
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The effect of tox and Ln variation on circuit delay and power is seen in Fig. 6.2.
Oxide thickness given in Table 6.1 is varied around its ±3σ values, while the other
parameters remained nominal. The variation in delay is higher than power dissi-
pation for ±3σ range of oxide thickness as can be seen in Fig. 6.2a. The variance in
delay does not exceed ±14 %. Power dissipation varies to a lesser extent of ±2 %.
Smaller variations in power dissipation may be attributed to the smaller variations
in leakage power as oxide thickness gets varied around its mean value. The delay
and power dissipation also exhibit negative correlation. The dependence of delay
and power on the effective gate length variations is shown in Fig. 6.2b and follows
the similar trend of tox variations. Delay shows a variation of around ±6 %, while
maximum variance in power is 1.8 %.

The effect of supply voltage variations on propagation delay and power is dis-
cussed next. Compact analytical expressions governing variability in the propaga-
tion delay and power as supply voltage is varied have been derived using Eq. (4.32)
and those provided in [35], respectively, as

DtPHL1 VDDð Þ ¼
0:5
c21

V 0
DD � VDD

� �þ sr 1
VDD

� 1
V 0
DD

� �
1� e�VTð Þ

sr þ 0:5VDD

c21
� sr

VDD
1� e�VTð Þ ð6:6Þ

DP VDDð Þ ¼
V 0
DD Bn1e

V 0
DD

�VT
gnUth

� �
þ Bp1e

V 0
DD

�VT
gpUth

� �" #
� Bn1 þ Bp1
� �

VDD

fCeffV2
DD þ Bn1 þ Bp1

� �
VDD

ð6:7Þ
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Fluctuations in the supply voltage are represented by V 0
DD. Worst-case shift of

23.57 % in power and 20.21 % in delay are observed as supply voltage gets varied
by ±10 % from its mean value. This can be seen in Fig. 6.3. It is also intuitive to
learn from the plot that power dissipation increases as VDD increases and increases
at a faster rate due to the quadratic relation with VDD.

When interconnect capacitance variation is considered, delay gets varied to a
lesser extent of around ±5 % and power dissipation by ±5.9 % as shown in Fig. 6.4.
This is expected as delay and power have a linear relationship with the interconnect
capacitance. Interconnect resistance variation has not been considered, since in
subthreshold, circuit performance is dictated by the driver resistance and device
capacitance.

Analytical expressions governing variability in the propagation delay as load
capacitance gets varied have been derived using Eq. (4.32) developed in Chap. 4
and given by,

DtPHL1 ¼
0:5VDD

c021�c21
c21c

0
21

� �
sr þ 0:5VDD

c21
� sr

VDD
1� e�VTð Þ ð6:8Þ

When variations in the interconnect coupling capacitance are considered, max-
ima and minima get varied to an extent of ±15 and ±12 % as shown in Fig. 6.5. This
is because the peak noise voltage is directly proportional to the coupling
capacitance.
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6.2.2 Process Corner Analysis

In this method, the process corners have been used to analyze the effect on the
targeted requirements, i.e., power dissipation and delay. Using the combination of
NMOS and PMOS, models for different process corners viz fast–fast (FF),
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slow–fast (SF), typical–typical (TT), fast–slow (FS), and slow–slow (SS) are
considered where the first letter refers to the NMOS corner and the second letter
refers to the PMOS corner. For example, a corner designated as FS denotes fast
NMOS and slow PMOS. Fast and slow corners exhibit currents that are higher and
lower than normal, respectively. These models are called process corners as they
capture parameters that would make the circuit unusually fast or unusually slow.

The performance parameters of CMOS buffer-driven interconnect for different
process corners at 65-nm technology nodes are shown in Fig. 6.6. Temperature
variation is also analyzed. It may be seen from Fig. 6.6a that power dissipation
increases with increase in temperature. For transistors having lowest threshold
voltages, i.e., FF process corner, the variation of power dissipation with temperature
is sharp as compared to other process corners. For example, at 100 °C, power
dissipation in FF corner is 27.03 nW, while 9.91 nW in SS process corner. The
increment in power dissipation with temperature is mainly due to the exponential
sensitivity of subthreshold current with temperature.

Delay decreases with temperature for various process corners under consider-
ation as shown in Fig. 6.6b. This is because of the reduction in threshold voltage
with temperature and is 24.02 and 50.12 ns for FF and SS process corners at 25 °C.
The FF process corner gives the minimum delay but consumes maximum power.
Conversely, delay is maximum for SS corner and minimum for FF corner. The
variations corresponding to other process corners lie in between these.

The performance analysis of two-line, three-line, and five-line coupled inter-
connects is discussed next. The two-line, three-line, and five-line coupled inter-
connects are identified as 2L, 3L, and 5L, respectively. The buffer-driven three and
five coupled interconnects have been shown, respectively, in Figs. 6.7 and 6.8. C1,
C2, C3, C4, and C5 are the effective load capacitances of each CMOS inverter. Cc

(C12, C23, C34, and C45) is the coupling capacitance between two neighboring lines.
Out-of-phase switching is considered.

In Fig. 6.7, CMOS buffer driven by Vin2 transitions dynamically opposite to the
neighboring buffers. Likewise, in Fig. 6.8, CMOS buffer driven by Vin3 transitions
dynamically opposite to the neighboring buffers. These buffers or drivers in three-
and five-line coupled interconnects are considered to be victim nets.

Figure 6.9 depicts the average power dissipation and delay at the victim net for
various process corners at 130-nm technology node. It may be seen that SS process
corner gives the highest power efficiency with slowest speed. For FF process
corner, power dissipation is maximum as the currents are the highest. It is also
observed that 2L shows the least power dissipation and 5L shows the highest power
dissipation among the considered process corners. Similar trends are also observed
for 90- and 65-nm technology nodes and are shown in Figs. 6.10 and 6.11
respectively. For example, in 90-nm technology, for FF corner, power dissipation is
61.66, 111.84, and 213.72 nW for 2L, 3L, and 5L, respectively. At 65-nm tech-
nology, the propagation delay is 31.61, 36.33, and 37.87 ns for 2L, 5L, and 3L,
respectively. Thus, propagation delay is the highest for 3L and lowest for 2L. This
is because effective victim wire capacitance to the ground is (C + 2Cc), (C + 3Cc),
and (C + 4Cc) for 2L, 5L, and 3L, respectively, under out-of-phase stimulus [232].
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6.2.3 Monte Carlo Analysis

The technique is based on iteratively evaluating the response of the deterministic
model using sets of random numbers as inputs within certain specified ranges [233].
The typical–typical device model is used, and related parameters are varied using
Gaussian distribution with ±3σ deviation. To investigate the effects of process
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variability on the subthreshold interconnect performance, Monte Carlo simulations
have been performed for 1,000 runs at a temperature of 25 °C. Interconnect length
of 5 mm has been taken. The Monte Carlo delay histogram for VT variations with
opposite phase switching is shown in Fig. 6.12.

It may be seen that delay for 5-mm line is normally distributed with peak at 37,
41, and 44 ns for 2L, 3L, and 5L coupled lines, respectively. Thus, greater delay
variability is observed for 5L coupled interconnects. The delay and power
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Fig. 6.7 Buffer-driven three coupled lines terminated by capacitive loads
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histogram for oxide thickness variation with opposite phase switching is shown in
Fig. 6.13.

It is seen that for 68 runs, delay attains a value of 51 ns for two-line coupled
structure. For three- and five-line coupled structures, delay is 51 and 56 ns for more
than 60 and 50 runs, respectively. Propagation delay shows deviation from 31 to
70 ns, 33 to 77 ns, and 37 to 86 ns for 2L, 3L, and 5L coupled interconnect lines,
respectively. Thus, five-line structure shows maximum delay variability. From
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Fig. 6.13d, it is seen that power is also normally distributed with a peak of 91 nW
for 189 runs. Power shows deviation from 87 to 104 nW.

Table 6.2 compares the delay distribution parameters among Ln, tox, and VT. The
greater sensitivity of delay against threshold voltage variations is 487.41 %. This is
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because of the exponential dependence of subthreshold bias current on the threshold
voltage. Ln has the least effect, and quantitatively, it is 121.94 and 153.96 % for tox
variations. Simultaneous variability in all the process variables shows a very large
variation of 724.82 %. Despite the results being valuable and the accuracy being
good in this technique, Monte Carlo technique is computationally expensive,
especially when a large number of variables are involved as in studying the impact
of parameter variation in semiconductor processes.
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6.3 Effect of Temperature

It is well proven in the preceding chapters that interconnect delay, power dissipa-
tion, and crosstalk are the major showstoppers for performance improvement in
ICs. However, along with these, the concern of thermal effects on VLSI inter-
connects is also emerging as another severe system design restriction [234, 235].
Temperature impacts the performance, reliability, and power consumption of
integrated circuits.

The sources of temperature variation include ambient temperature and self-
heating. Due to this, a circuit on the die can experience a wide temperature range of
up to 0–70 °C for commercial applications and −55 to 125 °C for military appli-
cations. Temperature can vary across the die as well as with time as applications are
run. Spatial temperature variations occur when some circuits are more active or
denser, while others are less active. Temporal temperature variations occur when
the amount of computation changes on the die are switching on or off, changing the
power consumption. This in turn changes the temperature of the chip over time. The
temperature is a strong function of the dissipated heat and its removal mechanisms.
Keeping the overall operation temperature of a circuit low is consequently a
desirable goal. This can be accomplished by limiting the power dissipation of the
circuit and/or by using chip packages that support efficient heat removal [236].
Thus, it is essential to investigate the effects of temperature on delay and power
dissipation of electronic circuits and interconnects.

6.3.1 Delay Variation with Temperature

TheMOS transistor characteristics are strongly dependent on temperature. One of the
main parameters responsible for this is the effective mobility, which decreases with
temperature [237]. Effective mobility as a function of temperature (T) is given as

Table 6.2 Delay in five-line coupled structure using Monte Carlo simulations for various process
parameters

Process
parameters

Nominal
(ns)

Mean
(ns)

Standard
deviation
(ns)

Maximum
deviation from
nominal

Maximum devia-
tion per unit
nominal (%)

Ln 55.60 55.58 3.80 67.8 121.94

tox 55.60 55.94 8.71 85.6 153.96

VT 55.60 58.50 2.41 271 487.41

Leff + tox + VT 55.60 60.18 28.93 403 724.82
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lðTÞ ¼ lðTrÞ T=Trð Þ�j1 ð6:9Þ

where Tr is the room temperature in degrees Kelvin and κ1 is a constant technology-
dependent parameter. The value of κ1 varies usually from 1.2 to 2. Other temper-
ature-dependent parameters in MOS devices are the surface potential and the flat-
band voltage.

These effects are manifested in the value of the threshold voltage as an almost
straight-line decrease with temperature as shown in Eq. (6.10).

VTðTÞ ¼ VTðTrÞ � j2 T � Trð Þ ð6:10Þ

κ2 is usually between 0.5 and 3 mV/K. Thus, a temperature increase tends to
increase the drain current exponentially in the subthreshold region. Simultaneously,
increase in temperature decreases the threshold voltage and hence delay [238].
However, it increases the power dissipation. The on-resistance of the device is also
temperature dependent. Using the subthreshold current model, the on-resistance
Reqn

� �
of the device is given as

Reqn ¼ 1
cn

¼ 1

lnCox
Wn

Ln
ðgn � 1ÞUth

ð6:11Þ

The propagation delay as a function of temperature is obtained using Eq. (3.19)
presented in Chap. 3 and is given by (6.12) as

tPHL ¼ sr þ 0:5VDD

C

lnCox
Wn

Ln
ðgn � 1ÞU2

th

� 1� e�
VDD
gnUth

� �
RC þ srgnUth

VDD

� �
ð6:12Þ

Delay variation with temperature using the proposed model and SPICE among
various technology nodes is given in Table 6.3. It is observed that temperature rise
results in delay decrement. A good agreement is seen between the SPICE and

Table 6.3 Analysis of propagation delay with temperature using SPICE and analytical approach

Temperature
(°C)

Technology node

130 nm 90 nm 65 nm

Propagation delay (ns)

SPICE Analytic Error
(%)

SPICE Analytic Error
(%)

SPICE Analytic Error
(%)

25 111.92 104.30 6.81 105.33 109.10 3.58 100.25 104.3 4.04

50 108.75 100.50 7.59 103.74 104.70 0.93 99.12 100.5 1.39

75 106.03 97.25 8.29 102.28 101.10 1.15 97.98 97.25 0.75

100 103.58 93.30 9.92 101.11 97.80 3.27 96.91 94.44 2.55

125 101.45 90.94 10.35 100.02 94.30 5.72 95.85 91.94 4.08

Average error (%) 8.59 2.93 2.56
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analytical results. The average percentage errors are 8.59, 2.93, and 2.56 %,
respectively, for 130-, 90-, and 65-nm technology nodes. Furthermore, as tech-
nology scales, delay improves. For example, SPICE extracted delay at 25 °C is
111.92, 105.33, and 100.25 ns in 130-, 90-, and 65-nm technology nodes.

6.4 Concluding Remarks

The principal device and interconnect parameters and their variation impact on
circuit performance parameters viz power dissipation, delay, and crosstalk have
been investigated. The essential parameters to account for variations are threshold
voltage, oxide thickness, and effective channel length. The different approaches and
methodologies used to handle the impact of process variations in circuit design are
also examined. The variability analysis has been carried out using parametric,
process corner, and Monte Carlo techniques. Variations of the parameters are given
with a sigma sweep using parametric and Monte Carlo analysis.

Analytical expressions characterizing variability based on the parametric anal-
ysis have been developed. Variability estimates based on the analytical expressions
are within 10 % compared to SPICE. It is shown that delay shows a marked
sensitivity toward threshold voltage variations. For threshold voltage variations, the
variance of delay is ±29 %, while the worst-case shift in power dissipation is around
12 %. Power is relatively constant for other device parameter ±3σ variations with
maximum variance not exceeding ±2 %. However, power is most sensitive to
variations in the supply voltage and produce worst-case shift of 23.57 % as supply
voltage gets varied by ±10 % from its mean value. Variations in interconnect
coupling capacitance are also considered and produce ±15 and ±12 % variance in
maxima and minima, respectively. Different process corners have been used to
analyze the effect on the performance of two-line, three-line, and five-line CMOS
buffer-driven coupled interconnects. Five-line and three-line structures show
maximum variability in terms of power dissipation and delay. Monte Carlo analysis
shows that there is a significant increase in delay when ±3σ variations in the
threshold voltage occur.

The impact of temperature variations is investigated to analyze the thermal
effects in long interconnects. Temperature rise results in the delay decrement. It is
also observed that with every 25 °C rise in temperature, leakage power nearly
doubles for deep submicron technologies.

6.3 Effect of Temperature 101
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