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Preface

Our knowledge of the various human drug metabolizing enzyme systems contin-
ues to grow. In recent years, this expansion in knowledge has been fueled by
significant advances in molecular biology, the increased availability of human
tissue, and the development of reliable model systems and sensitive assay meth-
ods for studying drug metabolism in vitro. In fact, in vitro methodology has
become increasingly ‘‘standardized’’ and has been widely accepted by academic
institutions, the pharmaceutical industry and regulatory agencies. However, while
in vitro approaches can be used to screen large numbers of compounds preclini-
cally, it is recognized that accurate forecasting of drug–drug interaction is predi-
cated on sound knowledge of in vivo pharmacokinetics and the availability of
validated in vitro–in vivo correlations.

Towards this end, the purpose of Drug–Drug Interactions is to relate
pharmacokinetic concepts to the Michaelis–Menten kinetics describing in vitro
enzyme-catalyzed biotransformation reactions. With kinetics as a foundation,
the topic of drug–drug interactions is presented in terms of the various in vitro
models, representative enzyme systems (e.g., cytochromes P450 and UDP-
glucuronosyltransferases), and approaches (e.g., kinetics-based in vitro–in vivo
correlations, computer-aided molecular modeling studies and informational data-
bases). Although the subject matter focuses on metabolism-based drug–drug in-
teractions resulting from inhibition and induction of drug-metabolizing enzymes,
it is acknowledged that drug–drug interactions can occur via other mechanisms
(e.g., competition for drug transporters and binding sites on plasma proteins, or
pharmacodynamic drug–drug interactions).

An additional objective of this book is to present the subject of drug–drug
interactions from preclinical, clinical, toxicological, regulatory, and marketing
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perspectives. Therefore, it is hoped that Drug–Drug Interactions will be useful
to students and seasoned scientists in the fields of molecular biology, pharmacoki-
netics, enzymology, toxicology, drug metabolism, pharmacology, clinical phar-
macology, medicine, and medicinal chemistry. The subject matter will also ap-
peal to those involved in the marketing of drugs. In the end, the book will have
achieved its purpose if it serves merely to provoke constructive debate among
individuals within these various disciplines.

A. David Rodrigues
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1
Introducing Pharmacokinetic and
Pharmacodynamic Concepts

Malcolm Rowland
University of Manchester, Manchester, United Kingdom

I. SETTING THE SCENE

All effective drugs have the potential for producing both benefits and risks, asso-
ciated with desired and undesired effects. The particular response by a patient is
driven in one way or another by the concentration of the drug, and sometimes
its metabolites, at the effect sites within the body. Accordingly, it is useful to
partition the relationship between drug administration and response into two
phases, a pharmacokinetic phase, which relates drug administration to concentra-
tions within the body produced over time, and a pharmacodynamic phase, which
relates response (desired and undesired) produced to concentration. In so doing,
we can better understand, for example, why patients vary in their response to
drugs, which includes genetics, age, disease, and other drugs.

Patients often receive several or more drugs at the same time. Some dis-
eases, such as cancer and AIDS, demand the need for combination therapy, which
works better than can be achieved with any one of the drugs alone. In other cases,
the patient is suffering from several conditions, each of which is being treated
with one or more drugs. Given this situation, and the many potential sites for
interaction that exist within the body, it is not surprising that an interaction may
occur between them, whereby either the pharmacokinetics or pharmacodynamics
of one drug is altered by another. More often than not, however, the interaction
is of no clinical significance. This is because the response of most systems within
the body is graded, with the intensity of response varying continuously with the
concentration of compound producing it. Only when the magnitude of change in
response is large enough will an interaction become of clinical significance,

1



2 Rowland

which in turn varies with the drug. For a drug with a narrow therapeutic window,
only a small change in response may precipitate a clinically significant interac-
tion, whereas for a drug with a wide margin of safety, large changes in, say, its
pharmacokinetics will have no clinical consequence. Also, it is well to keep in
mind that some interactions are intentional, being designed for benefit, as often
arises in combination therapy. Clearly, the ones of concern are the unintentional
ones, which lead to either ineffective therapy through antagonism or lower con-
centrations of the affected drug or, more worryingly, excessive toxicity, which
sometimes is so severe as to limit the use of the offending drug or, if it occurs
too often or produces fatality, may result in its removal from the market.

This chapter lays down the conceptual framework for understanding the
quantitative and temporal aspects of drug–drug interactions, hereafter called drug
interactions, for simplicity. Emphasis is placed primarily on pharmacokinetic as-
pects, partly because pharmacokinetic interactions are the most common cause
of undesirable and, to date, unpredictable interactions and also because most of
this book is devoted almost exclusively to this aspect and indeed to one major
component of it, drug metabolism. Some pharmacodynamic aspects are also cov-
ered, however, for there are many similarities between pharmacokinetic and phar-
macodynamic interactions at the molecular level and because ultimately one has
to place a pharmacokinetic interaction into a pharmacodynamic perspective to
appreciate the likely therapeutic impact. Further reading is provided in the list
of references [1–5].

II. BASIC ELEMENTS OF PHARMACOKINETICS

As depicted in Figure 1 it is useful to divide pharmacokinetic processes in vivo
broadly into two parts, absorption and disposition. Absorption, which applies to
all sites of administration other than direct injection into the bloodstream, com-
prises all processes between drug administration and appearance in circulating
blood. Bioavailability is a measure of the extent of absorption of drug. Disposition
comprises both distribution of drug into tissues within the body and elimination,
itself divided into metabolism and excretion of unchanged drug. Disposition is
characterized independently following intravenous administration, when absorp-
tion is not involved.

Increasingly, aspects of potential drug interactions are being studied in vitro
not only with the aim of providing a mechanistic understanding but also with
the hope that the findings can be used to predict quantitatively events in vivo
and thereby to avoid or limit undesired clinical interactions. To achieve this aim
we need a holistic approach whereby individual processes are nested within a
whole body frame. That is, constructs (models) that allow us to explore the im-
pact, for example, of inhibition or induction of a particular metabolic pathway
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Figure 1 Schematic representation of processes comprising the pharmacokinetics of a
compound. Here terms are defined with respect to measurement in blood or plasma. Ab-
sorption comprises all events between drug administration and appearance at the site of
measurement. Distribution is the reversible transfer of drug from and to other parts of the
body. Elimination is the irreversible loss of drug either as unchanged compound (excre-
tion) or by metabolism. Disposition is the movement of drug out of blood by distribution
and elimination.

on, say, the concentration–time profile of drug in the circulating plasma or blood,
which is delivering drug to all parts of the body, including sites of action and
elimination. This approach also allows us to better interpret the underlying events
occurring in vivo following a drug interaction. To appreciate this last statement
consider the events shown in Figures 2 and 3 and the corresponding summary
data given in Table 1.

In Figure 2, pretreatment with the antibiotic rifampin shortened the half-
life and decreased the area under the plasma concentration–time (AUC) profile,
but not materially the peak concentration, of the oral anticoagulant warfarin,
whether given intravenously or orally. In contrast, pretreatment with the sedative
hypnotic pentobarbital reduced both the peak concentration and AUC of the anti-
hypertensive agent, alprenolol, following oral administration while apparently
producing no change in its pharmacokinetics after intravenous dosing. As can be
seen, these clinical studies show clear evidence of an interaction, with both actu-
ally involving the same mechanism, enzyme induction, but the effect is clearly
expressed in different ways. To understand why this is so, we need to deal first
with the intravenous data and then the oral data, that is, to separate disposition
from absorption.

For many purposes, because distribution is often much faster than elimina-
tion, as a first approximation the body can be viewed as a single compartment,
of volume V, into which drugs enter and leave. This is an apparent volume whose
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Figure 2 Half-life of the oral anticoagulant warfarin is shortened and its clearance in-
creased when given as a single dose (1.5 mg/kg) before (�) and while (�) subjects have
taken the enzyme inducer, rifampin, 600 mg daily for 3 days prior to and 10 days following
warfarin administration. The peak and duration in elevation of the prothrombin time, a
measure of the anticoagulant response, are both decreased when rifampin is coadminis-
tered. (From Ref. 6. Reproduced with permission.)

value varies widely among drugs, owing to different distribution patterns within
the body. The larger the volume, the lower the plasma concentration for a given
amount in the body. The other important parameter controlling the plasma con-
centration (C )–time profile after an intravenous bolus dose (the disposition kinet-
ics) is clearance (CL), a measure of the efficiency of the eliminating organs to
remove drug, given by

Rate of elimination � CL ⋅ C (1)

with units of flow (e.g., mL/min) such that

C �
Dose

V
⋅ e�(CL/V)⋅t (2)

Often, Eq. (2) is recast by substituting k, the fractional rate of elimination of the
drug, for CL and V, since
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Figure 3 Enzyme induction of alprenolol metabolism following pentobarbital treatment
produces minimal changes in events in plasma following intravenous administration of
alprenolol, 5 mg to subjects (� before, � during pentobarbital), but a marked lowering
of the plasma concentrations following oral administration of alprenolol, 200 mg (� be-
fore, � during pentobarbital). (From Ref. 7. Reproduced with permission.)

k �
Rate of elimination (CL ⋅ C)

Amount in body (V ⋅ C)
�

CL
V

(3)

So

C �
Dose

V
⋅ e�k⋅t (4)

It should be noted that k is related to half-life (t1/2) by

t1/2 �
0.693

k
�

0.693 ⋅ V

CL
(5)

Being independent parameters, one a measure of the extent of distribution
of drug within the body and the other a measure of the efficiency of the eliminat-
ing organs to remove drug from plasma, V and CL are frequently referred to as
primary pharmacokinetic parameters. While, the dependent ones, k and t1/2, are
secondary parameters, whose values change as a consequence of a change in CL,
V, or both. Thus drugs can have the same half-life but very different values of
clearance and volume of distribution, as seen in Figure 4. Also, clearly, once any
two parameters are known, the other is readily calculated.
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Table 1 Summary Pharmacokinetic Parameters Before and During Drug Interactions

Warfarin–rifampin interaction

Warfarin pharmacokineticsa

Dose AUC CL t1/2 V
(mg/kg) (mg � hr/L) (L/hr) (hr) (L)

Warfarin alone 1.5 600 0.18 47 12
Warfarin � rifampin 1.5 258 0.41 18 11

Alprenolol–pentobarbital interactionb

Alprenolol pharmacokinetics

Intravenous Oral

Dose AUC CL t1/2 Dose AUC t1/2 F
(mg) (mg-hr/L) (L/hr) (hr) (mg) (mg-hr/L) (hr) (%)

Alprenolol alone 5 0.067 75 2.3 200 0.71 2.3 26
Alprenolol � pentobarbital 5 0.058 86 1.9 200 0.15 2.4 6.5

a Abstracted from Ref. 7.
b Abstracted from Ref. 8.

A further important relationship, which follows by summing (integrating)
Eq. (1) over all times, when the total amount eliminated equals the dose, is

CL � �Dose
AUC� iv

(6)

which allows the estimation of CL from the plasma data. Armed with these rela-
tionships, the changes in the disposition kinetics for the two drugs become clear.
For alprenolol, because there was no measurable change in either AUC or t1/2,
there must have been no change in CL or V either. In contrast, the smaller AUC
during rifampin treatment signifies that the clearance of warfarin has increased,
although there was no change in V, since substitution of the respective values
shows that all the decrease in t1/2 (and increase in k) is totally explained by the
increase in CL (Table 1). Turning to the oral data, the only other relationship
that one needs is

F � CL ⋅ �AUC
Dose� oral

(7)



Pharmacokinetic and Pharmacodynamic Concepts 7

Figure 4 Log-log plot of clearance versus volume of distribution of various drugs in
human illustrating that for a given half-life, clearance and volume of distribution can vary
widely. (Adapted from Ref. 8. Reproduced with permission.)

Equation (7) follows from the knowledge that again the total amount elimi-
nated from the body (CL ⋅ AUC) must equal the total amount entering the sys-
temic circulation (F ⋅ Dose), where F is the extent of absorption, or oral bioavail-
ability, of the drug. Notice, without the intravenous data to provide an estimate
of CL, only the ratio F/CL can be assessed following oral dosing, severely lim-
iting the interpretation of events. Returning to the two interaction studies, analysis
of the combined oral and intravenous plasma data indicates that, whereas there
was no change in the oral bioavailability of warfarin (which is totally absorbed)
following pretreatment with rifampin, it was reduced from an already low control
value of 22% to an even lower value of just 6% for alprenolol after pentobarbital
pretreatment (see Table 1).

To gain further insights into these two interactions, we need to place every-
thing, and particularly clearance, on a more physiological footing. To do this,
consider the scheme in Figure 5, which depicts events occurring across an elimi-
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Figure 5 Schematic of the extraction of a drug by an eliminating organ at steady state,
illustrating the interrelationships between blood clearance, extraction ratio, and organ
blood flow. See text for appropriate equations. (From Ref. 1. Reproduced with permission.)

nating organ, receiving blood at flow rate Q containing drug entering at concentra-
tion CA and leaving at concentration CV. Then it follows that

Rate of elimination � Q(CA � CV) (8)

Often it is useful to express the rate of elimination relative to the rate of
presentation (Q ⋅ CA) to give the extraction ratio,

Extraction ratio, E �
Q(CA � CV)

Q ⋅ CA

�
CA � CV

CA

(9)
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And therefore, from the definition of clearance in Eq. (1), it follows that

CL � Q ⋅ E (10)

It is immediately evident from Eq. (10) that clearance depends on both organ
blood flow and extraction ratio. The extraction ratio can vary from 0, when no
drug is removed, to 1, when all drug within the blood is removed on a single
passage though the organ. Then, CL (strictly based on measurements in whole
blood to conserve mass balance) is equal to, and cannot exceed, organ blood
flow; clearance is then limited by, and is sensitive to, changes in perfusion rate.
For both warfarin and alprenolol, essentially all elimination occurs by hepatic
metabolism, and comparison of the estimated respective clearance values (0.18
L/hr and 65 L/hr) with the hepatic blood flow of 81 L/hr reveals that warfarin
has a low hepatic extraction ratio (EH), while for alprenolol it is very high, at
0.80. This difference in extraction ratios has a direct impact on oral bioavailabil-
ity, since all blood perfusing the gastrointestinal tract drains into the liver via
the portal vein before entering the general circulation. Consequently, because
only drug escaping the liver enters the systemic circulation, the oral bioavailabil-
ity of a high-extraction-ratio compound, such as alprenolol, is expected to be
low due to high first-pass hepatic loss. As already mentioned, this is indeed so.
Furthermore, its low observed bioavailability (22%) is very close to that predicted
assuming the liver is the only site of loss of orally administered compound. Then

Predicted oral bioavailability, FH � 1 � EH (11)

that is, 20%. In contrast, on this basis warfarin, with its very low estimated hepatic
extraction ratio (EH) is expected to have an oral bioavailability close to 100%.
This agrees with the experimental findings, supporting the view that such factors
as dissolution of the solid drug (administered as a tablet) and permeation through
the intestine wall do not limit the overall absorption of this drug.

A. A Model of Hepatic Clearance

To complete the task of explaining why the effect of induction manifests itself
so differently in the pharmacokinetics of warfarin and alprenolol, we need a
model that relates quantitatively changes in metabolic enzyme activity to changes
in extraction ratio and clearance. Fundamental to all models and indeed to much
of both pharmacokinetics and pharmacodynamics is that events are driven by
unbound drug in plasma and tissues, the drug bound to proteins and other macro-
molecules being too bulky to enter cells and interact with sites of elimination
and action. The most widely employed model of hepatic clearance in pharmacoki-
netics, but not the only one, is the well-stirred model [9–12] depicted in Fig-
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Figure 6 Well-stirred model of hepatic clearance. Exchange of drug between plasma
and hepatocyte and its removal from this cell involves unbound compound. Intrinsic clear-
ance, CLint, relates the rate of the elimination (by formation of metabolite(s), CLint, f, and
secretion of unchanged compound into bile, CLint,ex) to the unbound drug in the cell, CuH.
Cbout, Cuout are the bound and unbound concentrations of drug leaving the liver, at total
concentration Cout.

ure 6. This model assumes that distribution of drug is so fast in this highly vascu-
lar organ that the concentration of unbound drug in the blood leaving it is equal
to that in it. For this model,

EH �
fu ⋅ CLint

Q � fu ⋅ CLint

(12)

and therefore

CL � Q ⋅ EH �
Q ⋅ fu ⋅ CLint

Q � fu ⋅ CLint

(13)

which shows that in addition to blood flow CL and EH are controlled by fu, the
fraction of unbound drug in plasma (the ratio of unbound concentration in plasma,
Cu, to the total measured plasma concentration, C, or strictly fub, the ratio of Cu
to the whole blood concentration, to maintain mass balance across the liver), and
CLint the intrinsic clearance.

1. Intrinsic Clearance

Like clearance in general, (hepatic) intrinsic clearance is a proportionality con-
stant, in this case between rate of elimination and unbound concentration within
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the liver, CuH. That is, CLint � (Rate of elimination)/CuH. Conceptually, it is the
value of clearance one would obtain if there were no protein binding or perfusion
limitation, and is regarded as a measure of the activity within the cell, divorced
from any limitations imposed by events in the perfusing blood. As such, the value
of intrinsic clearance is often many orders of magnitude greater then for hepatic
blood flow. Inferred through the analysis of in vivo data, where one cannot mea-
sure events within the cell, and determined experimentally in vitro, the concept
of intrinsic clearance is critical not only to the quantitative interpretation and
prediction of drug interactions within the liver, but to pharmacokinetics in gen-
eral. And, since elimination can be by both metabolism and excretion, often op-
erating additively within an organ to remove drug, under nonsaturating condi-
tions,

CLint � � Vm
Km

� � Tm
Kd

(14)

or

CLint � � CLint, f � � CLint,ex (15)

where Vm, Km are the maximum velocity of metabolism and Michaelis–Menten
constant of each of the enzymes involved, alternatively expressed as their ratio,
the intrinsic clearance associated with formation of the metabolite, CLint, f. Simi-
larly, Tm, Kd are the transport maximum and dissociation constant of each of
the transporters involved in excretion, with their ratio, CLint,ex being the intrinsic
clearance associated with excretion. Now, recognizing that Vm is directly propor-
tional to the total amount of the respective enzyme, and induction involves an
increase in its synthesis that increases the amount, it follows that the intrinsic
clearance of the affected enzyme, and hence total CLint, also increases during
induction.

Examination of Eqs. (12) and (13) provides an understanding of the condi-
tions determining the extraction ratio and CL of a drug, and hence the influence of
induction itself. These relationships between CL, E, Q, fu, and CLint are displayed
graphically in Figure 7. Also, examination of Eq. (12) reveals that plasma protein
binding effectively lowers intrinsic clearance, by decreasing the unbound concen-
tration for a given total concentration delivered in blood. However, when the
effective intrinsic clearance (fu ⋅ CLint) �� Q, then it is seen that EH → 1 and
CL → Q. Under these circumstances, CL is perfusion rate limited and insensitive
to changes in CLint, which explains why induction of the metabolism of alprenolol
produced no noticeable increase in its clearance. Whereas, for a low-extraction
drug, such as warfarin (which is both a poor substrate for the metabolic enzymes



Figure 7 Influence of changes in (a) organ blood flow on clearance; (b) fraction of drug
unbound in plasma (fu) on extraction ratio; and (c) intrinsic clearance on extraction ratio,
predicted by the well-stirred model of hepatic clearance.
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and very highly protein bound, fu � 0.005), fu ⋅ CLint �� Q, so

CL � fu ⋅ CLint (16)

which explains why the increase in intrinsic clearance due to enzyme induction
is reflected in direct proportion by the measured clearance.

It remains to resolve the oral data, which is achieved as follows. Substitut-
ing Eq. (12) into Eq. (11) gives

FH �
Q

Q � fu ⋅ CLint

(17)

which, when further substituted with Eq. (12) into Eq. (7), provides the useful
relationship

AUCoral �
Dose

fu ⋅ CLint

(18)

From Eq. (18) we see that AUC following an oral dose depends only on fu and
CLint when, as happens with both warfarin and alprenolol, all administered drug
reaches the liver essentially intact. Accordingly, the oral AUC should decrease
with enzyme induction, irrespective of whether the drug is of high or low extrac-
tion ratio, as was observed.

In summary, changes in (hepatic) intrinsic clearance, whether due to induc-
tion or inhibition, are manifest differently in the whole-body pharmacokinetics
of a drug, depending upon whether it is of high or low clearance when given
alone. For drugs of low hepatic extraction ratio, changes in intrinsic clearance
produce changes in total clearance, and half-life, but minimal changes in oral
bioavailability. In contrast, for high-extraction-ratio drugs, which obviously must
be exceptionally good substrates for the (hepatic) metabolic or excretory transport
processes, a change in intrinsic clearance is reflected in a noticeable change in
oral bioavailability but not in clearance or half-life.

2. Plasma Protein Binding

In drug interactions, the most common cause of altered protein binding is dis-
placement, whereby one drug competes with another for one or more binding
sites, increasing fu of the affected drug. This can readily be assessed in vitro in
plasma using one of a variety of methods, such as equilibrium dialysis, ultrafiltra-
tion, or ultracentrifugation. However, being a competitive process, the degree of
displacement depends on the concentrations of the drugs relative to that of the
binding sites. Only when the concentration of one of the drugs approaches the
molar concentration of the binding sites will substantial displacement occur. In
practice, because most drugs are relatively potent, this does not occur as often
as one might have supposed, given so relatively few specific binding sites on
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plasma proteins. Even when substantial displacement does occur, it often is of
little to no therapeutic importance.

As seen from Eq. (13) (and Fig. 7) and emphasised in Eq. (16), an increase
in fu will only increase CL of drugs with a low extraction ratio, such as warfarin.
When the extraction ratio is high, as with alprenolol, CL is essentially unaffected
by a change in fu, since clearly all drug, whether initially bound or not, must
have been removed on the passage of the drug through the organ. That is, within
the contact time of blood within the liver, bound drug dissociates so rapidly that
all is available for removal as unbound drug is cleared. Notwithstanding, exami-
nation of Eq. (18) shows that, for all drugs, the AUC of the pharmacologically
important unbound species (fu ⋅ AUC) should be unaffected by displacement
following oral administration, which probably explains why no clinically signifi-
cant pure displacement interactions have been reported to date. Even so, displace-
ment may affect the half-life of a drug. As now examined, much depends on
the overall effect of displacement on the volume of distribution as well as on
clearance.

B. Model of Distribution

In its simplest form, the body may be viewed as comprising two aqueous spaces,
the plasma (volume, Vp) and the rest of the body (VT), as depicted in Figure 8,
with distribution continuing until at equilibrium the unbound concentrations, Cu
and CuT, respectively, are equal. Then, in each space relating unbound to total
drug concentration, though fraction unbound, and noting that the total amount

Figure 8 Simple model of drug distribution, with unbound drug equilibrating between
plasma and tissue.
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of drug in the body, A � V ⋅ C � Vp ⋅ C � VT ⋅ CT, it follows that

V � Vp � VT ⋅ fu
fuT

(19)

where fuT is the fraction of drug unbound in the tissue. The plasma volume is
around 0.05 L/kg. And for drugs that access all the cells, VT is 0.55L/kg, giving
a total body water space of 0.6L/kg. For many drugs the volume of distribution
is quite large, on the order of 1 L/kg or much greater. In these cases, the fraction
of drug in the body located in plasma can be ignored, and so V reduces to VT ⋅
fu/fuT, from which it is apparent that the volume of distribution varies directly
with fu and inversely with fuT. So displacement in plasma alone will always
increase the volume of distribution. For drugs of low volume of distribution,
�0.2L/kg, because they are predominantly located outside of cells, the situation
is complicated by the presence of substantial amounts of drug in the interstitial
space bathing the cells within tissues, where plasma proteins also reside. Dealing
with this situation is beyond the scope of this chapter [1].

Combining Eq. (19) with the model for organ clearance [Eq. (13)] facili-
tates prediction of the effect of displacement on half-life. For low-extraction-
ratio drugs, since CL � fu ⋅ CLint, and V � VT ⋅ fu/fuT, both CL and V will
increase to the same extent with displacement within plasma, so t1/2 (� 0.693 V/
CL) should remain unchanged. In contrast, half-life is expected to increase with
displacement in plasma of high-clearance drugs, since V always increases but
CL remains unchanged, being limited by organ blood flow.

III. CHRONIC ADMINISTRATION

Pharmacokinetic information gained following single-dose administration can be
used to help predict the likely events following chronic dosing, either as a con-
stant-rate infusion or multiple dosing, which often involves giving a fixed dose
at set time intervals.

A. Constant-Rate Infusion

During the infusion, the plasma concentration of drug continues to rise until a
steady state is reached, when the rate of elimination (CL ⋅ C ) matches the rate
of infusion. These relationships, displayed in Figure 9, are defined by:

During infusion C � Css(1 � e�kt) (20)

At steady state Css �
Rate of infusion

CL
(21)
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Figure 9 Approach to plateau following a constant rate of input is controlled solely by
the half-life of the drug. Depicted is the situation in which a bolus (↓) is immediately
followed by an infusion that exactly matches the rate of elimination, thereby maintaining
the plasma concentration. As the plasma concentration associated with the bolus falls ex-
ponentially, there is a complementary rise in that associated with the infusion. In 3.3 half-
lives the plasma concentration associated with the infusion has reached 90% of the plateau
value. (From Ref. 1. Reproduced with permission.)

Clearly, events at steady state depend only on clearance, while the time course
on approach to the plateau is governed only by k, and hence half-life, information
known from a single-dose study. Furthermore, calculations show that 50% of the
plateau is reached in one half-life and 90% in 3.3 half-lives. Accordingly, drugs
with short half-lives will reach steady state quickly, and those with half-lives in
the order of days will take over a week. Hence, knowing the t1/2 of a drug is
important when planning the duration of a study and the frequency of sampling
of blood to characterize kinetic events.

B. Multiple Dosing

Two additional features are observed on multiple dosing, accumulation and fluc-
tuation (Fig. 10). The former arises because there is always drug remaining in
the body from preceding doses and the latter because the rate of input varies
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Figure 10 Plasma concentrations of a drug following a multiple-dosing regimen, of
fixed dose and interval, intravenously (top) and orally (bottom). Note that in both cases
the area under the plasma concentration–time curve within a dosing interval at plateau is
equal to the total area following a single dose. (From Ref. 1. Reproduced with permission.)

throughout each dosing interval. Nonetheless, the rise to the plateau still depends
essentially only on the half-life of the drug, while within a dosing interval at
plateau, the amount eliminated (CL ⋅ AUCss) equals the amount absorbed, i.e.,

F ⋅ Dose � CL ⋅ AUCss (22)

where AUCss is the AUC at plateau. Furthermore, comparison of Eq. (22) with
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Eq. (7) provides a useful expectation when the same-size dose is given on a single
occasion and after multiple dosing, namely,

AUCss � AUCsingle (23)

Any deviation from this expectation implies that CL, F, or both must have
changed on multiple dosing. If found, the kinetics of the drug are said to be time
dependent.

An understanding of these kinetic principles helps in the planning and inter-
pretation of in vivo drug interaction studies, which are of many designs. One
goal is often to evaluate the full effects of an interaction, which generally requires
exposing the affected drug to the highest concentration of the offending drug,
which is at its plateau. So the offending drug needs to be administered for at least
3.3 of its half-lives and often for longer to ensure that the exposure is maintained
throughout the time course of the affected drug.

IV. A GRADED EFFECT

As already mentioned, practically all drug interactions are graded, being depen-
dent on the concentrations of the interacting drugs and, hence, on their pharmaco-
kinetics as well as manner of administration [1,4]. While many scenarios are
possible, for illustrative purposes consider the case of competitive inhibition of
one pathway (A) of metabolism of a low-clearance drug operating under linear
(nonsaturing) conditions in the absence of the inhibitor, all other factors being
constant. Then, for the affected pathway,

CLint,A,inhibited �
Vm

Km�1 �
I

Ki
�

or CLint,A,inhibited �
CLint,A

1 �
I

Ki

(24)

where CLint,A and CLint,A,inhibited are the respective intrinsic clearances of the affected
pathway in the absence and presence of the inhibitor, at unbound concentration
I. Also characterizing the inhibitor is the inhibitor constant Ki, defined as the
unbound concentration of inhibitor that effectively reduces the value of CLint,A

by one-half. Rearrangement of Eq. (24) gives the degree of inhibition of the
affected pathway, DI. Namely,

DI �
I/Ki

1 � I/Ki

(25)

which gives an alternative definition for Ki as the value of I that produces 50%
of the maximum degree of inhibition. It is immediately clear from Eqs. (24) and
(25) that the important factor is the ratio I/Ki. Thus, a compound may potentially
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be a potent inhibitor, expressed by a low Ki, but in practice a significant inhibitory
effect will arise only if I is high enough that I/Ki is large. Proceeding further,
let fm be the fraction of the total elimination of drug by the affected pathway in
the absence of inhibitor. Then, by reference to previous equations, with appro-
priate rearrangements, one obtains the following generalized equation that per-
mits exploration of the kinetics of this situation:

RI �
Css,inhibited

Css,normal

�
AUCsingle,inhibited

AUCsingle,normal

�
AUCss,inhibited

AUCss,normal

(26)
�

t1/2,inhibited

t1/2,normal

�
1

fm(1 � DI) � (1 � fm)

noting that (I � DI) � 1/(1 � I/Ki). Here RI is the ratio of Css, AUCsingle, AUCss,
and t1/2 in the presence (inhibited) and absence (normal) of the inhibitor. RI might
be thought of as the inhibitor index, giving a measure of the severity of the
impact of the interaction on whole-body events. Figure 11 shows the relationship
between RI and DI for various values of fm. Immediately apparent is that the
increase in RI becomes substantial only when fm � 0.5, no matter how extensive

Figure 11 Relationship between the inhibitor index, RI, and the degree of inhibition of
a metabolic pathway for various values of the fraction of drug eliminated by that pathway
in the absence of the inhibitor, fm.
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Figure 12 Effect of inhibition on the rate of accumulation of a drug given as a constant-
rate infusion, when fm � 1. Note that time is expressed in units of normal half-life and
concentration in units of the steady-state concentration in the absence of the inhibitor,
Css,normal. The greater the degree of inhibition, the longer the half-life and the longer it takes
to reach, and the higher is, the plateau.

the degree of inhibition of the affected pathway. Furthermore, note that RI in-
creases dramatically to values approaching 10 or greater the closer DI and fm
both approach 1. In other words, the problem becomes of very serious concern
when the affected pathway is the obligatory route for elimination of the drug and
is substantially inhibited. Fortunately, this situation does not arise that often in
clinical practice.

The other important aspect is the time scale over which the effect of inhibi-
tion is seen in plasma, such as on the time to reach plateau following chronic
drug administration, as illustrated in Figure 12 for the extreme case when fm �
1. Recall, it takes approximately four half-lives to reach the plateau. So, although
greater inhibition results in a substantial increase in the plateau concentration of
the affected drug, because its half-life is also progressively increasing, associated
with the decrease in clearance, it takes longer and longer to reach the new plateau.
This has several implications. First, the full effects of an interaction may occur
long after the inhibitor has been added to the dosage regimen of the affected
drug, with the danger that any resulting toxicity may not be associated by either
the patient or the clinician with the offending drug. Second, in planning in vivo



Pharmacokinetic and Pharmacodynamic Concepts 21

interaction studies during development, administration of the affected drug may
need to be maintained for much longer in the presence of the potential inhibitor
than based on the normal half-life of the drug. On passing, it is worth noting that
a possible exception is inhibition of a drug of high hepatic extraction ratio, such
as alprenolol. In this case, for moderate degrees of inhibition of intrinsic clear-
ance, the major changes will be in the AUC and peak plasma concentration, with
little change in half-life, because, as discussed previously for such drugs, clear-
ance is blood flow limited. Only when inhibition is so severe that the drug is
effectively converted from one of high extraction ratio to one of low extraction
will half-life also increase.

Third, the current scenario corresponds to the clinical situation of the af-
fected drug being added to the regimen of an individual already stabilized on the
inhibitor. Another, perhaps more common scenario, especially when the inhibitor
has just been introduced into clinical practice, is addition of the inhibitor to the
maintenance regimen of the affected drug. Then one needs to consider both the
pharmacokinetics and dosage regimen of the inhibitor as well as the changing
kinetics of the affected drug. This last scenario is illustrated in Figure 13. Upon
initiating the regimen of the second drug (inhibitor), its plasma concentration
rises toward its plateau with a time scale governed by its half-life. And as it rises,
so does the degree of inhibition of the affected drug, which in turn decreases its
clearance and prolongs its half-life. The net result is that it takes even longer for
the plasma concentration of affected drug to reach its new plateau than anticipated
from even its longest half-life, which is at the plateau of the inhibitor. The reason
for this is that in essence one has to add on the time that it takes for the inhibitor
to reach its plateau. Occasionally, the inhibitor has a much longer half-life than
the affected drug, even when inhibited. In this case, the rise of the affected drug
to its new plateau virtually mirrors in time the approach of the inhibitor to its
plateau.

Also shown in Figure 13 is the return of the affected drug to its previous
plateau on withdrawing the offending drug. This return is faster than during the
rise in the presence of the inhibitor because as the inhibitor falls, so does the
degree of inhibition, which then causes a shortening in the half-life and thus an
ever-accelerating decline of the affected drug. It is to be noted, however, that the
speed of decline is strongly determined by the kinetics of the inhibitor. If it has
a long half-life, its decline may be the rate-limiting step in the entire process, in
which case the decline of the inhibited drug parallels that of the inhibitor itself.

V. ADDITIONAL CONSIDERATIONS

So far analysis has centered on metabolic drug interactions. But there are many
pharmacokinetic interactions other than those occurring at enzymatic sites, such
as those involving transporters or altered physiological function.
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Figure 13 Simulation of drug interaction kinetics involving competitive inhibition. In
this scenario, Drug A is administered as a fixed-oral-dose regimen, first alone until a steady
state is reached, and then in the presence of a fixed-oral-dosage regimen of Drug B, which
inhibits the obligatory pathway for the elimination of Drug A, that is, fm � 1. As the
plasma concentration of Drug B rises, so does the degree of inhibition of Drug A, which
in turn reduces its clearance and effectively prolongs its half-life. Accordingly, the rise
to the new, higher plateau of Drug A takes much longer than when it is given alone, being
determined by both the pharmacokinetics and dosage regimen of Drug B as well as the
inhibitory potency of Drug B. In the current scenario, the clearance of Drug A is reduced
by an average of 86%, and its half-life increased sevenfold during a dosing interval at
plateau of Drug B.

A. Transporters

The quantitative and kinetic conclusions reached with metabolic drug interactions
apply equally well to those involving transporters effecting excretion, which re-
side in organs connected with the exterior, such as the liver via the bile duct,
with ultimately removal in feces (see Chap. 5 for more details). This is readily
seen by examination of Eq. (15). Being additive, a given change in either a meta-
bolic or an excretory intrinsic clearance (CLint, f or CLint,ex) will produce the same
change in the overall intrinsic clearance. Sometimes, a transporter interaction
occurs within internal organs, such as the brain, to produce altered drug distribu-
tion, not excretion. This occurs, for example, with inhibition of the efflux trans-
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Figure 14 Schematic depicting events occurring during absorption after oral adminis-
tration of a drug. Upon dissolution, the drug, in addition to having to permeate the intesti-
nal wall, must pass through the liver to reach the systemic circulation and subsequent sites
within the body. Loss of drug can occur at any of these sites, leading to a loss of oral
bioavailability. (From Ref. 1. Reproduced with permission.)

porter P-glycoprotein (PGP), located within the blood–brain barrier. For exam-
ple, normally virtually excluded from the brain by efflux, inhibition of PGP leads
to an elevation in brain levels of the substrate cyclosporin [13]. Even so, because
brain comprises less than 1% of total body weight, changes in the distribution
of drug within it, even when quite profound and of major therapeutic conse-
quence, will have minimal effect on the volume of distribution of the drug, V,
which reflects overall distribution within the body.

B. Absorption

Many interactions involve a change in either the rate or the extent of drug absorp-
tion, particularly following oral administration. There are many potential sites
for interaction, within the gastric and intestinal lumen, at or within the gut wall,
as well as within the liver (Fig. 14). As indicated in Figure 15, the consequences
of a change in absorption kinetics depend on whether the affected drug is given
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Figure 15 Impact of dosing frequency on the influence of a change in the kinetics of
absorption on events at plateau. Although clear differences are seen after a single dose
(left panel), these will also be seen at plateau only if the drug is dosed relatively infre-
quently (once every 24 hours in this scenario), when little accumulation occurs (middle
panel). With frequent dosing (once every 6 hours), accumulation is extensive, so changes
in absorption kinetics now have only a minor effect at plateau (right panel).

once or as a multiple-dosing regimen. A slowing in absorption kinetics will al-
ways result in a lower and later peak concentration, which could be critical if
the affected drug is intended for rapid onset of action, such as for the relief of
a headache. However, whether this difference is sustained on multiple dosing
depends heavily on the dosing frequency of the affected drug relative to its half-
life. When it is given infrequently, there is little accumulation, so the events at
plateau are similar to those seen following a single dose. However, when given
relatively frequently, because of extensive accumulation the amount absorbed
from any one dose is such a small fraction of that in the body at plateau that
events at plateau are insensitive to changes in absorption kinetics. In contrast,
changes in the extent of absorption seen during single-dose administration, what-
ever the cause, will still be seen on multiple dosing, irrespective of the frequency
of drug administration.

There are many causes of low, particularly oral, bioavailability, F. Some
of these occur in the gastrointestinal lumen, affecting dissolution of solid or its
stability, by changing, for example, pH so that only a fraction FA of the adminis-
tered dose reaches the epithelial absorption sites. However, only a fraction of
this may permeate through the intestinal wall into the portal blood, FG, and then
only another fraction, FH, escapes the liver and enters the systemic circulation.
Accordingly, because these sites of loss are arranged in series, it follows that the
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overall systemic oral bioavailability F is

F � FA ⋅ FG ⋅ FH (27)

Notice that overall bioavailability is zero if drug is made total unavailable at any
one of the three sites. Also, while measurement of F is important, which in turn
requires the administration of an intravenous dose, it is almost impossible to
rationally interpret a drug interaction affecting oral bioavailability without some
estimate of the events occurring at at least one of the three sites of loss. It usually
requires additional studies to be undertaken to untangle the various events, such
as comparing the interaction with both a solution and the usual solid dosage form
of the affected drug. Clearly, if no difference is seen, it provides strong evidence
that the interaction is not one affecting the dissolution of the drug from the solid.
Furthermore, the lack of an interaction following intravenous dosing of the af-
fected drug would then strongly point to the interaction occurring within the
intestinal wall.

C. Displacement

With many drugs highly bound to plasma and tissue proteins, and with activity
residing in the unbound drug, there has been much concern that displacement of
drug from its binding sites could have severe therapeutic consequences. In prac-
tice, this concern is somewhat unfounded. We have seen why this is so following
a single dose of a drug (Sec. II.A.2). It is also the case following chronic dosing.
Consider again a drug of low clearance, administered as a constant infusion.
Then, at steady state, when the rate of elimination (CLint ⋅ Cu) matches the rate
of infusion, it follows that

Rate of infusion � CL ⋅ Css � CLint ⋅ Cuss (28)

Now, displacement, by increasing fu, will increase CL (since CL � fu ⋅ CLint).
But because the events within the cell are unaffected by displacement, it follows
that CLint will not change and so therefore neither will Cuss, the therapeutically
important unbound concentration at steady state. Consequently, no change in
response is expected. Indeed, had no plasma measurements been made, one would
have been totally unaware that an interaction had occurred. Furthermore, if
plasma measurements are made it is important to determine the fraction of drug
unbound and unbound drug concentration; otherwise there is clearly a danger of
misinterpretation of the interaction.

VI. ADDITIONAL COMPLEXITIES

There is a whole variety of factors that further complicate both the interpretation
and quantitative prediction of the pharmacokinetic aspects of drug interactions.
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Most are either beyond the scope of this introductory chapter or are covered
elsewhere in this book. Several, however, are worth mentioning here. One is that
sometimes drug interactions are multidimensional, with more than one process
affected. For example, although no longer prescribed, the anti-inflammatory com-
pound phenylbutazone interacts with many drugs, as is well documented. One
in particular is noteworthy here, namely, the interaction with warfarin causing
an augmentation of its anticoagulant effect. On investigation, not only was it
found that phenylbutazone markedly inhibits many of the metabolic pathways
responsible for warfarin elimination, but it also displaces warfarin from its major
binding protein, albumin, making interpretation of the pharmacokinetic events
based on total plasma concentration problematic [13,14]. In such situations, and
indeed whenever possible, interpretation should be based on the more relevant
unbound drug.

Another complexity is the presence of multiple sites for drug elimination.
For example, increasing evidence points to the small intestine, in addition to
the liver, having sufficient metabolic activity to cause appreciable loss in oral
bioavailability of some drugs. Then unambiguous quantitation of the degree of
involvement of each organ in an interaction in vivo becomes difficult, unless one
has a way of separating them physically, such as sampling the hepatic portal
vein, which drains the intestine, to assess the amount passing across the intestinal
wall, as well as the systemic circulation, to assess the loss of drug on passage
through the liver.

Still another is the metabolites themselves, which may possess pharmaco-
logical and toxicological activity in their own right. Each metabolite has its own
kinetic profile, which often is altered during an interaction, through a change
either in its formation or occasionally in its elimination and distribution. Despite
these complexities, however, measurement of both drug and its metabolites can
often be very informative and provide more definitive insights into an interaction
than gained from measurement of drug alone [5].

The last complexity mentioned here is the pharmacokinetics of the inter-
acting drug itself, be it an inhibitor, an inducer, or a displacer. Given that drug
interactions are graded, and recognizing that individuals vary widely in their de-
gree of interaction for a given dosage regimen of each drug, it would seem sensi-
ble to measure both of them when characterizing an interaction. Unfortunately,
this is rarely done. Even in vitro, all too often it is assumed that the concentration
of the interactant is that added, without any regard to the possibility that it may
bind extensively to components in the system or be metabolically degraded. In
both cases, the unbound compound of the interacting drug is lower than assumed
and if ignored may give a false sense of comfort, suggesting that higher (unbound)
concentrations are needed to produce a given degree of interaction than is actually
the case. When measured in vivo it is usually the interacting drug in the circulat-
ing plasma rather than at the site of the interaction, such as the hepatocyte, which
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is inaccessible. In addition, the liver receives drug primarily from the portal
blood, where the concentration may be much higher than in plasma during the
absorption phase of the interactant, making any attempt to generate a meaningful
concentration–response relationship more difficult. Finally, because many drug
interactions involve competitive processes, the possibility always exists that the
interaction is mutual, with both drugs affecting each other, the degree of effect
exerted by each on the other depending on the relative concentrations of the two
compounds.

Despite these complexities, all is not lost. Through careful planning and
subsequent analysis of both in vitro and in vivo data, progress is being made
in our understanding of the mechanisms and pharmacokinetic aspects of drug
interactions.

VII. PHARMACODYNAMIC CONSIDERATIONS

Although when related to a dose the clinical outcome of a drug interaction may
appear the same, it is useful to distinguish between pharmacokinetic and pharma-
codynamic causes of the interaction. In the former case, the change in response
is caused by a change in the concentration of the affected drug, together perhaps
with one or more metabolites. In the latter, there may be no change in pharmaco-
kinetics at all.

One feature commonly experienced in pharmacodynamics but much less
in pharmacokinetics is saturability, giving rise to nonlinearity. Typically in phar-
macodynamics, on raising the concentration of drug, the magnitude of response
rises initially sharply and then more slowly on approach to the maximum effect,
Emax. This relationship is characterized in it simplest form, and displayed graphi-
cally in Figure 16, by

Effect, E �
Emax ⋅ C

EC50 � C
(29)

where EC50 is the concentration of drug that causes 50% of the maximum re-
sponse; it may be regarded as a measure of potency. This relationship is of the
same hyperbolic form as that used to describe Michaelis–Menten enzyme kinet-
ics. The reason why saturability is almost the norm in pharmacodynamics and
not in pharmacokinetics in vivo is that affinity of a drug for its receptor is often
many orders of magnitude greater than that for metabolic enzymes, so EC50 values
tend to be much lower than Km values. Accordingly, the concentrations needed
to produce the often desired 50–80% of Emax, which are already in the saturable
part of the concentration–response relationship, are well below the Km of the
metabolic enzyme systems. It also follows that quite large differences in plasma
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Figure 16 The wider the therapeutic index of a drug, the smaller the impact that a given
degree of inhibition, expressed in terms of the inhibitor index RI, has on the likelihood
of an increase in the frequency and severity of side effects. In this example, whereas a
fivefold increase in RI [from 1 (drug alone) to 5] produces a substantial increase in efficacy,
it causes only a marked increase in toxicity for the drug with a narrow therapeutic index
(right panel). The increase in toxicity for a drug with a wide therapeutic window is minimal
(left panel).

concentration of drugs when operating in the 50–80% Emax range will produce
relatively small changes in response. So why the concern for pharmacokinetic
drug interactions? The answer is complex, but one reason is that as one pushes
further toward the maximum possible response, Emax, the body sometimes goes
into a hazardous state, putting the patient at risk. An example of this is seen
with warfarin, used to lower the concentrations of the clotting factors, thereby
decreasing the tendency to form clots, through inhibition of the production of
these clotting factors. Normally, inhibition is modest. However, if inhibition is
too severe, the clotting factors fall to such low concentrations that internal hemor-
rhage may occur, with potential fatal consequences. This is clearly an example
of the adverse effect being the direct extension of the pharmacological properties
of the drug.

In many other cases, the limiting toxicity is not an extension of its desired
effect but rather arises from a different effect of the drug, such as excessive
intestinal bleeding associated with some anti-inflammatory agents. And, as stated
in the introduction, and illustrated in Figure 16, the likelihood of a clinically
significant interaction occurring for a given change in plasma concentration of
the drug depends on its therapeutic window. The wider the window, the bigger
the increase in plasma concentration of a drug needed to produce a significant
interaction.
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Pharmacodynamic interactions occur when one drug modifies the pharma-
codynamic response to the same concentration of another. In most cases the
mechanism of the effect of each is known, so the outcome is predictable such
that the combination is either used in therapy to benefit or is contraindicated, if
it is anticipated to produce undesirable effects. The interaction can result in addi-
tivity, but also sometimes in synergism or antagonism, when the response is either
greater or less than expected for additivity [16–19]. Additivity occurs when the
increase in response produced by the addition of the second drug is that expected
from the concentration–response curve for each substance. A common example
of additivity is seen with full agonists and antagonisms competing for the same
receptor. Then the response to the mixture of compounds, A and B, for full ago-
nists, for example, is

Effect E �
Emax (CA/EC50,A � CB/EC50,B)
1 � CA/EC50,A � CB/EC50,B

(30)

The important features of this type of interaction are that each drug alone
produces the same maximum response, Emax, and that each drug effectively in-
creases the EC50 value of the other. Accordingly, in terms of drug interactions,

Figure 17 When two drugs, drug A and drug B, are full competitive agonists (or antago-
nists) the effect of drug B on drug A depends on the fraction of the maximum effect
achieved by drug A in the absence of drug B. As can readily be seen, the closer to Emax

achieved by drug A alone, the smaller the impact of drug B.
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as shown in Figure 17, however much drug B is added to drug A, one cannot
exceed Emax, so the nearer the effect is to Emax with one drug alone, the lower
the impact of the addition of the other. The consequences of approaching the
Emax are the same, however, as with a pharmacokinetic interaction, as discussed
earlier. The situation is more complex, but the principle is the same, when the
interacting drugs are partial agonists or antagonists, each with their own Emax

value, which is less than the maximum possible with a full agonist or antagonist,
or a mixture of the two. However, frequently two drugs with the same efficacy
will have different toxicity profiles, so for a given degree of efficacy the combina-
tion, which requires less of each drug, may well produce less adverse reactions,
a clinical advantage.

In summary, a sound understanding of pharmacokinetic and pharmaco-
dynamic concepts not only enables one to place in vitro information into an in
vivo framework, but also helps in both the design and the interpretation of in
vitro and in vivo drug interaction studies.
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In Vitro Enzyme Kinetics Applied to
Drug-Metabolizing Enzymes

Kenneth R. Korzekwa
Camitro Corporation, Menlo Park, California

I. INTRODUCTION

Most new drugs enter clinical trials with varying amounts of information on the
human enzymes that may be involved in their metabolism. Most of this informa-
tion is obtained from (1) animal studies, (2) human tissue preparations in conjunc-
tion with chemical inhibitors or antibodies, and (3) expressed enzymes. This
chapter will focus on the techniques used to characterize the in vitro metabolism
of drugs. Although many enzymes may play some role in drug metabolism, this
chapter will focus on the cytochrome P450 enzymes (P450). The P450 superfam-
ily of enzymes represents the most important enzymes in the metabolism of hy-
drophobic drugs and other foreign compounds, and many drug–drug interactions
result from altering the activities of these enzymes. Although other drug-metabo-
lizing enzymes have not been studied as extensively as the P450 enzymes, most
share a characteristic with the P450s that is relatively unique for enzymes: broad
substrate selectivity. This versatility has a profound influence on the enzymology
and kinetics of these enzymes. Therefore, many of the techniques described for
the P450s may apply to other drug-metabolizing enzymes as well.

There is a substantial amount of effort in the area of drug metabolism
toward predicting in vivo pharmacokinetic and pharmacodynamic characteristics
from in vitro data. If valid, these in vitro–in vivo correlations could be used to
predict the potential for drug interactions as well as the genotypic and phenotypic
variabilities in the population. A very significant advance in preclinical drug me-
tabolism is the cloning and expression of the human P450 enzymes. This allows
the individual human enzymes involved in the metabolism of a particular drug
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or other xenobiotic to be identified directly and their kinetic properties (Km and
Vm) characterized. This information can be used to predict which enzymes may
be involved at physiologically relevant concentrations, drug–drug interactions,
and population variability due to variations in genotype and phenotype.

A simple approach to screen a new drug for metabolism or potential drug
interactions is to determine the inhibition kinetics for a standard assay. The use
of standard assays precludes the need to develop assays for the metabolites of
new drug candidates and allows many compounds to be screened rapidly. With
this approach, a standard assay is developed for each P450 enzyme. Metabolism
is observed in the presence of varying concentrations of the new compound.
Competitive inhibition kinetics suggests that the compound is binding to the P450
active site. If the inhibition constant (Ki) is within physiologically relevant con-
centrations, the compound is likely to be a substrate for that P450 and is likely
to have interactions with other drugs metabolized by that P450. The kinetic con-
stants (Km and Vm) can then be determined for the enzymes that are likely to be
important.

Most P450 oxidations and drug interactions can be predicted from inhibi-
tion studies, since most P450 inhibitors show competitive Michaelis–Menten ki-
netics. However, there are examples of unusual kinetics, and most of these are
associated with CYP3A oxidations. In this chapter, both Michaelis–Menten ki-
netics and more complex kinetics will be discussed. General experimental proto-
cols that can be used to obtain and analyze kinetic data will be presented, and
the implications of the results when predicting drug interactions will be discussed.

II. MICHAELIS–MENTEN KINETICS

A drug that binds reversibly to a protein as shown in Figure 1a displays hyper-
bolic saturation kinetics. At equilibrium, the fraction bound is as described by
Eq. (1), where Kb � k21/k12:

[ES]
[Et]

�
[S]

(Kb � [S])
(1)

The binding affinity and therefore the concentration dependence of the pro-
cess is described by the binding constant Kb. Likewise, when a drug binds revers-
ibly to an enzyme, the reaction velocity usually shows hyperbolic saturation ki-
netics. Under steady-state conditions, the velocity of the simple reaction shown
in Figure 1b can be described by the Michaelis–Menten equation:

v

Et
�

Vm[S]
Km � [S]

(2)



In Vitro Enzyme Kinetics 35

Figure 1 Simple schemes for (a) protein binding and (b) enzyme catalysis.

In this equation, a hyperbolic saturation curve is described by two constants, Vm

and Km. In the simple example in Figure 1b, Vm is simply k23[Et] and Km is k12/
(k21 � k23). Vmax (or Vm) is the reaction velocity at saturating concentrations of
substrate, and Km is the concentration of substrate that achieves half the maximum
velocity. Although the constant Km is the most useful descriptor of the affinity
of the substrate for the enzyme, it is important to note the difference between
Km and Kb. Even for the simplest reaction scheme (Fig. 1b) the Km term contains
the rate constant for conversion of substrate to product (k23). If the rate of equilib-
rium is fast relative to k23, then Km approaches Kb.

More complex enzymatic reactions usually display Michaelis–Menten ki-
netics and can be described by Eq. (2). However, the forms of constants Km and
Vm can be very complicated, consisting of many individual rate constants. King
and Altman [1] have provided a method to readily derive the steady-state equa-
tions for enzymatic reactions, including the forms that describe Km and Vm. The
advent of symbolic mathematics programs makes the implementation of these
methods routine, even for very complex reaction schemes. The P450 catalytic
cycle (Fig. 2) is an example of a very complicated reaction scheme. However,
most P450-mediated reactions display standard hyperbolic saturation kinetics.
Therefore, although the rate constants that determine Km and Vm are generally
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Figure 2 P450 catalytic cycle.

unknown for the P450 enzymes, the values of Km and Vm can be experimentally
determined. Another constant that has important implications in drug metabolism
is the ratio of Vm to Km, or V/K. This is the slope of the hyperbolic saturation
curve at low substrate concentrations. Since most P450-mediated reactions have
relatively high Km values, most drug metabolism occurs in the linear or V/K
region of the saturation curve.

A. Experimental Determination of In Vitro Kinetic
Parameters

1. P450 Enzyme Preparations

The P450 enzymes are found primarily in the other membrane of the endoplas-
mic reticulum. Enzyme activity requires that the enzyme be integrated into a
membrane that contains P450 reductase and, for some reactions, cytochrome b5.
Characterization of the saturation kinetics for the P450 enzymes can be deter-
mined using a variety of enzyme preparations, including tissue slices, whole cells,
microsomes, and reconstituted, purified enzymes. The more intact the in vitro
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preparation, the more likely that the environment of the enzyme will represent
the in vivo environment. However, intact cell preparations do not generally give
kinetic parameters that are observed with microsomal preparations. This could
be due to factors such as limiting diffusion into the cells or binding to intracellular
proteins. Therefore, when whole-cell preparations are used, observed kinetic
characteristics may not provide the true kinetic constants for the enzyme being
studied.

Microsomal preparations generally provide reproducible kinetic analyses
when only one enzyme is involved in the reaction. However, microsomal prepara-
tions (and other intact preparations) contain many different P450 enzymes. Al-
though this characteristic is useful when trying to mimic the metabolic character-
istics of an organ, it is a drawback when trying to characterize the kinetic
constants of an individual P450 enzyme or when trying to determine which en-
zyme is involved in the metabolism of a particular drug. Due to the generally
broad substrate selectivities of the P450 enzymes, most observed metabolic reac-
tions can be catalyzed by more than one enzyme. Interindividual variability in
the content of the different P450s makes it even more difficult to determine the
different kinetic parameters when more than one enzyme is involved in a given
reaction.

Preparations containing a single P450 isozyme are available as either ex-
pression systems or purified, reconstituted enzymes. The P450s have been ex-
pressed in bacterial, yeast, insect, and mammalian cells [2]. Most of these en-
zymes can be used in the membranes in which they are expressed. However, in
order to obtain adequate enzyme activity for most expression systems, it is neces-
sary to supplement the membranes with reductase and in some cases b5. This is
accomplished by either supplementing the membranes with purified coenzymes
or by coexpression of the coenzymes. Alternatively, the P450 enzymes can be
purified and reconstituted with coenzymes into artificial membranes.

Every enzyme preparation has advantages and disadvantages. Microsomes
may more closely represent the in vivo activity of a particular organ, but kinetic
analyses are complicated by the presence of multiple enzymes. It is not possible
to spectrally quantitate the content of any individual enzyme when a mixture of
enzymes is present. Expression systems provide isozymically pure preparations,
but they also have disadvantages. The P450 enzymes are membrane bound, and
for the nonmammalian expression systems the membranes may have different
interactions with the P450 proteins. Although expression levels in most of the
systems are adequate for spectral quantitation, coexpression of the coenzymes
adds variability to different batches. Reconstituted enzymes allow for the exact
control of enzyme and coenzyme content. However, the membranes are artificial
and can have an influence on enzyme activity. For example, whereas most P450
enzymes can be reconstituted into dilaurylphosphatidylcholine (DLPC) vesicles,
the CYP3A enzymes require the presence of both unsaturated lipid and a small
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amount of nonionic detergent [3]. Finally, these differences are further compli-
cated by unpredictable influences of ionic strength, pH, etc. of the incubation
medium, as will be discussed next.

2. Incubation Conditions

Enzyme kinetics are normally determined under steady-state, initial-rate condi-
tions. This places several constraints on the incubation conditions. First, the
amount of substrate should greatly exceed the enzyme concentration, and the
consumption of substrate should be held to a minimum. Generally, the amount
of substrate consumed should be held to less than 10%. This ensures that accurate
substrate concentration data is available for the kinetic analyses and minimizes
the probability that product inhibition of the reaction will occur. This constraint
can be problematic when the Km of the reaction is low, since the amount of
product (10% of a low substrate concentration) may be below that needed for
accurate product quantitation. One method to increase the substrate amount avail-
able is to use larger incubation volumes. For example, a 10-ml incubation has
10 times more substrate available than a 1-ml incubation. Another method is to
increase the sensitivity of the assay, e.g., using mass spectral or radioisotope
assays. When more than 10% of the substrate is consumed, the substrate concen-
tration can be corrected via the integrated form of the rate equation (Dr. James
Gillette, personal communication):

v

Et
�

Vm[Ŝ]
Km � [Ŝ]

(3)

where

[Ŝ] �
[S]0 � [S] f

ln
[S]0

[S] f

(4)

In Eq. (3), [S]0 and [S] f are starting and ending substrate concentrations. [Ŝ]
approaches [S] when substrate consumption is small, and [Ŝ] is substituted for [S]
to correct for excess substrate consumption. In these analyses, however, substrate
inhibition can be a problem if the product has a similar affinity to the substrate.
Fortunately, most P450 oxidations produce products that are less hydrophobic
than the substrates, resulting in lower affinities to the enzymes. There are excep-
tions, including desaturation reactions that produce alkenes from alkanes [4] and
carbonyl compounds from alcohols. These products have hydrophobicities that
are similar or increased, relative to their substrates.

A second constraint is that the reaction remain linear with time. In the
presence of reducing equivalents, the P450 enzymes will generally lose activity
over time. Provided that the loss of substrate is not dependent on substrate con-
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centration, this will alter the Vm of the enzyme but not the Km. For the P450
reactions, the presence of substrate in the active site can either protect the enzyme
or increase its rate of deactivation. Substrate dependence on stability can generate
inaccurate saturation curves. Enzyme stabilization can result in a sigmoidal satu-
ration curve for an enzyme showing hyperbolic saturation kinetics, and enzyme
destabilization can show substrate inhibition if the enzyme content varies over
the incubation time. The reaction should also be linear with enzyme concentration
to ensure that other processes, such as saturable, nonspecific binding, do not alter
the enzyme saturation profile.

B. Analysis of Michaelis–Menten Kinetic Data

By far, the best method of determining kinetic parameters is to perform an appro-
priately weighted least-squares fit to the relevant rate equation [5]. Popular pro-
grams available at the time of this writing include WinNonlin from Pharsight,
GraFit by Erithacus Software, and Axum from Mathsoft. Although reciprocal
plots are useful for determining initial parameters for the regression and for plot-
ting the results, initial parameters for a single enzyme showing hyperbolic satura-
tion kinetics can be obtained by inspection of the data. When more than one
enzyme is present, e.g., in microsomes, the data can be fit to combined Michaelis–
Menten equations:

v

[Et]
�

Vm1[S]
Km1 � [S]

�
Vm2[S]

Km2 � [S]
⋅ ⋅ ⋅ �

Vmn[S]
Kmn � [S]

(5)

If the highest substrate concentrations show a linear increase in velocity, the last
component of the rate equation should be V/K, i.e., vn � (V/K)n. Inclusion of
additional rate components should be justified by statistical methods, such as
comparing F values for the regression analyses or the minimum Akaike informa-
tion criterion estimation (MAICE) [6,7].

C. Reaction Conditions

In addition to the preceding complexities, the P450 enzymes have some unique
characteristics that complicate the design of experimental protocols. Due to the
broad substrate selectivities for these enzymes, the enzymes are not optimized
for the metabolism of a particular substrate. Therefore, the reaction conditions
(i.e., pH, ionic strength, temperature, etc.) that result in optimum velocities for
a given reaction are dependent on both the enzyme and the substrate. To further
complicate matters, the velocities for these enzymes tend to vary greatly with
changes in these reaction conditions. This may well be due to the dependence
of the reaction velocity on several pathways in the catalytic cycle.
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It is generally accepted that the overall flux through the catalytic cycle
(Fig. 2) is dependent on the rates of reduction by P450 reductase [8,9]. However,
the actual rates of substrate oxidation are probably dependent on three addi-
tional rates: the rate of substrate oxidation and the rates of the decoupling path-
ways (hydrogen peroxide formation and excess water formation). Thus, the effi-
ciency of the reaction plays a major role in determining the velocity of a P450
oxidation [10]. The sensitivity of the reaction velocities to incubation conditions
may be due to changes in the reduction rate as well as to changes in the enzyme
efficiency.

Although many P450 reactions show optimal activity in the pH range 7–
8, both chlorobenzene and octane metabolism show optimum activity at pH 8.2
in rat liver microsomes [11,12]. This is also the pH at which P450 oxidoreductase
optimally reduces cytochrome c [13]. In addition, whereas essentially all in vitro
metabolism studies are carried out at 37°C, both of these reactions occur much
faster at 25°C. For a given enzyme, the optimum ionic strength is a function of the
substrate. For example, the rate of benzphetamine metabolism by reconstituted
CYP2B1 increases with increasing ionic strength [14], whereas the optimum for
testosterone metabolism by this enzyme is 20 mM potassium phosphate (KPi)
buffer and decreases with increasing ionic strength (unpublished results).

Even the optimum ratio of reductase to P450 depends on the substrate and
the enzyme. Whereas most reactions are saturated by a reductase:P450 ratio of
10:1, testosterone metabolism by CYP2A1 saturates at much higher reductase
ratios. In contrast, essentially all reactions that have a b5 dependence are saturated
at a b5 :P450 ratio of 1:1.

Thus, many P450 oxidations show a substantial and variable dependence
on reaction conditions. This makes it impractical to optimize each reaction. In
fact, the optimum reaction conditions may not represent the in vivo reaction envi-
ronment. It would be difficult to justify a reaction temperature of 25°C in an
experiment that will be used for in vitro–in vivo correlations. A more practical
approach would be to use a consistent set of reaction conditions that provide
adequate velocities. Common reaction conditions include 100 mM KPi, pH 7.4,
37°C, a reductase:P450 ratio of 2:1, and a b5 :P450 ratio of 1:1.

III. INHIBITION: MICHAELIS–MENTEN KINETICS

Most P450 oxidations show hyperbolic saturation kinetics and competitive inhibi-
tion between substrates. Therefore, both Km values and drug interactions can be
predicted from inhibition studies. Competitive inhibition suggests that the en-
zymes have a single binding site and only one substrate can bind at any one time.
For the inhibition of substrate A by substrate B to be competitive, the following
must be observed:
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Substrate A has a hyperbolic saturation curve: Enzymes that bind only one
substrate molecule will show hyperbolic saturation kinetics. However,
the observation of hyperbolic saturation kinetics does not necessarily
mean that only one substrate molecule is interacting with the enzyme
(see discussion of non-Michaelis–Menten kinetics in Sec. IV).

The presence of substrate B changes the apparent Km but not the Vm for
Substrate A: Saturating concentrations of A must be able to completely
displace B from the active site.

Complete inhibition of metabolism is achieved with saturating concentra-
tions of substrate B. Saturating concentrations of B must be able to com-
pletely displace A from the active site.

Substrate B does not change the regioselectivity of substrate A: The regio-
selectivity of the enzyme is determined by the interactions between the
substrate and the active site. Since the substrate saturation curve is de-
fined by the Km of the enzyme, regioselectivity cannot be a function of
substrate or inhibitor concentration [I].

One standard equation for competitive inhibition is given in Eq. (6). This
equation shows that the presence of the inhibitor modifies the observed Km

but not the observed Vm. A double reciprocal plot gives an x-intercept of �1/
Km(1 � [I ]/Ki) and a y-intercept of 1/Vm.

v

Et
�

Vm[S]

Km �1 �
[I ]
Ki

� [S]�
(6)

Equation (7) gives the fraction activity remaining in the presence of inhibi-
tor, relative to the absence of inhibitor (vi/v0):

vi

v0

�
Km � [S]

Km�1 �
[I ]
Ki

� [S]�
(7)

Equation 8 describes the fraction of inhibition, or 1 � (vi/v0).

i � 1 � �vi

v0
� �

[I ]

[I ] � Ki�1 �
[S ]
Km
�

(8)

Finally, many reports provide IC50 values (concentration of inhibitor re-
quired to achieve 50% inhibition), which are dependent on both substrate concen-
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tration and Km [Eq. (9)]. Equation (9) shows that when [S] � Km, then IC50 �
2Ki:

IC50 � Ki�1 �
[S]
Km
� (9)

A. Experimental Design and Analysis of Inhibition Data

By far the best method for characterizing inhibition data is to vary both substrate
and inhibitor concentration. The resulting rate data is fit to Eq. (6) by weighted-
least-squares regression. Initial estimates for the parameters can be obtained from
the control (no inhibitor) data and by a double reciprocal plot. This analysis
provides estimates of Vm, Km, and Ki from a single experiment. If a minimum of
effort is required, the Km of the reaction is known, and competitive inhibition is
assumed, Equations (6)–(9) can be used to determine the Ki by varying [I ] at a
single substrate concentration. However, neither the Km nor the type of inhibition
can be validated. Only an observation of partial inhibition indicates that simple
competitive inhibition is not involved. If both substrate and inhibitor concentra-
tion are varied, the data can also be fit to equations for other types of inhibition,
e.g., noncompetitive and mixed type, and the fits can be compared. For the P450
enzymes, the second most prevalent type of inhibition is the partial mixed type
of inhibition, which will be discussed later.

IV. NON-MICHAELIS–MENTEN KINETICS

Most P450 oxidations show standard saturation kinetics and competitive inhibi-
tion between substrates. However, some P450 reactions show unusual enzyme
kinetics, and most of those identified so far are associated with CYP3A oxida-
tions. The unusual kinetic characteristics of the CYP3A enzymes (and less fre-
quently other enzymes) include five categories: activation, autoactivation, partial
inhibition, biphasic saturation kinetics, and substrate inhibition. Activation is the
ability to be activated by certain compounds; i.e., the rates of a reaction are in-
creased in the presence of another compound. Autoactivation occurs when the
activator is the substrate itself, resulting in sigmoidal saturation kinetics. For
partial inhibition, saturation of the inhibitor does not completely inhibit substrate
metabolism. Substrate inhibition occurs when increasing the substrate beyond a
certain concentration results in a decrease in metabolism.

Although most of the observed kinetics are consistent with allosteric bind-
ing at two distinct sites [15], studies in our laboratory suggest that the activation
of metabolism involves the simultaneous binding of both the activator and the
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substrate in the same active site [16,17]. The possibility of binding two substrate
molecules to a P450 active site could almost be expected, given the relatively
nonspecific nature of the P450–substrate interactions. For example, CYP1A1 is
a P450 that metabolizes polycyclic aromatic hydrocarbons (PAHs). The size of
the PAHs can vary between naphthalene (two aromatic rings) to very large sub-
strates, such as dibenzopyrenes (six rings). If an active site can accommodate
very large substrates, it might be expected that more than one naphthalene mole-
cule can be bound. Indeed, naphthalene metabolism by CYP1A1 has a sigmoidal
saturation curve (unpublished results). Finally, it has been shown by NMR studies
that both pyridine and imidazole can coexist in the P450cam active site [18].
Thus, even a P450 with rigid structural requirements can simultaneously bind
two small substrates.

If enzyme activation and the other unusual kinetic characteristics result
from multiple substrates in the active site, kinetic parameters will be difficult to
characterize and drug interactions will be more difficult to predict, since they are
a function of the enzyme and both of the substrates.

A. Non-Michaelis–Menten Kinetics for a Single Substrate

If non-Michaelis–Menten kinetics for all P450 enzymes are a result of multiple
substrates binding to the enzyme, then the reaction kinetics for the binding of
two substrates to an active site can be analyzed as follows: The full kinetic scheme
for the two substrate model is given in Figure 3. If product release is fast relative
to the oxidation rates, the velocity equation is simplified to Eq. (10):

v

Et
�

k25
[S]
Km1

� k35
[S]2

Km1Km2

1 �
[S]
Km1

�
[S]2

Km1Km2

(10)

In this equation, Km1 � (k21 � k24)/k12 and Km2 � (k23 � k35)/k32. Km1 would be
the standard Michaelis constant for the binding of the first substrate, if [ESS] �
0. Km2 would be the standard Michaelis constant for the binding of the second
substrate, if [E] � 0 (i.e., the first binding site is saturated). In the complete
equation, these constants are not true Km values, but their form (i.e., Km1 � (k21 �
k25)/k12) and significance are analogous. Likewise, k25 and k35 are Vm1/Et and Vm2/
Et terms when the enzyme is saturated with one and two substrate molecules,
respectively. Equation (10) describes several non-Michaelis–Menten kinetic pro-
files. Autoactivation (sigmoidal saturation curve) occurs when k35 � k24 or Km2 �
Km1; substrate inhibition occurs when k24 � k35; and a biphasic saturation curve
results when k35 � k24 and Km2 �� Km1. This equation was used to fit experimental
data for the metabolism of several other substrates, as described next.
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Figure 3 Proposed kinetic scheme for an enzyme with two binding sites within an active
site and a single substrate. (Reprinted with permission from Ref. 17. Copyright 1998,
American Chemical Society.)

1. Sigmoidal Saturation Kinetics

Although sigmoidal binding kinetics can be discussed in terms of binding cooper-
ativity, this is not always the case for enzymes. Sigmoidal saturation kinetics of
an enzyme can result when either the second substrate binds to the enzyme with
greater affinity than the first or the ESS complex is metabolized at a faster rate
than the ES complex. There have been several reports that describe sigmoidal
saturation curves for P450 oxidations [15,19,20], and carbamazepine is a classic
CYP3A substrate that shows sigmoidal saturation kinetics (Fig. 4). This figure
also shows that quinine converts the sigmoidal curve to a hyperbolic curve. This
will be discussed in Sec. V, on interactions between different substrates. For
sigmoidal saturation curves, a unique solution for the fit to Eq. (10) is not possible
[17]. This becomes apparent when the influence of the second substrate is consid-
ered. For this discussion, Km, Km1, Km2, Vm1, and Vm2 are defined as described for
Eq. (10). If the second substrate binds with a lower Km than the first substrate
and has the same rate of product formation, the slope will equal (V/K)1 at low
substrate concentrations, since only one substrate will be bound. As the substrate
concentration increases into the range of the second Km, much of the ES complex
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Figure 4 Effect of quinine on the carbamazepine saturation curve. Quinine makes the
sigmoidal saturation curve more hyperbolic. (From K. Nandigama and K. Korzekwa, un-
published results.)

becomes ESS. Since the ratio of [E] to [ES] is determined by the first Km, the
ESS complex increases at the expense of E. Therefore, the enzyme becomes satu-
rated faster, resulting in a concave-upward region in the saturation curve. Like-
wise, if the second substrate binds with a Km identical to that of the first substrate
but has a higher Vm, the linear portion of the curve will again have a slope of
(V/K)1. As the substrate concentration approaches Km2, [ESS] increases. Since
the rate of product formation is higher for ESS, a concave-upward region results.
From a sigmoidal saturation curve one can determine (V/K)1 from the slope at
low substrate concentrations, and Vm2 at saturating substrate concentrations. How-
ever, Vm1, Km1, and Km2 remain undetermined, since (V/K)1 can have either a Km1

higher than Km2 or a Vm1 lower than Vm2. Therefore, multiple solutions are possible
when sigmoidal saturation data is fit to Eq. (10).

If a sigmoidal saturation curve is obtained, information relevant to in vitro–
in vivo correlations can be obtained from appropriately designed experimental
data. The values of (V/K)1, Vm2, and the concave-upward region should be defined
if they occur within the therapeutic concentration range. The (V/K)1 region will
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define the rate of metabolism at low substrate concentrations. If the concave-
upward region occurs in the therapeutic range, a dose-dependent increase in drug
clearance might be expected. On the other hand, if enzyme saturation occurs, a
dose-dependent decrease in clearance might be expected. If there is no linear
range (i.e., the slope constantly increases at low substrate concentrations), then
(V/K)1 � 0. This is probably due to Vm1 � 0, since an enzyme with a very high
Km1 will not be very active at moderate substrate concentrations.

2. Biphasic Saturation Kinetics

A second type of nonhyperbolic saturation kinetics became apparent during stud-
ies on the metabolism of naproxen to desmethylnaproxen [21]. Studies with hu-
man liver microsomes showed that naproxen metabolism has biphasic kinetics
and is activated by dapsone (T. Tracy, unpublished results). The unactivated data
shows what appears to be a typical concentration profile for metabolism by at
least two different enzymes. However, a similar biphasic profile was obtained
with expressed enzyme [17]. This biphasic kinetic profile is observed with the
two-substrate model when Vm2 � Vm1 and Km2 �� Km1. The appropriate equation
for the two-site model when [S] � Km2 is:
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[Et]
�

Vm1[S]
Km1 � [S]

�
Vm2

Km2

[S] (11)

This equation can be compared to that when two enzymes are present, one with
a very high Km:

v
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Vm1[S] �
Vm2

Km2

[S]2

Km1 � [S]
(12)

Fits of experimental data to the two equations are almost indistinguishable.
Therefore, saturation kinetic data alone cannot determine the appropriate model
when multiple enzymes are present. In addition, higher concentrations of dapsone
makes naproxen demethylation kinetics hyperbolic (T. Tracy, unpublished re-
sults). This suggests that dapsone is occupying one of the two naproxen-binding
regions in the CYP2C9 active site. Again, this will be discussed in Sec. V, on
interactions between different substrates.

3. Substrate Inhibition

Another kinetic profile, substrate inhibition, occurs when the velocity from ESS
is lower than that from ES (Fig. 5). In this case, the saturation curve will increase
to a maximum and then decrease before leveling off at Vm2. For the P450 enzymes,
Vm2 is usually not zero, when submillimolar concentrations of substrate are in-
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Figure 5 Substrate inhibition saturation curves.

volved. This suggests that ESS still has some activity. If substrate inhibition oc-
curs at very high substrate concentrations, non-active-site interactions should be
suspected. Substrate inhibition profiles are easily identified, provided that the
observed concentration range is appropriate and Km2 is not much smaller than
Km1 (Fig. 5). However, determining the kinetic constants in Eq. (10) requires
adequate experimental data. The number and concentration of data points must
be sufficient to define four regions in the saturation curve: the (V/K)1 region, the
concave-downward region, the concave-upward region, and Vm2.

V. SIMULTANEOUS BINDING OF DIFFERENT
SUBSTRATES TO THE P450 ACTIVE SITES

If two different substrates bind simultaneously to the active site, then the standard
Michaelis–Menten equations and competitive inhibition kinetics do not apply.
Instead it is necessary to base the kinetic analyses on a more complex kinetic
scheme. The scheme in Figure 6 is a simplified representation of a substrate and
an effector binding to an enzyme, with the assumption that product release is
fast. In Figure 6, S is the substrate and B is the effector molecule. Product can
be formed from both the ES and ESB complexes. If the rates of product formation
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Figure 6 Simplified kinetic scheme for the interaction between a substrate and an ef-
fector molecule for an enzyme with two binding sites within the active site. (Reprinted
with permission from Ref. 17. Copyright 1998, American Chemical Society.)

are slow relative to the binding equilibrium, we can consider each substrate inde-
pendently (i.e., we do not include the formation of the effector metabolites from
EB and ESB in the kinetic derivations). This results in the following relatively
simple equation for the velocity:

v
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�

Vm[S]

Km
�1 �

[B]
Kb
�

�1 �
β[B]
αKb

�
� [S]

�1 �
[B]
αKb

�
�1 �

β[B]
αKb

�
(13)

In this equation, S is the substrate, B is the effector, Vm � k25Et, Km � (k21 � k25)/
k12 (kinetic constants for substrate metabolism), KB � k31/k13 (binding constant
for effector), α is the change in Km resulting from effector binding and β is
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the change in Vm from effector binding. For inhibitors, β � 1; for activators,
β � 1.

The scheme in Figure 6 provides a general description of the interaction
of two molecules with an enzyme, including both inhibition and activation. Since
we are considering only the metabolism of S, the effector molecule can be binding
at any other site on the enzyme, e.g., an allosteric site. With respect to P450
activation, at least some P450 effectors are also substrates for the enzymes
[16,17]. Also, saturating concentrations of S will not completely inhibit the me-
tabolism of B, and saturating concentrations of B cannot completely inhibit the
metabolism of S. Since the P450 enzymes have only one active site, this data
suggests that both molecules bind simultaneously to the active site (i.e., have
access to the reactive oxygen). The observation of partial inhibition by another
P450 substrate is also consistent with this hypothesis.

To experimentally define these kinds of interactions, it is necessary to vary
both substrate and effector concentrations. For Eq. (13), initial parameters can
be obtained by first performing double reciprocal plots and then replotting 1/∆
slope and 1/∆ intercept versus 1/[S] [22]. The intercept of the 1/∆ intercept replot
is βVm/(1 � β), which can be used to solve for β. The value for α can then be
obtained from the 1/∆ slope intercept [βVm/Km(α � β)].

If the metabolism of both substrate and effector are measured, the validity
of treating the two processes independently can be tested. For example, we re-
ported that 7,8-benzoflavone dramatically increases the Vm of phenanthrene me-
tabolism by CYP3A4 and that phenanthrene is a partial inhibitor of 7,8-benzofla-
vone metabolism [16,17]. If the scheme in Figure 6 is valid, then the Km when
phenanthrene is analyzed as the substrate should equal KB when 7,8-benzoflavone
is analyzed as the substrate. In addition, since any thermodynamic state is path
independent, the α values and KmαKB values should be similar between experi-
ments. For this pair of substrates, this was shown to be true.

The situation becomes even more complicated when one of the substrates
can bind twice to the enzyme, as represented in Figure 7. In this case, inhibition
or activation is combined with the nonhyperbolic saturation kinetics for a single
substrate described earlier. Analysis of the equation derived for the scheme in
Figure 7 suggests that some compounds would be activators at low substrate
concentrations and inhibitors at high substrate concentrations. This can occur
when the rate of product formation from the intermediates has the order ES �
ESB � ESS. At low substrate concentrations, the reaction is activated by B by
converting ES to ESB. At high substrate concentrations, the reaction is inhibited
by B by converting ESS to ESB. This is precisely what has been observed in
Figure 4. In this figure, quinine converts the sigmoidal carbamazepine saturation
curve to a hyperbolic curve (linear double-reciprocal plot), by apparently binding
one of the substrate-binding sites. The presence of quinine results in significant
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Figure 7 Kinetic scheme for an enzyme with two binding sites that can bind two sub-
strate molecules and one effector molecule. (Reprinted with permission from Ref. 17.
Copyright 1998, American Chemical Society.)

activation at low substrate concentrations and inhibition at high substrate concen-
trations. This suggests that the reaction velocities from the various substrate com-
plexes have the order ES � EB � ESS, where S is carbamazepine and B is
quinine.

Two other examples of sigmoidal reactions that are made linear by an acti-
vator include a report by Johnson and coworkers [20], who showed that pregneno-
lone has a nonlinear double reciprocal plot that was made linear by the presence
of 5 µM 7,8-benzoflavone, and Ueng et al. [15], who showed that aflatoxin B1
has sigmoidal saturation curve that is made more hyperbolic by 7,8-benzoflavone.
Like the effect of quinine on carbamazepine metabolism, 7,8-benzoflavone is an
activator at low aflatoxin B1 concentrations and an inhibitor at high aflatoxin B1
concentrations.

Another example of reactions that can be described by Figure 7 is the effect
of dapsone on naproxen metabolism by CYP2C9. In this case, dapsone makes
the biphasic naproxen curve more hyperbolic. Finally, one can expect similar
influences on reactions that show substrate inhibition. If ESB has a metabolic
rate similar to ES, one would expect activation at high substrate concentrations.
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Conversely, if the rate is similar to ESS, inhibition would be expected at interme-
diate substrate concentrations, with little effect at Vm.

VI. INFLUENCE OF ATYPICAL KINETICS ON INHIBITION
AND DRUG INTERACTION STUDIES

In vitro studies of drug metabolism with human enzymes will become an increas-
ingly important part of preclinical drug development, since they can provide in-
formation on the expected genotypic and phenotypic variation within the popula-
tion and can be used to predict drug interactions. It is common practice to use
inhibition of standard assays to determine if a substrate will interact with a partic-
ular P450. This is based on the assumption that competitive inhibition occurs
and that a given inhibitor will have a Ki value that is independent of the substrate
being inhibited. Although this is true for most P450 oxidations, there is an in-
creasing number of examples where non-Michaelis–Menten kinetics are ob-
served. The foregoing discussion suggests that an effector can either increase or
decrease either Vm or Km or both. It is also possible for an effector to bind to the
active site and have no influence on a reaction. This can be seen by the effect
of quinine on pyrene metabolism by CYP3A4 (Fig. 8). Although quinine is
a known CYP3A4 substrate, it appears to have no effect on the reaction. How-
ever, if pyrene metabolism is first activated by testosterone or 7,8-benzoflavone,
quinine displaces the activator, causing inhibition. This suggests that negative
results for one drug cannot always be extrapolated to predict interactions with
other drugs. In general, since both α and β are substrate-pair dependent, drug
interactions cannot be extrapolated to other substrates for enzymes that show
non-Michaelis–Menten kinetics. This does not mean that inhibition studies are
not useful in predicting drug metabolism or drug interactions, only that the limita-
tions of the data should be understood. At an early stage of drug development,
it is not practical to perform the extensive kinetic analyses that may be required
to define all relevant kinetic parameters. It is still useful to conduct inhibition
studies with standard assays to determine the enzymes involved and their approxi-
mate binding constants. However, a common result of complex kinetics is the
observation of partial inhibition when using an isolated or expressed enzyme
preparation. When this occurs, an approximate binding constant for the inhibitor
at the given substrate concentration can be obtained by fitting inhibition from
the following equation, where βapp is the fraction of activity remaining at saturat-
ing [I ]:

v

v0

� 1 �
(1 � βapp)[I ]

Kiapp � [I ]
(14)
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Figure 8 Effect of quinine on pyrene metabolism. (From K. Nandigama and K. Kor-
zekwa, unpublished results.)

However, values for Ki, α, and β cannot be obtained without performing more
complex experiments. More importantly, the observation of partial inhibition in-
dicated that multisubstrate kinetic mechanisms are likely to be involved, and care
should be taken in the design and interpretation of future experiments.

VII. SUMMARY

Most P450 catalyzed reactions show hyperbolic saturation kinetics and competi-
tive inhibition kinetics. Therefore, binding constants can be obtained by inhibition
of standard assays. Some P450-catalyzed reactions show atypical kinetics, includ-
ing activation, autoactivation, partial inhibition, biphasic saturation kinetics, and
substrate inhibition. Although atypical kinetics are for metabolism with any P450
enzyme, these phenomena occur most frequently for the CYP3A enzymes. In
general, an observation of non-Michaelis–Menten kinetics makes it difficult to
interpret results and makes in vitro–in vivo correlations difficult. In particular,
the interactions between two substrates and an enzyme are dependent on both
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substrates. This can result in both false negatives and false positives when pre-
dicting drug interactions with inhibition studies.
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I. INTRODUCTION

Over the last 10–15 years, cytochrome P450 binding has displaced plasma protein
binding, renal elimination, and pharmacological effect as the major focus for
drug–drug interactions in the pharmaceutical industry. P450 metabolism–based
drug–drug interactions, in vitro and in vivo, have appeared in product labeling
and advertising copy in unprecedented and frequently incomprehensible detail.
Although this focus has led, on more than one occasion, to undue emphasis on
clinically insignificant effects, there does exist in many circumstances a signifi-
cant risk to patients arising from interactions in the P450 enzyme system. What
is more, these interactions can be reasonably well predicted from in vitro data and
extrapolated from drug to drug, thanks to the large body of available information.

From the authors’ survey of the available data on the elimination pathways
for 403 drugs marketed in the United States and Europe, the overall importance
of P450-mediated clearance can be determined. The elimination of unchanged
drug via urine (the most commonly defined), bile, expired air, or feces repre-
sented, on average, approximately 25% of the total elimination of dose for these
compounds. P450-mediated metabolism represented 55%, with all other meta-
bolic processes making up the remaining 20%. Thus, this focus (or perhaps obses-
sive compulsion) on studying P450 is somewhat justified.

55
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II. CYTOCHROME P450 SUPERFAMILY

P450s are ubiquitous throughout nature: they are present in bacteria, plants, and
mammals, and there are hundreds of known enzymes that can show tissue- and
species-specific expression. This diversity of enzymes has necessitated a system-
atic nomenclature system [1]. The root name given all cytochrome P450 enzymes
is CYP (or CYP for the gene). Enzymes showing greater than 40% amino acid
sequence homology are placed in the same family, designated by an Arabic nu-
meral. When two or more subfamilies are known to exist within the family, then
enzymes with greater than 60% homology are placed in the same subfamily,
designated with a letter. Finally this is followed by an Arabic number, represent-
ing the individual enzyme, which is assigned on an incremental basis, i.e., first
come, first served. As of February 1999 there were approximately 650 P450 en-
zymes, organized into 96 families, identified in species from alfalfa to the zebra
finch; even the humble nematode (Caenorhabditis elegans) has over 60 P450s
[2]. Only the 35 P450 enzymes described in man (almost certainly an underesti-
mate) (Table 1) are likely to be of any clinical relevance, although only the P450s
in families 1, 2, and 3 appear to be responsible for the metabolism of drugs and
therefore are potential sites for drug interactions. The P450 enzymes from the
other families are generally involved in endogenous processes, particularly hor-
mone biosynthesis. An interaction with these enzymes could have significant tox-
icological effects, but a pharmacokinetic drug–drug interaction between two ex-

Table 1 Human Cytochrome P450 Superfamily

No. of
Family Subfamilies enzymes Best-described substrates

1 A, B 3 Drugs/xenobiotics
2 A, B, C, D, E, F, J 12 Drugs/xenobiotics
3 A 3 Drugs/xenobiotics
4 A, B, F 4 Fatty acids/leukotrienes
5 A 1 Thromboxane
7 A 1 Cholesterol
8 — 1 Prostacyclin

11 A, B 3 Steroids
17 A 1 Steroids
19 — 1 Estrogen
21 A, B 2 Steroids
24 — 1 Vitamin D/steroids
27 — 1 Vitamin D/steroids
51 — 1 Steroids
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ogenous pharmacological agents is highly unlikely. Even of the 18 P450 enzymes
in families 1, 2, and 3, perhaps only five or six are quantitatively relevant in the
metabolism of pharmaceuticals.

III. TISSUE DISTRIBUTION AND ABUNDANCE

P450 enzymes can be found throughout the body, particularly at interfaces, such
as the intestine, nasal epithelia, and skin. The liver and the intestinal epithelia
are the predominant sites for P450-mediated drug elimination and they are also
the sites worth considering in most detail with respect to drug–drug interactions.
Although P450 enzymes have been well characterized in many other tissues, it
is unlikely that these play a significant role in the overall elimination of drugs.
These tissues and their P450s may play a role, for example, in tissue-specific
production of reactive species and thereby toxicity, but they are unlikely to repre-
sent a concern for pharmacokinetic drug interactions.

The complement of intestinal P450s appears to be more restricted than that
in the liver. Despite this, many different P450 enzymes have been detected (by
activity or mRNA) in the intestine from various species, including man. The
available data would suggest that there are measurable levels of at least CYP1A1,
CYP2C9, CYP2D6, CYP2E1, and representatives of subfamilies CYP2J and
CYP4B present in the intestinal epithelia [3–9]; however, overwhelmingly the
most significant P450 enzyme in human intestine is CYP3A4 [10–13]. The other
P450 enzymes are clearly present in low quantities and/or are not capable of
contributing to the pharmacokinetic profile (e.g., limiting oral bioavailability) via
intestinal metabolism. That CYP3A4 is the P450 enzyme of significant concern
for drug–drug interactions in the intestine is supported by a number of pharmaco-
kinetic studies.

Although it is not a trivial task to clearly demonstrate the role of a human
P450 enzyme in intestinal presystemic elimination, this has been shown for sev-
eral drugs metabolized by CYP3A4, e.g., cyclosporin [14,15], tacrolimus [16,17],
sirolimus [18], midazolam [19], saquinavir [20], felodipine [21,22], and nefaza-
done [23]. Interestingly, grapefruit juice has been shown to have a significant
interaction with a number of these drugs [24]. Grapefruit juice’s effect is believed
to be limited to the intestine and to be specifically CYP3A4 mediated [22,25,26].
Although still subject to intensive investigation, psoralen derivatives and related
compounds are thought to be at least partially involved as the active ingredients
in grapefruit juice [27–32]. Interestingly these components are very potent inhibi-
tors (submicromolar inhibitory constants) of CYP1A2, CYP2C9, CYP2C19, and
CYP2D6, in addition to any effects they have on CYP3A4 (H. Oldham, personal
communication, 1998). Yet the reports of significant interactions in vivo appear
to be limited to CYP3A4 substrates. This supports the contention that the effect
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(a)

(b)

Figure 1 (a) Relative hepatic abundance of the major cytochromes P450 in man.
(b) Relative significance of the major hepatic cytochromes P450 in the P450-mediated
clearance of marketed drugs. This figure represents the author’s survey of 403 drugs mar-
keted in the United States and/or Europe. Rather than the number of drugs, the values
represent the total proportions of drug clearance that each P450 enzyme is responsible
for. (Part a adapted from Ref. 33.)
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is solely at the intestine, not the liver, and that CYP3A4 is the only P450 that plays
a significant role in the intestinal metabolism of drugs. Therefore, the intestine is
an important site for P450 drug interactions, but only those mediated via
CYP3A4.

In the human liver, the relative content of the major P450 enzymes has
been determined in several studies, and a general consensus has emerged. On
average, CYP3A4 is quantitatively the most important, with CYP2C8, CYP2C9,
CYP2A6, CYP2E1, and CYP1A2 present in somewhat lower quantities;
CYP2C19 and CYP2D6 are of relatively minor quantitative importance (Fig. 1a)
[33]. However, a very different picture emerges when evaluating the extent to
which P450 enzymes are responsible for drug elimination processes (Fig. 1b).
CYP3A4 is responsible for approximately 50% of the P450-mediated metabolism
of marketed pharmaceuticals, and CYP2D6 has a disproportionate share (�25%)
in comparison to the amount of enzyme present in the liver. CYP2C9, CYP1A2,
and CYP2C19 make up a progressively less significant proportion of the whole.
All the other P450 enzymes make somewhat minor contributions.

It is notable that CYP3A4 appears to be more frequently cited for newly
developed drugs than CYP2D6. This increase in the incidence of CYP3A4 sub-
strates follows the increase in lipophilicity, probably a consequence of the para-
digm shift in the pharmaceutical industry drug-discovery process, which is now
driven by in vitro pharmacological screening. It is easy to understand why such
a large number of CYP2D6 substrates has been identified. Due to the polymorphic
nature of CYP2D6, substrates of this enzyme were among the first and easiest
to be defined, even before the molecular basis of the polymorphism was known.
Lately, due to the current impracticality of personalizing doses, CYP2D6 sub-
strates are being engineered out or deselected during the drug-discovery and opti-
mization phase, wherever this might provide a competitive advantage. For other
P450 enzymes, such as CYP2C8, the tools to investigate and identify substrates
have been available only relatively recently, and the importance of these enzymes
may be underestimated. These considerations and the data for those drugs where
the mechanisms of elimination have yet to be fully elucidated might be expected
to alter this overall distribution somewhat; however, it is unlikely that the current
picture will change for at least the medium-term future. Thus, from the pharma-
ceutical industry’s perspective, CYP1A2, CYP2C9, CYP2C19, CYP2D6, and
CYP3A4 address 95% of the P450 issues and a little over 50% of the total target
for pharmacokinetic drug–drug interaction studies.

IV. PHARMACOKINETIC CONSIDERATIONS

The pharmacokinetics of drug–drug interactions has been described in detail pre-
viously (see Chap. 1); however, there are a number of points that are worth briefly
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reiterating in the context of P450. For an inhibition interaction the affected drug
clearly must have an appreciable proportion of its clearance via the P450 enzyme
being inhibited, i.e., the fm � 0.3. For example, if the P450-mediated metabolism
was only 20% of the total clearance of a compound, a fivefold reduction in its
activity would have a limited effect overall (Fig. 2). Therefore, for inhibition
interactions the relative importance of the individual P450 enzymes is simply
described by Figure 1b. For induction interactions the degree of effect is less
sensitive to the fm, and significant pharmacokinetic changes can be seen even if
the induced P450 is normally a relatively minor contributor to overall clearance.
Using the same example as for inhibition, a fivefold increase in the P450 activity
has a significant effect on total clearance, despite the normally minor contribution
to clearance (Fig. 2). In such cases the degree of sensitivity is defined by the
extent of induction as well as the fm. There is evidence of induction for a number
of P450 enzymes in man, although some of the most notable inductive effects
involve CYP3A4.

It is often thought that drugs with an appreciable fm by CYP2D6, that have
dangerous interaction potential, have been generally identified (due to the poly-
morphic nature of this enzyme) and withdrawn. This has been the case, e.g., with
perhexiline [34,35] and phenformin [36]. But it has long been recognized that
CYP2D6 poor metabolizers and extensive metabolizers coadministered potent

Figure 2 Influence of fm on drug–drug interactions. The control represents a model drug
for which cytochrome P450 (dark bar) is responsible for 20% of the clearance, with the
remaining 80% being non-P450 mediated (white bar). ‘‘CYP Inhibited’’ and ‘‘CYP In-
duced’’ illustrate the effect on total clearance of a fivefold reduction or increase in the
P450 activity, respectively.
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CYP2D6 inhibitors are at particular risk of adverse drug reactions [37]. There
are still a large number of CYP2D6 substrates marketed, and serious if not acutely
fatal interactions are still possible, despite the existence of a ‘‘canary’’ population
that will exhibit very different pharmacokinetics to warn of potential conse-
quences of drug interactions.

The clearance of the target drug can be the most significant arbiter of the
severity of interaction for systemic interactions. Using the venous equilibrium
model of hepatic elimination, a very highly intrinsically cleared compound (e.g.,
compound A in Fig. 3) would be relatively insensitive to inhibition interactions. In
this case a 75% reduction in enzyme activity would result in virtually no change
(�6%) in blood clearance. For a significantly less readily metabolized substrate
(e.g., compound B in Fig. 3), such a reduction in enzyme activity would have a
significant effect (�30%) on blood clearance. For low-clearance drugs (assuming
fm is 1), the reduction in clearance exactly reflects the reduction in enzyme activity.

Although systemically low-clearance drugs would be expected to be the
most sensitive to drug–drug interactions, such compounds frequently have high
oral bioavailability. As such, a coadministered inhibitor will cause little alteration
of the Cmax on a single oral dose but would need to be able to maintain inhibitory

Figure 3 Influence of clearance on systemic drug–drug interactions. For model com-
pound A (open circles) and compound B (closed circles), the effect on blood clearance
of a 75% reduction in intrinsic enzyme activity (CLi) is illustrated. The line represents
the relationship between CLi and CLb that is described by the venous equilibrium, or
‘‘well-stirred,’’ model of hepatic extraction.
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levels throughout the dosing interval. At steady state, a large inhibitory effect
could be mediated, but the maximum initial ‘‘jump’’ in blood levels of the target
drug would be twofold, with each subsequent dose adding at most another unit
until the steady state was reached. Such a relatively gentle rate of elevation of
blood levels might enable, in some circumstances, known tolerated adverse ef-
fects to be identified before serious toxicity is encountered. Many CYP2C9 sub-
strates are high-bioavailability, low-clearance drugs, e.g., glyburide, tolbutamide,
phenytoin, and warfarin, as are some CYP1A2 substrates, e.g., caffeine and the-
ophylline. There are also examples of higher-clearance CYP1A2 substrates, for
example, ropinirole and tacrine, although most published interaction studies have
involved caffeine or theophylline. CYP2D6 and particularly CYP3A4 substrates
exhibit a wide range of pharmacokinetic properties, in the latter case involving
some of the highest-clearance drugs.

Blood-flow-limited drugs are not only theoretically systemic drug-interac-
tion resistant, but also rarely make good drugs (due to a low oral bioavailability
and a high likelihood of a short half-life), and there are few examples marketed,
except prodrugs. However, on oral dosing a putative inhibitor of the metabolism
of such drugs need only be effective during the first-pass phase to cause a very
significant effect. High levels of inhibitory blockade can be achieved due to the
concentrations that can be achieved in the gut and the liver during absorption.
Since the target drug has a low bioavailability, changes in blood Cmax can be
quite sudden and of an order of magnitude or more. Currently the greatest con-
cern for low-bioavailability, high-clearance drugs is with certain CYP3A4 sub-
strates. The best-known example is the interaction between potent CYP3A4 in-
hibitors and terfenadine, where plasma levels of terfenadine have become
greatly elevated [38,39] and can result in fatal effects due to the cardiotoxicity
of terfenadine.

V. INCIDENCE OF INHIBITION

P450 inhibitors can be readily identified by in vitro methods (see Chaps. 2 and
7), and in the authors’ laboratories this has been performed for approximately
400 marketed drugs. For comparison, the probit plots showing the incidence ver-
sus potency of these drugs and approximately 2000 typical pharmaceutical com-
pany compounds (ca. 1998), are shown in Figure 4.

For the marketed drugs, only 5% had an IC50 of less than 10 µM against
CYP1A2, and this incidence was increased to approximately 10% for CYP2C9,
CYP2C19, and CYP3A4. Many more drugs had a significant inhibitory effect
on CYP2D6, with 20% of marketed drugs having an in vitro IC50 of less than
10 µM. To some degree these results reflect the relative importance of the P450
enzymes in drug clearance (Fig. 1b); however, the results for CYP3A4 are some-
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Figure 4 Incidence of P450 inhibition. Probit plots generated from in vitro P450-inhibi-
tion data in the authors’ laboratories using heterologously expressed P450s in microsomal
membranes. The plots represent data from approximately 400 marketed drugs and 2000
pharmaceutical company compounds synthesized in 1998. (a) CYP1A2; (b) CYP2C9;
(c) CYP2C19; (d) CYP2D6; (e) CYP3A4.
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what at odds with this. Although there is much concern about CYP3A4-mediated
drug interactions, there are not very many marketed drugs that are potent inhibi-
tors of this enzyme. Certainly the majority of research in this area has generally
focused on a limited set of azole antifungals and a few macrolide antibiotics.
CYP3A4 often has the role of a high-capacity, low-affinity drug-metabolizing
enzyme. Equally high-affinity compounds (and therefore potent inhibitors) may
have poor pharmacokinetic properties (very high Vmax/Km, therefore high CLi)
that limit their application as pharmaceutical agents, and hence the relatively low
incidence of CYP3A4 inhibitors in the marketed drugs.

A more interesting comparison is that of marketed drugs and pharmaceuti-
cal company compounds. There is a particularly dramatic difference in the inci-
dence of CYP3A4 inhibition (Fig. 4e). Typical pharmaceutical company com-
pounds are very much more inhibitory to CYP3A4 than are marketed drugs. As
more and more drug discovery activity is supported by in vitro high-throughput
screening, DMSO solubility has become the only limitation to testing. Thus, with
high lipophilicity no longer a barrier and the trend to increasing molecular weight,
as medicinal chemists ‘‘build’’ additional functionality and selectivity onto their
molecular templates, a greater proportion of compounds fulfill the structural re-
quirements for CYP3A4 substrates and inhibitors. This observation is similar to
what has been described in the context of permeability and absorption and is part
of the basis of the ‘‘Lipinski rule of five’’ [40].

The differences between marketed drugs and pharmaceutical company
compounds are less marked for the other major P450 enzymes. For CYP1A2
there are few changes in the incidence of very potent inhibitors, as might be
expected. Any increase in lipophilicity, which should improve the affinity of a
compound for any P450 enzyme, would be countered by the increased molecular
weight, which would make a compound less suitable for the CYP1A2 active
site. In fact, CYP1A2, CYP2C9, CYP2C19, and CYP2D6 show broadly similar
patterns to one another. There is no increase in the incidence of very potent
inhibitors of these P450s in the contemporary company compounds compared to
currently marketed drugs. Clearly the specific QSAR attributes that these P450
enzymes exhibit are being no more consistently met now than over the last 20–
30 years. However, there are now very many more ‘‘midrange’’ inhibitors and
many less ‘‘clean’’ compounds than have been seen previously, due primarily
to the general increase in lipophilicity. It is noteworthy that the more recently
developed SSRIs and HIV protease inhibitors are less like the majority of other
marketed drugs and have a particularly high incidence of interactions with P450.
Overall this data would suggest that, unchecked, CYP3A4 inhibition is likely to
be the most significant drug–drug interaction challenge facing the pharmaceutical
industry in coming years.

Taking all of the foregoing factors into account, the relative importance of
each of the major P450 enzymes, with respect to drug–drug interactions, from
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a pharmaceutical industry perspective can be ranked (Table 2). Thus, in the au-
thors’ opinion, CYP3A4 is of most concern, followed by CYP2C9, CYP2D6,
CYP1A2, and CYP2C19, in that order. Clearly the interaction profile of the bil-
lion-dollar drug will always be of the most immediate significance, even if it
concerns an otherwise relatively insignificant P450 enzyme. However, the major-
ity of the issues of cytochrome P450-mediated drug–drug interactions can be
addressed by considering these five enzymes.

VI. CYP1A2

A. Selectivity

Initial studies on the CYP1A family characterized the substrates as being lipo-
philic planar polyaromatic/heteroaromatic molecules, with a small depth and a
large area/depth ratio. Later studies have suggested that caffeine interacts with
the CYP1A2 via three hydrogen bonds, which orient the molecule so that it can
undergo N-3-demethylation. Protein homology modeling suggests that the active
sites of the CYP1A enzymes are composed of several aromatic residues, which
form a rectangular slot and restrict the size and shape of the cavity, so only planar
structures are able to occupy the binding site. This is in keeping with the initial
observation and could explain the preference of CYP1A enzymes for hydropho-
bic, planar aromatic species that are able to partake in π–π interactions with these
aromatic residues. In addition to the aromatic residues there are several residues
able to form hydrogen bonds with substrate molecules. Such a model is able to
rationalize that caffeine is N-demethylated at the 1, 3, and 7 positions by
CYP1A2, of which the N-3-demethylation is the major pathway. Hence it appears
that binding to the active site of CYP1A2 requires certain molecular dimensions
and hydrophobicity, together with defined hydrogen bonding and π–π interac-
tions.

The domination of the π–π interactions is also evident in the inhibitor selec-
tivity of the enzyme. The quinolone antibacterial enoxacin is an inhibitor that
directly coordinates via the 4′-nitrogen atom on the piperazine function to the
heme iron. In addition, there are aromatic regions and hydrogen bonding func-
tions within the molecule that could be important in forming interactions with
residues in the enzyme active site. Indeed, a comparison of a series of quinolone
antibiotics has indicated that the keto group, the carboxylate group, and the core
nitrogen at position 1 are able to form a similar pattern of hydrogen bonds with
the active site, as has been suggested for caffeine.

Unlike some of the other P450s, CYP1A2 does not have a clear preference
for acidic or basic molecules. It is able to metabolize basic compounds such as
imipramine but is inhibited by acidic compounds such as enoxacin. It is perhaps
not surprising then that octanol/buffer partition coefficients or overall lipophilic-



66
C

larke
an

d
Jo

n
es

Table 2 Drug–Drug Interaction Risk Assessment Ranking for Major Human P450 Enzymes

P450-inhibition incidence

Tissue Hepatic Participation in Pharmacokinetic Marketed Company
P450 distribution abundance drug clearance considerations drugs compounds Overall

1A2 2� 3 4 3 5 5 4
2C9 2� 2 3 2 2� 3 2
2C19 2� 4 5 4� 4 4 5
2D6 2� 5 2 4� 1 2 3
3A4 1 1 1 1 2� 1 1

The major human drug-metabolizing P450 enzymes are ranked for each of the significant factors considered in the text. A rank of 1 represents the greatest
risk and that of 5 the least. These rankings are somewhat arbitrary and represent a pharmaceutical industry perspective and are solely the opinion of the
authors.
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ity is not reflective per se of the interaction between CYP1A2 and its substrates
or inhibitors.

B. Induction

Though CYP1A2 appears to be nonpolymorphic in man [41], it is inducible by
environmental factors, such as cigarette smoking [42], which leads to an in-
creased variability of this enzyme. In terms of induction by pharmaceutical
agents, probably the most significant example is omeprazole. Omeprazole has
been shown to be a CYP1A2 inducer in human hepatocytes [43]. In vivo at higher
omeprazole doses (40 and 120 mg for 7 days) there was a significant increase
in caffeine metabolism, as shown by urinary metabolic ratios, the caffeine breath
test, and caffeine clearance [44]. However, at a low dose of omeprazole (20 mg/
day for 7 days) there was no effect on caffeine metabolic ratios [45] or on phenac-
etin-mediated CYP1A2 metabolism [46], suggesting that omeprazole is a dose-
dependent inducer of CYP1A2 in man.

C. Inhibition

Furafylline, a structural analog of theophylline, was produced as a long-acting
substitute for theophylline. Early clinical studies showed that the compound pro-
duced marked inhibition of caffeine metabolism. Further in vitro studies showed
that furafylline is a selective mechanism-based inhibitor of CYP1A2 [47,48].
Detailed mechanistic studies have indicated that metabolic processing of the C-8
methyl group is involved in the inactivation [48].

The interaction between the quinolone antibacterials and CYP1A2 has been
studied in some depth for enoxacin and pefloxacin. Both compounds have been
shown to inhibit CYP1A2-mediated metabolism of caffeine in vitro [49]. This
in vitro inhibition translated into a twofold decrease in caffeine clearance by
pefloxacin and a sixfold decrease in clearance by enoxacin [50]. Because peflox-
acin undergoes N-demethylation to norfloxacin [51] and norfloxacin is very much
more potent as an inhibitor than pefloxacin [50], this suggests that the observed
in vivo interaction seen for pefloxacin may, in part, be due to norfloxacin. Many
other quinolone antibacterial agents have been investigated for their interaction
with theophylline, and ciprofloxacin has also been shown to have notable inhibi-
tory effects [52].

There have been a number of investigations into the ability of the selective
serotonin reuptake inhibitors (SSRIs) to inhibit CYP1A2 [53–55]. In general
these studies agree that fluvoxamine is the most potent CYP1A2 inhibitor in this
class, with Ki � 0.2 µM. Other members of the class, such as fluoxetine, paroxe-
tine, and sertraline, have been shown to be at least 10-fold less potent, with nefaz-
odone and venlaflaxine showing low inhibitory potential against CYP1A2. The
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potent inhibition of caffeine metabolism by fluvoxamine results in an approxi-
mate fivefold decrease in caffeine clearance and sixfold increase in half-life [56].

D. Substrates

CYP1A2 metabolizes several drug substrates, including phenacetin, tacrine, ro-
pinirole, riluzole, theophylline, and caffeine. Caffeine, although not used thera-
peutically in the strictest sense, is—given the worldwide consumption of tea,
coffee, and other caffeine-containing beverages—of significant interest.

The relative safety of caffeine has lead to its widespread use as an in vivo
probe for CYP1A2 activity in man. The primary route of caffeine metabolism is
via N-demethylation to paraxanthine, theophylline, and theobromine. The major
route of caffeine clearance in man is to paraxanthine [57]. The N-3-demethylation
of caffeine to paraxanthine has been shown to be mediated by CYP1A2 [58].
However, paraxanthine is further metabolized to a number of different products,
and as a consequence urinary metabolic ratios are often used to describe an indi-
vidual CYP1A2 phenotype.

Such approaches have been used successfully to demonstrate the induction
of CYP1A2 by smoking [42]. In addition, this study showed that oral contracep-
tives produce a small but significant inhibition of CYP1A2. Urinary metabolic
ratios have also been used to show that oral AUC of clozapine was correlated
with caffeine N-3-demethylation [59], a finding supported by some recent in vitro
data, which has shown that clozapine N-demethylation is mediated by CYP1A2
[60].

VII. CYP2C9

A. Selectivity

CYP2C9 drug substrates include phenytoin, tolbutamide, various nonsteroidal
anti-inflammatory drugs (NSAIDs), and (S)-warfarin. In terms of physicochemis-
try, the majority of the CYP2C9 substrates are acidic or contain areas of hydrogen
bonding potential. Therefore, it has been proposed that these groups are important
in binding to the active site of CYP2C9. There are a number of substrate template
models for CYP2C9, which typically produces template models where the hydro-
gen bonding groups are positioned at a distance of approximately 8 angstroms
and at an angle of 82° from the site of oxidation [61].

At present the key substrate residues within the CYP2C9-active site have
yet to be unambiguously identified. However, a homology model based on
CYP102 has suggested that there may be two serine residues within the active
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site that fulfill this role. In addition there is the suggestion that π–π stacking
interactions also occur between some of the substrates and the active site [62].

B. Polymorphism

There are three allelic variants of CYP2C9 that show significantly altered cata-
lytic properties. These variants are termed CYP2C9∗1 (wild type), CYP2C9∗2
(Arg to Cys at position 144), and CYP2C9∗3 (Ile to Leu at position 359). In
general, CYP2C9∗2 and CYP2C9∗3 show reduced rates of metabolism toward
substrates, relative to CYP2C9∗1 [63,64].

The impact of this reduced rate of metabolism is perhaps best exemplified
by warfarin. Warfarin is administered as a racemate, with different P450 enzymes
being involved in the metabolism of the different enantiomers. (R)-Warfarin is
metabolized by various P450s, including CYP1A2, CYP2C19, and CYP3A4
[65–67]. (S)-Warfarin, however, is metabolized predominantly by CYP2C9 [68].
Patients who are homozygous for CYP2C9∗1 typically receive doses of between
4 and 8 mg of warfarin per day and have plasma (S)-warfarin/(R)-warfarin ratios
of 0.5. Patients with the CYP2C9∗3 allele are more sensitive to warfarin effects
[69], and an individual who was homozygous for CYP2C9∗3 could not receive
more than 0.5 mg per day and even at this dose had a plasma (S)-warfarin/(R)-
warfarin ratio of 4 [70].

C. Inhibition

Sulphaphenazole is perhaps the most potent and selective inhibitor of CYP2C9
[71]. The mode of inhibition is via ligation to the heme iron of CYP2C9, although
which nitrogen atom from sulphaphenazole is involved in this ligation is still a
matter of debate. Sulphaphenazole is a very commonly used in vitro diagnostic
inhibitor for CYP2C9 activity, but it has been less frequently used in vivo for
this purpose. The azole antifungal fluconazole also inhibits CYP2C9, and a series
of elegant studies has demonstrated the relationship between in vitro Ki values
and the in vivo effect on warfarin clearance [72–74].

There are several other drug classes that have been shown to be inhibitors
of CYP2C9. One example is the HMG-CoA reductase inhibitors, which inhibit
CYP2C9 in vitro [75]. These compounds are generally lipophilic carboxylic acids
and hence might be expected to interact with the CYP2C9-active site. In fact,
many of these compounds are relatively weak inhibitors of the enzyme, with the
exception of fluvastatin. Racemic fluvastatin was a potent inhibitor of CYP2C9
activity (Ki � 1 µM) with the (�)-enantiomer being fivefold more potent than
the (�)-enantiomer [75]. This inhibition was also observed in vivo when diclo-
fenac and fluvastatin where coadministered. In this case there was an increase
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in diclofenac Cmax, a reduction in oral clearance, and a decrease in the 4′-
hydroxydiclofenac/diclofenac urinary ratio [76].

D. Substrates

There are a number of CYP2C9 substrates; however, the use of some of these
agents is complicated by their narrow therapeutic margin, e.g., warfarin. This
makes this enzyme an important target for drug–drug interactions, but also some-
what less straightforward to investigate clinically. Other than warfarin, there are
a substantial number of studies using phenytoin and tolbutamide.

1. Phenytoin

Phenytoin is an anticonvulsant that has been shown to be preferentially hydroxyl-
ated in the pro-(S) ring by CYP2C9 [77], which accounts for approximately 80%
of its clearance in man [78]. The use of phenytoin is complicated by virtue of
its nonlinear kinetics, long half-life, and narrow therapeutic margin. However, it
has been used to confirm the in vitro finding that phenytoin and tolbutamide are
metabolized by the same P450 enzyme [79].

2. Tolbutamide

Tolbutamide is metabolized by hydroxylation of the methyl tolyl group in man
[80], forming hydroxytolbutamide. Hydroxytolbutamide is further metabolized
to carboxytolbutamide [80,81]. However, it is the initial hydroxylation that is
rate limiting for elimination, accounting for approximately 85% of the clearance
in man. This elimination pattern has enabled urinary ratios to be used to assess
tolbutamide interactions, and this gave a good correlation with total clearance
upon coadministration with sulphaphenazole [82].

VIII. CYP2C19

A. Selectivity

Substrates for this enzyme include (R)-mephobarbital, moclobemide, proguanil,
diazepam, omeprazole, and imipramine, which do not show obvious structural or
physicochemical similarities. Some inferences can be made when the differences
between the CYP2C9 substrate phenytoin and the CYP2C19 substrate (S)-me-
phenytoin are considered. Phenytoin is para-hydroxylated on the pro-(S) phenyl
ring by CYP2C9, and the (S)-enantiomer of mephenytoin is para-hydroxylated
by CYP2C19. While (S)-mephenytoin is structurally similar to phenytoin, the
N-methyl function in mephenytoin makes donation of a hydrogen bond impossi-
ble, which may be why mephenytoin is not a substrate for CYP2C9. CYP2C19
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can bind compounds that are weakly basic like diazepam (pKa � 3.4), strongly
basic like imipramine (pKa � 9.5), or acidic compounds such as (R)-warfarin
(pKa � 5.0). One possibility is that CYP2C19 binds substrates via hydrogen
bonds, but in a combination of a hydrogen bond donor and acceptor mechanisms.

B. Polymorphism

The frequency of the CYP2C19 polymorphism shows marked interracial differ-
ences, with an occurrence of approximately 3% in Caucasians and between 18
and 23% in Orientals [83]. CYP2C19 poor metabolizers (PMs) lack any func-
tional CYP2C19 activity [84]. The mechanism of this polymorphism has been
ascribed largely to two defects in the CYP2C19 gene: A G681-to-A mutation in
exon 5, resulting in an aberrant splice site, which accounts for between 75 and
85% of PMs in Caucasian and Japanese populations, and a G636-to-A mutation
in exon 4, which accounts for the remaining PMs in the Japanese population
[85]. Further alleles, particularly those accounting for Caucasian PMs, have been
identified, with nomenclature reaching CYP2C19∗6 and requiring the use of the
subdivision of previously assigned alleles, e.g., CYP2C19∗2a and CYP2C19∗2b
[86,87].

C. Inhibition

There are relatively few clinically relevant inhibitors of CYP2C19, the most
significant being the SSRIs. In an in vitro study only citalopram appeared to be
a weak inhibitor (Ki � 50 µM), with the remaining compounds all having Ki

values of less than 10 µM [88]. A corresponding study indicated that fluoxetine
and fluvoxamine were able to inhibit CYP2C19 in vivo [89], although neither
compound is selective, since they have marked effects on CYP2D6 and
CYP1A2.

D. Substrates

The metabolic activity of CYP2C19 has most frequently been probed, both in
vivo and in vitro, using (S)-mephenytoin hydroxylation or mephenytoin S/R ra-
tios. However, other substrates for this enzyme, including diazepam and imipra-
mine, have been identified that have the potential to be used as probes [90,91].
However, the most widely used identified CYP2C19 substrate is omeprazole [92].

1. Mephenytoin

Racemic mephenytoin is stereoselectively metabolized in man, with the (S)-en-
antiomer being rapidly hydroxylated in the 4′-position by CYP2C19 and the (R)-
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enantiomer being slowly metabolized. The (S)-mephenytoin phenotype (genotyp-
ically conferred or by administration of an inhibitor) is determined following an
oral dose by measuring the ratio of (S)-mephenytoin to (R)-mephenytoin in the
0–8-hour urine [93].

2. Imipramine

Imipramine is metabolized mainly by N-demethylation and 2-hydroxylation in
man. The N-demethylation pathway has been shown, in vitro, to be mediated by
CYP2C19 at low imipramine concentrations [91]. In vivo the partial clearance
of imipramine, via N-demethylation, was shown to be significantly reduced in
poor metabolizers of (S)-mephenytoin [94]. In addition, a much larger study
showed that the S/R ratio for mephenytoin correlated with the N-demethylation
of imipramine [95].

3. Omeprazole

Omeprazole has been shown, in vitro, to be metabolized to a number of products,
one of which, the 5-hydroxy metabolite, appears to be formed at least in part by
CYP2C19 [92]. These in vitro metabolism studies correlate with in vivo studies
that showed that the oral clearance of omeprazole, and the formation of the 5-
hydroxy metabolite in three ethnic groups was directly related to CYP2C19 phe-
notype status [96].

IX. CYP2D6

A. Selectivity

The overwhelming majority of CYP2D6 substrates contain a basic nitrogen atom
(pKa � 8), which is ionized at physiological pH. It is the ionic interaction be-
tween this protonated nitrogen atom and an aspartic acid residue that governs
the binding. All the models of CYP2D6 show essentially the same characteristics,
in which there is a 5–7-angstrom distance between this basic nitrogen atom and
the site of metabolism. The relative strength of this ionic interaction means that
the affinity for substrates can be high and that this P450 enzyme tends to have
many examples of low-Km and -Ki interactions. Although most of the substrates
for CYP2D6 are basic, there are still marked differences in binding affinity. Once
the ionic interaction is formed, any difference in binding affinity could be attrib-
uted to other π–π or hydrophobic interactions. In addition, for very potent
CYP2D6 inhibitors, such as ajmalicine, there is a hydrogen acceptor site, in addi-
tion to the ion-pair and hydrophobic/lipophilic interaction, which increases the
inhibitory potency.
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B. Polymorphism

CYP2D6 was perhaps the first and best characterized of the polymorphic P450
enzymes. The poor metabolism (PM) phenotype is characterized clinically by a
marked deficiency in the metabolism of certain compounds, which can result in
drug toxicity or reduced efficacy. The prevalence of the PM phenotype shows
marked ethnic differences, with a mean value of approximately 7% in Caucasian
populations [97] but 1% or less in Orientals [98]. With the latest additions, nearly
70 different CYP2D6 alleles have been identified [99], and the currently applied
genotyping methodologies are typically 90% predictive of phenotype [100].

C. Inhibition

CYP2D6 is inhibited by very low concentrations of quinidine. Although not me-
tabolized by CYP2D6, quinidine conforms closely to the structural requirements
of the enzyme [101]; but based on template models, the quinoline nitrogen occu-
pies the position most likely for oxidative attack. Although quinidine is one of
the most potent inhibitors of CYP2D6, the most studied class of inhibitory drugs
are the SSRIs.

Several studies have been carried out using different substrate probes to
determine the inhibitory potency of various members of this class against
CYP2D6 [102–105]. The potential implications of CYP2D6 (and other P450
enzymes) inhibition by this class of drugs has been exhaustingly reviewed [106–
116] and is not considered further here.

Not all CYP2D6 inhibitors have a basic nitrogen atom. The HIV-I protease
inhibitor ritonavir has a weakly basic center but has a relatively strong interaction
with CYP2D6 [117]. However, the molecule does have a number of hydrogen
bonding groups, which, if there are complementary hydrogen bonding sites in
the CYP2D6-active site, may explain the inhibitory potency.

D. Substrates

There is a wide choice of drugs that are substrates for CYP2D6, but sparteine,
debrisoquine, desipramine, dextromethorphan, and metoprolol have been used
most frequently, both in vitro and in vivo. One advantage for in vivo drug–drug
interaction studies is that most of the substrates were identified in the clinic rather
than by the use of a battery of in vitro methods.

1. Debrisoquine

It was the identification of a group of subjects unable to metabolize debrisoquine
[118,119], resulting in a potentially life-threatening drop in blood pressure, which
lead to the identification of the CYP2D6 polymorphism [120]. Debrisoquine is
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metabolized specifically by CYP2D6 [121] to produce 4-hydroxydebrisoquine.
Following an oral dose, the metabolite is excreted in the urine along with un-
changed drug, and it is this ratio that can determine the CYP2D6 phenotype or the
extent of drug interaction. With compromised CYP2D6, debrisoquine is excreted
largely unchanged, resulting in a high ratio.

2. Dextromethorphan

Dextromethorphan is well tolerated, with few clinically relevant side effects, and
it is a readily accessible drug in a large number of countries, making it ideal for
drug–drug interaction studies. The major route of metabolism, O-demethylation
to dextrorphan, has been shown, both in vitro and in vivo, to be mediated by
CYP2D6 [122]. Dextromethorphan metabolic ratios have been used primarily to
identify CYP2D6 PMs, where a metabolic ratio of greater than 0.3 would be
indicative of the PM phenotype [123].

3. Metoprolol

Metoprolol is a beta-blocker that has been proposed as a pharmacokinetic alterna-
tive to debrisoquine in countries where it is difficult to use debrisoquine. Meto-
prolol is metabolized to desmethylmetroprolol and α-hydroxymetoprolol by
CYP2D6 [124]. The α-hydroxymetoprolol metabolite has been shown to be bi-
modally distributed and to correlate with the debrisoquine oxidation phenotype
[125]. Again, metoprolol has been used primarily to distinguish between
CYP2D6 extensive metabolizers (EMs) and PMs. However, in African popula-
tions, the metoprolol metabolic ratio failed to predict the poor metabolizers of
debrisoquine [126]. These studies would suggest that in some ethnic groups meto-
prolol may not be a suitable probe.

X. CYP3A4

A. Selectivity

CYP3A4 appears to metabolize lipophilic drugs in positions largely dictated by
the ease of hydrogen abstraction in the case of carbon hydroxylation, or electron
abstraction in the case of N-dealkylation reactions. There are very many drugs
that are predominantly eliminated by CYP3A4 and many others where CYP3A4
is a secondary mechanism. The binding of substrates to CYP3A4 seems to be
due essentially to lipophilic forces. Generally such binding, if based solely on
hydrophilic interactions, is relatively weak and without specific interactions,
which allows motion of the substrate in the active site. Thus, a single substrate
may be able to adopt more than one orientation in the active site, and there can
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be several products of the reaction. Moreover, there is considerable evidence for
allosteric behavior, due possibly to the simultaneous binding of two or more
substrate molecules to the CYP3A4-active site [127–131]. Such binding can lead
to atypical enzyme kinetics and inconsistent drug–drug interactions and is almost
diagnostic of CYP3A4 involvement, although other P450 enzymes may, more
rarely, be able to exhibit such properties [130,131]. Alternatively, the CYP3A4-
active site may undergo substrate-dependent conformational changes [132–134],
or there may be an alteration in the pool of active enzyme [135]. Whatever the
case, it is not surprising that there is no useful template model for CYP3A4
substrates.

Protein homology models for CYP3A4 have been produced using the
soluble bacterial enzymes CYP101 and CYP102. These models suggest the ac-
tive site pocket to be large and open and made up predominantly of hydropho-
bic and some neutral residues, together with a small number of polar sidechains.
The large number of aromatic side residues allows for the possibility of π–π
interactions with aromatic substrates. In addition the presence of polar residues
suggests the possibility of hydrogen bonds between substrates and the active
site.

B. Induction

CYP3A4 activity can vary considerably between individuals. CYP3A4 can be
modulated by dietary factors and hormones as well as pharmaceutical agents,
and significant genetic polymorphisms have been identified in the 5′ regulatory
region [136], which may contribute to this variability. In addition to the upstream
response elements, a human orphan nuclear receptor, termed the pregnane X
receptor (PXR), has been shown to be involved in the inductive mechanism [137].

It is interesting that most of the pharmaceutical inducers of CYP3A4, in
man, either accumulate significantly upon multiple dosing, are given at doses of
hundreds of milligrams, or both, e.g., phenobarbital, felbamate, rifampin, phenyt-
oin, carbamezepine, and troglitazone. Therefore the total body burden or liver
levels are likely to be high, suggesting that no marketed drugs are highly potent
ligands for PXR. With the availability of high-throughput screens [138] and the
drive in the pharmaceutical industry for highly potent and selective compounds,
resulting in lower doses, new clinically relevant CYP3A4 inducers may become
rare.

Meanwhile the currently marketed CYP3A4 inducers can profoundly affect
the pharmacokinetics of coadministered CYP3A4 substrates, e.g., rifampin on
midazolam [139] or triazolam [140]. Clearly the most frequent outcome is a loss
of efficacy, which is perhaps less serious than inhibition interactions, although
the consequences of coadministering rifampin with the oral contraceptive pill can
lead to contraceptive failure [141–143].
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C. Inhibition

Ketoconazole is a potent, somewhat selective inhibitor of CYP3A4 and is often
used in vitro and in vivo as a diagnostic inhibitor. The drug is basic, partially
ionized at physiological pH, and highly lipophilic and is also a substrate for the
enzyme, being metabolized in the imidazole ring, the site of its ligation to the
heme [144]. This high-energy interaction results in a high potency of enzyme
inhibition, with Ki values typically substantially less than 1 µM. Not surprisingly,
oral ketoconazole is contraindicated with many CYP3A4 substrates and can cause
life-threatening drug–drug interactions [38]. Other azole antifungals (e.g., itra-
conazole) also have CYP3A4 inhibitory effects through similar mechanisms, and
the drug–drug interactions of these molecules have been extensively reviewed
[145,146].

Mechanism-based inhibitors or suicide substrates seem to be particularly
prevalent with CYP3A4. Such compounds are substrates for the enzyme,
but metabolism is believed to form reactive products that deactivate the en-
zyme. Several macrolide antibiotics, generally involving a tertiary amine
function, are able to inhibit CYP3A4 in this manner [147,148]. Erythromycin
is one of the most widely used examples of this type of interaction, although
there are other commonly prescribed agents that inactivate CYP3A4 [149–
151], a more thorough investigation of this phenomenon might explain a num-
ber of interactions that are not readily explained by the conventional in vitro
data.

Due to the large number of drug molecules metabolized by CYP3A4, potent
inhibition, by whatever mechanism, can have a detrimental effect on a com-
pound’s marketability. This is exemplified by mibefradil, which was withdrawn
from the market during its first year of sales due to its extensive CYP3A4 drug
interactions [152–156].

D. Substrates

There is an enormous choice of CYP3A4 substrates with a wide variety of clinical
indications and structural features. Some of these substrates are not ideal targets
for investigations of drug–drug interactions, due to potential safety concerns upon
inhibition, e.g., terfenadine, or efficacy issues upon induction, e.g., the oral con-
traceptive pill. Additionally there are increasing concerns about the predictivity
of one substrate to another, due to the emerging understanding of the apparent
allosteric behavior of CYP3A4. However, the major structural types of CYP3A4
substrates can perhaps be covered by large-molecular-weight molecules derived
from natural products, e.g., the macrolides, the benzodiazepines, and the dihydro-
pyridine calcium channel blockers.
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1. Erythromycin

Although the rate of elimination of this CYP3A substrate can be determined from
plasma pharmacokinetics, the erythromycin breath test (ERMBT) is less invasive
[157]. The ERMBT involves the intravenous administration of a trace amount
of 14C-N-methyl erythromycin. At specified time points, the subject breathes
through a one-way valve, into a CO2-trapping solution, and the 14C-CO2 is subse-
quently measured by liquid scintillation counting. This test shows fairly good
correlations with trough cyclosporin concentrations [158] and clearly demon-
strates the inductive effect of rifampin [157]. However, there was a poor correla-
tion between the ERMBT and the clearance of the CYP3A4 substrate alfentanil
[159,160]. The test is still somewhat invasive (intravenous administration) and
doesn’t assess presystemic effects; a further limitation is the need to administer
radioactivity.

2. Midazolam

A dose of midazolam in man is eliminated renally (98%), with 1-hydroxymidazo-
lam (the product of CYP3A metabolism) accounting for half of the urinary elimi-
nation [161]. Midazolam clearance provides a good estimate of CYP3A activity,
and this been found to correlate with the concentration of CYP3A immunoreac-
tive protein in liver biopsies [162], cyclosporin clearance [163], and the ERMBT
[161]. Midazolam clearance has been increased in patients receiving phenytoin
[164] and reduced in patients receiving erythromycin [165] or itraconazole [166],
showing wide utility for drug–drug interaction studies.

3. Nifedipine

Nifedipine was one of the first CYP3A4 substrates to be identified [167,168] and
has been the subject of an enormous number of drug–drug interaction studies
both in vitro and in vivo. Pharmacokinetic studies with nifedipine clearly identify
inhibitors, such as itraconazole [169] and grapefruit juice [170], and inducers,
such as the barbiturates [171] and rifampin [172].

XI. CONCLUSIONS

There is clear evidence of the extensive involvement of the cytochrome P450
enzyme system in the elimination of pharmaceutical agents and an enormous
body of information demonstrating the modulation of activity, via inhibition
or induction, with polypharmacy. This fully justifies the intensive research
in this area and the pharmaceutical industry focus on such drug–drug interac-
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tions. This is reinforced in this volume, in which cytochrome P450 is either
the major or the most significant subject of over half the chapters, and inhibi-
tion and induction, in vitro and in vivo, are further exemplified and dis-
cussed.
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I. INTRODUCTION

The UDP-glycosyltransferases (EC 2.4.21.17) are a group of enzymes that catalyze
the transfer of sugars (glucuronic acid, glucose, and xylose) to a variety of acceptor
molecules (aglycones). The sugars may be attached at aromatic and aliphatic alco-
hols, carboxylic acids, thiols, primary, secondary, tertiary, and aromatic amino
groups, and acidic carbon atoms. In vivo, the most common reaction occurs by
transfer of a glucuronic acid moiety from uridine-diphosphate glucuronic acid (UD-
PGA) to an acceptor molecule. This process is termed either glucuronosylation or
glucuronidation. When the enzymes catalyze this reaction, they are also referred
to as UDP-glucuronosyltransferases (UGTs). The structure and function of these
enzymes have been the subject of several reviews [1–3]. This chapter will review
the role of these enzymes in drug–drug interactions that occur in humans.

Glucuronidation is an important step in the elimination of many important
endogenous substances from the body, including bilirubin, bile acids, steroid hor-
mones, thyroid hormones, and biogenic amines such as serotonin. Many of these
compounds are also substrates for sulfonyltranferases [2]. The interplay between
glucuronidation and sulfonylation (sulfation) of steroid and thyroid hormones
and the corresponding hydrolytic enzymes, β-glucuronidase and sulfatase, may
play an important role in development and regulation. The UGTs are expressed
in many tissues, including liver, kidney, intestine, colon, adrenals, spleen, lung,

89



90 Remmel

skin, testes, ovaries, olfactory glands, and brain. Interactions between drugs at
the enzymatic level are most likely to occur during the absorption phase (first-
pass metabolism) in the intestine and liver or systemically in the liver, kidney,
or intestine.

Given the broad array of substrates and the variety of molecular diversity,
it is not surprising that there are multiple UGTs. The UGTs have been divided
into two families (UGT1 and UGT2) based on their sequence homology. All
members of a family have at least 50% sequence identity to one another [4]. The
UGT1A family is encoded by a gene complex located on chromosome 2. The
large UGT1A gene complex contains 12 variable-region exons that are spliced
onto four constant-region exons that encode amino acids on the C-terminus of
the enzyme. Consequently, all enzymes in the UGT1 family have an identical
C-terminus, but the N-terminus is highly variable, with a sequence homology of
only 24–49% [1]. The UGT1A enzymes are named in order of the proximity
to the four constant-region exons, i.e., UGT1A1 through UGT1A12 [5]. This
arrangement appears to be conserved across all mammalian species studied to
date. In humans, all of the gene products are functional except for the pseu-
dogenes, UGT1A2, UGT1A11, and UGT1A12. The UGT1A gene complex is
located on chromosome 2 at 2q.37.

The UGT2A subfamily represents olfactory UGTs and will not be further
discussed in this review. Human UGT2A1 has recently been cloned by Burchell
and coworkers [6]. The UGT2B subfamily consists of a series of complete UGT
genes located at 4q12 on chromosome 4. Like the UGT1A enzymes, the C-termi-
nus is highly conserved among all members of the UGT2B genes, with greater
variation at the N-terminal half of the protein. Several human UGT2B enzymes
have been cloned, expressed, and characterized for a variety of substrates.

Interactions involving glucuronidation have been described in a number of
clinical and in vitro studies. Apparent decreases in the amount of glucuronide
excreted in urine or bile or apparent increases in the AUC have been shown in
several studies. These apparent effects on glucuronidation could occur via several
different mechanisms, as follows:

1. Direct inhibition of the enzyme by competition with the substrate or
with UDPGA

2. Induction of individual UGT enzymes
3. Depletion of the UDPGA cofactor
4. Inhibition of the transport of UDPGA into the endoplasmic reticulum
5. Inhibition of the renal excretion of the glucuronide, with subsequent

reconversion to the parent aglycone by beta-glucuronidases (futile cy-
cling)

6. Alteration of endoplasmic reticulum transport, sinusoidal membrane
transport, or bile canalicular membrane transport of glucuronides
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Major interactions involving individual UGT enzymes will be discussed in detail
along with a brief discussion of the function of each enzyme. A table of substrates,
inducers, and inhibitors for the human UGT enzymes is provided in the appendix
to this chapter.

II. UGT1A1

UGT1A1 is an important enzyme that is primarily responsible for the glucuroni-
dation of bilirubin in the liver. Cloned, expressed UGT1A1 is a glycosyltransfer-
ase that is also capable of catalyzing the formation of bilirubin xylosides and
glycosides in the presence of UDP-xylose and UDP-glucose, respectively [7]. In
vivo, glucuronidation predominates, but bilirubin xylosides and glucosides have
been identified in bile. Drugs that are substrates for UGT1A1 may result in high
unconjugated bilirubin concentrations, especially in patients with Gilbert’s syn-
drome. Gilbert’s syndrome is an asymptomatic unconjugated hyperbilirubinemia
that is most often caused by a genetic polymorphism in the promoter region of
the UGT1A1 gene [8]. Decreased expression of UGT1A1 in Gilbert’s patients
is a result of the presence of a (TA)7TAA allele (UGT1A1∗28) in place of the
more prevalent (TA)6TAA allele [9,10]. Persons who are homozygous for the
(TA)7TAA allele express approximately 30–50% less UGT1A1 enzyme in liver.
Larger screening studies have demonstrated that this regulatory defect occurs in
approximately 2–19% of various populations [8]. Older studies in persons with
mild hyperbilirubinemia (meeting the criteria for Gilbert’s syndrome, but not
genetically determined) demonstrated a decreased clearance rate for drugs that
are glucuronidated. Clearance of acetaminophen (also catalyzed by other UGT
enzymes, especially UGT1A6) was decreased by 30% in six subjects with Gil-
bert’s syndrome [11]. In contrast, a small study by Ullrich et al. demonstrated
no difference in the glucuronide/acetaminophen ratio in urine of 11 persons with
Gilbert’s syndrome [12]. Lorazepam clearance (thought to be catalyzed by
UGT2B7), was 20–30% lower in persons with Gilbert’s syndrome [13]. Lamo-
trigine is a triazine anticonvulsant that is metabolized primarily to a quaternary
2-N-glucuronide in humans [14]. Oral clearance of lamotrigine was decreased
by 32% in persons with Gilbert’s syndrome [15]. Lamotrigine is glucuronidated
by cloned, expressed UGT1A3 and UGT1A4 but not by UGT1A1. In general
these studies were conducted in a small number of Gilbert’s patients. There is
likely to be a distinct heterogeneity in persons exhibiting mild hyperbilirubinemia
that could include patients with Crigler–Najjar Type II who have mutations in
the coding region of UGT1A1, persons who are homozygous for the (TA)7TAA
allele, or patients who have a higher-than-normal breakdown of heme. Since the
genetic defect in many Gilbert’s patients has only recently been identified, it
will be of interest to conduct pharmacokinetic studies in persons who have been
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genotyped and are also taking drugs that are known to be UGT1A1 substrates,
such as buprenorphine, ethinylestradiol, and SN-38 (an irinotecan metabolite).

Ando et al. completed a small pharmacokinetic study with irinotecan, a
water-soluble analog of the antitumor alkaloid camptothecin [16]. Irinotecan is
metabolized by carboxylesterase to an active metabolite SN-38, which is cleared
primarily by glucuronidation [17]. A single patient that was homozygous for the
(TA)7TAA allele displayed a much higher SN-38/SN-38 glucuronide metabolic
ratio in plasma. Another case report described two additional patients with Gil-
bert’s syndrome who had grade 4 neutropenia while taking irinotecan [18]. Iyer
et al. recently compared the liver microsomal glucuronidation rate for SN-38 and
bilirubin in 44 patients genotyped for the (TA)nTAA allele [19]. A significant
correlation between bilirubin glucuronidation and SN-38 glucuronidation was ob-
served (r � 0.9) and microsomes from patients homozygous for the (TA)7TAA
allele (n � 4) displayed significantly lower SN-38 glucuronidation rates than
microsomes from heterozygotes or homozygotes for the (TA)6TAA allele. SN-
38 glucuronidation is also catalyzed by cloned, expressed human UGT1A1 but
not by UGT1A4 or UGT2B7 [20].

Drug interactions involving UGT1A1 have not been reported for irinotecan.
Based on in vitro data, a drug interaction between ethinylestradiol and irinotecan
may be hypothesized, since ethinylestradiol glucuronidation also highly corre-
lates with bilirubin glucuronidation in human liver microsomes [21]. Ethinyles-
tradiol has been shown to elevate bilirubin concentrations in plasma, and the
17β-glucuronide is a cholestatic agent. Interactions involving glucuronidation of
ethinylestradiol are unlikely, since this steroid is also metabolized by sulfation
and CYP3A4. The opioid analog buprenorphine also displays a high intrinsic
clearance relative to other opioids in incubations conducted with cloned, ex-
pressed UGT1A1, and studies conducted in microsomes from a Crigler–Najar
Type I patient show a 75% reduction in glucuronidation rate [22].

III. UGT1A3 AND UGT1A4

UGT1A3 and UGT1A4 appear to be important enzymes involved in the catalysis
of many tertiary amine drugs to form quaternary ammonium glucuronides
[23,24]. UGT1A3, UGT1A4, and UGT1A5 share a high nucleic acid sequence
homology of 93–94% in the first variable-region exon and probably have arisen
by gene duplication [25,26]. The first exon of this group of enzymes appears to
have diverged considerably from UGT1A1 (58% similar to UGT1A4), UGT1A6,
and UGT1A7-1A10. UGT1A4 is expressed in human liver, although the level
of expression of UGT1A4 mRNA has been reported to be low compared to
UGT1A1 mRNA [27]. UGT1A4 has low activity versus bilirubin compared to
UGT1A1 and has been sometimes designated as a minor bilirubin form [28].
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Both UGT1A3 and UGT1A4 possess similar activity toward a variety of tertiary
amines, such as imipramine, cyproheptadine, amitriptyline, tripellenamine, and
diphenhydramine, with high apparent Km values ranging from 0.2 to 2 mM
[23,24]. In general, UGT1A4 displays better catalytic activity versus these sub-
strates. There are some significant differences in catalytic activity between
UGT1A3 and UGT1A4. UGT1A3 catalyzes the glucuronidation of bupre-
norphine, norbuprenorphine (low Km values), morphine (3-position only), and
naltrexone [24]. The enzyme has activity toward a variety of nonsteroidal anti-
inflammatory drugs (NSAIDs), simple aromatic phenols (scopoletin, 4-methyl-
umbelliferone, 4-nitrophenol), and flavonoids such as naringenein and quercetin.
In contrast, UGT1A4 is inactive toward NSAIDs, but steroidal sapogenins such
as hecogenin and diosgenin appear to be excellent substrates, with low Km val-
ues (7–20 µM) [23]. UGT1A4 also has good activity for progestins, especially
5α-pregnane-3α,20α-diol and androgens such as 5-α-androstane-3α,17β-diol.
UGT1A3 mRNA is expressed in liver, biliary epithelium, colon, and gastric tissue
[26]. UGT1A4 mRNA is expressed in liver, intestine, and colon but not in gastric
tissue. UGT1A5 mRNA is not expressed in any of these tissues.

Assuming that UGT1A3 and UGT1A4 are primarily responsible for the
glucuronidation of tertiary amine antihistamines and antidepressants, significant
drug interactions involving glucuronidation with these substrates have not been
reported. This is not unexpected, because typically less than 25% of the dose is
excreted as a direct quaternary ammonium glucuronide [29]. The formation of
quaternary ammonium glucuronides appears to be highly species specific, with
the highest activity in humans and monkeys. Rats are generally incapable of
forming quaternary ammonium glucuronides [30]. Lamotrigine, a novel triazine
anticonvulsant, is extensively glucuronidated at the 2-position on the triazine ring
in humans (90% of the dose excreted in human urine) [31]. It is not significantly
glucuronidated in rats and dogs, but 60% of the dose excreted in guinea pig urine
is the 2-N-glucuronide [14]. Several significant interactions have been reported
for lamotrigine in humans. Lamotrigine glucuronidation is induced in patients
taking phenobarbital, phenytoin, or carbamazepine, resulting in a twofold de-
crease in apparent half-life, from 25 hours to approximately 12 hours [32,33].
In contrast, valproic acid inhibits lamotrigine glucuronidation, resulting in a 23
fold increase in half-life [33,34]. The mechanism of this interaction is not clear,
although valproic acid is a weak substrate for UGT1A3 [24]. In contrast, lamo-
trigine had a small but significant effect (25% increase) on the apparent oral
clearance (Cl) of valproic acid [35]. This increase could be due to induction of
UGTs responsible for valproic acid glucuronidation, since chronic treatment with
lamotrigine results in autoinduction [36]. The interaction between acetaminophen
and lamotrigine has also been studied. Surprisingly, acetaminophen decreased
the AUC by approximately 20% after multiple oral doses in eight human volun-
teers [37]. Lamotrigine clearance was reported to be 32% lower in seven volun-
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teers with Gilbert’s syndrome, a regulatory polymorphism in the UGT1A1 gene
[15]. However, lamotrigine does not appear to be a substrate for UGT1A1 [38].

IV. UGT1A6

UGT1A6 is the most important enzyme for the conjugation of planar phenols.
It displays high activity for a variety of aromatic alcohols, including 1-naphthol,
4-nitrophenol, 4-methylumbelliferone, and acetaminophen; however, these planar
phenols are also substrates for most other UGT enzymes. Immunoinhibition stud-
ies with an antibody raised against a 120-amino-acid N-terminal region UGT1A6
peptide fused to Staphylococcus aureus protein A, revealed that approximately
50% of the 1-naphthol glucuronidation activity in human liver microsomes could
be inhibited [39]. The first exon sequence of UGT1A6 is divergent from other
UGT1A sequences, being most similar to UGT1A9, with only a 54% homology
[26]. UGT1A6 may play an important role in the detoxification of carcinogenic
aromatic hydrocarbons, since it displays high activity versus hydroxylated metab-
olites of benzo(a)pyrene and chrysene. The very low toxicity threshold for acet-
aminophen in cats is apparently due to a genetic defect in UGT1A6, a defect
present in all felines [40]. In rats, this enzyme is inducible by polycyclic aromatic
hydrocarbons. UGT1A6 is also inducible in human hepatocytes by β-naph-
thoflavone and in some, but not all, hepatocytes by rifampin [41]. Acetaminophen
glucuronidation appears to be increased in smokers, perhaps due to induction of
UGT1A6 [42].

V. UGT1A7, UGT1A8, AND UGT1A9

There is a 93–94% sequence homology in the first exon of UGT1A7, UGT1A8,
UGT1A9, and UGT1A10; however, these enzymes show great variation in their
level of tissue expression [26]. This group of UGT1A enzymes is highly divergent
from UGT1A3–UGT1A5, with approximately 50% identity in the first exon to
UGT1A7–UGT1A10. UGT1A9 is expressed in human hepatic tissues, whereas
UGT1A7, UGT1A8, and UGT1A9 are expressed extrahepatically in man [26].
UGT1A7 mRNA is expressed in human esophageal and gastric tissue and sheep
intestine [43,44]. In contrast, both rat and rabbit UGT1A7 are expressed in liver
as well [45,46]. The rabbit enzyme (UGT1A7l) displays high activity versus a
variety of small phenolic compounds, such as 4-methylumbelliferone, p-nitrophe-
nol, vanillin, 4-tert-butylphenol, and octylgallate. In addition the rabbit enzyme is
capable of catalyzing the gluronidation of imipramine to a quaternary ammonium
glucuronide, similar to UGT1A4. Rat UGT1A7 catalyzes the glucuronidation of
benzo(a)pyrene phenols and is inducible by both 3-methylcholanthrene and olti-
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praz [46]. Recently, Ciotti et al. demonstrated that human UGT1A7 has very
high activity for the glucuronidation of 7-ethyl-10-hydroxycamptothecin (SN-
38), the active metabolite of irinotecan (see Sec. II) [47]. Thus UGT1A7 may
play an important role in the first-pass metabolism of this antitumor drug. The
inducibility of human UGT1A7 has not yet been studied, but studies in rats with
polycylic aromatic hydrocarbon inducers suggest that this enzyme may be induc-
ible in smokers.

UGT1A8 mRNA is expressed in human jejunum, colon, and ileum but not
in liver or kidney [48]. UGT1A8 has activity versus a variety of planar and bulky
phenols, coumarins, flavonoids, anthraquinones, and primary aromatic amines [48].
It also catalyzes the glucuronidation of several endogenous compounds, including
dihydrotestosterone, 2- and 4-hydroxyestrone, estradiol, hyocholic acid, trans-reti-
noic acid, and 4-OH-retinoic acid [121]. Several drugs are also substrates, including
opioids (e.g., buprenorphine, morphine, naloxone, and naltrexone), ciprofibrate,
diflunisal, furosemide, mycophenolic acid, phenolphthalein, propofol, and 4-OH-
tamoxifen. [48,121]. Cloned, expressed UGT1A8 has a high intrinsic clearance for
the conjugation of flavonoids such as apigenin and naringenin; thus, drug–food
interactions are possible with drug substrates of this enzyme, particularly if the
drugs display extensive first-pass glucuronidation in the intestine.

UGT1A9 is expressed in human liver, kidney, and colon [49]. UGT1A9
is expressed in greater amounts in kidney than in liver and is the most prevalent
UGT expressed in renal tissue. UGT1A9 is largely responsible for the glucuroni-
dation of a variety of bulky phenols, such as tert-butylphenol, and the anesthetic
agent propofol [50,51]. Propofol is a specific substrate for UGT1A9, but extrahe-
patic metabolism of propofol appears to be important, because propofol glucuro-
nide is formed in substantial amounts in cirrhotic patients undergoing surgery
with a trans-internal-jugular porto-systemic shunt [52] or during the anhepatic
phase of liver transplantation [53]. Propofol is also glucuronidated in vitro by
human kidney and small intestinal microsomes [52]. Propofol Vmax was 3–3.5
times higher in kidney microsomes compared to liver or small intestinal micro-
somes on a mg-microsomal protein basis. Propofol Cl is greater than liver blood
flow, also suggesting that extrahepatic metabolism is important for this compound
[54]. A number of pharmacodynamic interactions have been reported between
propofol and benzodiazepines or opioids such as fentanyl and alfentanil. Pharma-
cokinetic interaction studies with fentanyl or alfentanil revealed that there was
a modest decrease (20–50%) in propofol clearance [54,55]. UGT1A9 also cata-
lyzes the glucuronidation of propranolol, valproic acid, clofibric acid, and several
nonsteroidal anti-inflammatory drugs, and these drugs appear to be glucuroni-
dated at a much faster rate by UGT1A9 than by UGT2B7 on a mg-protein basis
in cloned, expressed cells (assuming equivalent levels of expression) [1]. Such
NSAIDs may be directly glucuronidated or oxidatively metabolized (primarily
by CYP2C9). Relatively few clinical drug interactions with NSAIDs have been
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reported [56], although probenecid may inhibit glucuronidation and cause modest
increases in NSAID concentrations (see Sec. VIII, on probenecid). UGT1A9 is
an inducible enzyme. In the rat, phenobarbital is a good general inducer of the
glucuronidation of bulky phenols catalyzed by UGT1A9. UGT1A9 along with
UG1A6 were inducible by 10 µM TCDD in Caco-2 cells, a human-derived colon
carcinoma cell line [57].

VI. UGT1A10

UGT1A10 is closely related to UGT1A7, UGT1A8, and UGT1A9. Mojarrabi
and Mackenzie cloned the cDNA from human colon [58]. The enzyme was 90%
homologous to UGT1A9. UGT1A10 mRNA is not expressed in human liver but
is highly expressed in colon, intestine, and kidney [26]. When transfected into
COS-7 cells, the enzyme was very active in the conjugation of mycophenolic
acid, the major active metabolite of mycophenolate, a newly approved immuno-
suppressant agent used for the treatment of allograft rejection. In vitro, the en-
zyme was capable of catalyzing conjugation at both the phenolic hydroxyl at the
7-position and the carboxylic acid moiety to form an acyl glucuronide. The 7-
O-glucuronide is the predominant conjugate formed in vivo and is the major
excretory metabolite of mycophenolate (90% of the dose in humans). An interac-
tion between tacrolimus (FK506) and mycophenolate has been described re-
sulting in a marked increase in mycophenolic acid trough concentrations and
AUC [59]. Zucker et al. further studied this phenomenon in vitro and demon-
strated that mycophenolic acid glucuronidation activity was 100-fold higher in
human kidney microsomes compared to human liver microsomes [60]. With a
partially purified preparation of the kidney UGT, tacrolimus was shown to be a
potent inhibitor of this mycophenolic acid glucuronidation (presumably catalyzed
by UGT1A10), with a Ki of 27.3 ng/ml compared to a Ki � 2158 ng/ml for
cyclosporine A. Since UGT1A10 is present primarily in the extrahepatic tissues
and kidney, coadministration of tacrolimus would be expected to significantly
inhibit first-pass intestinal metabolism and to decrease Cl/F, resulting in the ob-
served increase in the AUC of mycophenolic acid. Other UGT1A enzymes may
contribute to mycophenolic acid glucuronidation. For example, Cheng et al. re-
cently reported that the formation of mycophenolic acid glucuronide was 1900
pmole/min/mg protein for UGT1A8 compared to 93 pmole/min/mg protein for
UGT1A10 [121]. UGT1A8 mRNA is expressed in intestinal tissues but not in
kidney. UGT1A10 appears to have less activity than UGT1A8 for flavonoids,
alizarin, and scopoletin [121], but further studies will be needed to determine the
relative expression levels of the enzymes in the gut. UGT1A10 has not been as
extensively examined for other metabolic activities, but it may be an important
enzyme in the extrahepatic metabolism of other drugs such as propofol.
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VII. UGT2B7

UGT2B7 is an important enzyme involved in the glucuronidation of several
drug substrates, including the NSAIDs, morphine, and 3-OH-benzodiazepines.
UGT2B7 has 82% sequence homology to UGT2B4 but has less than 50% homol-
ogy to UGT1A family enzymes. Ritter et al. initially cloned and expressed
UGT2B7 (H), a protein with a His at amino acid 268 [61]. This enzyme had
activity toward several steroid substrates, including estriol and androsterone, with
low activity for the bile acid hyodeoxycholic acid. Jin et al. cloned and expressed
a polymorphic variant from the same cDNA library, UGT2B7 (Y), with a substitu-
tion of tyrosine for histidine at position 268 [62]. UGT2B7 (Y) activity expressed
in COS-7 cells was more extensively characterized versus a variety of drug sub-
strates. The enzyme catalyzed the conjugation of several NSAIDs (naproxen, keto-
profen, ibuprofen, fenoprofen, zomepirac, diflunisal, and indomethacin), valproic
acid, clofibric acid, temazepam, oxazepam, propranolol, and chloramphenicol.
More recently, Tephly and coworkers demonstrated that UGT2B7 catalyzed both
the 3-O- and 6-O-glucuronidation of morphine, codeine 6-O-glucuronidation, and
the conjugation of several other opioids [63]. This group has also compared the
activities of UGT2B7 (Y) and UGT2B7 (H) that were stably expressed in HK293
cells [64]. Both forms displayed similar activity for a range of compounds. Endoge-
nous substrates for UGT2B7 include 4-OH estrone, hyodeoxycholic acid, estriol,
androsterone, and epitestosterone but not testosterone [64,65].

Based on the substrate activity, one might expect that several drug interac-
tions could result from competition for UGT2B7. Morphine glucuronidation has
been well studied; however, relatively few clinical drug–drug interactions with
morphine have been reported. In human liver microsomes, the 3-O-glucuronida-
tion of morphine is biphasic, with a high-affinity Km of 2–7 µM and a low-affinity
Km of 700–1600 µM [66]. UGT2B7 is the only human UGT expressed in liver
that has been shown to glucuronidate morphine to morphine-6-glucuronide. Mor-
phine-6-glucuronide is much more potent in binding to the mu receptor in the
CNS than morphine (30–50-fold more potent). However, morphine-6-glucuro-
nide has a poor ability to cross the blood–brain barrier, with a permeability coef-
ficient in rats that was 1/57 that of morphine [67]. Morphine-6-glucuronide has
similar analgesic effects to morphine when administered to rats on a mg/kg basis.
Since rats are unable to make morphine-6-glucuronide, this reflects a balance of
poor permeability and higher CNS potency. In humans, both morphine-3-glucuro-
nide (lacking analgesic activity) and morphine-6-glucuronide are present in
higher concentrations than morphine at steady state. Competitive inhibition with
other UGT2B7 substrates may not result in a significant effect on analgesic effi-
ciency of morphine, since morphine levels would rise while morphine-6-glucuro-
nide levels would fall. Morphine glucuronidation is inhibited by various benzodi-
azepines in vitro in rats and oxazepam (20 mg/kg PO) was shown to lower the
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morphine-3-glucuronide/morphine ratio in urine. In vitro, the 6-O-glucuronida-
tion of codeine by human liver microsomes was inhibited by morphine, amitripty-
line, diazepam, probenecid, and chloramphenicol with Ki values of 3.6, 0.13,
0.18, 1.7, and 0.27 mM, respectively.

Benzodiazepines containing a hydroxyl group at the 3-position, such as lo-
razepam, oxazepam, and temazepam, are glucuronidated by UGT2B7. (S)-oxaz-
epam is a better substrate for glucuronidation in human liver microsomes, with
a Vmax/Km ratio of 1.125 ml/min-mg protein versus 0.25 ml/min-mg protein for
the (R)-isomer [68]. Inhibition studies with racemic ketoprofen in human liver
microsomes revealed that racemic ketoprofen competitively inhibited (S)-oxaze-
pam glucuronidation, but the inhibition of (R)-oxazepam was weaker, and the
data did not fit the simple hyperbolic fit expected of a competitive inhibitor of
a single enzyme. (S)-Oxazepam glucuronidation was inhibited (in order of po-
tency) by hyodeoxycholic acid, estriol, (S)-naproxen, ketoprofen, ibuprofen, fen-
oprofen, and clofibric acid. Drug interaction studies with lorazepam and clofibric
acid in humans have been reported and are summarized in Table 1.

Table 1 Interactions Involving UGT2B7 Substrates

Precipitant drug Object drug Effect Commentsa

Valproate Lorazepam ↑ 20% Increase in lorazepam AUC, 31% de-
crease in formation Cl of lorazepam
glucuronide [69]; 40% decrease in lora-
zepam Cl. [70]

Probenecid Lorazepam ↑ Lorazepam Cl decreased twofold. Half-
life increased from 14 hr to 33 hr. [71]

Neomycin � Lorazepam Half-life decreased 19–26%. 34% in-
cholestyramine crease in free oral CL/F. Effect attrib-

uted to decreased entero-hepatic circula-
tion. [72]

Probenecid Clofibric acid ↑ Nonrenal Clu decreased by 72%. Free
clofibric acid Css increased 3.6-
fold. [73]

Probenecid Zomepirac ↑ Zomepirac Cl declined by 64%. Zome-
pirac glucuronide Clf decreased by
71%. Urinary excretion of zomepirac
glucuronide decreased from 72% to
58%. [74]

Oral Contracep- Clofibric acid ⇓ Clofibric acid Cl increased 48% in
tives women receiving oral contracep-

tives. [75]

a Source reference numbers are in brackets.
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VIII. INTERACTIONS WITH PROBENECID

Probenecid is a uricosuric agent that is used in the treatment of gout. Probene-
cid inhibits the active tubular secretion of a number of organic anions, including
uric acid and the glucuronides of several different drugs. Detailed studies of
clinical interactions between probenecid and several drugs, including clofibric
acid, zidovudine, and several nonsteroidal anti-inflammatory drugs have de-
monstrated that the rate of excretion of the glucuronides into the urine is de-
creased, which coincides with the known effects of probenecid upon organic
anion transport. Clinical interactions between probenecid and clofibric acid
[73], ketoprofen [76], indomethacin [77], carprofen [78,79], isofezolac [80],
naproxen [81], zomepirac [74], and zidovudine [82] have been described. In
addition to the expected effect of a decreased rate of glucuronide excretion,
these studies have also revealed that the clearance of the parent aglycone is also
decreased. In several cases, it has been demonstrated that probenecid affects
both the nonrenal and renal clearance of the parent aglycones, suggesting that
there are multiple mechanisms for the probenecid effect. The apparent decrease
in clearance of the parent drugs has been attributed to three basic mecha-
nisms: (1) inhibition of the renal clearance of the parent drug, (2) direct inhibi-
tion of the UGT enzyme responsible for the glucuronidation of the parent
drugs, and (3) inhibition of the active secretion of the glucuronide and subsequent
hydrolysis of the glucuronide back to the aglycone, resulting in a futile cycle.
Several interactions between NSAIDs and probenecid have been reported. In-
hibition of direct renal excretion may occur but probably does not significant-
ly contribute, since the excretion of unchanged clofibric acid and most nonster-
oidal anti-inflammatory agents is negligible [76]. Consequently, alternate
mechanisms have been proposed. Probenecid has been shown to inhibit the for-
mation clearance of zomepirac glucuronide by 78% in humans, suggesting
a direct effect on the UGT enzyme responsible for glucuronidation. Glucuroni-
dation of NSAIDs is catalyzed by several UGT enzymes, including UGT1A9
and UGT2B7, although UGT1A9 may be the most important enzyme for these
drugs [1]. An alternate mechanism involving hydrolysis of the glucuronide back
to the parent aglycone has also been proposed. This ‘‘futile cycle’’ hypothesis
has been well studied in a uranyl nitrate-induced renal failure model in rabbits
[83].

The interaction between zidovudine and probenecid has been extensively
studied in vitro and in several species. The interaction is complex. Probenecid
inhibits the renal tubular secretion of both zidovudine and zidovudine glucuro-
nide [82]. Probenecid also directly affects the glucuronidation step, thus de-
creasing the nonrenal clearance of zidovudine. For example, the nonrenal
clearance of zidovudine was significantly decreased from 10.5 � 2.1 ml/min/kg
to 7.8 � 3.3 ml/min/kg by probenecid in a rabbit model [84]. Probenecid
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has been demonstrated to be a direct inhibitor of the glucuronidation of zidovud-
ine in human liver microsomes [85,86]. In freshly isolated rat hepatocytes,
probenicid decreased zidovudine-glucuronide by 10-fold [122]. Probenecid also
appears to inhibit the efflux of zidovudine from the brain, presumably at the
choroid plexus.

IX. INTERACTIONS WITH ZIDOVUDINE

Zidovudine (3-azido-deoxythymidine, AZT) is an important nucleoside used in
the treatment of AIDS. It was the first drug approved for the treatment of AIDS,
and as such there are a number of in vitro and in vivo drug interaction studies
conducted with this compound. Zidovudine is eliminated in humans primarily
by glucuronidation; approximately 75% of the dose is excreted as the glucuro-
nide, with the rest excreted unchanged in urine. A small portion of the drug is
reduced to 3′-amino-3′-deoxythymidine, a reaction catalyzed by CYP3A4. The
enzyme responsible for zidovudine glucuronidation is not known, and it does not
appear to be a substrate for any of the enzymes that have been cloned and ex-
pressed. Human liver microsomes from Crigler–Najar Type I patients and Gunn
rat liver microsomes do not show diminished zidovudine glucuronidation rates,
suggesting that the responsible enzyme is not a member of the UGT1A family
of enzymes [20,87]. In rats, zidovudine glucuronidation is inducible by phenobar-
bital but not by 3MC or clofibrate [88].

Several in vitro drug interaction studies have been conducted in human
liver microsomes. In human liver microsomes, the Km for zidovudine glucuronida-
tion is approximately 2–3 mM, a concentration well above the typical therapeutic
concentration of 0.5–2 µM. Turnover of the substrate is also quite slow, which
belies the relatively high clearance observed in vivo. Based on determination of
Ki in N-octyl-β-d-glucoside-solubilized human liver microsomes and comparison
to therapeutic concentrations in plasma, Resetar et al. predicted potential interac-
tions of more than 10% with probenecid, chloramphenicol, and (�)-naproxen
out of 17 drugs tested [89]. Rajaonarison et al. examined the inhibitory potential
of 55 different drugs on zidovudine glucuronidation [87]. By comparison of the
relevant therapeutic concentrations, interactions were predicted for cefoperazone,
penicillin G, amoxicillin, piperacillin, chloramphenicol, vancomycin, micona-
zole, rifampicin, phenobarbital, carbamazepine, phenytoin, valproic acid, quini-
dine, phenylbutazone, ketoprofen, probenecid, and propofol. Interactions with
beta-lactam antibiotics and vancomycin are not likely to be significant, because
these compounds do not penetrate into cells well and are excreted primarily
by direct renal elimination, except for cefoperazone. A similar study was con-
ducted by Sim et al. [90]. Indomethacin, naproxen, chloramphenicol, probene-
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cid, and ethinylestradiol decreased the glucuronidation of zidovudine (2.5 mM)
by over 90% at supratherapeutic concentrations of 10 mM. Other compounds
producing some inhibition of zidovudine conjugation were oxazepam, salicylic
acid, and acetylsalicylic acid. More recently, Trapnell et al. examined the inhibi-
tion of zidovudine at a more relevant concentration of 20 µM in bovine serum
albumin–activated microsomes by atovaquone, methadone, fluconazole, and
valproic acid at therapeutically relevant concentrations [91]. Both fluconazole
and valproic acid inhibited zidovudine glucuronidation by more than 50% at ther-
apeutic concentrations. Clinical interaction studies have been conducted with
methadone, fluconazole, naproxen, probenicid, rifampicin, and valproic acid (see
Table 2).

Table 2 Clinical Interactions Affecting Zidovudine Glucuronidation

Object
Precipitant drug drug Effect Commentsa

Atovaquone Zidovudine ↑ ZDV Cl/F decreased by 25%. AUC(m)/
(ZDV) AUCp ratio declined from 4.48 � 1.94 to

3.12 � 1.1 with atovaquone [92].
Fluconazole Zidovudine ↑ Decreased Cl/F by 46%. Decreased ZDV-G

(400 mg) Clf by 48%. Ae(m)/Ae decreased by 34%.
[93]

Methadone Zidovudine ↑ Oral AUC increased by 41%, i.v. AUC by
19%. Chronic methadone decreased Cl
by 26%. ZDV-G Clf decreased by 17%.

[94]
Zidovudine Methadone N.S. No significant change in methadone levels.
Naproxen Zidovudine N.S. No alteration in ZDV pharmacokinetics;

ZDV-G AUC significantly decreased by
21%. [95]

Probenicid Zidovudine ↑ ZDV AUC increased more than twofold.
[82]

Rifampicin Zidovudine ⇓ Decreased AUC of ZDV by 2–4-fold (n �
4). AUC ratio of ZDV-G/ZDV increased
in three patients. Ratio returned to base-
line in one patient discontinuing rifampin.
[96]

Valproate Zidovudine ↑ ZDV AUC increased twofold. Ae(m)/Ae in
urine decreased by �50%. [97].

a Source reference numbers are in brackets.
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X. IN VITRO APPROACHES TO PREDICTION OF
DRUG–DRUG INTERACTIONS

UGT is a membrane-bound enzyme located intracellularly in the endoplas-
mic reticulum (ER). Unlike P450, the active site is located in the lumen of
the ER, and there is good evidence for the existence of an ER transporter
for UDPGA, the polar, charged cofactor that is produced in the cytosol [98].
Similarly, the polar glucuronides that are formed in the lumen may require
specific transporters for drug efflux from the ER. Microsomes maintain this
membrane integrity, and thus both UDPGA and substrate access may be lim-
ited in in vitro incubations. Consequently, a variety of techniques have been
used to ‘‘activate enzyme’’ or to ‘‘remove enzyme latency’’ in vitro. The previ-
ously cited in vitro studies with zidovudine can be used to illustrate these ap-
proaches.

Zidovudine glucuronidation has been stimulated by the addition of deter-
gents such as oleoyl lysophosphatidylcholine (0.8 mg/mg protein optimal) [88],
Brij 58 (0.5 mg/mg protein) [87], and N-octyl-β-d-glucoside (0.05%) [89]. Trap-
nell et al. reported a 15-fold increase in AZT glucuronidation rate with 2.25%
bovine serum albumin (BSA) [91]. In our laboratory, we have recently used a
pore-forming antibiotic, alamethacin, to stimulate the glucuronidation of zido-
vudine in human liver microsomes. The advantage of alamethacin is that iso-
zyme-dependent inhibition by detergents can be avoided, but it is still important
to determine the optimal concentration for activation for an individual substrate.
In our hands, alamethacin stimulated zidovudine glucuronidation activity 3–4-
fold, to a slightly higher extent than Fraction V BSA (Remmel RP and Streich JA,
unpublished data). Addition of BSA to alamethacin did not substantially increase
activation. When low-endotoxin, fatty acid–free BSA was used, almost no activa-
tion was observed, suggesting that endotoxin may be involved in a detergent-
like effect.

Unlike the situation with cytochrome P450, specific and selective inhibitors
of individual UGT enzymes are generally not available. Furthermore, inhibitory
antibodies have not been developed because of the high similarity in amino acid
content (identical in all UGT1 enzymes) in the constant region containing the
UDPGA binding site [99]. Consequently, at this time the only method available to
identify isozyme selectivity is to conduct studies with cloned, expressed enzymes.
Fortunately, many of these enzymes have recently been commercially available
as microsomes prepared from lymphocytes, mammalian cells, insect cells, or bac-
teria. Procedures for ‘‘activation’’ of UGT activity in cloned, expressed cell sys-
tems also vary, but sonication of whole-cell lysates has been commonly used as
a convenient method for screening.
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XI. INTERACTIONS INVOLVING DEPLETION OF UDPGA

An alternate mechanism of drug–drug interactions involving glucuronidation
may involve depletion of the required cofactor, UDPGA. Several drugs and chem-
icals have been shown to deplete UDPGA in the rat, including d-galactosamine,
diethylether, ethanol, and acetaminophen [100]. In the mouse, Howell et al. [100]
demonstrated that valproic acid, chloramphenicol, and salicylamide depleted he-
patic UDPGA by greater than 90% at doses of 1–2 mmole/kg. Maximal decreases
were noted at 7–15 minutes after injection, but rebounded toward control levels
by 2–4 hours after injection. Once depleted, UDPGA levels will be replaced by
the breakdown of glycogen stores in the liver. For drugs that are glucuronidated
but given at relatively low doses, UDPGA depletion is not likely to be of major
importance. Extrahepatic glucuronidation may be more susceptible to depletion
of UDPGA, since UDPGA concentrations in liver (279 µmole/kg) were report-
edly 15 times higher than in intestine, kidney, or lung [101]. However, in patients
receiving high doses of certain drugs, such as the NSAIDs, ethanol, acetamino-
phen, and valproate, depletion of UDPGA stores may influence the rate of glucu-
ronidation, especially if glycogen stores are low. For example, lamotrigine clear-
ance is decreased 2–3-fold in patients also taking valproic acid. Lamotrigine has
been shown to be glucuronidated by UGT1A4 [23], and may also be a substrate
for UGT1A3, which also catalyzes the glucuronidation of many tertiary amine
drugs [24]. Valproic acid is a slow substrate for UGT1A3 and is a weak inhibitor
of lamotrigine glucuronidation in microsomes containing excess UDPGA. The
maximum recommended dose of valproic acid is 60 mg/kg/day (4200 mg per
day), which is equivalent to a dose of 0.14 mmole/kg. Thus, it is conceivable,
that UDPGA depletion may play a role in interactions involving valproic acid.
A similar case could be made for patients taking high doses of acetaminophen,
although in the case of lamotrigine, coadministration of acetaminophen resulted
in an unexpected 20% decrease in lamotrigine AUC. Evidence for UDPGA deple-
tion by any drug in humans is lacking, and thus the clinical relevance of this
mechanism is unclear.

XII. INTERACTIONS INVOLVING INDUCTION OF UGT
ENZYMES

Regulation of the UGT enzymes has been well studied in animals, especially in
the rat. It is clear that many of the enzymes involved in metabolism of xenobiotics
share common regulatory sequences (response elements) in the 5′-promoter re-
gion that respond to classic inducers such as 3-methylcholanthrene (3-MC), phe-
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nobarbital, clofibrate, dexamethasone, and rifampin. Treatment of rats with poly-
cyclic aromatic hydrocarbons (PAH), such as β-naphthoflavone (β-NF), or 3-MC
has been shown to increase the transcription of the UGT1A6, an enzyme that
conjugates a variety of planar phenols, such as 1-naphthol. UGT1A6, the PAH-
inducible P450 enzymes, CYP1A1 and CYP1A2, glutathione transferase Ya
(GSTA1-1), NAD(P)H-menadione oxidoreductase, and class 3 aldehyde reduc-
tase (ALDH3) are members of an Ah-receptor gene battery, because all of the
genes encoding these enzymes contain a xenobiotic-response element (XRE) in
their 5′-promoter regions [102]. In humans, omeprazole and cigarette smoking
have been shown to induce CYP1A1/2. Cigarette smoking modestly induces the
glucuronidation of acetaminophen [103], codeine [104], mexiletine [105], and
propranolol [106]. In smokers or patients receiving omeprazole treatment, the
in vitro glucuronidation of 4-methylumbelliferone (a general substrate for UGT
activity) was not significantly induced in duodenal mucosal biopsies [107]. 1-
Naphthol glucuronidation (a marker substrate for UGT1A6) was induced fourfold
by β-NF in Caco-2 cells, a human colon carcinoma cell line [108]. In contrast,
CYP1A1 activity (ethoxyresorufin-deethylation) was induced by more than 100-
fold in the same cell line. 1-Naphthol glucuronidation was not affected by the
addition of rifampin or clofibrate. Induction of UGT1A6 mRNA and 1-naphthol
glucuronidation by β-NF was also demonstrated in a human hepatocarcinoma
cell line, KYN-2. However, no induction of 1-naphthol glucuronidation by β-NF
was observed in MZ-Hep-1 cells, another human hepatocarcinoma line. Rifampin
(100 µM) significantly increased this activity in MZ-Hep-1 cells but not in KYN-
2 cells. A variable response to induction by rifampin and β-NF was also observed
in cultured hepatocyes isolated from five different donors. Fabre et al. also re-
ported that the inducibility of glucuronidation of 1-naphthol by β-NF in human
hepatocytes was variable [109].

Induction of glucuronidation by anticonvulsant drugs such as phenobarbi-
tal, phenytoin, and carbamazepine has been demonstrated for a number of differ-
ent drugs, including acetaminophen, chloramphenicol, lamotrigine, valproic acid,
and zidovudine. Human liver microsomes obtained from patients treated with
phenytoin or phenobarbital displayed two to three times higher activity for the
glucuronidation of bilirubin, 4-methylumbelliferone, and 1-naphthol compared
to control human liver microsomes [103]. Less is known about the response to
induction of the mRNA concentrations of the individual genes, but Sutherland
et al. reported that the UGT1A1 mRNA was elevated in livers from individuals
treated with phenytoin and phenobarbital [110]. Bilirubin conjugation is also ele-
vated in microsomes prepared from patients taking phenobarbital or phenytoin
and rat bilirubin UGT activity was inducible by phenobarbital and clofibrate in
H4IIE rat hepatoma cells [111]. However, when a proximal 611bp UGT1A1
promoter/luciferase reporter gene construct was transfected into H4IIE cells, no
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induction was observed upon treatment with phenobarbital. Retinoic acid and a
combination of retinoic acid and WY 14643 (a potent peroxisome proliferator)
both increased luciferase activity [111]. Patients with Crigler–Najjar Type II syn-
drome (a genetic deficiency in UGT1A1) have been treated with phenobarbital
or clofibrate in order to increase bilirubin glucuronidation. The beneficial effect
could arise either by increasing the transcription of a poorly functional or poorly
expressed UGT1A1 or by inducing UGT1A4 (the minor bilirubin enzyme). La-
motrigine, a triazine anticonvulsant that is metabolized to a quaternary ammo-
nium glucuronide, is a substrate for UGT1A3 and UGT1A4. Lamotrigine clear-
ance is increased approximately twofold in patients taking other inducing
anticonvulsants, suggesting that UGT1A4 is inducible by phenobarbital-type in-
ducers.

Induction of the glucuronidation of several drugs by oral contraceptive ste-
roids (OCSs) has been observed. The formation clearance to the acyl glucuronide
of diflunisal increased from 3.01 ml/min in control women compared to 4.81
ml/min in OCS users [112]. The urinary recovery of phenprocoumon glucuronide
was 14% of the dose in age-matched controls compared to 21% of the dose in
OCS users [113]. Ethinylestradiol doubled the fraction of propranolol metabo-
lized to the glucuronide without affecting total body clearance [114]. Oral contra-
ceptives have also been shown to induce the metabolism of acetaminophen [115],
clofibric acid, and temazepam.

Rifampin is a potent inducer of several cytochrome P450 enzymes and also
appears to be an inducer of glucuronidation as well. Several case reports have
documented an induction of methadone withdrawal symptoms upon introduction
of antituberculosis therapy that included rifampin [116,117]. Fromm et al. studied
the effect of rifampin (600 mg/day for 18 days) on morphine analgesia and phar-
macokinetics in healthy volunteers [118]. Morphine CL/F was increased from
3.58 � 0.97 L/min initially to 5.49 � 2.97 L/min during rifampin treatment.
The AUC of both morphine-6-glucuronide (an active metabolite) and morphine-
3-glucuronide were significantly reduced, although the ratio of the morphine
AUC/AUCs of the glucuronides was not significantly increased. Since the
metabolite/parent ratios in blood were not affected, the authors suggested that
rifampin may have affected the absorption of morphine, perhaps by induction of
MDR1 (P-glycoprotein) or that an alternate pathway of metabolism or excretion
was enhanced, since the urinary recovery of both the glucuronides was decreased.
The area under the pain threshold–time curve (cold pressor test) was also signifi-
cantly reduced by rifampin treatment. Both methadone and morphine are reported
substrates for UGT2B7. Rifampin appears to significantly increase the glucuroni-
dation of zidovudine (ZDV) in humans. Burger et al. reported a higher CL/F
and significantly increased ratio ZDV-glucuronide/ZDV in plasma in four AIDS
patients on rifampin compared to untreated controls [96]. In one patient who had
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stopped rifampin, the metabolite/parent AUC ratio also decreased. Rifabutin,
a new rifamycin analog, has been reported to decrease zidovudine Cmax and
AUC by 48% and 37%, respectively. However, Gallicano et al. reported that
300 mg of rifabutin per day for 7 or 14 days had no significant effect on ZDV
pharmacokinetics, except for a statistically significant decrease in half-life from
1.5 to 1.1 hours [119]. Culture of human hepatocytes with 15 µM rifabutin for
48 hours modestly increased the rate of ZDV glucuronidation (28% increase) in
one of two donors, but no significant induction was observed with either rifampin
or rifapentine, which were more potent inducers of CYP3A4 and CP2C8/9 in
vitro.

XIII. CONCLUSIONS

It is clear from the examples just discussed that interactions involving glucuroni-
dation are possible, especially for drugs that are extensively excreted as glucuro-
nides. Due to the overlapping substrate specificity among different UGTs, most
interactions (particularly with phenolic substrates) are likely to be relatively mod-
est. Prediction of interactions is possible in human liver microsomes, but it is
important to conduct these studies at relevant therapeutic concentrations. With the
availability of cloned, expressed enzymes, detailed kinetic studies of inhibitory
interactions may be carried out. Induction potential may be accomplished in hu-
man hepatocytes or perhaps by utilization of a reporter gene assay similar to
studies conducted with cytochrome P450 enzymes [120]. While outside the scope
of this review, interactions involving glucuronide transport may be important as
well.
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Table 1 UDP-Glucuronosltransferase Enzymes

Endogenous Drug or xenobiotic
Isoenzyme Trivial names Species and location substrates substrates Inducibility Inhibitors

UGT1A1 HP3 Human, rat, etc. Bilirubin Ethinylestradiol, 1-naph- Phenobarbital?
HUG-Br1 Bilirubin monoglucuro- thol, p-nitrophenol, 4- Clofibrate
Rat B1 nide 2-OH-Estrone, 2- methylumbelliferone, Phenytoin

OH estadiol buprenorphine, irino- Oltipraz
tecan

Ugt1a1 UgtBr1 Mouse
UGT1A2P Rat B2 Rat Inactive pseudogene in Oltipraz

humans
UGT1A3 Rat B3 Human liver and colon Estrone Naphthol, p-nitrophenol,

2-OH-Estrone N-OH-2-AAF, hydroxy
benzo(a)pyrene metab-
olites (esp. 5- & 12-
OH), tertiary amines

UGT1A4 HP2 Human, rat Bilirubin (minor form) Tertiary amines, e.g., Phenobarbital Valproic acid?
HUG-Br2 (0.1% of UGT1A1) imipramine, amitripty- Clofibrate
Rat B4 5α-pregnane-2β,20α- line, doxepin, cypro- Perfluorodecanoate

diol 5α-androstene- heptadine, chlorpro- T3-thyroid hormone, la-
3α, 17β-diol mazine, promethazine, motrigine?

ketotifen, chlorphenir-
amine, clozapine tripel-
lenamine; lamotrig-
ine, 4-amino-
biphenyl, α- & β-naph-
thylamine, benzidine,
hecogenin, sapogenin

UGT1A5 Rat B5 Human mRNA not expressed in
liver, biliary epithe-
lium, or gastric tissue.
Has not yet been
cloned and expressed
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Table 1 Continued

Endogenous Drug or xenobiotic
Isoenzyme Trivial names Species and location substrates substrates Inducibility Inhibitors

UGT1A6 HP1, Human kidney, intestine, Planar phenols, e.g., acet- 3-MC TCDD BNF
UGT1A1 lung, ovary, & liver, aminophen, 1- & 2-
4NP rat naphthol (high), p-ni-
K39 trophenol, 4-methyl-

phenol, 4-ethylphenol,
4-methylumbellifer-
one, 12-OH and 5-OH
benzo(a)pyrene,
benzo(a)pyrene-3,6-
quinol-2-OH biphenyl,
vanillin, α- & β-naph-
thylamine, 5-OH & 8-
OH 2AAF

Ugtla6 Mouse
UGT1A7 Rat A2 1g Rabbit liver mRNA ex- 4-OH-estrone 2-OH & 4-OH biphenyl Oltipraz BNF (rats)

pressed in human gas- (low), benzo(a)pyrene
tric tissue 7,8-dihydrodiolandhy-

droxylated B(a)P-me-
tabolites, 4- methylum-
belliferone, 1- & 2-
naphthol, p-nitro-
phenol, irinotecan, 4-
isopropylphenol (pro-
pofol), 4-tert-butylphe-
nol, octylgallate, pro-
pylgallate, vanillin;
imipramine (low, rab-
bit enzyme only)
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UGT1A8 Rat A3 1h Human intestine and 2-OH-estrone, 4-OH-es- Alizarin, anthraflavic
colon trone, 2-OH-estradiol, acid, apigenin, emo-

4-OH-estradiol, es- din, fisetin, genistein,
trone, dihydrotestos- naringenin, quercetin,
terone, hyocholic quinalizarin, 4-methyl-
acid, hyodeoxycholic umbelliferone, scopo-
acid, trans-retinoic letin, carvacrol, euge-
acid, 4-OH-retinoic nol, 1-naphthol, p-
acid nitrophenol, 4-amino-

biphenyl, 2-OH-, 3-
OH-, and 4-OH-biphe-
nyl, buprenorphine
(low), morphine (low),
naloxone, naltrexone,
ciprofibrate, difluni-
sal, diphenylamine, fu-
rosemide, mycophe-
nolic acid (high),
phenolphthalein, pro-
pofol, valproic acid

UGT1A9 HP4 Human kidney and liver, Estrone 4-hydroxyes- Bulky phenols, octyl and Phenobarbital
UGT1∗02 rat trone propyl gallate; emodin,
Rat A4 (pseu- galangin, quercetin and

dogene in other flavonoids;
rats) 1i carveol, nopol, citronel-

lol, 4-t-butyl-phenol,
propofol, labetalol, pro-
pranolol, dapsone, bu-
metanide, α- and β-
naphthylamine, 4-OH-
acetophenone, phenol-
phthalein, 4-methylum-
belliferone, fluores-
cein, naproxen,
ibuprofen, keptoprofen,
ethinylestradiol (minor)
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Table 1 Continued

Endogenous Drug or xenobiotic
Isoenzyme Trivial names Species and location substrates substrates Inducibility Inhibitors

Ugt1a9 mUGTBr/P Mouse
UGT1A10 1j Human, colon, biliary 2-OH-estrone (low), 4- Alizarin, anthraflavic Tacrolimus

epithelium, and gas- OH-estrone (low), di- acid, apigenin, emodin,
tric tissue (mRNA) hydrotestosterone fisetin, genistein, nar-

ingenin, quercetin,
quinalizarin, 4-methyl-
umbelliferone, scopol-
etin, carvacrol, euge-
nol, mycophenolic acid

UGT1A11 1k May be pseudogene, not
yet cloned and expre-
ssed

UGT1A12 1l May be pseudogene, not
yet cloned and expre-
ssed

UGT2B1 r-2 Rat liver Carboxyl group of bile 4 and 11-OH benzo(a)-py- Phenobarbital
acids, testosterone rene, 4-OH-biphenyl, Oltipraz

chloramphenicol, N-OH
2AAF 1-OH-, 2-OH-, 8-
OH-, and 9-OH-benzo(-
a)pyrene, morphine-3-
glucuronidation, nalox-
one, buprenorphine (less
than UGT1A1)

UGT2B2 r-4 Rat Carboxyl and hydroxyl 1-OH- and 3-OH-2-ace-
rlug23 groups of bile acids, tylaminofluorene, N-

3α-OH group of C19 OH-2-AAF
steroids 1-, 4-, 5-, 7-, and 11-OH

benzo(a)pyrene,
etiocholanolone,
androsterone
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UGT2B3 r-3 Rat Testosterone
rlug38 dihydrotesosterone

UGT2B4 hlug25 Human liver Hyodeoxycholic acid 4- 4-Nitrophenol, 1-naph-
h-1 hydroxyestrone, 17- thol, 4-OH-biphenyl,
h-20 epiestriol, estriol, 2- methanol, 2-

OH-estriol aminophenol

Note: A clone with
small amino acid vari-
ations has been de-
scribed as UGT2B11
previously.

Ugt2b-5 m-1 Mouse
UGT2B6 r-5 Rat 17β-hydroxysteroids

Testosterone
UGT2B7 UDPGT-h2 Human liver, intestine 4-OH-estrone (high), 2- Nonsteroidal anti-in-

hlug6 OH-estrone, hyode- flammatory drugs,
oxycholic acid, es- e.g., naproxen, keto-
triol, 2-OH estriol, an- profen, ibuprofen,
drosterone (low) diflunisal, fenopro-

fen, tiaprofenic acid,
benoxaprofen, indo-
methacin, zomepirac,
valproic acid, ciprofi-
brate, clofibric acid,
temazepam, oxaze-
pam, propranolol,
chloramphenicol,
menthol, 1-naphthol,
4-methylumbellifer-
one, morphine 3OH
� 6OH, buprenor-
phine, nalorphine, nal-
trexone, codeine (low)
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Table 1 Continued

Endogenous Drug or xenobiotic
Isoenzyme Trivial names Species and location substrates substrates Inducibility Inhibitors

UGT2B8 Rat
UGT2B9 Monkey (90% homology Morphine (3-O- & 6-O-),

to UG2B7) naloxone, naltrexone,
nalorphine, buprenor-
phine. NSAIDs, e.g.,
ibuprofen clofibric
acid, propranolol,
monterpenoid acho-
hols, menthol

UGT2B10 h-46 Human Inactive?
UGT2B11 Human mRNA ex- Beaulieu et al. (BBRC

pressed in many tis- 248:44, 1998) isolated
sues a new sequence with

91% sequence identity
to UGT2B10. No ac-
tivity observed with
over 100 substrates.
UGT2B10 & 2B11
may form dimers with
other forms that alter
substrate activity

UGT2B12 rlug1 Rat
UGT2B13 EGT10 Rabbit 4-OH-biphenyl, 1-naph-

thol, 4-nitrophenol, 4-
methylumbelliferone,
eugenol, acetamino-
phen, estriol, octylgal-
late
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UGT2B14 EGT12 Rabbit Estrone, 17β-estradiol,
1-naphthol, 4-ni-
trophenol, 4-methyl-
umbelliferone, eu-
genol

UGT2B15 UDPGT-h3 Human liver, brain 5α-Dihydro-testosterone, Flavonoids, phenols, an-
hlug4 astrocytes, prostate estriol 5-α-andro- thraquinones, euge-

stane-3α,17β-diol, tes- nol, 4-methylumbellif-
tosterone (low) erone, esculetin, 4-

17-O-glucuronidation OH-biphenyl, 8-OH-
only quinoline, fluorescein,

phenolphthalein
UGT2B16 Rabbit 4-OH-estrone 4-tert-butylphenol
UGT2B17 Human liver, skin, kid- 3α- and 17β-androgens, Eugenol, p-nitrophenol,

ney, adrenals, testis, e.g., testosterone, dihy- o,o′-di-OH-biphenyl,
uterus, placenta, drotestosterone, an- p,p-di-OH-biphenyl,
prostate drostenedione 1-naphthol, 4-methyl-

Catalyzes both 3-O- & umbelliferone (very
17-O-glucuronidation low)

UGT2B18 Monkey Androsterone, dihydro- 1-Naphthol
testosterone, etiocho-
lanolone

UGT2B19 Monkey Testosterone

Source: Data obtained from Refs. 1, 17, 21, 23–25, 27, 45, 46–50, 62–64.
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Drug–Drug Interactions Involving the
Membrane Transport Process

Hiroyuki Kusuhara and Yuichi Sugiyama
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Corporation, Tokyo, Japan

I. INTRODUCTION

Drug–drug interactions involving the membrane transport process do not occur
when drugs pass through the plasma membrane by passive diffusion, a nonsatura-
ble route. Also, it is possible to estimate the membrane permeability by measuring
the physicochemical properties of the drugs, which enables us to predict drug
disposition in silico. Transporters mediate the membrane transport of a great num-
ber of drugs and endogenous compounds. Since the number of binding sites of
transporters for drugs is limited, the transport process is saturated at concentra-
tions higher than the Km value. Also, when drugs share the same binding sites
of transporters, drug–drug interactions may occur, depending on their pharmaco-
kinetic properties. These may alter the drug disposition and/or its pharmacologi-
cal effects. In addition, it is possible that there are species differences in the
affinity and/or maximum transport velocity of drugs and in the transporter respon-
sible for the drugs’ disposition. Therefore, it may be difficult in some cases to
predict drug–drug interactions in humans from in vitro transport experiments
using animal models.

The possible sites for drug–drug interactions involving the membrane
transport process are summarized in Table 1. Overall, interactions involving

Much progress has been achieved in the research area of drug transporters since the chapter was
written. We have added as much new information as possible in the proofreading. However, the
updated information may not be enough in some areas.
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Table 1 Possible Sites for Drug–Drug Interactions and in Vitro Transport Models

Transport direction

Tissue Process From To In vitro transport experiment

Liver Uptake Blood Parenchymal cells Isolated and cultured hepatocytes, sinusoidal membrane vesicles, transporter
expressions system

Efflux Parenchymal cells Blood
Excretion Parenchymal cells Bile Canalicular membrane vesicles, transporter expression system

Kidney Uptake Blood Epithelial cells Isolated and cultured renal epithelial cells, basolateral membrane vesicles, kid-
ney slices transporter expressions systems

Efflux Epithelial cells Blood
Excretion Epithelial cells Urine Brush border membrane vesicles, transporter expression system
Reabsorption Urine Epithelial cells Brush border membrane vesicles, transporter expression system

Small intestine Uptake Digestive tract Epithelial cells Everted sac, Ussing-chamber experiments using intestinal epithelium, brush
border membrane vesicles, Caco-2 cells, transporter expression systems

Efflux Epithelial cells Digestive tract
Absorption Epithelial cells Blood Everted sac, Ussing-chamber experiments using intestinal epithelium, basolat-

eral membrane vesicles, Caco-2 cells
Excretion Blood Epithelial cells Everted sac, Ussing-chamber experiments using intestinal epithelium, basolat-

eral membrane vesicles, Caco-2 cells
BBB Uptake Blood Endothelial cells Primary cultured cerebral capillary endothelial cells, immortalized cell line

Uptake Endothelial cells Brain parenchyma
Efflux Brain parenchyma Endothelial cells
Efflux Endothelial cells Blood Primary cultured cerebral capillary endothelial cells, immortalized cell line

BCSFB Uptake Blood Epithelial cells Primary cultured choroid epithelial cells, immortalized cell line, membrane
vesicles

Uptake Epithelial cells Cerebrospinal
fluid

Efflux Cerebrospinal fluid Epithelial cells
Efflux Epithelial cells Blood Primary cultured choroid epithelial cells, immortalized cell line

Tumor Uptake Blood Tumor Cell line, membrane vesicles
Efflux Tumor Blood Cell line, membrane vesicles
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membrane transporters in organs of elimination (e.g., liver and kidney) and ab-
sorption (e.g., intestine) alter the blood concentration time profiles of drugs. On
the other hand, comparison, interactions occurring at the blood–brain barrier, at
the blood–cerebrospinal fluid barrier, and in tumors will not alter the drug dispo-
sition but only the pharmacological and/or toxological effect of drugs. Unlike
the liver, there is a nonspecific and unsaturable elimination route in the kidney,
glomerular filtration. In dealing with renal clearance, glomerular filtration, tubular
secretion, and reabsorption should be taken into consideration. Since glomerular
filtration is a nonspecific elimination route that cannot be saturated, the degree
of change in renal clearance caused by drug–drug interactions depends on the
contribution of tubular secretion and reabsorption to the overall renal clearance.

Drugs, which are excreted into the bile, may undergo the enterohepatic
circulation. It is possible that conjugated metabolites (e.g., glucuronide and sul-
fate) take part in this enterohepatic circulation; they are excreted into the bile
followed by deconjugation in the intestine, then reabsorbed into the blood and
in the liver in the intact form. This increases the retention time of a drug in the
circulating blood, and interruption of these processes apparently increases the
total body clearance. For example, pravastatin (a HMG-Co A reductase inhibitor)
undergoes enterohepatic circulation mainly in the intact form [1]. This prolongs
the exposure of the liver (target organ) to the drug and minimizes adverse effects
in other organs. This enterohepatic circulation is mediated by transporters in ev-
ery process from gastrointestinal absorption to the biliary transport of pravastatin
[2–5].

In this chapter, recent advances in the prediction of transporter-mediated
drug–drug interactions and methods for their evaluation are described.

II. PREDICTION OF DRUG–DRUG INTERACTIONS FROM
IN VITRO EXPERIMENTS

We have previously proposed a method for predicting in vivo drug–drug interac-
tions from in vitro experiments [6]. When predicting drug–drug interactions, it
is important to show how to avoid false-negative predictions [6]. We now would
like to apply this method to predict in vivo drug–drug interactions involving
membrane transporters; the procedure is shown in Fig. 1. The pharmacokinetic
characteristics of drugs, whose plasma concentration time profiles are signifi-
cantly affected by drug–drug interactions, are such that their organ clearance is
close to their intrinsic clearance (intrinsic clearance-limited drugs) [6]. In addi-
tion, any rate-limiting processes should be taken into consideration, because when
the uptake is rate limiting, a reduction in secretion will not markedly affect the
drug disposition.

Generally speaking, the relationship between intrinsic membrane transport
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Figure 1 Schematic diagram for the prediction of drug–drug interactions involving
membrane transport from in vitro transport experiments.

clearance (PSint) and the unbound concentration of drug (Cu) can be described by
the Michaelis–Menten equation:

PSint �
Vmax

Km � Cu

(1)

where Km and Vmax represent the Michaelis constant and maximal transport veloc-
ity, respectively. There are two types of inhibition, competitive and noncompeti-
tive:

PSint �
Vmax

Km (1 � Cu,i/Ki) � Cu

(competitive)
(2)

PSint �
Vmax/ (1 � Cu,i/Ki)

Km � Cu

(noncompetitive)

where Cu,i and Ki represent the unbound concentration of an inhibitor around a
transporter and its inhibition constant, respectively. The degree of inhibition de-
pends on the type of inhibition, especially at substrate concentrations higher than
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the Km value. However, when the substrate concentration is much lower than the
Km value (this assumption holds true for many drugs at their clinical dosages),
the intrinsic membrane transport clearance can be expressed by the following
equation, independent of the type of inhibition:

PSint �
Vmax

Km(1 � Cu,i/Ki)
(3)

The degree of inhibition (R) is defined as follows:

R �
PSint(�inhibitor)
PSint(�inhibitor)

�
1

1 � Cu,i/Ki

(4)

where PSint (�inhibitor) and PSint (�inhibitor) represent the intrinsic membrane
transport clearance in the presence and absence of inhibitor, respectively.

It is possible that several different transporters participate in the membrane
transport of a drug. When they function in parallel, the net intrinsic clearance
under linear conditions is described by the sum of all separate intrinsic clearances:

PSint � �
j

PSint , j (5)

Also, the net degree of inhibition is described by the following equation using
the contributions of all transporters to the net membrane transport (nj) [7]:

R � �
j

nj Rj � �
j

nj

1 � Cu,i , j /Ki,j

(6)

where Rj represents the degree of inhibition for each transporter. In the case in
which drug–drug interactions involve both the uptake and excretion processes,
the net degree of inhibition can be approximated by the following equation [7]:

Rnet � Ruptake � Rexcretion (7)

This calculated R value may be a good criterion for initially investigating the
possibility of a drug–drug interaction. For this calculation, the unbound concen-
tration of inhibitor (Cu,i) and inhibition constant (Ki) are required. The inhibition
constant can be determined by kinetic analysis of the data from an in vitro trans-
port study using isolated or cultured cells, membrane vesicles, gene expression
systems, etc. Human-based experimental systems are recommended to determine
kinetic parameters. Although animal-based experimental systems are readily
available, they are liable to be subject to species differences in the kinetic parame-
ters and the relative contributions of the transporters. Although the unbound con-
centrations in the capillary and inside the cells are needed to examine the possibil-
ity of any drug–drug interaction involving the uptake and excretion processes,
respectively, it is impossible to measure these directly in vivo, particularly in
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humans. In order to avoid any false-negative predictions, an approximate estima-
tion of the plasma concentration of an inhibitor is necessary. The maximum
plasma concentration in the capillaries, i.e., the arterial plasma concentration at
the entrance into the tissue, has been used for this purpose [6,8]. When the inhibi-
tor is coadministered orally, the concentration in the inlet to the liver is often
higher than the maximum concentration in the circulating plasma. The unbound
concentration of inhibitors in the inlet to the liver (Iu) can be approximated by
the following equation:

Cu,i � Ci ,max �
ka ⋅ D ⋅ Fa

QH

(8)

where ka, Fa, and QH represent the absorption rate constant, the fraction absorbed
from the gastrointestinal tract into the portal vein, and the hepatic blood flow
rate, respectively.

Because Cu,i is overestimated in this prediction method, the possibility of
a drug–drug interaction can be excluded if an R value close to unity is obtained
by this prediction method. However, it should be kept in mind that overestimation
may increase the number of false-positive predictions. Therefore, if this predic-
tion suggests the possibility of drug–drug interactions, then a more accurate pre-
diction of the disposition of coadministered inhibitor and its inhibitory effect
must be investigated using a physiologically based pharmacokinetic model.

III. METHODS TO EVALUATE TRANSPORTER-MEDIATED
DRUG INTERACTIONS

Table 1 shows the in vitro methods for evaluating drug–drug interactions. Details
of the experimental conditions are readily available in the references cited in this
section.

A. In Vitro Transport Systems Using Tissues, Cells and
Membrane Vesicles

1. Everted Sac

This method is used to measure drug absorption from the mucosal side to the
serosal side [9]. A segment of intestine is everted and, thus, the mucosal side is
turned to the outside. Drug absorption is evaluated by measuring the amount of
drug that appears inside the sac when the everted sac is incubated in the presence
of test compound. Since a segment of intestine is used for the assay, not only
transport but also metabolism should be taken into consideration. Barr and Rie-
gelman improved this method so that they could measure the drug concentration
time profile in one everted intestine [10].



Membrane Transport Process 129

2. Ussing Chamber Method

A fragment of small intestine is opened along the mesenteric border to expose
the epithelial cells. After the longitudinal muscle fibers have been carefully
stripped from the serosal side, it is mounted on the diffusion cell chamber. The
transcellular transport of test compound from the mucosal to the serosal side,
and vice versa, is measured to evaluate the drug absorption. There are two routes
connecting the mucosal and serosal sides, i.e., the transcellular and paracellular
routes. The Ussing chamber method allows the determination of electrophysical
parameters such as membrane electroresistance, membrane potential, and short
circuit current, and the transport via the transcellular and paracellular routes can
be evaluated separately [11,12]. The transport of ionized drug via the paracellular
route is sensitive to the potential difference, while that via the transcellular route
is not because of the high electrical resistance. By measuring the transport rate
at a different potential difference (the voltage clamp method), the contribution
of transport via the paracellular route can be evaluated. Also, in this system,
metabolism should be taken into account.

3. Membrane Vesicles

The methods for preparing the brush border membrane vesicles from intestine,
kidney, and choroid plexus, basolateral membrane vesicles from kidney, and si-
nusoidal and canalicular membrane vesicles from liver and luminal and abluminal
membrane of the brain capillary endothelial cells are readily available in the
literature [13–20]. The advantages of using membrane vesicles for transport stud-
ies are as follows: (1) examining the driving force of transport, by changing the
ion composition or ATP concentration; (2) the transport across the basolateral
or brush border (apical) membrane can be measured separately; and (3) the intra-
cellular binding and metabolism can be ignored. In order to distinguish intravesi-
cular accumulation from adsorption, the uptake is measured at different osmolari-
ties; the intravesicular space decreases with increased osmolarity [21]. The
‘‘overshoot’’ phenomenon is a feature of the uptake into the membrane vesicles:
the uptake into membrane vesicles reaches a maximum and then decreases. This
is considered to be due to the consumption of the driving force and subsequent
release from inside the vesicles. In order to obtain kinetic parameters for drugs
whose time profile shows such an overshoot phenomenon, the kinetic analysis
or inhibition must be examined during the initial uptake phase, which reflects
the transport activity of the transporter.

It is important to characterize the preparation of membrane vesicles in terms
of purity and orientation. Purity can be estimated by the enrichment of the relative
activity of marker enzymes for the target plasma membrane [17–20]. There are
two orientations in the membrane vesicles, i.e., physiological (right side out) and
inverted (inside out) [17–20]. In the case of primary active transport, this orienta-
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tion is important. Primary active transporters have ATP binding sites in the intra-
cellular domain. Therefore, only inside-out membrane vesicles can use ATP in
the medium as driving force. Indeed, Kamimoto et al. demonstrated canalicular
membrane vesicles that are oriented inside out but not right side out exhibit ATP-
dependent uptake of daunomycin [22]. Therefore, a low fraction of inside-out
membrane vesicles makes it difficult to detect the ATP-dependent uptake of
drugs. Generally speaking, as far as secondary or tertiary active transporters are
concerned, orientation is not important, because the transport mediated by these
transporters is generally bidirectional, as indicated by so-called ‘‘countertrans-
port’’ and ‘‘trans-stimulation’’ phenomena.

4. Caco-2 Cells

Caco-2 cells, which are derived from human colorectal tumor, are used as an in
vitro system for the intestine [23–25]. Caco-2 cells retain the specific features
of intestinal epithelial cells, and differentiate to form tight junction and microvilli,
but without a mutin layer. The expression of dipeptide transporter (PEPT1),
amino acid transporter, monocarboxylic acid transporter, and P-glycoprotein (P-
gp) has been confirmed on the apical membrane corresponding to the brush border
membrane [26–29]. Therefore, the Caco-2 cell is a useful model for evaluating
drug–drug interactions where those transporters are involved. When Caco-2 cells
are cultivated on a porous filter, brush border and basolateral membranes are
formed on the apical and basal sides, respectively [30]. After they become con-
fluent, they differentiate and form tight junctions and microvilli [30]. The mem-
brane electroresistance and the permeability of mannitol (a marker for paracellu-
lar leakage) reach a plateau at 15 days after seeding [30]. Thus, at least a 15-
day culture period is needed for such transport studies. Absorption can be evalu-
ated by measuring transcellular transport across a monolayer of Caco-2 cells
cultured on a porous filter. Gres et al. examined the correlation between the frac-
tion absorbed and the permeability from the apical to the basal side of Caco-2
cells using 20 different compounds and showed that the compounds with high
permeability were highly absorbed (Fig. 2) [31]. However, the gradient of the
correlation is steep, and, in case of a drug that shows moderate permeability, the
predictability is low. In addition, the permeability of P-gp substrates from the
apical to the basal side is lower than that in the opposite direction due to active
efflux on the apical side [32], which was diminished in the presence of P-gp
inhibitors (verapamil in Fig. 3) [32]. The permeability of P-gp substrates across
the epithelial cells is not consistent with their intrinsic membrane permeability
predicted from their lipophilicity.

Metabolic enzymes are expressed in Caco-2 cells: alkalinephophatase, de-
peptidase IV, and γ-glutamyltranspeptidase on the brush border membrane, phe-
nolsulfotransferase and glucuronidase and glutathione-S-transferase in cytosol,
and CYP1A1 and 1A2 in microsomes [33–35]. CYP3A4 is the main P450 iso-
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Figure 2 Correlation between the fraction absorbed and membrane permeability in
Caco-2 cells. Papp represents the membrane permeability of the following 20 compounds;
it was obtained by measuring the transcellular transport from the apical to the basal side
in Caco-2 cells. The fraction absorbed was obtained from the literature. A: amoxicillin;
B: antipyrine; C: atenolol; D: caffein; E: cephalexin; F: cyclosporin A; G: enalaprilate;
H: l-glutamine; I: hydrocortisone; J: inulin; K: d-mannitol; L: metoprolol; M: l-phenylala-
nine, N: PEG-400; O: PEG-4000; P: propranolol; Q: sucrose; R: taurocholate; S: terbuta-
line; T: testosterone. (From Ref. 31.)

form in human small intestine, but its content in the intestine is not as high as
that in the liver [36]. Wacher et al. kinetically demonstrated that the metabolism
in the intestine during first pass is not negligible using cyclosporin A as a model
compound [36]. However, its expression level is quite low in Caco-2 cells.
Schmiedlin-Ren et al. and Crespi et al. have established Caco-2 cells with a high
CYP3A4 content by culturing in the presence of active vitamin D3 and gene
transfection, respectively [37–39]. They examined the role of CYP3A4 in the
first-pass gastrointestinal metabolism of several drugs [37–39]. In addition,
Wacher et al. pointed out that the substrates of P-gp overlap those of CYP3A4
and that CYP3A4 and P-gp function cooperatively as a detoxification system in
the intestine [40]. Ito et al. investigated this cooperation using a pharmacokinetic
model that included metabolism inside the cells and active efflux on the luminal
side along the gastrointestinal tract, as well as intracellular diffusion from the
luminal to the blood side of the intestinal epithelial cells [41]. When intracellular
diffusion is limited (�2 � 10�7 cm2/min), the fraction absorbed after oral admin-
istration was elevated by the simultaneous inhibition of both CYP3A4 and P-gp
[41].
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Figure 3 Time profiles of the transcellular transport of vinblastine in Caco-2 cells, and
the effect of verapamil on this transport. The transcellular transport of vinblastine in the
presence (�verapamil) and absence of verapamil (100 µM) was measured across a mono-
layer of Caco-2 cells cultured on a porous filter for 14–15 days. B → A corresponds to
the transport from the basal to the apical side; A → B is in the opposite direction. (From
Ref. 32.)

5. LLC-PK1 and OK Cells

Cell lines such as LLC-PK1 and OK cells are used as an in vitro model for the
proximal tubule. LLC-PK1 cells are derived from porcine proximal tubule, while
OK cells are derived from the kidney of the American opossum. Transcellular
transport can be measured across these cells cultured on a porous membrane.
Grundemann et al. succeeded in isolating porcine organic cation transporter
(OCT2) from LLC-PK1 [42]; therefore, this cell line can be used to examine the
urinary excretion of organic cations. However, no transport of p-aminohippurate
(PAH), a typical substrate of the renal organic anion transporter, was observed
in this cell line [43]. In contrast to LLC-PK1 cells, OK cells retain transport
activity for PAH in addition to that of cationic compounds such as N-methylnico-
tineamide (NMN) [43,44]. An overshoot phenomenon was observed in the uptake
of NMN into apical membrane vesicles prepared from OK cells in the presence



Membrane Transport Process 133

of an outward-directed proton gradient [44]. And, vice versa, the efflux of tetra-
ethylammonium (TEA) was stimulated by an inward-directed proton gradient
[44]. This transport property is consistent with that of the brush border membrane
of the kidney. The vectrial transcellular transport of organic anions was observed
from the basal to the apical side of OK cells [45]. The uptake of PAH from the
basal side was inhibited by probenecid [45]. In addition, the efflux of PAH from
inside the cells to the apical side was also inhibited by probenecid [45]. This
indicates that both uptake and efflux transport are carrier mediated. The efflux
of α-ketoglutarate was stimulated by the addition of PAH to the basal medium
[46], which is consistent with the characteristic of an organic anion transporter
on the basolateral membrane of the kidney.

6. Brain Capillary Endothelial Cells

Primary cultured porcine or bovine brain capillary endothelial cells have been
used as an in vitro model for the blood–brain barrier. Recently, an immortalized
cell line has been established from mouse, rat, and human brain capillary endothe-
lial cells by infection with Simian virus 40 or transfection of SV40 large T antigen
[47–49]. Tatsuta et al. established an immortalized mouse brain capillary endo-
thelial cell line (MBEC4). The activity of γ-glutamyltranspeptidase and alkaline
phosphatase, specific marker enzymes for brain capillary endothelial cells, was
half that in the brain capillary [47]. Also, P-gp was expressed on the apical mem-
brane of MBEC4 cells, which corresponds to the luminal membrane of the brain
capillary [47]. These indicate that MBEC4 cells retain some of the characteristics
of brain capillary endothelial cells. It should be noted that mdr1b, but not mdr1a,
is expressed in MBEC4 cells, although mdr1a is a predominant subclass in mouse
brain capillary endothelial cells [47]. The expression level of mdr1b increases in
primary cultured rat brain capillary endothelial cells, while that of mdr1a a de-
creases [50]. In addition, immortalization and culture increase the expression of
multidrug resistance–associated protein 1 (MRP1) [51,52].

7. Isolated/Cultured Hepatocytes

Isolated hepatocytes and cultured hepatocytes have been used as an in vitro model
of the liver. The hepatic uptake of peptidic endothelin antagonists was measured
using isolated rat hepatocytes [53]. When the in vitro uptake clearance of four
compounds was extrapolated to give the in vivo uptake clearance based on the
assumption of a well-stirred model, they were very close to those obtained by in
vivo integration plot analysis (Fig. 4) [53]. Thus, isolated hepatocytes are a good
model for evaluating hepatic uptake clearance. Because of progress in cryopreser-
vation techniques, it now seems possible to preserve frozen human hepatocytes in
such a way that most of their enzymatic activity is retained [54–56]. They have
been used to examine drug metabolism, interactions including induction of meta-



134 Kusuhara and Sugiyama

Figure 4 Comparison between the uptake clearance obtained in vivo and that extrapo-
lated from the in vitro transport study of endothelin antagonists. In vivo uptake clearance
of endothelin antagonists (BQ-123, BQ-518, BQ-485, compound A) was evaluated by
integration plot analysis using the plasma concentration time profile after intravenous ad-
ministration (500 nmol/kg) and the amount of drug in the liver and that excreted in the
bile. In vitro hepatic uptake clearance was measured using isolated rat hepatocytes and
was extrapolated to the in vivo uptake clearance assuming the well-stirred model. (From
Ref. 53.)

bolic enzymes. In order to use them to examine drug transport, the degree of trans-
port activity retained in cryopreserved human hepatocytes has to be examined.

Cultured hepatocytes can be applied to measure the hepatic uptake of com-
pounds. Since they attach to the cell-culture dish, it can be washed several times.
The expression level of a transporter decreases during culture; a saturable compo-
nent for the uptake of pravastatin into cultured rat hepatocytes is reduced to 70%
by a 6-hour culture, and to 33% by a 24-hour culture, although the nonsaturable
component remained constant during culture [2]. The time of culture should be
no more than 4–6 hours, the minimum time for cell attachment. Cultured hepato-
cytes on the collagen-coated dish do not form bile canaliculi, and it is impossible
to evaluate the biliary excretion of a drug in this system. LeCluyse et al. demon-
strated that a collagen-sandwich configuration made hepatocytes form bile canali-
culi [57]. The transport activity was retained to some extent even in 96-hour
cultured rat hepatocytes [58]. The cell accumulation of methotrexate, [D-pen2,5]-
enkephalin and taurocholate was one-fifth to one-half that in a 3-hour culture of
hepatocytes and the reduction for salicylate was comparable [58]. Depletion of
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Ca2� disrupts the bile canaliculi [59]. The cumulative biliary excretion of drug
in this system is obtained by comparison of the cumulative accumulation in the
presence and absence of Ca2�. Liu et al. compared in vitro biliary excretion clear-
ance with in vivo intrinsic clearance obtained from biliary excretion clearance
based on the well-stirred model and found a good correlation for the five com-
pounds examined (inulin, salicylate, methotrexate, [D-pen2,5]enkephalin, and
taurocholate) using this system [58].

B. Gene Expression Systems

The advantage of using a gene expression system is that the kinetic parameters
for the target transporter can be obtained. Once the responsible transporters for
the drugs in question are identified, the possibility of drug–drug interactions can
be examined with the use of the gene expression system. This will save time;
otherwise, the uptake or excretion needs to be examined with many possible
combinations of drugs. According to our prediction method, the maximum un-
bound concentration and Ki are needed to determine the degree of inhibition
for each transporter under clinical conditions. They can be obtained from the
pharmacokinetic data in clinical trials and from in vitro transport studies, respec-
tively. As mentioned previously, when a drug is transported by several transport-
ers, the contribution of each needs to be estimated to predict the degree of overall
drug–drug interaction. In order to determine the contribution, gene knockout
mice or animals whose transporter is hereditarily deficient, or specific inhibitors
including neutralizing antibody and antisense oligonucleotide, are useful. Ani-
mals that are P-gp [Mdr1a (�/�) and Mdr1a/1b (�/�)] or Mrp2/cMOAT defi-
cient (TR� rats and Eisai hyperbilirubinemic rats) are available [60,63,64]. Unfor-
tunately, no specific inhibitors have been found; in fact, many inhibitors are
known to inhibit multiple transporters. Two approaches have been reported in
the literature to evaluate contribution of transporters [65–68]. Injection of cRNA
coding a transporter results in its expression on the plasma membrane of Xenopus
laevis oocytes that have been used for expression cloning or functional analysis.
Hybridization of mRNA with antisense oligonucleotide coding a specific se-
quence for the target transporter reduced the expression of transporter specifically
(hybrid depletion method) [65,66]. Comparison of the transport activity in mRNA-
injected oocytes in the presence and absence of antisense oligonucleotide gives the
contribution of each transporter to the net uptake. Generally speaking, the transport
activity of compounds in CRNA-injected oocytes is not as high as that in CRNA-
injected oocytes. Thus, this method can be applied to drugs with large uptake clear-
ances. The transport activity of secondary and tertiary active transporter depends
on the potential and direction of their driving forces. In order to discuss the contri-
bution quantitatively using this method, it is essential that oocytes mimic the in
vivo situation. Kouzuki et al. proposed a method where the contribution of rat
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organic anion transporting polypeptide1 (rOatp1) and rat sodium taurocholate co-
transporting polypeptide (rNtcp) in cultured rat hepatocytes is evaluated in the
uptake of organic anions and bile acids, respectively [67,68]. The scheme for this
method is shown in Fig. 5. It is assumed that the relative rOatp1- or rNtcp-mediated
transport activity to that of reference compound is not significantly different be-
tween cultured rat hepatocytes and cDNA-expressed COS-7 cells in this method.
In addition, the reference compound should be a specific substrate; otherwise, the
contribution will be overestimated [67,68].

Figure 5 Schematic diagram to evaluate the contribution of rOatp1 and rNtcp to the
hepatic uptake of organic anions.
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IV. TRANSPORTERS

Recently great progress has been made in the identification and isolation of trans-
porter genes. The transporters responsible for drug disposition are summarized
in Table 2. In this section, the molecular basis of the transporters is described.

A. Secondary or Tertiary Active Transporters

1. Organic Cation Transporter (OCT)

The mRNA of rat organic cation transporter 1 (rOct1) is expressed in both the
liver and kidney, although its human counterpart is expressed predominately in
the kidney [69,70]. rOct1 is localized to the sinusoidal membrane surrounding
the central vein in the liver and basolateral membrane in the kidney, respectively
[71,72]. When rOct1 is expressed in Xenopus laevis oocytes, the uptake of TEA,
choline, and NMN was stimulated, and was sensitive to the membrane potential
[73]. The OCT1-mediated transport is electrogenic; therefore, it can be detected
as a current by electrophysiological methods. Since a current was observed in
the presence of type II organic cations such as quinidine, they have been consid-
ered to be substrates of rOct1 [74]. However, no uptake of radiolabeled quinidine
was observed using rOct1-expressed oocytes [75]. Whether they are substrates
with a low uptake clearance remains to be clarified. Two homologues (rOct2 and
3) have been isolated from LLC-PK1 and rat placenta, respectively [42,76]. rOct2
is expressed in the kidney and brain, while rOct3 is highly expressed in the pla-
centa and also in the small intestine, brain, and kidney. In contrast to rOct1,
human rOct2 is localized to the apical membrane of the distal tubule [69]. Com-
parison of substrate recognition between rOct1 and rOct2 was performed using
a gene expression system. The inhibition constants of MPP�, cimetidine, quini-
dine, nicotine, NMN, guanidine on rOct1 or rOct2-mediated TEA transport were
very similar [72]. However, the relative transport activity is different in cDNA
transfected HEK 293 cells. For instance, the transport activity of choline relative
to MPP� was higher in rOct1 than in rOct2. Conversely, transport of cimetidine,
creatinine, and guanidine was higher in rOct2 than in rOct1 [77].

2. Organic Anion Transporting Polypeptide (OATP) Family

rOatp1 was isolated from rat liver as a candidate for sodium-independent uptake
of organic anions [78]. Rat oatp1 is localized to the sinusoidal membrane in the
liver but is found on the brush border membrane in the kidney and choroid plexus
[79,80]. Its substrates include relatively bulky and hydrophobic organic anions
and type II organic cations such as N-(4,4′-azo-n-pentyl)-21-deoxyajmalinium
(APDA), N-methyl-quinine, and rocuronium, as listed in Table 3 [81–83]. Al-
though rOatp1-mediated transport is active, the driving force has not been identi-
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Table 2 Transporters Responsible for Drug Disposition

Species ORF (bp) AA Chromosome Tissue distribution Localization Driving force

Facilitate, secondary/tertiary active transporter
Organic cation transporter
Oct1 Rat 1668 556 Kidney (proximal tubule), BLM Membrane potential

liver, colon
Oct1A Rat 1290 430 ND ND ND
OCT1 Human 1659 553 6q25–q26 Liver ND ND
Oct2 Rat 1779 593 Kidney, brain BLM Membrane potential
OCT2 Porcine 1662 554 ND ND ND
OCT2 Human 1665 555 6q25–q26 Kidney (distal tubule) BBM (?) ND
Oct3 Rat 1653 551 Placenta, heart, brain, ND Membrane potential

small intestine
OCTN1 Human 1653 551 5 Ubiquitous (except adult ND H�

liver), fetal liver, fetal
Octn2 Mouse 1671 557 ND Kidney: BBMV (?) Na� (carnitine)
Octn2/CT1 Rat 1671 557 Ubiquitous ND Na� (carnitine)
OCTN2 Human 1671 557 5q31 Ubiquitous Kidney: BBMV (?) Na� (carnitine)

Organic anion transporter
Oatp1 Rat 2010 670 Liver, brain, liver, kidney Liver: SM kidney, Glutathione

CPx: BBM
Oatp1 Mouse 2010 670 XA3–A5 Liver, kidney
Oatp2 Rat 1983 661 Liver, kidney (?), brain, Liver: SM, BCE: ND

retina LM, ALM, CPx:
BLM

Oatp3 Rat 2010 670 Liver (?), kidney (?), ret- Small intestine: ND
ina, brain, small intes- BBM
tine

Oat-k1 Rat 2007 669 Kidney (proximal tubule) BBM Facilitated transport
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Oat-k2 Rat 1494 498 Kidney (proximal tubule) ND ND
OATP-A Human 2010 670 12p12 Brain, kidney, liver (?), ND ND

lung, testes
LST1/Oatp4 Rat 1956/ 652/ Liver ND ND

2061 687
LST1/OATP-C/ Human 2073 691 12 Liver SM ND

OATP2
Oatp8 Human 2073 691 12p Liver SM ND
Oat1/NKT Mouse 1638 546 Kidney, brain ND ND
Oat1 Rat 1653 551 Kidney, brain Kidney: BLM Dicarboxylate
OAT1 Human 1650 550 11q13.1 Kidney ND ND
Oat2/NLT Rat 1605 535 Liver Liver: SM ND
Oat3/Roct Mouse 1611 537 19 ND ND
Oat3 Rat 1608 536 Liver, kidney, brain, eye ND ND
OAT3 Human 1704 568 11q11.7 Kidney BLM ND
OAT4 Human 1650 550 Kidney, placenta ND ND
NaPi-1/Npt1 Rat 1395 465 Liver, kidney Liver: SM
NaPi-1/NPT1 Rabbit 1395 465 Kidney Kidney: BBM
Pept1 Rat 2130 710 Small intestine, kidney Small intestine, kid- H�

ney: BBM
Pept1 Rabbit 2121 707 Small intestine, liver, ND H�

brain, kidney
PEPT1 Human 2124 708 13q33–q34 Intestine, liver, spleen, ND H�

kidney, placenta
Pept2 Rat 2187 729 Kidney, brain, lung, Kidney: BBM H�

spleen
Pept2 Rabbit 2187 729 Brain, lung, heart, kid- ND H�

ney, intestine
PEPT2 Human 2187 729 3q13.3–q21 Kidney ND H�
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Table 2 Continued

Species ORF (bp) AA Chromosome Tissue distribution Localization Driving force

Primary active transporter
Organic cation transporter
Mdr1a Mouse 3828 1276 Small intestine, heart, Apical (CM, BBM, ATP/Mg2�

brain, liver, kidney, LM)
lung, testis

Mdr1b Mouse 3828 1276 Placenta (during preg- Apical (CM, BBM, ATP/Mg2�

nancy), adrenal gland, LM)
kidney, heart

MDR1 Human 3840 1280 7.21.1 Brain, liver, kidney, intes- Apical (CM, BBM, ATP/Mg2�

tine LM)

Organic anion transporter
Mrp1 Mouse 4584 1528 Muscle, lung, testis, Kidney, CPx: ATP/Mg2�

heart, kidney, spleen, BLM
brain

Mrp1 Rat Choroid plexus ATP/Mg2�

MRP1 Human 4593 1531 16p13.12–13 Lung, spleen, thyroid Liver: SM ATP/Mg2�

gland, testis, bladder,
adrenal gland

cMOAT/Mrp2 Rat 4623 1541 Liver, kidney, jejunum Liver: CM ATP/Mg2�

cMOAT/ Human 4623 1541 10q24 Liver Liver: CM ATP/Mg2�

MRP2
Mrp3 Rat 4569 1523 Intestine, liver (EHBR, ND ATP/Mg2�

TR�)
MRP3 Human 4581 1527 17q22 Liver, intestine Liver: SM ATP/Mg2�

(?): there is a discrepancy; ND: not determined; SM: sinusoidal membrane; CM: canalicular membrane; BLM: basolateral membrane; BBM: brush border
membrane; LM: luminal membrane; ALM: abluminal membrane; BCE: brain capillary endothelial cells; CP: choroid plexus.
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Table 3 Substrates of Transporters in Table 2

Transporter Species Substrates Ref. nos.

Facilitate, secondary/tertiary active transporter
Organic cation transporter
Oct1 Rat Adrenaline, choline, cimetidine, creatinine, dopamine, guanidine, 5-hydroxytrypta- 70, 77, 268, 269

mine, MPP�, NMN, noradrenaline, TEA, tyramine
OCT1 Human MPP�, NMN, TEA 69, 270, 271
Oct2 Rat Adrenaline, choline, cimetidine, creatinine, dopamine, guanidine, histamine, 5-hy- 77, 272, 273

droxytryptamine, MPP�, NMN, noradrenaline, TEA
OCT2 Porcine TEA 42
OCT2 Human Amantadine, choline, dopamine, histamine, memantine, MPP�, NMN, norepineph- 69, 274

rine, serotonin
Oct3 Rat Dopamine, guanidine, TEA 76
OCTN1 Human Carnitine, pyrilamine, quinidine, TEA, verapamil 114, 115
Octn2 Mouse Carnitine 120, 275
Octn2 Rat Carnitine 121, 276
OCTN2 Na� dependent: acylcarnitine, carnitine, phaloridine, Na� independent: pyrilamine, 116, 117, 121–123

quinidine, TEA, verapamil
Organic anion transporter
Oatp1 Rat Aldosterone, bile acid [TC, GC, TCDC, TUDC], BSP, cortisol, CRC 220, dexametha- 68, 81–83, 86, 98,

sone, E3040 sulfate, E217βG, enalaprilat, estrone sulfate, ochratoxin A, ouabain, 277–281
pravastatin, temocaprilat, N-(4,4′-azo-n-pentyl)-21-deoxyajamalinium, rocuronium

Oatp2 Rat Biotin, bile acid [TC, CA], DHEAS, digoxin, [D-Pen2,5]enkephalin, Leu-enkephalin, 81, 85–88, 98,
estrone sulfate, ouabain, pravastatin(b), N-(4,4′-azo-n-pentyl)-21-deoxyajmalinium, 282
rocuronium

Oatp3 Rat TC, thyroxine, triiodothyronine 88
Oat-k1 Rat Folate, methotrexate 90
Oat-k2 Rat Folate, methotrexate, prostaglandin E2, TC 89
OATP-A Human Bile acid [CA, TC], BSP, estrone sulfate, N-(4,4′-azo-n-pentyl)-21-deoxyajmalinium, 81–83, 94, 95

N-methyl-quinidine, N-methyl-quinine, rocuronium
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Table 3 Continued

Transporter Species Substrates Ref. nos.

Lst1/Oatp4 Rat BSP, estrone sulfate, DHEAS, digoxin, E217βG, leukotriene, C4, TC, prostaglandin E2 99, 305
LST-1/OATP-C/ Human Bilirubin, bilirubin glucuronide DHEAS, eicosanoids, E217βG, estrone sulfate, leuko- 96–98, 306

OATP2 triene C4, leukotriene E4, pravastatin, prostaglandin E2, TC, thromboxane B2, thy-
roxine, triiodothyronine

OATP8 Human Bile acids [CA, TC], BSP, BQ-123, estrone sulfate, E217βG, DHEAS, digoxin 307, 308
Oat1 Rat Adefovir, α-ketoglutarate, benzylpenicillin, cAMP, cephaloridine, cGMP, cidofovir, 103–107, 283

glutarate, indomethacin, methotrexate, ochratoxin A, salicylate, acetylsalicylate,
salicyurate, PAH, prostaglandin E2, urate

OAT1 Human PAH 284, 285
Oat2 Rat α-Ketoglutarate, acetylsalicylate, methotrexate, PAH, salicylate, prostaglandin E2 110
Oat3 Rat Cimetidine, estrone sulfate, ochratoxin A, PAH 109
OAT3 Human Cimetidine, E217βG, estrone sulfate, DHEAS, methotrexate, ochratoxin A, PAH, 309

prostaglandin
OAT4 Human DHEAS, estrone sulfate, ochratoxin A, PAH 111
NaPi-1/Npt1 Rat Benzylpenicillin, mevalonic acid, faropenem, foscarnet 144
NaPi-1 Rabbit Benzylpenicillin, phenol red, probenecid 143
Pept1 Rat Di- and tri-peptide, β-lactam antibiotics (cefadroxil, cefixime, ceftibuten, cephalexin) 135, 286, 287
Pept1 Rabbit Di- and tri-peptide, β-lactam antibiotics (cyclacillin, cephalexin, cefadroxil) 124, 288
PEPT1 Human Di- and tri-peptide, β-lactam antibiotics (cephalexin, ceftibuten), l-dopa-l-Phe, vala- 132–134, 289–

cyclovir, l-Val-azidodeoxythymidine 291
Pept2 Rat Di- and tri-peptide, bestatin 135
Pept2 Rabbit Di- and tri-peptide, β-lactam antibiotics (cefadroxil) 136
PEPT2 Human Di- and tri-peptide, β-lactam antibiotics (cephalexin) 289, 290, 292

Primary active transporter
Organic cation transporter
Mdr1a Mouse APM, asimadoline, cyclosporin A, dexamethasone, digoxin, daunorubicin, doxorubi- 163, 164, 166,

cin, domperidone, etoposide, FK-506, HSR-903, indinavir, ivermectin, loperamide, 168, 170, 293–
morphine, ondansetron, phenytoin, quinidine, SDZ PSC 833, TBuMA, verapamil, 299
vecronium, vinblastine
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MDR1 Human Acebutolol, aldosterone, celiprolol, CPT-11 (carboxylate form), cortisole, cyclosporin 147, 150, 152–
A, daunorubicin, dexamethasone, digoxin, diltiazem, domperidone, doxorubicin, estra- 156, 159–162,
diol 17β-glucuronide, etoposide, FK506, ivermectine, loperamide, methotrexate, meth- 169, 300
ylprednisolone, morphine, nadolol, nicardipine, ondansetron, phenytoin, ranitidine,
rapamycin, rhodamine 123, SN-38 glucuronide, SDZ PSC 833, talinolol, timolol,
HIV protease inhibitors (ritonavir, saquinavir, indinavir, nelfinavir), verapamil, vin-
cristine, vinblastine

Organic anion transporter
MRP1 Human Calcein, glucuronide conjugates [E217βG, etoposide glucuronide, 6a-hypdeoxycho- 177, 182–184

late glucuronide], glutathione conjugates [aflatoxin B1 glutathione, DNP-SG, etha-
cynic acid glutathione, GSSG, leukotrienes (C4, D4, E4, NAc), melphalan glutathi-
one], 3α-sulfatolithocholyltaurine, estrone sulfate(a), vincristine(a)

cMOAT/Mrp2 Rat Ampicilin, cefodizime, ceftriaxone, CPT-11 (carboxylate form), dibromosulfoph- 82, 147, 156,
thalein, glcyrrhizin, glucuronide conjugates [bilirubin glucuronide, cholate 3-glu- 191–195
curonide, E3040 glucuronide, E217βG, grepfloxacin glucuronide, liquiritigenin
glucuronide, lithocholate 3-glucuronide, naphtol glucuronide, nordeoxycholate
3-glucuronide, SN-38 glucuronide, triiodothyronin glucuronide], glutathione
(reduced form), glutathione conjugates [glutathione bimane, BSP glutathione,
bromoisovalerylurea glutathione, DNP-SG, GSSG, leukotrienes (C4, D4, E4, E4,
NAc),], grepafloxacin, methotrexate, 5-methyltetrahydofolate, 5,10-methylene-
tetrahydrofolate, pravastatin, SN-38, temocaprilat, tetrahydrofolate

cMOAT/MRP2 Human Leukotriene C4, mono- and bis-glucuronosyl bilirubin 301, 302
Mrp3 Rat Bile acid [TC, GC], glucuronide [6-hydroxy-5,7-dimethyl-2-methylamino-4-(3-pyri- 208, 211

dylmethyl) benzothiazole (E3040) glucuronide, estradiol 17β-glucuronide], sulfate
[TCDC-3-sulfate, taurolithocholate-3-sulfate]

ACE: angiotensin-converting enzyme; E217βG: estradiol 17β-glucuronide; DHEAS: dehydroepiandrosterone sulfate; MPP�: 1-methyl-4-phenylpyridinium;
NMN: N-methylnicotinamide; TC: taurocholate; a: in the presence of glutathione; b: in oocytes but not transported in the mamrian cells.
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fied. Transport activity of taurocholate and leukotriene C4 was increased and de-
creased with increased and decreased intracellular concentration of reduced
glutathione, respectively [84]. Increased and decreased intracellular glutathione
concentration was achieved by the injection of reduced glutathione and treatment
buthionine sulfoximine (BSO) and 1-chloro-2,4-dinitrobezen (CDNB), resepec-
tively [84]. An outward concentration gradient of glutathione, which is abundantly
present inside the cells, has been suggested to be the driving force [84]. The con-
tribution of rOatp1 was examined using the method described previously in Sec.
II.B. That of taurocholate, cholate, and estrone sulfate was 60, 52, 27%, respec-
tively, when estradiol 17β-glucuronide, a reference compound, is assumed to be
transported by only rOatp1 in cultured rat hepatocyte [68]. A large part of the
sodium-independent hepatic uptake of organic anions is thought to be mediated by
rOatp1. The remainder may be associated with rOatp2 and rLST1/rOatp4 [85,86].
Isoforms of the OATP family—rOatp2, rOatp3, rLST1/rOatp4, rOat-k1, and rOat-
k2—have been isolated from rat brain, retina, liver, and kidney, respectively [87–
90]. The nucleotide sequences of the rOatp1, rOatp2, and rOatp3 are quite similar,
which makes interpretation of Northern blot data difficult. Bands have been de-
tected in the brain, liver, and kidney when full-length rOatp2 cDNA is used as a
template for probe preparation [87], although these are detected in the brain and
liver when the 3′ noncoding region of rOatp2 is used as a template [88]. Since a
polyclonal antibody against rOatp2 detected a band in the liver but not in the
kidney [85], the expression level of rOatp2 in the kidney may be quite low, if
indeed present at all. Immunohistochemical staining revealed the localization of
rOatp2 to the sinusoidal membrane of hepatocytes around the central vein, the
luminal and abluminal membrane of brain capillary endothelial cells, and the baso-
lateral membrane of choroid epithelial cells [85,86,91]. The substrates of rOatp2
are listed in Table 3. The Km values of taurocholate, cholate, estradiol 17β-glucuro-
nide, and estrone sulfate for rOatp2 are quite similar to those for rat rOatp1 [87].
The only exceptions are that rOatp2 shows a threefold-higher affinity for ouabain
than rOatp1 [87]. Furthermore, as far as rOatp1 and rOatp2 are concerned, digoxin
is a specific substrate of rOatp2, while sulfolithocholate, bromosulfophthalein,
leukotriene C4, 2,4-dinitrophenyl glutathione (DNP-SG), and gadoxate are specific
substrates of rOatp1 [86,87]. rOatp2 also transports type II organic cations such
as APDA and rocuronium [81]. Since (1) rOatp2 accepts small peptides such as
[D-PEN2,5]enkephalin and Leu-enkepharlin [85], and (2) it is expressed on the
blood–brain barrier [91], rOatp2 may be responsible for the efflux transport of
small peptides across the blood–brain barrier [92]. The information available on
rOatp3 is limited, but its tissue distribution (liver and kidney) and several sub-
strates (thyroid hormone and taurocholate) have been reported [88]. Both rOat-
k1 and rOat-k2 are kidney-specific isoforms of OATP [89,90]. Polyclonal anti-
body for rOat-k1 detected a band only in the brush border membrane–enriched
fraction, but not in the basolateral membrane–enriched fraction [93]. In contrast
to other OATPs, rOat-k1-mediated transport was insensitive to an ATP depleter
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(sodium azide), suggesting that rOat-k1 is a facilitated transporter [90]. rOat-k2
is a splicing variant of rOat-k1 in the 5′ coding region [89], but its substrate
specificity is broader than that of rOat-k1. rOat-k1 accepts only folate derivatives,
such as methotrexate and folate, while the substrates of rOat-k2 include taurocho-
late and prostaglandin E2 in addition to these folate derivatives [89,90].

Human OATP-A (hOATP-A) has been isolated from the liver [94]. hOATP
can accept organic anions such as bile acids, a neutral compound ouabain, and
type II organic cations such as APDA, N-methyl-quinidine, N-methyl-quinine,
and rocuronium as substrates [81–83,95]. A strong band is observed in the brain
using Northern blot analysis [94]. Although hOATP-A mRNA has been detected
in the liver and kidney [94], the expression level in the liver remains controver-
sial. When a probe was prepared using the 3′-noncoding region of hOATP as a
template, there was no detectable band in the liver [96]. Recently, liver-specific
transporter 1 (LST-1, or alternatively referred to as hOATP-C or hOATP2) was
isolated from human and rat liver [96–99]. Although the substrate specificity of
hLST-1 was similar to rat oatps (Table 3), its amino acid sequence shows at most
40% identity with rat oatps. Both specific expression of hLST-1 in the liver and
the observation that pravastatin is also a substrate of hLST-1 but not of hOATP-
A [98] suggest that hLST-1, but not hOATP-A, is the dominant isoform responsi-
ble for the sodium-independent uptake of organic anions in humans. hOATP-B
and hOATP8 have been found on the sinusoidal membrane of the liver [100,
307,308]. Their contribution to the hepatic uptake of organic anions will be ex-
amined in the future.

3. Organic Anion Transporter (OAT)

Cumulative studies have shown the presence of organic anion transporter on the
basolateral membrane of the kidney, and its initial uptake velocity is stimulated
by preloading α-ketoglutarate into the cells or membrane vesicles (the so-called
trans-stimulation phenomenon) [15,101,102]. rOat1 is a multispecific transporter,
and accepts PAH, a typical substrate for this transporter, and relatively hydro-
philic organic anions (Table 3) [103–106]. Preincubation of rOat1-expressed oo-
cytes in the presence of α-ketoglutarate stimulated the initial uptake velocity
of PAH, which is consistent with the results obtained using membrane vesicles
[106,107]. rOat1 in the kidney was found to localize on the basolateral side [108].
The driving force of rOat1-mediated transport is considered to be an outward
concentration gradient of intracellular dicarboxylates.

Three other isoforms—rOat2, rOat3, and human OAT3 and OAT4—have
been isolated from rat liver, brain, and human kidney and placenta, respectively
[76,109–111]. In contrast to OAT1, the trans-stimulation was not observed in
these isoforms [109–111,309]. Originally, the sequence of rOat2 was reported
as a novel liver-specific transporter (NLT), but it did not show any significant
uptake of PAH [76]. However, when Sekine et al. examined the uptake of PAH
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in NLT-expressed oocytes, simulated uptake was observed [110]. A single amino
acid change occurred in the rOat2 isolated by Sekine, which may affect the trans-
port activity of NLT [110]. The substrate specificity of rOat2 is similar to that
of rOat1, as listed in Table 3. Rat rOat3 is expressed in the kidney, liver, eye,
and brain [109], while its human counterpart was detected predominantly in the
kidney by Northern blot analysis [112,309]. The substrates of OAT3 include
estrone sulfate and ochratoxin A [109,309]. Although cimetidine is a cationic
compound, it is transported by OAT3. Cimetidine is a bisubstrate, recognized by
both organic anion and cation transporters [113]. OAT3 may be partially respon-
sible for the renal uptake of cimetidine. OAT4 is expressed in the kidney and
placenta [111]. It accepts sulfate conjugates, ochratoxin A, and PAH, although
the transport activity of PAH is quite low [111].

4. OCTN

OCTN1 is strongly expressed in kidney, trachea, bone marrow, and fetal liver,
but not in adult liver [114]. When OCTN1 cDNA was transfected to HEK-293
cells, the uptake of TEA was observed [114]. The uptake of TEA via OCTN1 was
pH sensitive in HEK-293 cells [114]. An inward proton-concentration gradient
stimulated the efflux of TEA in OCTN1-expressed oocytes, indicating that
OCTN1-mediated transport couples with proton antiport [115]. The localization
of OCTN1 has not yet been described. Since the transport characteristics seem
to be consistent with the previous observation using brush border membrane vesi-
cles from the kidney, it is considered to be expressed on the brush border mem-
brane of the kidney. The substrates include quinidine and adriamycin as well as
TEA [115]. OCTN2, an isoform of OCTN1, was isolated from human placenta
[116]. Although OCTN2 can accept TEA, the transport activity is not as high as
that of OCTN1. Carnitine, a zwitter ionic compound, is a cofactor essential for
β-oxidation of fatty acids. It has been shown to be an endogenous substrate of
OCTN2 [117]. Increased urinary excretion of carnitine due to the lack of the
renal reabsorption is specific feature in patients suffering from systemic carnitine
deficiency [118,119]. Since OCTN2 is deficient in jvs mice, an animal model of
systemic carnitine deficiency and several mutations were found in the patients
suffering from systemic carnitine deficiency [120], OCTN2 is responsible for the
renal absorption. A striking difference was observed in ion requirement for the
transport via OCTN2: the transport of carnitine via OCTN2 is sodium dependent,
while that of cationic compounds is sodium independent [117,121]. The sodium:
carnitine stoichiometry has been reported to be 1:1, and the affinity of carnitine is
increased in the presence of sodium [121,122]. In addition to TEA and carnitine,
cephaloridine and other cationic compounds, such as verapamil, quinidine, and
phyrilamine, are substrates of OCTN2 [122,123]. Future studies are required to
reveal whether OCTN2 take part in the renal excretion and/or reabsorption of
organic cations together with OCTN1.
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5. Peptide Transporter

In the luminal side of the small intestine, an inward proton-concentration gradi-
ent is maintained by an unstirred water layer and Na�/H� ATPase. This inward
proton-concentration gradient stimulates the uptake of di- or tripeptides into the
brush border membrane vesicle prepared from intestine. PEPT1 is expressed in
the intestine (duodenum, jejunum, and ileum), kidney, and liver [124,125] and
is localized to the brush border membrane [125,126]. The driving force of PEPT1
is an inward proton-concentration gradient, and the stoichiometry differs de-
pending upon the net charge of substrate: the proton:substrate stoichiometry has
been reported to be 1:1 for cationic and neutral peptides, and 2:1 for acidic pep-
tides [127]. PEPT1 accepts not only di- and tripeptides, but also several drugs,
as listed in Table 3. The substrate recognition was investigated using a series of
medium-length fatty acids and revealed that both an amino and a carboxyl group
separated by four methylene groups are essential [128]. PEPT1 has attracted at-
tention as a target for drug delivery systems (DDS). Valinyl esterification of the
antiviral agent acyclovir showed a three- to fivefold increase in bioavailability
[129–131]. Since valacyclovir is a substrate of PEPT1 [132,133], this increase
may be due to PEPT1-mediated transport. In addition, this approach has suc-
ceeded in improving the intestinal absorption of 2,3-dideoxyazidothymidine
(AZT) and L-DOPA modified with l-valine and l-phenylalanine, respectively
[133,134].

Unlike PEPT1, PEPT2 is expressed not in the small intestine, but in the
kidney and brain [135,316]. In the kidney, PEPT1 is expressed in the early part
of the proximal tubule (pars convoluta), while PEPT2 is expressed further along
the proximal tubule (pars recta) and localized to the brush border membrane
[126,137]; in the brain it is expressed in the glial cells [138]. The transport via
PEPT2 is also coupled with the synport of proton. However, the requirement for
protons differs between PEPT1 and PEPT2, since the H�:substrate stoichiometry
of PEPT2 is 2:1 and 3:1 for neutral and acidic substrates, respectively [139].
PEPT2 generally has a higher affinity for peptides and β-lactam antibiotics, ex-
cept cefdinir, ceftibuten and cefixime, whose affinities are similar for PEPT1
and PEPT2 [140,141]. There are high- and low-affinity sites responsible for the
reabsorption of glycylsarcosine in the brush border membrane of the proximal
tubule, and these may correspond to PEPT2 and PEPT1, respectively [142].

6. Sodium Phosphate Cotransporter

NaPi-1, alternatively referred to as NPT1, was originally thought to play a role
in the reabsorption of phosphate on the brush border membrane to maintain phos-
phate homeostasis in the body. Saturable uptake of benzylpenicillin was observed
in NaPi-1-expressed oocytes [143]. This uptake depends not on sodium and pro-
ton, but on chloride [144]. As the extracellular concentration of chloride in-
creases, the uptake of benzylpenicillin falls [144]. The substrates include faro-
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penem, foscarnet, and mevalonate as well as benzylpenicillin [144]. In contrast
to the kidney, expression is localized to the sinusoidal membrane of the liver
[144]. When the direction of the concentration gradient of Cl� is taken into con-
sideration, the transport direction mediated by NaPi-1 is efflux from inside the
cells to the blood and urine in the liver and kidney, respectively.

B. Primary Active Transporters

1. P-glycoprotein (P-gp)

It has been found that P-gp is overexpressed on the plasma membrane of multi-
drug-resistant tumor cells. The mechanism by which P-gp confers multidrug re-
sistance to cells is active efflux of anticancer drugs from inside the cells to outside
[145,146]. This results in a reduced intracellular concentration of anticancer
drugs. P-gp has two ATP-binding domains (ATP binding cassette; ABC) in the
molecule, and efflux transport is a primary active transport process. In normal
tissue, P-gp is expressed in the liver, kidney, small and large intestine, and brain
capillary endothelial cells and localized to the luminal side, i.e., the brush border
membrane in the kidney and intestine, and canalicular membrane in the liver
and luminal membrane of the brain capillaries [147–150]. Pardridge et al. have
suggested that P-gp is expressed not in the brain capillary endothelial cells, but
in astrocytes [151].

The rat and mouse counterparts of human MDR1 consist of two isoforms,
i.e., Mdr1a (alternatively referred to as Mdr3) and Mdr1b (alternatively referred
to as to Mdr1) [147,152–156]. Mdr2, the other isoform of P-gp, does not confer
multidrug resistance, but translocates phospholipid in the canalicular membrane
[157,158]. The substrate specificity of P-gp is broad, and so P-gp-overexpressed
cells show resistance to a variety of drugs with unrelated chemical structures
[147,152–156]. The substrates are characterized by their high lipophilicity and
planar structure [147,152–154,155,156]. Generally speaking, the substrate carries
an overall positive charge or else no charge [147,152–156]. Nevertheless, the
carboxylate form of CPT-11, estradiol 17β-glucuronide, and methotrexate have
been suggested to be substrates, in spite of their negative charge [159–162].

Together with the localization of P-gp, cumulative studies suggest the role
of P-gp in biliary, urinary, and intestinal excretion [147–150,156]. The develop-
ment of P-gp knockout mice confirmed the contribution of P-gp to biliary, uri-
nary, and intestinal excretion. Disruption of mdr1b did not alter the tissue distri-
bution of digoxin [60]. In the Mdr1a knockout mouse, the expression level of
Mdr1b is increased in the liver and kidney, which may compensate for the defi-
ciency of Mdr1a [163]. Smit et al. reported a pharmacokinetic analysis of tri-n-
butylmethylammonium (TBuMA), azidoprocainamide methoiodide (APM), and
vecuronium [164]. The biliary excretion clearance, renal clearance, and intestinal
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excretion clearance of TBuMa fell to 20, 66, and 14% of the normal value, respec-
tively [164]. For APM and vecuronium these were 25, 73, and 9% and 43, 570,
and 48%, respectively [164]. In addition, the amounts of digoxin and paclitaxel
excreted into the intestine, bile, and urine have been investigated [165,166]. Al-
though the amount excreted into the intestine fell markedly, that into the bile and
urine did not differ significantly from normal [165,166]. Even in the mdr1a/1b
double knockout mouse, the amount of digoxin excreted into the bile fell to half
the normal value, while that of paclitaxel was unchanged [60]. Thus, passive
diffusion and/or another mechanism are involved in biliary and urinary excretion
of digoxin and paclitaxel.

As described previously, a cooperative role of P-gp and CYP3A4 is sug-
gested in the detoxification system of the small intestine [36,40]. We have found
that L-754,394 and SDZ PSC 833 are specific inhibitors for CYP3A4 and P-gp,
respectively; there was a 200-fold difference in the IC50, which was determined
by examining the inhibition of the metabolism of midazolam using intestinal and
liver microsomes and transcellular transport of vinblastine across Caco-2 cells,
respectively [167]. These compounds are useful for examining the contribution
of metabolism and active efflux to the low fraction of absorption of a drug in
question.

The distribution in the brain of P-gp substrate increased considerably rela-
tive to the normal value, even when the increased plasma concentration was taken
into consideration [163,165,166,168–170]. Since the integrity of the blood–brain
barrier is maintained in the Mdr1a knockout mouse [171], this was attributed to
dysfunction of P-gp in the blood–brain barrier.

2. Multidrug-Resistance-Associated Protein1 (MRP1)

MRP1 was isolated from non-P-gp multidrug-resistance tumor cells, HL60AR
[172]. The spectrum of the resistance profile in MRP1-expressed tumor cells is
quite similar to that of P-gp. MRP1 exhibits resistance to doxorubicin, daunoru-
bicin, epirubicin, vincristine, vinblastine, and etoposide [173,174]. Since the cell
accumulation of anticancer drugs in MRP1-expressed cells was reduced relative
to that in their parent cells, the mechanism by which MRP1 confers resistance
has been attributed to active efflux from the cells [173,175,176]. However, there
was no ATP-dependent uptake of these anticancer drugs into the membrane vesi-
cles prepared from MRP1-expressed tumor cells [177,178]. The role of glutathi-
one deserves attention because of the following observations: (1) Buthionine sul-
foximine (BSO) is an inhibitor of glutamyl cystein synthetase, which catalyzes
the rate-limiting step of the production of GSH, and the concentration of GSH
falls in the presence of BSO. The efflux of daunorubicin is reduced in the presence
of BSO [179,180]. (2) ATP-dependent uptake of vincristine into membrane vesi-
cles from MRP1-expressed cells was observed only in the presence of GSH [181].
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(3) The substrates include glutathione and glucuronide conjugates [177,182–
184]. To overcome MRP1-mediated multidrug resistance, inhibitors have been
sought; genistein, MK-571, SDZ PSC 833, and verapamil have been identified
as potential candidates [177].

Northern blot analysis and RNase protection assay indicated that MRP1 is
expressed in the lung, spleen, thymus, testis, bladder, and adrenal gland [175].
The mouse counterpart is also abundantly expressed in muscle [174]. When its
cDNA is transfected to LLC-PK1, it is localized to the basal membrane that
corresponds to the basolateral membrane under physiological conditions [185].
The physiological role of MRP1 was examined using gene knockout mice. The
sensitivity of etoposide increased in the Mrp1 knockout mice [61]. The ATP-
dependent uptake of DNP-SG into membrane vesicles prepared from red blood
cells was dramatically reduced in Mrp1 knockout mice, which was accompanied
by decreased efflux of leukotriene C4 with increased intracellular accumulation
in bone-marrow-derived cells of Mrp1 knockout mice. This causes decreased
inflammatory response induced by arachidonic acid in Mrp1 knockout mice [61].
There was no significant difference in the plasma concentration of etoposide be-
tween Mdr1a/1b and Mdr1a/1b/Mrp1 knockout mice, while the concentration
in the cerebrospinal fluid in Mdr1a/1b/Mrp1 knockout mice was tenfold greater
than that in Mdr1a/1b knockout mice, indicating the role of mrp1 in the efflux
transport of etoposide from the cerebrospinal fluid [186].

The role of MRP1 in the blood–brain barrier and blood–cerebrospinal fluid
barrier was suggested to involve protection at the brain from invasion of xenobiot-
ics in studies using primary cultured and immortalized mouse brain capillary
endothelial cells and isolated rat choroid plexus [14,51,52,187,188]. However,
the physiological role of MRP1 in the blood–brain barrier is controversial, be-
cause increased expression of MRP1 in immortalized or cultured brain capillary
endothelial cells has been reported, and the endogenous level of MRP1 in brain
capillary endothelial cells is not high [51,52]. In the choroid plexus, there is an
efficient excretion system for estradiol 17β-glucuronide [187]. Rapid elimination
of estradiol 17β-glucuronide from CSF was observed in rats after intracerebro-
ventricular administration [187]. In addition, a large part of the intracellularly
formed 1-naphthol β-glucuronide (�75%) by preloading naphthol into the cells
was excreted into the basal side of the primary cultured choroid epithelial cells
on a porous membrane [189]. Together with UDP glururonosyltransferase, MRP1
functions in the detoxification system in the choroid plexus as an efflux trans-
porter on the basolateral membrane.

3. Canalicular Multispecific Organic Anion Transporter
(cMOAT/MRP2/cMRP)

The mutant rats, such as TR� rats and Eisai hyperbilirubinemic rats (EHBR),
exhibit hyperbilirubinemia due to a deficiency in biliary excretion of bilirubin
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glucuronide [63,64,190]. Canalicular multispecific organic anion transporter
(cMOAT) was initially characterized by comparison of in vivo biliary excretion
clearance and ATP-dependent uptake into the cananlicular membrane vesicles
between normal and mutant rats [82,147,156,191–195]. The substrates include
organic anions such as glutathione conjugates, glucuronides, and relatively lipo-
philic organic anions with carboxyl group [82,147,156,191–195]. The isolated
cDNA that encodes rat cMOAT shows a degree of similarity to MRP1 in the
amino acid level [196–198]. Because of the similarity in the amino acid se-
quence and substrate specificity, cMOAT is alternatively referred to as MRP2.
cMOAT is localized to the canalicular membrane in the liver [199] and is not
observed in liver from patients suffering from Dubin–Johnson syndrome
[196,199]. In addition, a strong band was detected in the jejunum and, to a lesser
degree, in the duodenum by Northern blot analysis [197]. There was a negligible
difference in the appearance of 1-naphthol β-glucuronide, formed intracellularly
from 1-naphthol, in the lumen between normal and mutant rats [200]. In contrast,
reduced intestinal excretion of glutathione conjugates was observed in EHBR
after intravenous administration of CDNB [201]. This was confirmed using Uss-
ing chamber and everted sac. DNP-SG showed 1.5-fold greater serosal-to-muco-
sal flux than the opposite direction in normal rats, whereas a similar flux was
observed in both directions in EHBR [201]. In addition, metabolic inhibitors
reduced the preferential serosal-to-mucosal flux of DNP-SG in normal rats [201].
In everted sac studies, intestinal secretion clearance, defined as the efflux rate of
DNP-SG into the mucosal side divided by the area under the curve on the serosal
side, was significantly lower in the jejunum of EHBR than that in SD rats [201].
The ATP-dependent uptake of DNP-SG and estradiol 17β-glucuronide was ob-
served in brush border membrane vesicles prepared from Caco-2 cells [202].
Northern blot analysis indicated extensive expression of cMOAT and MRP3 and
only minimal expression of MRP1 and MRP5 in Caco-2 cells [202]. These ob-
servations suggest a role for cMOAT in active efflux on the brush border mem-
brane.

The human counterpart was isolated from cisplatin-resistant tumor cells
(KCP4), where the expression level of cMOAT increased four- to sixfold relative
to the parent cells [203]. Antisense oligonuclotide enhances the toxicity of cis-
platin, SN-38, vincristine, and doxorubicin to the host cells (HepG2), in parallel
with the reduced expression of cMOAT, four- to sixfold, indicating that cMOAT
is involved in one of the mechanisms that confer drug resistance in tumor cells
[204]. The transport activity of human cMOAT was compared with that of the
rat counterpart using canalicular membrane vesicles. The uptake clearance of
glutathione conjugates in humans was 10-fold to 40-fold lower than that in rats,
while that of glucuronide conjugates was more comparable with that in rats (2-
fold to 4-fold lower) [205]. Although the expression level was not normalized,
the low transport clearance was due to the low affinity for glutathione conjugates
in human [205]. It is not the case in the studies using brush border membrane
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vesicles from Caco-2 cells [202]. The Km value of DNP-SG was comparable to
that in rats [202]. Further studies are required to investigate this discrepancy.

4. MRP3

MRP3 is expressed in the small and large intestine, and in the liver specifically in
humans [206–208]. Although the expression level of rat Mrp3 (rMrp3) was below
the limit of detection in normal liver, increased expression was detected in the liver
of EHBR and TR� rat. The localization of MRP3 in the liver is controversial. Orliz
et al. found that it was expressed predominantly in the canalicular membrane in
TR� rats [209], while Konig et al. detected a strong signal in the basolateral mem-
brane of two patients with Dubin–Johnson syndrome [210]. In contrast to MRP1
and cMOAT, the transport activity of rMrp3 for glutathione conjugates was quite
low, while glucuronides are good substrates of rMrp3 [208]. Striking differences
within the MRP family were observed in taurocholate transport. Mrp3 accepts taur-
ocholate and glycocholate as substrate, while the other member does not [211].

V. EXAMPLES OF DRUG–DRUG INTERACTIONS
INVOLVING MEMBRANE TRANSPORT

In this section, examples of the drug–drug interactions involving membrane
transport will be described.

A. MDR Modulators: Interactions with P-gp

In order to overcome P-gp-mediated multidrug resistance, inhibitors of P-gp have
been sought; these are referred to as MDR modulators [212–216]. This is a unique
example of a clinical application of a drug–drug interaction aimed at reinforcing
the effect of anticancer drugs. Although there are drugs that can inhibit the func-
tion of P-gp, their clinical application is limited because of their own pharmaco-
logical and/or adverse effects [212–216]. Drugs aimed at overcoming drug resis-
tance have been investigated, and several candidates have been identified, such
as SDZ PSC 833 [212–216]. Coadministration of an MDR modulator increases
both the intracellular accumulation of anticancer drugs and the survival rate of
tumor-bearing mice. Two possible direct and indirect mechanisms have been pro-
posed for the increased intracellular accumulation of anticancer drugs in tumors:
(1) inhibition of P-gp-mediated active efflux in the tumor cells and (2) increased
plasma retention by inhibiting the elimination of anticancer drugs. P-gp mediates
the biliary and urinary excretion of its substrates [147,148] and limits the intesti-
nal absorption of its substrates [150]. Inhibition of P-gp will either reduce the
hepatic and renal clearance or increase the bioavailability. In rats given SDZ PSC
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Figure 6 Alteration of the disposition of etoposide (VP 16-213) by SDZ PSC 833 treat-
ment. Rats were given intravenous SDZ PSC 833 (50 mg/kg; �) or solvent (�) for 10
days. On day 6, etoposide (VP 16-213) was administered (a) intravenously (5 mg/kg) or
(b) orally (30 mg/kg). (From Ref. 217. Copyright  1992 American Cancer Society. Re-
printed by permission of Wiley-Liss, Inc., a subsidiary of John Wiley & Sons, Inc.)
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833, the plasma concentration of etoposide increased considerably (Fig. 6) [217].
The AUC after oral and intravenous administration of etoposide (VP 16-213)
exhibited, respectively, 13- and 3-fold increase in SDZ PSC 833–treated rats
[217]. It should be noted that MDR modulator may also inhibit the metabolic
pathway mediated by CYP3A4, as described previously.

The brain distribution of P-gp substrates is increased significantly in Mdr1a
and Mdr1a/1b knockout mice compared with that in wild type, even when the
increased plasma concentration in P-gp knockout mice is taken into consideration
[60,163,166,168–171]. Coadministration of MDR modulator produced a similar
result [168,218–221]. The brain uptake clearance of quinidine increased 16-fold
in rats given intravenous SDZ PSC 833, compared with the uptake clearance in
control rats (Fig. 7) [168]. SDZ PSC 833 did not affect the brain uptake of manni-

Figure 7 Effect of SDZ PSC 833 on the brain uptake of (a) quinidine and (b) mannitol
in rats. Soon after SDZ PSC 833 (10 mg/kg) or solvent was administered intravenously,
quinidine or mannitol was also administered intravenously. The brain uptake clearance
of quinidine was determined by integration plot analysis using the plasma concentration–
time profile and the amount in the brain. The brain uptake of mannitol was evaluated
using the tissue-to-plasma partition coefficient at 5 min after the administration. *P �
0.05. (From Ref. 168.)
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tol [168], indicating that the increase is not due to a nonspecific effect. SDZ PSC
833 had no effect in Mdr1a knockout mice in which the brain distribution of
quinidine is significantly increased [168]. Therefore, the effect of SDZ PSC 833
is attributed to inhibition of the efflux transport of quinidine via P-gp at the
blood–brain barrier.

B. Digoxin-Quinidine and -Quinine

Digoxin undergoes both biliary and urinary excretion [222]. The drug–drug inter-
actions between digoxin and quinidine or quinine (a steroisomer of quinidine)
are very well known [222]. The degree of inhibition by quinidine and quinine
of the biliary and urinary excretion of digoxin are different; quinine reduced the
biliary excretion clearance of digoxin to 65% of the control value, while quinidine
reduced both the biliary and renal clearance to 42% and 60%, respectively (Fig.
8) [222]. In proportion to the reduction in total body clearance, coadministration
of quinine and quinidine increases the plasma concentration of digoxin 1.1- and
1.5-fold, respectively [222]. In addition to these agents, verapamil has an inhibi-
tory effect, but specifically on the biliary excretion [223]. In another report, a

Figure 8 Change in the biliary and renal clearance of digoxin caused by treatment with
quinidine or quinine. After a steady-state concentration of quinine or quinidine was
achieved by multiple oral administration, the plasma concentration and the biliary and
urinary excretion of digoxin after oral administration were measured in healthy volunteers.
The steady-state concentrations of quinine and quinidine were 7.0 � 2.5, 4.5 � 0.5 µM,
respectively. (From Ref. 222.)
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slight effect of verapamil on the renal excretion was reported [224]. This may
be due to the difference in the plasma concentration of verapamil between two
separate clinical trials.

Both the uptake and excretion processes involved in biliary and urinary
excretion need to be taken into consideration. No inhibitory effect of quinine and
quinidine was obtained in isolated human hepatocytes at a concentration of 50
µM [225]. In contrast to the human situation, stereoselective inhibition of quinine
and quinidine has been observed in isolated rat hepatocytes [226]. Quinine inhib-
its uptake into isolated hepatocytes at the concentration of 50 µM, while the
effect of quinidine was minimal (at most a 20% reduction) [226]. Substrates of
P-gp, such as vinblastine, daunorubicin, and reserpine, as well as quinine, quini-
dine, and verapamil, also inhibit the renal excretion of digoxin, although typical
substrates for organic cation and anion transport on the basolateral membrane
(TEA and PAH) do not [227]. These observations suggest that P-gp is a possible
site for this interaction. A pharmacokinetic change in digoxin disposition was
observed in Mdr1a and Mdr1a/1b knockout mice [60,165]. The cumulative bili-
ary excretion of digoxin was reduced to 66% (not significantly different) and
50% in mdr1a and mdr1a/1b knockout mice, respectively, compared with that
in wild-type mouse [60,165]. On the other hand, the plasma concentration of
digoxin increased in Mdr1a and Mdr1a/1b knockout mice was increased twice
[60,165]. Taken together, the biliary excretion clearance was considered to be
significantly reduced in P-gp knockout mice. In contrast, the role of P-gp in the
urinary excretion of digoxin was unclear because of increased cumulative urinary
excretion amount in Mdr1a knockout mice [165]. The role of P-gp in this drug–
drug interaction has been examined using Mdr1a knockout mice [228]. Coadmin-
istration of quinidine caused a 73% increase in the plasma concentration of di-
goxin in normal mice, whereas it had little effect (20% increase) in Mdr1a knock-
out mice at the same plasma concentration of quinidine (Fig. 9) [228].

The drug–drug interaction between digoxin and quinidine has been ob-
served in the intestinal absorption of digoxin [229]. The appearance of digoxin
on the luminal side of an everted sac of the jejunum and ileum increased in the
presence of quinidine or an unhydrolyzed ATP analog, AMPPNP, indicating ac-
tive efflux into the lumen [229]. Indeed, the intestinal secretion of digoxin was
significantly reduced in Mdr1a and Mdr1a/1b knockout mice [60,165]. Therefore,
the interaction of quinidine and digoxin involving intestinal absorption may be
due to the inhibition of P-gp function.

C. Human Immunodeficiency Virus (HIV) Protease
Inhibitor: Ritonavir and Saquinavir

Saquinavir is a potent HIV protease inhibitor with a low bioavailability (0.7%),
while ritonavir is well absorbed [230]. Oral coadministration of ritonavir and
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Figure 9 Effect of quinidine on the plasma concentration of digoxin in (a) wild-type
and (b) Mdr1a knockout mice. Plasma concentrations of digoxin 4 hours after intravenous
administration (0.5 mg/kg) are shown. Quinidine (40 mg/kg or 100 mg/kg) was adminis-
tered intraperitoneally 30 min prior to the administration of digoxin. D and D � Q repre-
sent the plasma concentration of digoxin administered alone and in combination with quin-
idine, respectively. *P � 0.05. (From Ref. 228.)

saquinavir caused a 50- to 100-fold increase in the AUC of saquinavir but did
not affect the AUC of ritonavir (Fig. 10) [231]. Both saquinavir and ritonavir
are metabolized by CYP3A4 [232,233]. Since ritonavir is a potent inhibitor of
CYP3A4, whose IC50 is 150-fold lower than that of saquinavir [233], metabolism
may be involved in this drug–drug interaction. In addition, the involvement of
P-gp was suggested. The basal-to-apical transport of saquinavir and ritonavir was
50–70 and 15–25 times greater than in the opposite direction in Caco-2 cells
[234]. This vectorial transport of saquinavir was abolished completely in the pres-
ence of an MDR modulator, GF120918 [234]. These observations indicate that P-
gp plays a role in the low bioavailability of saquinavir in addition to the CYP3A4-
mediated metabolism [234].
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Figure 10 Change in the disposition of saquinavir caused by ritonavir treatment. Plasma
concentration–time profiles for saquinavir administered alone (�) and in combination
with ritonavir (�) and for ritonavir administered in combination with saquinavir (�) are
shown. Ritonavir (600 mg) and saquinavir (400 mg) were administered in single doses
to healthy volunteers. (From Ref. 231.)

D. HMG-CoA Reductase Inhibitor: Cerivastatin and
Cyclosporin A

In kidney transplant recipients treated with cyclosporin A, the AUC of cerivas-
tatin was 3.8-fold larger than that in healthy volunteers [235]. Since the renal
clearance of cerivastatin is negligible, the increased AUC of cerivastatin in the
recipients may be caused by a drug–drug interaction [236]. The details of this
interaction have not been elucidated. CYP3A4 is responsible for one route of
two metabolic pathways of cerivastatin [237]. Since cyclosporin A is a substrate
for CYP3A4, metabolism is possibly involved in this interaction. However, the
effect of erythromycin, a suicide substrate of CYP3A4, on the AUC of cerivas-
tatin was minimal, suggesting that this hypothesis may not be valid [238]. The
hepatobiliary transport of pravastatin, an HMG-CoA reductase inhibitor, has been
shown to be carrier mediated (oatp and cMOAT) [4,5]. That of cerivastatin is also
expected to be carrier mediated. Since the main elimination route of cerivastatin is
metabolism, the most likely site for the drug–drug interaction between cerivas-
tatin and cyclosporin A is the hepatic uptake process.
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E. Transport via Large Neutral Amino Acid Transporter
(LNAAT) Is Affected by Diet

The pharmacological effect of L-DOPA is affected by diet [239]. The ‘‘off’’
period in Parkinsonian patients treated with L-DOPA is a clinical problem, since
the efficacy of the drug fails suddenly. Because of the inverse relationship be-
tween the plasma levels of LNAA and the clinical performance of Parkinsonian
patients [239], and the fact that the transcellular transport of L-leucine is inhibited
by L-DOPA [240] across primary cultured bovine brain capillary endothelial
cells, the ‘‘off’’ period may be attributed to the membrane transport of L-DOPA
via LNAAT at the blood–brain barrier. In addition to L-DOPA, baclofen and
melphalan are suggested to be taken up into the brain via amino acid transport
by examining the inhibitory effect of l-leucine and phenylalanine, respectively
[240,241]. This indicates that brain transport might be affected by the plasma
concentration of large neutral amino acids.

F. Bromosulfophthalein (BSP)-Probenecid

Bromosulfophthalein and its glutathione conjugate are excreted mainly into the
bile under normal conditions [242]. Coadministration of probenecid caused a 3.7-
fold increase in the total plasma concentration of BSP and its glutathione conju-
gate [242]. The hepatic uptake and biliary excretion of BSP are carrier mediated.
oatp and cMOAT are responsible for this in rats (see Sec. IV). Since probenecid
is an inhibitor of both oatp and cMOAT, the interaction between probenecid and
BSP may involve membrane transport.

G. Methotrexate–Organic Anions

A large portion of intravenously administered methotrexate is excreted into the
urine in humans [243]. When the renal clearance of methotrexate was measured
in the monkey under steady-state conditions, it was three times greater than the
glomerular filtration clearance, indicating secretion is involved in the renal excre-
tion [244]. Since the renal excretion of methotrexate is saturable, transporters are
responsible for the renal secretion of methotrexate [244]. Coadministration of
probenecid (700 mg/m2) reduced the renal clearance to the glomerular filtration
clearance [244]. The site where methotrexate undergoes secretion was examined
using the stop-flow method [245]. A peak appeared at the site corresponding to
the proximal tubule in the monkey, indicating that excretion of methotrexate oc-
curs at the proximal tubule, and benzylpenicillin reduced the peak value to 33%
of the control value [245]. The interaction between methotrexate and benzylpeni-
cillin was also examined using kidney slices [245]. The uptake of methotrexate
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into kidney slices was inhibited by benzylpenicillin in a concentration-dependent
manner, and the saturable component was completely inhibited by benzylpenicil-
lin [245]. The molecular mechanism for the excretion of methotrexate has not
been identified. Since rOat-k1, rOat-k2, and rOat1 can accept methotrexate as
substrate, they may be involved in the renal excretion of methotrexate.

H. Benzylpenicillin-Probenecid

Benzylpenicillin disappears from the blood very rapidly (the elimination half-
life is 30 min in the adult), and 60–90% of the dose is excreted in the urine [243].
The renal clearance is approximately equal to the blood flow rate, indicating a
high secretion clearance [243]. In Table 4, the inhibition constant of several or-
ganic anions on the uptake of benzylpenicillin into rabbit kidney slices is shown
[246]. When the effect of these organic anions on the total body clearance of
benzylpenicillin was examined, it was found that probenecid and phenylbutazone
reduced its renal clearance to 60%, while sulfinpyrazone reduced it to 40% of
the control value [246]. Since benzylpenicillin exhibits blood-flow-limited elimi-
nation, reduced intrinsic secretion clearance does not affect the renal clearance
as much. rOat1 [103] and ratNpt1 [143] are candidates for the transporter respon-
sible for the renal excretion of benzylpenicillin on the basolateral and brush bor-
der membranes, respectively, although their individual contributions have not yet
been determined.

I. Ranitidine-Probenecid

The renal clearance of ranitidine accounts for 53% of the total body clearance in
the beagle dog. Although ranitidine is a cationic compound, probenecid treatment
reduced the total body clearance and renal clearance to 60% and 52% of the
control value, respectively [247]. Whether the reduction in nonrenal clearance is
ascribable to the inhibition of membrane transport remains to be clarified. Ac-
cording to an analysis using a physiological pharmacokinetic model, the drug–
drug interaction between ranitidine and probenecid is due to inhibition of trans-
port across the basolateral membrane. Probenecid reduces the transport on the
basolateral membrane to 20% of the control value, but not the transport via the
brush border membrane [247]. In the uptake process, both renal organic anion
and cation transporters are involved [113].

J. Ciprofloxacin-Probenecid and Furosemide-Probenecid

Renal clearance accounts for 61% of the total body clearance of ciprofloxacin
in humans [243]. Coadministration of probenecid reduces the total body and renal
clearance to 59% and 36% of the control value, respectively, but has no effect
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Table 4 Possible Drug–Drug Interactions Involving Renal Excretion

Ki,invitro
a Cu,i

c

Substrate Inhibitor Species (µM) CL i/CL c
b (µM) R

Benzylpenicillin Probenecidd Human 10 0.39 30 0.25
Benzylpenicillin Phenylbutazonee Human 8.1 0.42 19.6 0.29
Benzylpenicillin Sulfinpyrazone f Human 3.8 0.61 0.9 0.81
Benzylpenicillin Salicylateg Human 370 0.62 36 0.91
Benzylpenicillin Indomethacinh Human 40 0.82 0.38 0.99
Benzylpenicillin Chlorothiazidei Human 24 0.86 0.75 0.97
Benzylpenicillin Sulfamethoxypyridazine j Human 750 1.18 126 0.86
Methotrexate Probenecidk Monkey 50 p 0.68 80 0.38

10 q 0.11
Ciprofloxacin Probenecidl Human 50 p 0.36 30 0.63

10 q 0.25
Furosemide Probenecidm Human 50 p 0.34 30 0.63

10 q 0.25
Ranitidine Probenecidn Beagle dog 50 p 0.52 4.2o 0.92

10 q 0.70

a Inhibition constant determined rabbit kidney slice.
b The ratio of renal clearance in the presence (CLi) and absence (CLc) of inhibitor. In the case of methotrexate and benzylpenicillin, the ratios of total body

clearances are shown. Since their main elimination pathway is urinary excretion, they correspond to the decrease in the renal clearance.
c The pharmacokinetic data were obtained from Refs. 243 and 303 for human and monkey, respectively.
d 2 g/day for 5–7 days (oral).
e 600 mg/day for 5–7 days (oral).
f 600 mg/day for 5–7 days (oral).
g 3 g/day for 5–7 days (oral).
h 75 mg/day for 5–7 days (oral).
i 2 g/day for 5–7 days (oral).
j 500 mg/day for 5–7 days (oral).
k 700 mg/m2.
l 500 mg and 1000 mg 10 and 2 hr before ciprofloxacin infusion, and 500 mg 4, 10, and 16 hr after the cifprofloxacin infusion.
m 1 g (oral).
n A loding dose of 375 mg, followed by a constant infusion of 0.5% probenecid (7 ml/hr).
o the concentration was available from Ref. 246, and human plasma unbound fraction is used for the calculation.
p K value for uptake into the rabbit kidney slice (Ref. 304).
q K value for uptake into the rabbit kidney slice (Ref. 246).
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on the nonrenal clearance [248]. Frusemide undergoes both renal excretion and
glucuronidation. Probenecid treatment resulted in a 2.7-fold increase in the AUC
of plasma frusemide after oral administration to healthy volunteers [249]. Proben-
ecid reduced the renal clearance of frusemide to 34% of the normal value [249].

K. Cefadroxil-Cephalexin

Both the dose-normalized AUC of the plasma concentration for 2 hours after
administration and the maximum plasma concentration exhibited nonlinearity,
when cefadroxil, a β-lactam antibiotic, was administered at different oral doses
from 5 to 30 mg/kg orally [250]. Coadministration of cephalexin (15 mg/kg)
reduced both the AUC and Cmax of cephadroxil [250]. Since cefadroxil and cepha-
lexin are substrates of PEPT1 [251], this interaction may be accounted for by an
interaction at the binding site of PEPT1 [250].

L. Tolbutamide-Sulfonylurea

Coadministration of tolbutamide and sulfonylurea derivatives causes severe
hypoglycemia [252]. Two possible mechanisms for this interaction have been
proposed: (1) a change in the plasma protein binding of tolbutamide, and
(2) inhibition of metabolism [253,254]. Sulfaphenazole treatment increased the
tissue-to-plasma partition coefficient (Kp) of tolbutamide in rats. This was due
to an increase in the unbound concentration of tolbutamide, since the Kp,f values
obtained via division of the Kp value by the unbound fraction were comparable
in all tissues except the brain and spleen [255]. The mechanism in the spleen
remains to be clarified. The active efflux transport at the BBB is ascribed to an
increase of Kp,f of tolbutamide in the brain based on the following observations:
The Kp,f of tolbutamide in the brain increased with the increase in brain concentra-
tion [256]. The basal-to-apical transport of tolbutamide was greater than in the
opposite direction in MBEC4 cells cultured on porous filters [256]. Since sulfo-
nylurea derivatives, such as sulfaphenazole, sulfadimethoxine, and sulfamethoxa-
zole, inhibit this efflux transport, interactions at the blood–brain barrier may be
accounted for by inhibition of the efflux transport of tolbutamide [256]. Neither
cyclosporin A nor verapamil affects the cellular accumulation of tolbutamide,
suggesting the presence of an efflux transporter other than P-gp [256].

VI. EXAMPLES OF THE PREDICTION OF DRUG–DRUG
INTERACTIONS BASED ON LITERATURE DATA

In this section, the methodology described earlier has been applied to the prediction
of in vivo drug–drug interactions from in vitro data gathered from the literature.
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A. Quinidine-Digoxin

Since the pharmacokinetic parameters of quinidine are available from the litera-
ture, the prediction of an interaction between digoxin and quinidine is examined
in this section. Neither quinidine nor quinine inhibits the uptake of digoxin into
isolated human hepatocytes at a concentration of 50 µM [25]. Hedman and Meijer
reported that quinidine has a slight effect on the hepatic uptake of digoxin; while
quinine inhibited the hepatic uptake of digoxin almost completely at 50 µM in
isolated rat hepatocyte [226]. However, according to Okudaira et al., both quini-
dine and quinine have inhibitory effect in rats [257]. The minimum inhibition
constant (50 µM) estimated from Okudaira’s report is used in order to avoid a
false-negative prediction. The drug–drug interaction between quinidine and di-
goxin in healthy volunteers was examined under steady-state conditions. The
steady-state concentration of quinidine was 4.5 µM. The plasma unbound fraction
is 0.13, and its unbound concentration is estimated as 0.59 µM. Since quinidine
and digoxin were administered orally, the inlet concentration needs to be esti-
mated according to the Eq. (8), and the value is estimated to be 4.0 µM using
QH � 1.6 L/min, Fa � 0.8, ka � 0.1 min�1, and fu � 0.13. Therefore, R value
is calculated as 0.92 indicating that the interaction between quinidine and digoxin
on the basolateral side is none or minimal:

R �
1

1 � Cu,i/Ki

�
1

1 � 4.6/50

The Ki value of quinidine for the transport of digoxin on the bile canaliculi
has not been determined. The ATP-dependent uptake of quinidine into canalicular
membrane vesicles was saturable with a Km value of 5 µM [258]. Since quinidine
is a substrate of P-gp [168], it may represent the Km value for P-gp, i.e., the Ki

value for digoxin transport via P-gp. In the prediction of drug–drug interaction
in excretion process from inside the cells, intracellular unbound concentration of
coadministered drug is necessary to be estimated. To measure the tissue unbound
concentration is practically impossible in humans. As a safety margin, the cell-to-
plasma unbound concentration ratio is assumed to be 10. The R value of the interac-
tion between digoxin and quinidine is calculated as 0.098 under such approxima-
tion, while it can be calculated as 0.52 when the cell-to-plasma unbound concentra-
tion ratio is assumed to 1. Thus, quinidine treatment will reduce the biliary
excretion to 9.8–52% of the normal value. To predict a drug–drug interaction in
the renal excretion, the R value can be calculated for renal clearance as 0.46 and
0.89 when the concentration ratio is assumed to be 10 and 1, respectively. Thus,
the renal clearance may be affected, but not so much as observed in the liver.

B. Drug–Drug Interactions with MDR Modulators

An MDR modulator, SDZ PSC 833, increases the brain uptake clearance of quini-
dine in rats [168]. For quantitative prediction, the intracellular unbound concen-
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tration of SDZ PSC 833 is required. Since SDZ PSC 833 is a very lipophilic
compound, the uptake process is considered to involve passive diffusion. There-
fore, the intracellular unbound concentration is assumed to be the same as the
plasma unbound concentration in the brain capillaries. The plasma concentration
of SDZ PSC 833 was 12.4–18.5 µM up to 10 min after intravenous administration
of 10 mg/kg to rats [259], and the plasma unbound concentration was estimated
to be 0.25–0.56 µM using the human plasma unbound fraction (0.02–0.03) [260].
The Ki value of SDZ PSC 833 for P-gp was determined to be 0.06 or 0.3 µM.
The former was determined from the ability to overcome multidrug resistance
in P-gp-expressed murine monocytic leukemia P388 [261], and the latter was
determined by the degree of inhibition of the ATP-dependent uptake of daunomy-
cin into canalicular membrane vesicles [262]. Since the maximum value of Cu,i/
Ki is 9.3, inhibition of the active efflux via P-gp leads to a 90% reduction, as
calculated by the following equation:

R �
1

1 � 0.56/0.06
� 0.097

Indeed, the brain uptake clearance of quinidine was increased 20-fold in the pres-
ence of SDZ PSC 833.

C. Interactions of Methotrexate and Benzylpenicillin with
Other Organic Anions

Table 4 summarizes the Ki values of coadministered drugs for the uptake of
methotrexate, benzylpenicillin, ranitidine, and ciprofloxacin into rabbit kidney
slices, the degree of reduction in renal clearance, and the R values [245]. Because
the plasma concentration of inhibitors was not measured, Cu,i was estimated in
proportion to the maximum plasma concentration produced by the clinical dose
[243]. Good agreement is observed between R values and the renal clearance
change caused by coadministered drug in the combinations of benzylpenicillin-
probenecid, benzylpenicillin-phenoxybutazone, benzylpenicillin-sulfamethoxy-
pyridazine, and methtrexate-probenecid (Table 4). However, R values in other
combinations do not suggest the reduction by coadministration, because it was
observed in vivo. This may be due partially to an inaccurate estimation of the
plasma concentration and a species difference in the Ki value between rabbits
and humans. It is also possible that the drug–drug interaction does not involve
uptake, but rather excretion.

Indomethacin has been reported to inhibit rOat1 and rOat-k1 [104,263] but
not rOat3 [14]. The possibility of a drug–drug interaction via these transporters
has been examined. Although indomethacin is also a substrate of rOat1, the trans-
port activity is not high enough to determine the kinetic parameters [104]. The
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Ki value of indomethacin for the transport of PAH via rOat1 is adopted in the
calculation. When it is taken into consideration that the maximum plasma concen-
tration of indomethacin under clinical conditions is 0.07 µM [243], the drug–
drug interaction involving indomethacin via rOat1 is negligible (the R value is
1). In rats, rOat-k1 and rOat-k2 can accept methotrexate [89,90], and nonsteroidal
anti-inflammatory drugs inhibit the transport via rOat-k1 [263]. However, the
Ki value (1.0 mM) is significantly greater than the maximum plasma unbound
concentration, even although a tenfold concentration ratio is assumed. The possi-
bility of a drug–drug interaction by indomethacin via rOat-k1 is negligible.

D. Bromosulfophthalein (BSP)-Probenecid

As described earlier, the hepatobiliary transport of BSP is mediated by organic
anion transporters. The clinical dose of probenecid is, at most, 1 g. The maximum
plasma concentration after oral administration of 1 g was about 250 µM [264].
The concentration of the inlet to the liver is calculated as 550 µM using QH �
1.2 L/min/60 kg body weight, Fa � 100%, and ka � 0.1 min�1. Although the
plasma protein binding exhibits nonlinearity, the plasma unbound fraction is
0.08–0.12 over this concentration range where the possibility of drug–drug inter-
action is examined [264]. Thus, the maximum plasma unbound concentration is
found to be 66 µM.

Although the Ki value of probenecid on the hepatic uptake of BSP has not
been determined, the Ki value of probenecid for oatp1 is reported to be approxi-
mately 100 µM [265]. Although all oatps are expressed in the liver [78,87,88],
their contribution to the hepatic uptake of BSP has not been determined. Assum-
ing that the Ki values of probenecid for members of the OATP family are not
significantly different, the R value can be calculated as 0.60. And BSP is excreted
into the bile by cMOAT [266]. The Ki value of probenecid has been determined
to be 44 µM using rat canalicular membrane vesicles (unpublished data), so the
R value can be calculated to be 0.40 and 0.063 when the concentration ratio of
probenecid is assumed to be 1 and 10, respectively. Thus, the net R value, ob-
tained by multiplying the R values of the uptake and excretion processes, is 0.24
and 0.038, respectively. The increase in the plasma concentration of BSP (includ-
ing glutathione conjugates) caused by probenecid was 3.7-fold [242]. The R value
was, thus, considerably underestimated when the concentration ratio was taken
as 10.

E. Cefadroxil and Cephalexin

Both the Cmax and AUC up to 2 hours after oral administration of cefadroxil
were reduced by coadministration of cephalexin [250]. Quantitative prediction
of the interactions involving absorption is quite difficult, because of the diffi-
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culty in estimating the unbound concentration in the lumen, where drugs under-
go absorption. Both cefadroxil (5 mg/kg) and cephalexin (45 mg/kg) were ad-
ministered as a 200-ml suspension [250]. If this suspension is assumed not
to undergo any dilution during transit into the small intestine followed by drug
dissolution, the concentration of 200 ml is equal to the unbound concentra-
tion in the lumen. When the calculated drug concentration exceeds the solubil-
ity, this solubility should be used in any further calculations. Based on this
assumption, the following unbound substrate and inhibitor concentrations were
obtained:

I �
dose

200 ml
�

5666
200

� 28.3 mM

S �
dose

200 ml
�

787
200

� 3.94 mM

The Km value of cephalexin (7.5 mM) determined using Caco-2 cells is used as
the Ki value in this prediction [23]. Since the Km value of cefadroxil was found
to be 5.9 mM using the rat in situ perfusion method [267], the substrate concentra-
tion is not low enough to be negible relative to its Km value. Therefore, the sub-
strate concentration should be taken into consideration, and the R value is ob-
tained from the following equation:

R �
5.9 � 3.94

5.9 � (1 � 28.3/7.5) � 3.94
� 0.31

Therefore, coadministration of cephalexin reduces the absorption clearance to
30%. In this calculation, the same concentration is assumed from entrance to
exit. However, this is unrealistic because drugs undergo absorption and, thus,
the concentration at exit is lower than that at entrance. And the dilution in the
gastrointestinal tract is not taken into consideration.

F. Sulfonamide and Tolbutamide

The plasma concentration of sulfamethoxazole at the steady-state concentration
was found to be 2.0 mM [255]. Since the human plasma unbound fraction of
sulfamethoxazole is 0.48 [243], the unbound plasma concentration can be calcu-
lated as 0.96 mM. The inhibition constant was estimated to be 2.0 mM from the
inhibitory effect of sulfamethoxazole on the transcellular transport of tolbutamide
from the basal to the apical side. Thus, the R value can be calculated as 0.68,
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which is not so much different from in vivo observation; the Kp,f of tolbutamide
exhibited a threefold increase in sulfamethoxazole-treated rats [255]. In the esti-
mation of the inhibition constant of sulfamethoxazole, it was assumed that sulfa-
methoxazole does not affect the uptake process, and there is not a significant
difference in the inhibition constant between mice and rat and between the
MBEC4 cell-to-medium and brain capillary endothelial cell-to-plasma concentra-
tion ratio of sulfamethoxazole.

The clinical dose of sulfamethoxazole is 1 g (twice a day). When 1000 mg
sulfamethoxazole is administered orally, the maximum plasma concentration is
304 µM using a distribution volume � 13 L/60 kg body weight and Fa � 100%.
Thus, the unbound concentration can be calculated to be 146 µM. If the species
difference in the Ki value and concentration ratio of sulfamethoxazole between
mice and humans is negligible, the R value is 0.93. Under clinical conditions,
no drug–drug interaction involving the active efflux of tolbutamide will occur
under such assumptions.

VII. SUMMARY

In addition to P450 enzymes, transporters play an important role in drug disposi-
tion and, therefore, it is possible that drug–drug interactions at the site of trans-
porters alter the plasma concentration–time profiles. Indeed, the interactions
between drugs like quinidine-digoxin and probenecid-benzylpenicillin are trans-
porter-mediated. We also reviewed in vitro experimental models for investigation
of these drug–drug interactions. In addition, a procedure is described that allows
the prediction of such interactions using maximum plasma unbound concentra-
tion at the clinical dosage and inhibition constant of a coadministered drug for
the membrane transport process of the drug in question. This method is useful for
initial investigations, but more precise pharmacokinetic analyses are subsequently
required for quantitative prediction when the prediction suggests that a drug–
drug interaction is likely.

Transporters are also summarized in this chapter. Multispecific transporters
for both organic anions and cations, which accept structurally unrelated sub-
stances, play a significant role in the hepatobiliary and renal transport processes.
They can be classified into several families, such as OCT, OATP, OAT, MDR,
and MRP, in terms of the similarities in the amino acid sequence and substrate
specificity. There are drugs that are recognized by several transporters localized
on the same membrane, and multiple transporters are expected to be involved in
the membrane transport process. Therefore, the contribution of each transporter
to the net membrane transport process is taken into consideration when the obser-
vations in gene expression systems are extrapolated to in vivo situations.
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I. INTRODUCTION

Cytochrome P450 (CYP) enzymes form a gene superfamily that are involved
in the metabolism of a variety of chemically diverse substances ranging from
endogenous compounds to xenobiotics, including drugs, carcinogens, and envi-
ronmental pollutants. Although CYP regulation is only now beginning to be un-
derstood, it is well known that several of the CYP genes are induced by many
drugs. This may cause variability in enzymatic activity, with different groups of
patients producing unexpected pharmacological outcomes of some drugs as a
result of drug–drug interactions [1,2]. For example, induction of CYP3A has
been shown to result in a significant loss of efficacy for the contraceptive steroids
[3,4]. Thus, regulatory agencies now request that new drugs be tested for their
potential to induce CYP enzymes. Until recently, this involved treating laboratory
animals with the test compound, followed by analysis of liver CYP enzymes ex
vivo. This raises four major issues: First, there is the requirement of large num-
bers of animals; reduction in animal usage should be encouraged where possible.
Second, large amounts of test compound have to be synthesized; this imposes
a heavy burden on the synthetic chemistry efforts and is not compatible with
combinatorial chemistry strategies. Thirdly, in vivo studies are not high
throughput, this in a time where advancements in combinatorial chemical synthe-
sis have greatly increased the number of drug candidates being produced at the
drug discovery stage. And finally, its well known that species differences in CYP
induction exist [5], making the extrapolation from animals to humans unreliable.
Therefore, it is desirable to have in vitro models, in particular of human origin,
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to address CYP induction of drug candidates before costly clinical trials are con-
ducted.

Unfortunately, there are no hepatoma cell lines able to express most of the
major forms of adult CYP enzymes. However, various in vitro models for assess-
ing enzyme induction have been described and include precision-cut liver slices,
primary hepatocytes, and reporter gene constructs. The last model involves
transfecting recombinant DNA encoding a reporter enzyme, such as chloram-
phenicol acetyl transferase, under the control of the regulatory element of the
specific CYP of interest. In this chapter we will discuss all three models but will
focus mostly on the primary hepatocyte model which, in our opinion, is the gold
standard for predicting CYP induction in both laboratory animals and human. In
addition, a case study involving a drug candidate (‘‘DFP’’) will be discussed
along with strategies for managing CYP induction in drug candidates.

II. MODELS

A. Primary Hepatocytes

Isolation of viable hepatocytes was first demonstrated by Howard et al. and rap-
idly increased in popularity with the further development of a high-yield prepara-
tive technique by Berry and Friend [6,7]. Compared to liver slices, isolated hepa-
tocytes are easier to manipulate and show a superior range of activities [8]. For
a detailed description of rat and human hepatocyte isolation techniques the reader
is referred to other reviews [8,9].

While primary hepatocytes maintained under conventional culture condi-
tions tend to undergo rapid loss of liver-specific functions, great progress has
been made in the last decade to slowing this process. In our opinion the three
most important factors in retaining CYP responsiveness in primary hepatocyte
are: media formulation, matrix composition, and cell–cell contacts [10–13].

There are several commercially available media that have been reported to
support CYP-inducible hepatocytes in culture, including: Dubecco’s modified
Eagle’s medium, Liebovitz L-15 medium, Waymouth 752/1 and modified Wil-
liams’ E medium, to name a few [11]. In summary, these are all enriched media
containing a high amino acid content. High concentrations of certain amino acids
have been reported to decrease protein degradation while stabilizing some levels
of mRNA [14]. Serum has routinely been used as a media supplement with many
immortalized cell lines and is thought to improve cell attachment, survival, and
morphology. However, with primary hepatocytes, serum is generally thought to
promote growth and therefore has a dedifferentiation effect on hepatocytes, re-
sulting in a loss of CYP expression [15]. As a result, serum is used in the initial
cell attachment stage (�24 hr) but is usually not included for the duration of the
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culture. Other supplements usually include dexamethasone and insulin. A low
concentration of dexamethasone (�100 nM) has been reported to improve the
viability of hepatocytes in culture [8] as well as to improve the responsiveness
to CYP inducers [12,16,17]. Insulin is also considered to be beneficial for the
long-term survival of cultured hepatocytes [11].

Another culture condition known to be important in the maintenance of
differentiated hepatocytes is the extracellular matrix. These comprise simple ma-
trices, such as rat tail collagen, as well as more complex matrices, including:
fibronectin [18], extracts from rat liver [19], and, more recently, Matrigel, a bio-
matrix preparation derived from the Engelbreth-Holm-Swarm sarcoma [10,12].
In our laboratory, we initially compared both rat and human primary hepatocytes
cultured on collagen compared to Matrigel and found that while CYP3A respon-
siveness was not affected, basal CYP3A levels were better maintained in hepato-
cytes on Matrigel. In contrast, responsiveness to CYP2B1 in rat hepatocytes
was markedly affected by the substratum used. As shown in Figure 1, Western
blots of rat hepatocytes treated with phenobarbital show marked induction
in CYP2B1 protein, while a poor response was observed in cells cultured on
collagen [12].

Another substratum model developed to preserve liver function in hepato-
cytes in culture is the collagen-sandwich model. It was first demonstrated by
Dunn et al. [20] that overlaying cultured rat hepatocytes with a top layer of colla-
gen preserved the liver-specific phenotype, including CYP inducibility [21]. In
addition, cells cultured under these conditions re-established cell polarity and
developed a structurally and functionally normal bile canalicular network [22].
More recently, LeCluyse et al. [23] reported that the matrix conditions considered
to be optimal for maintaining cellular integrity, protein yields, and CYP enzyme
induction in primary human hepatocytes are a collagen-sandwich model in com-
bination with modified Chee’s medium containing insulin and dexamethasone.

Figure 2 illustrates the standard induction protocol that we follow in our
laboratory. Freshly isolated hepatocytes are cultured on 60-mm dishes or
multiwell plates precoated with Matrigel for a minimum of two days. This allows
the cells to recover from the damage endured during isolation and allows the
cells to adapt to the culture environment. It’s been reported that during this initial
culture period a rapid loss in constitutive CYP expression is observed in the first
24 hr, followed by a recovery period after which the cells are capable to respond
to CYP inducers [12,24]. The cells are then challenged with the test compounds
and allowed to incubate for a period of 24–48 hr. Response to inducers is rapid,
as shown by the Northern blots of rat hepatocytes treated with dexamethasone
and phenobarbital in Figure 3. CYP3A and CYP2B1 mRNA levels increased
within 2 hr, reaching a maximum at 24 hr. Corresponding CYP protein induction
requires at least 8 hr before a significant rise is observed.
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Figure 1 Immunoblot analysis of CYP3A (panel A) and CYP2B (panel B) protein in
rat hepatocytes cultured on Matrigel and collagen. Cells were incubated in the presence
of 10 uM dexamethasone or 50 uM phenobarbital for 48 hr. (From Ref. 12.)

1. Interpretation of Induction Data

Induction of CYP expression by xenobiotics has been reported in mainly three
ways: induction potential (fold induction over control); EC50 (effective concentra-
tion for 50% maximal induction); and ‘‘potency index’’ (the ratio of induction
response of the test compound compared to that of a gold standard). In our labora-
tory, we have defined CYP induction as a potency index, or a percentage of a
classic inducer, rather than as fold increase over a control (induction potential).
The reason for this is twofold: First, the basal levels of some CYPs may be low
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Figure 2 Hepatocyte induction protocol.
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Figure 3 Northern blot analysis of CYP3A and 2B mRNAs in rat hepatocytes cultured
on Matrigel. Cells were incubated in the presence of 10 uM dexamethasone or 50 uM
phenobarbital for 48 hr. (From Ref. 12.)

and therefore difficult to accurately quantitate. Second, we, and others, have
found that basal CYP levels in culture may be highly variable between different
hepatocyte preparations, while the maximum induction levels are more consis-
tent. For example, we have found that induction of CYP3A protein in dexametha-
sone-treated rat hepatocyte cultures from different preparations varies from a
�7- to a �20-fold increase (Fig. 4) [12]. In human primary cultures, induction
of CYP3A4 by a drug candidate, calculated as a fold increase, also varied from
a 2- to an 8-fold increase in hepatocytes from four different donors [12]. In con-
trast, when the results were expressed as a percentage of a classic inducer (rifam-
picin), the range was from 16 to 34% [12]. Interestingly, Kostrubsky et al. re-
ported that variation in the basal level of CYP3A4 expression in human primary
hepatocytes was up to fivefold between different donors [25]. However, the maxi-
mal CYP3A activity detected after treatment with rifampicin was similar in six
separate human hepatocyte cultures. Another study, by Chang et al., reported that
induction of oxazaphosphorine 4-hydroxylation activity by rifampicin in human
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Figure 4 Variability in CYP3A induction in rat hepatocytes from seven different prepa-
rations. Panel A represents fold increase in CYP3A protein from dexamethasone-treated
cells over nontreated cells. (From Ref. 12.)

hepatocyte cultures was inversely related to the basal activity [26]. These results
suggest that CYP activity after maximal induction is similar between separate
cultures and that differences in fold induction result from variation in basal ex-
pression. It is therefore prudent to include a positive control to address the vari-
ability between different hepatocyte preparations. This is particularly important
when comparing the potency indices of different drug candidates that may not
have been incubated with the cells from the same donor.

In order to further validate this approach, we recently compared induction
potency indices for a series of compounds in vivo, in rats, with those obtained
in the rat hepatocyte model [12]. As shown in Figure 5, results demonstrated an
excellent correlation for CYP3A and 2B expression.
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2. In Vitro Induction Screening

One of the drawbacks of using protein level measurements in hepatocytes for
induction screening is the relatively large amount of time and labor required for
cell harvest and preparation of samples for CYP analysis. In addition, large num-
bers of cells are required per dish. This is particularly undesirable when using
human hepatocytes, an increasingly limited resource. The immediate challenge,
therefore, is to modify the model to accommodate a higher-throughput format.
In our laboratory this has been achieved by developing a 96-well format and
using analytical methodology that allows for the measurement of CYP expression
in fewer cells.

In regards to culturing hepatocytes in a 96-well plate format, we have
adapted the same conditions that we use when culturing cells in 60-mm dishes
and 24-well plates [12] and simply scaled them down to a 96-well-plate format.
The 96-well plates are precoated with Matrigel and are commercially available
(Collaborative Biomedical Products) or, alternatively, normal plates can be
coated with diluted Matrigel and dried overnight [27]. Hepatocytes cultured on
collagen-coated 96-well plates have also been reported to be suitable for CYP
induction [28].

With respect to higher-throughput analytical methodologies, we have taken
two approaches: The first involves the addition of CYP-selective substrates to
cell culture and measuring the formation of the relevant metabolites in the media
(CYP activity assays). The second approach is to measure CYP mRNA levels
using newly developed technologies compatible with 96-well-culture formats.

a. CYP Activity Assays. The first example of using activity probes for
determining CYP expression in intact hepatocytes cultured on 96-well plates was
described by Donato et al. [28]. In this study the authors used two derivatives
of phenoxazone, namely, 7-ethoxyresorufin (EROD) and 7-pentoxyresorufin
(PROD), to determine activity of CYP1A1 and 2B1, respectively, in rat and hu-
man hepatocytes. These two compounds are specifically O-dealkylated to a
highly fluorescent metabolite, resorufin. Therefore, in this assay the substrates
are added directly to the cells in the presence of dicumarol, to prevent further
reduction of the quinone moiety by DT-diaphorase, and incubated for a period
of time (�30 min). Aliquots of the media are then transferred to microplates to
fluorometrically determine amount of product (resorufin) formed. Because resor-
ufin is also known to be further conjugated by glucuronic acid and sulfate in the

Figure 5 Induction of CYP2B (Panel a) and CYP3A (Panel b) in vitro vs. induction
in vivo. Cultured rat hepatocytes and Sprague Dawley rats were treated with 13 drug
candidates at a dose of 50 uM and 400 mg/kg, repectively. Potency indexes for all the
compounds in vitro were compared to ones found in vivo. (From Ref. 12.)
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intact cell, a mixture of β-glucuronidase and arylsulfatase is added to the mi-
croplate to hydrolyze either conjugate back to resorufin. Validation of this method
was examined by comparing the results obtained in intact cultured hepatocytes
with the activity determined in the microsomal fraction. An excellent correlation
between the two assays was found for EROD (r � 0.95) and PROD (r � 0.94)
activities [28].

The classical CYP3A probe is testosterone, which is known to undergo
CYP3A4-dependent 6β-hydroxylation [29]. This probe has been well character-
ized and is widely used to determined CYP3A activity in human liver micro-
somes. Testosterone has also been used to determine CYP3A4 activity in human
primary hepatocytes (as carefully described in Ref. 25). In our laboratory we
have used both Western blot analysis and testosterone 6β-hyroxylation activity
assays to determine CYP3A4 induction in human hepatocytes and have found
good agreement (Fig. 6). However, HPLC or LC/MS analysis is required for the

Figure 6 Correlation between testosterone 6β-hydroxylation and CYP3A protein levels,
as determined by Western blot, in human hepatocytes incubated with several prototypical
inducers.
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quantification of the 6β-hydroxytestosterone metabolite, resulting in a tedious
and time-consuming assay. Two other probes, benzyloxyquinoline and benzylox-
ytrifluorocoumarin (BFC), have also been identified as potential CYP3A fluores-
cent probes [30]. A recent study by Price et al. demonstrated that BFC is metabo-
lized in microsomes from cells expressing recombinant human CYP1A, 2B, 2C,
and 3A isoforms. In primary rat hepatocytes, however, BFC was shown to be a
good substrate for assessing the induction of CYP1A, 1A2, and 2B1 isoforms
but not CYP3A [31].

A recent paper by Chauret et al. described the discovery of a novel fluores-
cent probe that is selectively metabolized by CYP3A in human liver microsomes
[32]. This probe, DFB (3,4-difluorobenzyl)-4(4methylsulfonylphenyl)-5,5-
dimethyl-(5H) furan-2-one), is metabolized to DFH, which has fluorescent char-
acteristics (Fig. 7). In vitro CYP reaction phenotyping studies (cDNA-expressed
CYP proteins and immunoinhibition experiments with highly selective anti-
CYP3A4 antibodies) demonstrated that DFB was metabolized primarily by
CYP3A4 (Fig. 8). Furthermore, metabolism studies performed with human liver
microsomes obtained from different donors indicated that DFB dealkylation and
testosterone 6β-hydroxylation correlated well (Fig. 9).

In our laboratory we have further characterized the use of this probe for
assessing CYP3A4 induction in cultured human hepatocytes [33,34]. In this assay,
hepatocytes cultured in 96-well plates are incubated with DFB for 15 min. An
aliquot of the media is then transferred to a microplate and DFH quantified using
a fluorescent plate reader. During the course of the reaction, the fluorescent metab-
olite DFH is not metabolized and there is no need for further manipulation of the
sample. Figure 10 shows the correlation of CYP3A4 activity obtained with DFB
and testosterone in human hepatocytes treated with several inducers. The DFB
assays afford a quick and simple readout of CYP3A4 activity. Furthermore, be-
cause the cells are not adversely affected, multiple assays can be performed at
different times. Indeed, it may even be possible to use the same cells to test more
than one compound after an adequate washout period. Ferrini et al. have described

Figure 7 Metabolic pathway for DFB.
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Figure 8 Turnover of DFB to DFH in microsomes prepared from cell lines expressing
a single CYP. (From Ref. 32.)

Figure 9 Correlation between testosterone 6β-hydroxylation and DFB debenzylation
in various human liver microsomes. (From Ref. 32.)
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Figure 10 Correlation between testosterone 6β-hydroxylation and DFB debenzylation
in human hepatocytes treated with several prototypical inducers.

culture conditions to maintain human hepatocytes for several weeks while re-
taining CYP inducibility [35]. In this latter study, the authors demonstrated that
CYP3A4 expression would return to basal levels after removal of the inducer, at
which time another round of testing by other compounds could be attempted.

Some compounds may have inducing properties as well as being mecha-
nism-based inhibitors of the same CYP enzyme. It is therefore prudent, when
analyzing CYP expression with activity probes, to verify that the compound being
tested does not inhibit the CYP enzyme activity. In our laboratory we routinely
test for this by incubating cells for �2 hr with the test compound prior to measure-
ment of CYP enzyme activity. If, after thoroughly washing the cells, the activity
in induced cells is reduced, it is likely that inhibition of CYP 3A4 has occurred.
This will indicate wheather the test compound is a time-dependent inhibitor.

b. mRNA Analysis.

Quantitative Real-Time Reverse Transcriptase-Polymerase Chain
Reaction (RT-PCR). In addition to using immunodetection of apoprotein and
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substrate metabolism, it is possible to screen for induction by analyzing expres-
sion of CYP mRNA. However, such methodology does not detect CYP induction
resulting from posttranslational stabilization of proteins. An example of this latter
case is with induction of CYP2E1 by isoniazid where an increase in mRNA is
not observed [36].

Precise quantification of mRNA expression is difficult using conventional
methods such as Northern blotting. By comparison, RT-PCR is more quantitative;
however, the methodology is not suitable for a reasonable throughput [37,38]
and may lead to semiquantitative data [39]. Recently, a more efficient technology
for precise analysis of mRNA has been developed in the form of real-time RT-
PCR [40,41]. The assay is based on the use of a 5′-nuclease assay and the detec-
tion of fluorescent PCR products [42]. The method uses the 5′-nuclease activity
of Taq polymerase to cleave a nonextendable oligonucleotide probe that hybrid-
izes to the target cDNA and is labeled with a fluorescent reporter dye [FAM(6-
carboxyfluorescein)] on the 5′ end and a quencher dye on the 3′ end [TAMRA(6-
carboxy-tetramethyl-rhodamine)] (Fig. 11). When the probe is intact, the fluo-
rescent signal is quenched due to the close proximity of the fluorescent and
quencher dyes. However, during PCR, the nuclease degradation of the hybridiza-
tion probe releases the quenching of the reporter dye, resulting in an increase in
fluorescent emission. Real-time analysis of fluorescence products after each PCR
cycle is determined using the ABI Prism 7700 Sequence Detection System (PE
Biosystems). The PCR amplification is done in a 96-well-plate format, and accu-
mulation of PCR products is determined in real time by fluorescence detection.
The mRNA copy number of the targeted gene is obtained by determining the
PCR threshold cycle number generated when the fluorescent signal reaches a
threshold value (see Ref. 42 for more details). Commonly, induction of gene
expression is obtained by comparing fold increase of targeted mRNA from treated
cells over mRNA from untreated cells.

The application of this technology for determining CYP induction in pri-
mary hepatocytes was first described by Strong et al. [40]. To further demonstrate
the potential of this technology, a study was conducted in our laboratory using
primary human primary hepatocytes cultured on a 96-well plate precoated with
Matrigel [34]. Cells were treated with increasing doses of rifampicin (0.08–50
uM) and at various intervals (3, 6, 12, and 24 hr). CYP3A4 activity was assessed
with DFB prior to RNA isolation. CYP3A4, 5, and 7 mRNA analysis using real-
time TaqMan PCR was then conducted. As shown in Figure 12, induction of
CYP3A4 activity was clearly demonstrated after 24 hr in a dose-dependent man-
ner. However, CYP3A4 mRNA was markedly elevated 3 hr after rifampicin dos-
ing and continued to increase over 24 hr (Fig. 13A). These results demonstrate
not only that rifampicin causes induction in CYP3A4 mRNA leading to a con-
comitant increase in CYP3A4 activity, but also that the increase in mRNA is a
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Figure 11 TaqMan RT-PCR assay.

much earlier event compared to alteration in enzyme activity. In contrast to
CYP3A4 mRNA, CYP3A5 and 3A7 mRNA were not significantly elevated by
rifampicin (Fig. 13B, C). This clearly demonstrates the advantage of this technol-
ogy in its ability to differentiate between closely related CYPs. A recent study
by Bowen et al. has also demonstrated the use of quantitative real-time RT-PCR
to measure the expression of CYP1A1 and 3A4 in human hepatocytes [41]. The
more conventional analytical methodology exemplified by Western blot and sub-
strate probes lack the sensitivity and selectivity to profile all CYPs. Another ad-
vantage to this method is the ability to store the isolated mRNAs in order to
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Figure 12 Dose- and time-dependent induction of CYP3A activity in human cultured
hepatocytes incubated with rifampicin. Cells cultured on Matrigel-coated 96-well plates
were incubated with increasing doses of rifampicin, and CYP3A was determined by prob-
ing the cells with DFB prior to RNA isolation.

perform further analysis of other genes at a later date. The cells, however, are
terminated at the end of the experiment and, therefore, cannot be recycled for
further studies.

c. Ribonuclease Protection Assays. Surrey et al. reported a new assay
to quantify mRNA levels for CYP isoforms 1A1, 1A2, 3A, and 4A1 in rat hepato-
cytes [43]. This assay uses a set of oligonucleotide probes end-labeled with
[35S]dATP to hybridize to mRNA in rat hepatocytes cultured on Cytostar-T* 96-
well scintillating microplates, precoated with Matrigel. After treating the cells
with potential inducers, hepatocytes were fixed with formaldehyde followed by
in situ hybridization with specific [35S]ATP-labeled oligonucleotide probes devel-
oped to hybridize to specific sites on CYP mRNA. While the probes for CYP1A1,

Figure 13 Dose- and time-dependent induction of CYP3A4 (panel a), 3A5 (panel b),
and 3A7 (panel c) mRNAs in human cultured hepatocytes incubated with rifampicin. Cells
cultured on Matrigel-coated 96-well plates were incubated with increasing doses of rifam-
picin, and RNA was harvested at times indicated. Specific CYP mRNAs were determined
by TaqMan RT-PCR.
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1A2, and 4A1 were selective, the set for CYP3A did not discriminate between
CYP3A1, 3A2, 3A18, and 3A23. In this study the authors demonstrated that the
CYP3A mRNA levels obtained in rat hepatocytes treated with various com-
pounds correlated well with testosterone 6β-hydroxylase activities in hepatic mi-
crosomes from in vivo studies [43].

The advantage of such a technique is that mRNA does not need to be iso-
lated. The procedure, from culture to hybridization to detection, takes place
within a single 96-well plate. A limitation to this assay is that only one CYP
may be analyzed per well and samples cannot be stored for analysis of other
genes at a later date.

d. bDNA Technology. Another recently developed technology to mea-
sure CYP mRNA levels is the branched DNA (bDNA) signal amplification assay
[44,45]. This technology involves a nonpolymerase chain reaction and nonradio-
active detection method resembling the enzyme-linked immunosorbent assay
(ELISA). One of the advantages of this assay is the capability to use total RNA
or cell extract for the analysis. The assay comprises a multiple of oligonucleotides
to capture the mRNA of interest (see Ref. 45 for details). Three types of hybrid
target probes are used and include capture probes, label extender, and blocker
probes. Capture probes are designed so that a portion hybridizes to a oligonucleo-
tide that is fixed to the well surface of a 96-well plate and another portion hybrid-
izes to the target mRNA. Label extender oligonucleotide probes are designed so
that a portion hybridizes to the mRNA target and the other portion hybridizes to
the branched DNA molecule that is essential for the amplification of the hybrid-
ization signal. Blocker oligonucleotide robes fill in the gaps in the mRNA be-
tween the capture and the label extender probes (this minimizes RNase-mediated
mRNA degradation). Detection of target CYP mRNA is then accomplished by
adding an enzyme (alkaline phosphatase) conjugated to an oligonucleotide, which
hybridizes to the branches of the bDNA molecule. Upon addition of a substrate,
dioxetane, a chemiluminescent signal is produced and measured. This technology
has recently been used to analyze the expression of CYP1A1, 1A2, 2B1/2, 2E1,
3A1/23, and 4A2/3 in rats treated with classical enzyme-inducing com-
pounds [45].

B. Liver Slices

Tissue slices have been used for several decades to study basic pathways of inter-
mediary metabolism as well as hepatotoxicity [46–48]. However, procurement
of the slices was performed by handheld instruments, and therefore the quality
of the slices tended to vary between different preparations as well as between
different laboratories [49]. It was not until 1985 that the first paper described
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the development of a mechanical tissue slicer, where it was possible to obtain
reproducible slices of specified thickness [50]. More recently, this model has
gained popularity and acceptance. There are now two commercially available
instruments to produce slices of reproducible thickness, the Krumdieck slicer and
the Brendel-Vitron slicer (see Ref. 49 for a review). Although liver slices have
been widely used for drug metabolism and toxicity studies, their use for CYP
induction studies have been limited. Several groups have shown that it is possible
to culture slices for several days while retaining CYP inducibility [51–54]. To
overcome the problems associated with long-term culture of tissue slices, a roller
culture system has been developed that allows the upper and lower surfaces of
the cultured slice to be exposed to the gas phase during the course of incubation
[49]. Precision-cut rat and human liver slices cultured in this way are reported
to survive for up to 72 hours while still retaining CYP inducibility [55]. The
same authors demonstrated induction of CYP2B1/2 and 3A in rat liver slices
when treated with phenobarbital, CYP1A2 when treated with β-naphthofla-
vone, and CYP1A2, 2B1/2, and 3A when treated with Aroclor 1254 [55]. In
cultured human liver slices, rifampicin has also been shown to induce CYP 3A4
[56].

This model offers the advantage of maintaining tissue architecture and cell-
to-cell communication. Moreover, slices may be prepared from a range of tissues,
including liver, heart kidney, lung, and spleen, from laboratory animals and hu-
mans. The main disadvantage of this model is in the handling of the slices. Be-
cause a complex culture system is required, the number of samples that can be
handled at any one time is limited. The model is also not amenable to automation,
unlike a 96-well cell-culture format. In addition, slices have a limited lifespan
in culture (�7 days), and several investigators have expressed concerns about
the ability of a test compound to penetrate through a layer of damaged cells to
reach viable cells [57,58].

C. Reporter Gene Constructs

Kliewer et al. first identified a new member of the steroid/thyroid receptor family
termed PXR (‘‘pregnane X receptor’’) to be responsible for mediating the activa-
tion of CYP3A gene expression [59]. Their conclusions were based on three lines
of evidence: First, both dexamethasone and PCN were potent activators of PXR;
second, PXR binds as a heterodimer with RXR (retinoic acid receptor) to the
conserved DR-3 motifs in the CYP3A23 and 3A2 gene promoters; and finally,
PXR was found to be tissue selective, expressed mainly in liver, intestine, and
kidney. These tissues are the ones reported to express inducible CYP3A genes
in response to both dexamethasone and pregnenolone 16α-carbonitrile [60]. This
was immediately followed by another report by the same group [61] with the
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identification of a human PXR that bound to the rifampicin response element in
the CYP3A4 promoter as a heterodimer with RXR. Comparison of the human
PXR with the recently cloned mouse PXR revealed significant differences in their
activation by several drugs. This further supports the hypothesis that the molecu-
lar reasoning for the observed species differences in CYP3A expression was due
to species specificity in PXR. Furthermore, with the cloning of PXRs from other
species, including rabbit and rat, observed species-specific xenobiotic activation
of CYP3A in vivo and in primary hepatocytes has so far correlated with the
activation of PXR in vitro [62]. This prompted the suggestion to use PXR binding
and activation assays to assess the potential for drug candidates to induce CYP3A.
A recent study on St. John’s wort, a herbal remedy used for the treatment of
depression, demonstrated that hyperforin, a constituent of St. John’s wort, in-
duced CYP3A4 in human primary hepatocytes and was a potent PXR ligand [63].
Moreover, CV-1 cells cotransfected with an expression vector for human PXR
and a reporter gene resulted in in the activation of PXR comparable to that
achieved with rifampicin. These data further support the hypothesis that PXR is
a key regulator of CYP3A expression in different species. However, it’s impor-
tant to note that activation of PXR may not be the only possible mechanism
resulting in the induction of CYP3A.

These type of assays have great potential as screening tools for CYP induc-
tion without having to use valuable human hepatocytes. The human hepatocyte
model could be reserved to confirm results of a lead compound after exhaustive
screening with such reporter gene-construct models.

III. CASE STUDY

An example of an in vitro–in vivo correlation was recently demonstrated in a
study involving autoinduction [64]. The major oxidative pathway of a cyclooxy-
genase-2 inhibitor, DFP (5,5-dimethyl-3-(2-propoxy)-4-(4-methanesulfonylphe-
nyl)-2(5H)-furanone), gives rise to DFH, a dealkylated product (Fig. 14). This
process is mediated by CYP3A enzymes in the rat, as demonstrated by incuba-
tions of DFP with hepatic microsomes from rats treated with dexamethasone
(CYP3A23) and with recombinant rat CYPs 3A1 and 3A2. DFP is also a potent
inducer of CYP3A in the rat hepatocyte induction model, as measured by Western
blot or enzyme activity, using both testosterone and DFP as probe substrates (Fig.
15). Thus, the CYP3A-mediated pathway of DFP was induced in hepatocytes
that had been treated for 48 hours with 2, 10, and 50 uM DFP, in a dose-dependent
manner. In vivo rat pharmacokinetic studies at oral doses of 10, 30, and 100 mg/
kg gave Cmax concentrations of circa 20, 40, and 80 uM, respectively (Fig. 16A),
indicating that the in vitro concentrations approximated in vivo concentrations.
Based on this data, it was predicted that autoinduction should occur in vivo,
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Figure 14 Proposed metabolic pathway for DFP. (From Ref. 64.)

giving rise to altered pharmacokinetic parameters such as lowered Cmax and AUC
values.

Induction of rat CYP3A was confirmed in vivo by dosing rats with DFP
at 100 mg/kg for 4 days. Microsomes prepared from the excised livers showed
that DFP gave 55% (�7% s.d., n � 4) of the induction observed with dexametha-
sone, as determined by Western blot analysis. In vivo, treatment of rats with
DFP (10–100 mg/(kg-day) for 13 weeks) indicated that DFP induced its own
metabolism. The Cmax and plasma drug area-under-the-curve (AUC) values during
the 13th week were significantly lower than that on the first day, and the effect
was dose dependent (Fig. 16). Thus, at the lowest dose, the changes in Cmax and
AUC were modest or insignificant. However, at the top dose, reductions in both
parameters were marked. The Cmax was reduced by about 50% and the AUC was
reduced by about 80%. Thus, autoinduction was realized in vitro and in vivo. In
both cases, the observed metabolic autoinduction is consistent with the hypothesis
that it is caused by CYP3A induction.

Subsequent studies with DFP indicated that the human oxidative pathways
were catalysed by CYPs 3A and 1A, as demonstrated by turnover with recombi-
nant CYP enzymes. Induction studies in the human hepatocyte model demon-
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Figure 15 CYP3A potency indices of DFP in cultured rat hepatocytes as determined
by Western blots, testosterone 6β-hydroxylation, and DFP turnover. (From Ref. 64.)

strated that human CYP3A was not significantly induced by DFP. Therefore,
despite the autoinduction observed in rats, this compound was carried forward
into clinical trials.

IV. STRATEGIES FOR MANAGING POTENTIAL
CYP INDUCERS

Figure 17 summarizes strategies for screening for and dealing with possible CYP
inducers at the drug discovery and development stages. The first step involves
incubating a lead compound in the human hepatocyte model to determine CYP

Figure 16 Changes to pharmacokinetic parameters over 13-week dosing regimen.
(Panel a) Maximum plasma concentration (Cmax) of DFP determined after single doses
of 10, 30, or 100 mg/kg of DFP compared to the Cmax after 13 weeks of dosing. (Panel
b) Area under the plasma concentration versus time curve (AUC) after a single dose of
10, 30, or 100 mg/kg of DFP compared to the Cmax after 13 weeks of dosing. (From
Ref. 64.)
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Figure 17 Strategies for dealing with CYP induction in drug discovery.

potency indices over a wide range of concentrations. If human hepatocytes are
not readily available, hepatocytes from a relevant species may be used. For exam-
ple, rabbit hepatocytes appear to be a better predictor for CYP 3A4 induction
compared to rat hepatocytes [5,12]. If results show that the compound is a potent
inducer of a particular CYP, then other, closely related analogs may be tested to
determine the feasibility of reducing the induction potential within a chemical
series. In the case where it may not be possible to identify a noninducing analog,
this information can be used as a guide to plan relevant drug–drug interaction
studies in the clinic.

ACKNOWLEDGMENTS

The authors would like to thank Dr. Thomas Rushmore, Dr. Karen Richards,
and Ms. Kristie Strong-Basalyga for their contribution in the development of the
Quantitative Real-Time Reverse Transcriptase-Polymerase Chain Reaction assay
for CYP analysis in primary hepatocytes.

REFERENCES

1. NK Wadhwa, TJ Schroeder, AJ Pesce, AS Myre, CW Clardy, MR First. Cyclosporin
drug interactions: A review. Ther Drug Monit 9:399–406, 1987.



In Vitro Models for Studying Cytochrome P450 213

2. JP Whitlock, MS Denison. Induction of cytochrome P450 enzymes that metabolize
xenobiotics. In: Ortiz de Montellano PR, ed. Cytochrome P450:Structure, Mecha-
nism and Biochemistry. 2nd ed. Plenum Press, New York, 1995, pp 367–390.

3. AM Breckenridge, DJ Back, FE Crawford, M MaCiver, N Orme, PH Rowe. Drug
interactions with oral contraceptives: clinical and experimental studies. Int Congress
Sympos Series—Royal Soc Med 31:1–11, 1980.

4. FP Guengerich. Oxidation of 17 a-ethenylestradiol by human liver cytochrome P-
450. Molecular Pharmac 33:500–508, 1988.

5. TA Kocarek, EG Schuetz, SC Strom, RA Fisher, PS Guzelian. Comparative analysis
of cytochrome CYP 3A induction in primary cultures of rat, rabbit, and human hepa-
tocytes. Drug Metab Dispos 23:415–421, 1994.

6. RB Howard, AK Christensen, FA Gibbs, LA Pesch. The enzymatic preparation of
isolated intact parenchymal cells from rat liver. J Cell Biol 35:675–684, 1967.

7. MN Berry, DS Friend D. High-yield preparation of isolated rat liver parenchymal
cells: a biochemical and fine structural study. J Cell Biol 43:506–520, 1969.

8. MN Berry, AM Edwards, GK Barrit, eds. Isolated Hepatocytes: Preparation, Proper-
ties and Applications. Elsevier, New York, 1991.

9. AP Li, MA Roque, DJ Beck, DL Kaminski. Isolation and culturing of hepatocytes
from human livers. J Tissue Culture Methods 14:139–146, 1992.

10. EG Schuetz, D Li, CJ Omiecinski, UA Muller-Eberhard, HK Kleinman, B Elswick,
PS Guzelian. Regulation of gene expression in adult rat hepatocytes cultured on
basement membrane matrix. J Cell Physiol 143:309–323, 1988.

11. EL LeCluyse, PL Bullock, A Parkinson, JH Hochman. Cultured rat hepatocytes.
Pharm Biotechnol 8:121–159, 1996.

12. JM Silva, PE Morin, SH Day, BP Kennedy, P Payette, T Rushmore, JA Yergey,
DA Nicoll-Griffith. Refinement of an in vitro cell model for cytochrome P450 induc-
tion. Drug Metab Dispos 26:490–496, 1998.

13. P Maurel. The use of adult human hepatocytes in primary cultureand other in vitro
systems to investigate drug metabolism in man. Adv Drug Dev Rev 22:105–132,
1996.

14. PO Seglen, PB Gordon, A Poli. Amino acid inhibition of autophagic/lysosomal path-
way of protein degradation in isolated rat hepatocytes. Biochim Biophys Acta 630:
103–118, 1980.

15. R Enat, DM Jefferson, N Ruiz-Opaza, Z Gatmaitan, A Leinwand, LM Reid. Hepato-
cyte proliferation in vitro: its dependence on the use of serum-free hormonally de-
fined medium and substrata of extracellular matrix. Proc Natl Acad Sci USA 81:
1411–1415, 1984.

16. DJ Waxman, JJ Morrissey, S Naik, HO Jauregui. Phenobarbital induction of cyto-
chrome P450: high-level long-term responsiveness of primary rat hepatocyte cul-
tures to drug induction, and glucocorticoid dependence of the phenobarbital re-
sponse. Biochem J 271:113–119, 1990.

17. JS Sidhu, CJ Omiecinski. Modulation of xenobiotic-inducible cytochrome CYP gene
expression by dexamethasone in primary rat hepatocytes. Pharmacogenetics 5:24–
36, 1995.

18. S Johansson, M Hook. Substrate adhesion of rat hepatocytes: on the mechanism of
attachment of fibronectin. J Cell Biol 98:810–817, 1984.



214 Silva and Nicoll-Griffith

19. LM Reid, Z Gaitmaitan, I Arias, P Ponce, M Rojkind. Long-term cultures of normal
rat hepatocytes on liver biomarkers. Ann NY Acad Sci 349:70–76, 1980.

20. JC Dunn, ML Yarmush, HG Kowbe, RG Tompkins. Hepatocyte function and extra-
cellular matrix geometry: long-term culture in a sandwich configuration. FASEB
J 3:174–177, 1989.

21. JS Sidhu, FM Farin, CJ Omiecinski. Influence of extracellular matrix overlay on
phenobarbital-mediated induction of CYP2B1, 2B2, and 3A1 genes in primary adult
rat hepatocyte culture. Arch Biochem Biophys 30:103–113, 1993.

22. EL LeCluyse, KL Audus, JK Hochman. Formation of extensive canalicular networks
by rat hepatocytes cultured on collagen-sandwich configuration. Am J Physiol 266:
C1764–C1774, 1994.

23. EL LeCluyse, A Madan, G Hamilton, K Carroll, R DeHaan, A Parkinson. Expression
and regulation of cytochrome P450 enzymes in primary cultures of human hepato-
cytes. J Biochem Molecular Tox 14:177–188, 2000.

24. TA Kocarek, EG Schuetz, PS Guzelian. Expression of multiple forms of cytochrome
P450 mRNAs in primary cultures of rat hepatocytes maintained on Matrigel. Mol
Pharmacol 43:328–334, 1992.

25. VE Kostrubsky, V Ramachandran, R Venkataramanan, K Dorko, JE Esplen, S
Zhang, JF Sinclair, SA Wrighton, SC Strom. The use of human hepatocyte cultures
to study the induction of cytochrome P-450. Drug Metab Dispos 27:887–894, 1999.

26. TK Chang, L Yu, P Maurel, DJ Waxman. Enhance cyclosphosphamide and ifosfam-
ide activation in primary human hepatocyte cultures: response of cytochrome P-450
inducers and autoinduction by oxazaphosphorines. Cancer Res 57:1946–1954, 1997.

27. DD Surry, G McAllister, G Meneses-Lorente, DC Evans DC. High-throughput ribo-
nuclease protection assay for the determination of CYP3A mRNA induction in cul-
tured rat hepatocytes. Xenobiotica 29:827–838, 1999.

28. MT Donato, MJ Gomez-Lechon, JV Castell. A microassay for measuring cyto-
chrome P4501A1 and P4502B1 activities in intact human and rat hepatocytes cul-
tured on 96-well plates. Analytical Biochem 213:29–33, 1993.

29. DJ Waxman, C Attisano, FP Guengerich, DP Lapenson. Human liver microsomal
steroid metabolism: identification of the major microsomal steroid hormone 6 beta-
hydroxylase cytochrome P-450 enzyme. Arch Biochem Biophys 263:424–436, 1988.

30. CL Crespi, VP Miller, JM Ackermann, DM Streser, WF Busby. Novel high-
throughput fluorescent P450 assays (abstr). Toxicologist 48:323, 1999.

31. RJ Price, D Surry, AB Renwick, G Menses-Lorente, BG Lake, DC Evans. CYP
isoform induction screening in 96-well plates: use of 7-benzyloxy-4-trifluorometh-
ylcoumarin as a substrate for studies with rat hepatocytes. Xenobiotica 30:781–795,
2000.

32. N Chauret, N Tremblay, R Lackman, JY Gauthier, JM Silva, J Marois, J Yergey,
DA Nicoll-Griffith. Description of a 96-well plate assay to measure cytochrome
P4503A inhibition in human liver microsomes using a selective fluorescent probe.
Analytical Biochem 276:215–226, 1999.

33. JM Silva, S Day, N Chauret, DA Nicoll-Griffith. Fluorescent probe for CYP 3A
activity in human hepatocytes cultured on a 96-well plate. ISSX Proc 15:204, 1999.

34. JM Silva, HTS for assessing cytochrome P450 induction in primary hepatocytes.
Drug Metab Rev 32, 168, 2000.



In Vitro Models for Studying Cytochrome P450 215

35. JB Ferrini, L Prichard, J Domergue, P Maurel. Long-term primary cultures of adult
human hepatocytes. Chem Biol Interact 107:31–45, 1997.

36. KS Park, DH Sohn, RL Veech, BJ Song. Translational activation of ethanol-
inducible cytochrome P450 (CYP2E1) by isoniazid. European J Pharmacol Environ-
mental Tox Pharmacol Section 248:7–14, 1993.

37. J Greuet, L Pichard, JC Ourlin, C Bonfils, J Domergue, P Le Treut, P Maurel. Effect
of cell density and epidermal growth factor on the inducible expression of CYP3A
and CYP1A genes in human hepatocytes in primary culture. Hepatology 25:1166–
1175, 1997.

38. MT Donato, MJ Gomez-Lechon, R Jover, T Nakamura, JV Castell. Human hepato-
cyte growth factor down-regulates the expression of cytochrome P450 isozymes in
human hepatocytesin primary culture. J Pharmacol Exp Ther 284:760–767, 1998.

39. LD Murphy, CE Herzog, JB Rudick, AT Fojo, SE Bates. Use of the polymerase
chain reaction in the quantitation of mdr-1 gene expression. Biochem 29:10351–
10356, 1990.

40. KL Strong, TH Rushmore, KM Richards. Quantitation of human CYP3A4, 3A5 and
3A7 RNA levels in cultured primary hepatocytes using real-time RT-PCR. ISSX
Proc 15:69, 1999.

41. WP Bowen, J Carey, A Miah, HF McMurray, PW Munday, RS James, RA Coleman,
AM Brown. Measurement of cytochrome P450 geneinduction in human hepatocytes
using quantitative real-time reverse transcriptase-polymerase chain reaction. Drug
Metab Dispos 28:781–788, 2000.

42. CA Heid, J Stevens, KJ Livak, PM Williams. Real time quantitative PCR. Genome
Res 6:986–994, 1996.

43. DD Surry, G Meneses-Lorente, R Heavans, A Jack, DC Evans. Rapid determination
of rat hepatocyte mRNA induction potential using oligonucleotide probes for
CYP1A1, 1A2, 3A and 4A1. Xenobiotica 30:441–456, 2000.

44. TP Burris, PD Pelton, L Zhou, MC Osborne, E Cryan, KT Demarest. A novel method
for analysis of nuclear receptor function at natural promoters: peroxisome prolifera-
tor-activated receptor y agonist actions on a P2 gene expression detected using
branched DNA messenger RNA quantitation. Molecular Endocrinology 13:410–
417, 1999.

45. DP Hartley, CD Klaassen. Detection of chemical-induced differential expression of
rat hepatic cytochrome P450 mRNA transcripts using branched DNA signal ampli-
fication technology. Drug Metab Dispos 28:608–616, 2000.

46. O Warburg. Experiments on surviving carcinoma tissue. Methods Biochem Z 142:
317–333, 1923.

47. HA Krebs. Body size and tissue respiration. Biochim Biophys Acta 4:249–269,
1950.

48. CG Fraga, BE Leibovitz, AL Tappel. Halogenated compounds as inducers of lipid
peroxidation in tissue slices. Free Radic Biol Med 3:119–123, 1987.

49. AR Parrish, AJ Gandolfi, K Brendel K. Minireview precision-cut tissue slices: appli-
cations in pharmacology and toxicology. Life Sci 57:1887–1905, 1995.

50. PF Smith, AJ Gandolfi, CL Krumdieck, CW Putnam, CF Zukoski, WM Davis, K
Brendel. Dynamic organ culture of precision liver slices for in vitro toxicology. Life
Sci 13:1367–1375, 1985.



216 Silva and Nicoll-Griffith

51. BG Lake, JA Beamand, AC Japenga, A Renwick, S Davies, RJ Price. Induction of
cytochrome P-450-dependent enzyme activities in cultured rat liver slices. Food
Chem Toxicol 31:377–386, 1993.

52. MS Gokhale, TE Bunton, J Zurlo, JD Yager. Cytochrome P-450 1A1/1A2 induction,
albumin secretion, and histological changes in cultured liver slices. In Vitro Toxicol
8:357–368, 1995.

53. AT Drahushuk, BP McGarrigle, HL Tai, S Kitareewan, JA Goldstein, J Olson. Valida-
tion of precision-cut liver slices in a dynamic organ culture as an invitro model for
studying CYP1A1 and CYP1A2 induction. Toxic Appl Pharmacol 140:393–403, 1996.

54. D Muller, R Glockner, M Rost. Nonooxygenation, cytochrome P4501A1-mRna in
rat liver slices exposed to beta-naphthoflavone and dexamethasone in vitro. Exper
Tox Pathol 48:433–438, 1996.

55. BG Lake, C Charzat, JM Tredger, AB Renwick, JA Beamand, RJ Price. Induction
of cytochrome P450 isoenzymes in cultured precision-cut rat and human liver slices.
Xenobiotica 26:297–306, 1996.

56. BG Lake, SE Ball, AB Renwick, JM Tredger, J Kao, JA Beamand, RJ Price. Induc-
tion of CYP3A isoforms in cultured precision-cut human liver slices. Xenobiotica
27:1165–1173, 1997.

57. S Ekins, GI Murray, JA Williams, MD Burke, NC Marchant, GM Hawksworth.
Quantitative differences in phase I and II enzyme activities between rat precision-
cut liver slices and isolated hepatocytes. Drug Metab Dispos 23:1274–1279, 1995.

58. S Ekins, JA Williams, GI Murray, MD Burke, NC Marchant, J Engeset, GM Hawks-
worth. Xenobiotic metabolism in rat, dog and human precision-cut liver slices,
freshly isolated hepatocytes, and vitrified precision-cut liver slices. Drug Metab Dis-
pos 24:990–995, 1996.

59. SA Kliewer, JT Moore, L Wade, JL Staudinger, MA Watson, SA Jones, DD McKee,
BB Oliver, TM Wilson, RF Zetterstrom, T Perlmann, JM Lehmann. An orphan nu-
clear receptor activated by pregnanes defines a novel steroid signaling pathway. Cell
92:73–82, 1998.

60. K Debri, AR Boobis, DS Davis, RJ Edwards. Distribution and induction of CYP3A1
and CYP3A2 in rat liver and extrahepatic tissues. Biochem Pharmacol 50:2047–
2056, 1995.

61. JM Lehmann, DD McKee, MA Watson, TM Wilson, TJ Moore, SA Kliewer. The
human orphan nuclear receptor PXR is activated by compounds that regulate CYP3A4
gene expression and cause drug interactions. J Clin Invest 102:1016–1023, 1998.

62. SA Jones, LB Moore, JL Shenk, GB Wisely, GA Hamilton, DD McKee, NC Tom-
kinson, EL LeCluyse, MH Lambert, TM Wilson, SA Kliewer, JT Moore. The pre-
gnane X receptor: a promiscuous xenobiotic receptor that has diverged during evolu-
tion. Molecular Endocrinol 14:27–39, 2000.

63. LB Moore, B Goodwin B, SA Jones, GB Wisely, CJ Serabjit-Singh, TM Wilson,
JL Collins, SA Kliewer. St. John’s wort induces hepatic drug metabolism through
activation of the pregnane X receptor. PNAS 97:7500–7502, 2000.

64. DA Nicoll-Griffith, JM Silva, N Chauret, S Day, Y Leblanc, P Roy, J Yergey,
R Dixit, D Patrick. Application of rat hepatocyte culture to predict in vivo metabolic
auto-induction: studies with DFP, a cyclooxygenase-2 inhibitor. Drug Metab Dispos
29:159–165, 2001.



7
In Vitro Approaches for Studying the
Inhibition of Drug-Metabolizing
Enzymes and Identifying the Drug-
Metabolizing Enzymes Responsible for
the Metabolism of Drugs

Ajay Madan, Etsuko Usuki, L. Alayne Burton, Brian W. Ogilvie, and
Andrew Parkinson
XenoTech, LLC, Kansas City, Kansas

I. INTRODUCTION

The reactions catalyzed by drug (xenobiotic)-biotransforming enzymes are gener-
ally divided into two groups, namely, phase I and phase II reactions (Table 1).
Phase I reactions involve hydrolysis, reduction, and oxidation, whereas phase II
biotransformation reactions include glucuronidation, sulfation, acetylation, meth-
ylation, conjugation with glutathione (mercapturic acid synthesis), and conjuga-
tion with amino acids (such as glycine, taurine, and glutamic acid) [1]. Phase I
biotransformation of drugs often precedes and is slower than phase II biotransfor-
mation. For this reason, phase I biotransformation (such as oxidation of drugs
by cytochrome P450) tends to be the rate-limiting step in the overall metabolism
and, at times, the elimination of drugs. Therefore, a decrease or increase in the
content/activity of phase I drug-metabolizing enzymes often results in alteration
of the pharmacokinetics of drugs [1–5]. Decreased content/activity of an enzyme
may result from the following mechanisms:

1. Expression of a mutant enzyme (e.g., mutation in the gene sequence
of CYP2D6 leads to no enzyme expression or the expression of an
inactive enzyme)
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Table 1 Localization of Drug-Metabolizing Enzymes and Example Substrates

Reaction Enzyme Localization Example substrates

Phase I
Hydrolysis Carboxylesterase Microsomes, cytosol Procaine, procainamide, spironolactone, cocaine, succinyl-

choline
Peptidase Blood, lysosomes Variety of endogenous and exogenous peptides benzo[a]-

pyrene 4,5-oxide, cis- and trans-stilbene oxide
Epoxide hydrolase Microsomes, cytosol

Reduction Azo- and nitro-reduction Microflora, microsomes, cytosol Prontosil, chloramphenicol, nitrobenzenes
Carbonyl reduction Cytosol Haloperidol, chloral hydrate, pentoxyfylline
Disulfide reduction Cytosol Disulfiram
Sulfoxide reduction Cytosol Sulindac
Quinone reduction Cytosol, microsomes Menadione
Reductive dehalogenation Microsomes Halothane, carbon tetrachloride

Oxidation Alcohol dehydrogenase Cytosol Methanol, ethanol
Aldehyde dehydrogenase Mitochondria, cytosol Formaldehyde, acetaldehyde
Aldehyde oxidase Cytosol N1-Methylnicotinamide, 6-methylpurine
Xanthine oxidase Cytosol Hypoxanthine, xanthine, allopurinol, pthalazine
Monoamine oxidase Mitochondria Serotonin, tyramine, phenelzine, catecholamines, milacem-

ide, N-desisopropylpropranolol, 1-methyl-4-phenyl-
1,2,5,6-tetrahydropyridine
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Diamine oxidase Cytosol Putrescine
Prostaglandin H synthase Microsomes Arachidonic acid, acetaminophen, 2-aminonaphthalene,

butylated hydroxytoluene, butylated hydroxyanisole, phe-
nylbutazone

Flavin-monooxygenases Microsomes Nicotine, dimethylaniline, 2-acetylaminofluorene, acetyl-
hydrazine, cysteamine, cimetidine, methimazole, thiobenz-
amide, diphenylmethylphosphine

Cytochrome P450 Microsomes See Chapter 3

Phase II
Glucuronide conjugation Microsomes Valproic acid, acetaminophen, zidovudine, codeine, chlor-

amphenicol, oxazepam, lamotrigine, ketoprofen
Sulfate conjugation Cytosol 4-Nitrophenol, dopamine, estrone, dehydroepiandroster-

one, quercetin
Glutathione conjugation Cytosol, microsomes Acetaminophen, chlorobenzene, ethacrynic acid, dieth-

ylmaleate
Amino acid conjugation Mitochondria, microsomes Benzoic acid, N-hydroxy-4-aminoquinoline-1-oxide
Acetylation Mitochondria, cytosol Isoniazid, 4-aminobenzoic acid
Methylation Cytosol Captopril, 6-mercaptopurine, sprironolactone, azathio-

prine, diethyldithiocarbamate, phenols, catechols
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2. Inhibition of the activity of a pre-existing enzyme (e.g., inhibition of
CYP3A4 by ketoconazole)

3. Inactivation of a pre-existing enzyme (e.g., inactivation of CYP3A4
by erythromycin)

4. Suppression of the expression of an enzyme (e.g., suppression of P450
enzymes by cytokines released in response to infection or inflammation)

On the other hand, an increase in the content/activity of an enzyme may
result from the following mechanisms:

1. Expression of several copies of the gene (e.g., some individuals have
multiple copies of CYP2D6)

2. Stimulation of the activity of a pre-existing enzyme (e.g., enhanced
activity of CYP3A4 by α-naphthoflavone, although this may be largely
an in vitro phenomenon)

3. Increased expression or induction of an enzyme (e.g., induction of
CYP3A4 by rifampin)

The involvement of drug transporters (e.g., P-glycoprotein) in drug interac-
tions has recently been recognized and reviewed [6–13]. It is becoming increas-
ingly evident that drug transporters (uptake transporters, efflux transporters, bile
duct transporters, etc.) are primarily responsible for determining the intracellular
concentration of a large number of drugs. Consequently, inhibition or induction
of these transporters may alter the absorption (e.g., intestine), distribution (e.g.,
blood-brain barrier) or elimination (e.g., liver and kidney) of drugs, thereby alter-
ing the pharmacokinetics of drugs. The role of drug transporters in drug interac-
tions is discussed in Chapter 5 and 8 of this book.

Metabolic drug interactions have received considerable attention in the
1990s because some prominent drugs (e.g., terfenadine) were shown to cause
life-threatening adverse effects when prescribed with other commonly used drugs
(e.g., antibiotics). At about the same time, in vitro technology was developed to
study interactions of drugs with individual human P450 enzymes by using either
enzyme selective substrates or recombinant P450 enzymes. The development of
this in vitro technology, along with guidance documents issued by the U.S. Food
and Drug Administration (FDA) and the European Agency for the Evaluation of
Medicinal Products has made evaluation of drug interactions an integral part of
the drug development process [14,15].

It should be emphasized that the mechanisms of drug interactions just noted
are examples of pharmacokinetic drug interactions, which represent only a subset
of drug interactions. The other major type of drug interactions is pharmacody-
namic in nature and occurs when two concomitantly administered drugs have
additive or synergistic pharmacological effects (see Chap. 1). For example, aspi-
rin inhibits the synthesis of prostaglandins that are responsible not only for medi-
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ating pain and inflammation but also for the aggregation of platelets. Therefore,
administration of aspirin with warfarin (an anticoagulant) can lead to hemorrhagic
tendencies due to an exaggerated anticoagulant effect. Pharmacodyamic drug in-
teractions have been well studied and documented and are beyond the scope of
this chapter.

Drug interactions resulting from an increase in enzyme content/activity
(enzyme induction) are discussed elsewhere in this book (see Chap. 6). This chap-
ter will focus on in vitro systems for studying the inhibition of drug-metabolizing
enzymes and the identification of drug-metabolizing enzymes involved in the
metabolism of a drug. To this end, various experimental designs, their advantages
and pitfalls, and extrapolation of in vitro data to the clinical situation will be
discussed. Particular attention will be paid to cytochrome P450 enzymes, because
most of the clinically relevant pharmacokinetic drug interactions are, in one way
or another, related to P450 enzymes.

A. Cytochrome P450 Enzymes and Their Role
in Drug Metabolism

Liver microsomes from all mammalian species contain numerous P450 enzymes,
each with the potential to catalyze various types of reactions. In other words, all
of the P450 enzymes expressed in liver microsomes have the potential to catalyze
xenobiotic hydroxylation, epoxidation, dealkylation, oxygenation, and dehydro-
genation. The broad and often-overlapping substrate specificity of liver micro-
somal P450 enzymes precludes the possibility of naming these enzymes for the
reactions they catalyze (see Chap. 6). The amino acid sequence of numerous
P450 enzymes has been determined, largely by recombinant DNA techniques,
and such sequences now form the basis for classifying and naming P450 enzymes.
In general, P450 enzymes with less than 40% amino acid sequence identity are
assigned to different gene families (gene families 1, 2, 3, 4, etc.). P450 enzymes
that are 40–55% identical are assigned to different subfamilies (e.g., 2A, 2B, 2C,
2D, 2E, etc.). P450 enzymes that are more than 55% identical are classified as
members of the same subfamily (e.g., 2A1, 2A2, 2A3, etc.). The liver microsomal
P450 enzymes involved in xenobiotic biotransformation belong to three main
P450 gene families: CYP1, CYP2, and CYP3. Liver microsomes also contain
P450 enzymes encoded by the CYP4 gene family, substrates for which include
several fatty acids and eicosanoids but relatively few xenobiotics. The liver mi-
crosomal P450 enzymes in each of these gene families generally belong to a
single subfamily (e.g., CYP1A, CYP3A, and CYP4A). A notable exception is
the CYP2 gene family, which contains five subfamilies (i.e., CYP2A, CYP2B,
CYP2C, CYP2D, and CYP2E). The number of P450 enzymes in each subfamily
differs from one species to the next [1,2,4,5,16–19].

Human liver microsomes can contain a dozen or more different P450 en-
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zymes [CYP1A2, 2A6, 2B6, 2C8, 2C9, 2C18, 2C19, 2D6, 2E1, 3A4, 3A5, 3A7
(fetal), 4A9, and 4A11] that biotransform xenobiotics and/or endogenous sub-
strates. Other P450 enzymes in human liver microsomes have been described, but
they appear to be allelic variants of the aforementioned enzymes rather than distinct
gene products. For example, CYP2C10 and CYP3A3 appear to be allelic variants
of CYP2C9 and CYP3A4, respectively. Unfortunately, a nomenclature system
based on structure does not guarantee that structurally related proteins in different
species will perform the same function (examples of such functional differences
are given later). Some P450 enzymes have the same name in all mammalian spe-
cies, whereas others are named in a species-specific manner. For example, all mam-
malian species contain two P450 enzymes belonging to the CYP1A subfamily,
and in all cases these are known as CYP1A1 and CYP1A2 because the function
and regulation of these enzymes are highly conserved among mammalian species.
The same is true of CYP1B1 and CYP2E1. In other words, CYP1A1, CYP1A2,
CYP1B1, and CYP2E1 are not species-specific names, but rather they are names
given to proteins in all mammalian species. In all other cases, functional or evolu-
tionary relationships are not immediately apparent, so the P450 enzymes are named
in a species-specific manner, and the names are assigned in chronological order
regardless of the species of origin. For example, human liver microsomes express
CYP2A6, but this is the only functional member of the CYP2A subfamily found
in human liver. The other members of this subfamily (i.e., CYP2A1–CYP2A5)
are the names given to rat and mouse proteins, which were sequenced before the
human enzyme. With the exception of CYP1A1, CYP1A2, CYP1B1, and CYP2E1,
the names of all of the other P450 enzymes in human liver microsomes refer spe-
cifically to human P450 enzymes [1,2,4,5,16,18,19].

Without exception, the levels and activity of each P450 enzyme have been
shown to vary from one individual to the next, due to environmental and/or ge-
netic factors. Allelic variants, which arise by point mutations in the wild-type
gene, are another source of interindividual variation in P450 activity. Amino acid
substitutions can increase or, more commonly, decrease P450 enzyme activity,
although the effect is generally substrate dependent. The environmental factors
known to affect P450 levels/activity include medications (e.g., anticonvulsants,
rifampin, isoniazid, antifungals, macrolide antibiotics), foods (e.g., cruciferous
vegetables, charcoal-broiled beef), social habits (e.g., alcohol consumption, ciga-
rette smoking), and disease status (diabetes, inflammation, infection, hyper- and
hypothyroidism).* When environmental factors influence P450 enzyme levels,
considerable variation may be observed during repeated measures of xenobiotic
biotransformation (e.g., drug metabolism) in the same individual. Such variation
is not observed when alterations in P450 activity are determined genetically [1,2].

* Liver and kidney disease in general will impair the elimination of hepatically and renally cleared
drugs, respectively.
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Due to their broad substrate specificity, it is possible that two or more P450
enzymes can contribute to the metabolism of a single compound. For example,
two P450 enzymes, designated CYP2D6 and CYP2C19, both contribute signifi-
cantly to the metabolism of propranolol in humans: CYP2D6 oxidizes the aro-
matic ring to give 4-hydroxypropranolol, whereas CYP2C19 oxidizes the isopro-
panolamine sidechain to give naphthoxylactic acid. Consequently, changes in
either CYP2D6 or CYP2C19 do not markedly affect the disposition of propranolol.
Three human P450 enzymes—CYP1A2, CYP2E1, and CYP3A4—can convert the
commonly used analgesic acetaminophen to its hepatotoxic metabolite, N-acetyl-
benzoquinoneimine. It is also possible for a single P450 enzyme to catalyze two
or more metabolic pathways for the same drug. For example, CYP2D6 catalyzes
the O-demethylation and 5-hydroxylation (aromatic ring hydroxylation) of me-
thoxyphenamine, and CYP3A4 catalyzes the 3-hydroxylation and N-oxygenation
of quinidine, the M1-, M17-, and M21-oxidation of cyclosporin, the 1′- and 4-
hydroxylation of midazolam, the tert-butyl-hydroxylation and N-dealkylation of
terfenadine, and several pathways of testosterone oxidation, including 1β-, 2β-,
6β-, and 15β-hydroxylation and dehydrogenation to 6-dehydrotestosterone [1].

The pharmacologic or toxic effects of certain drugs are exaggerated in a
significant percentage of the population due to a heritable deficiency in a P450
enzyme. Two major cytochrome P450 deficiencies have been identified to date:
CYP2D6 and CYP2C19. Deficiencies of these enzymes are inherited as autoso-
mal recessive traits, which result from a variety of mutations. Individuals lacking
CYP2D6 or CYP2C19 were initially identified as poor metabolizers of debriso-
quine and S-mephenytoin, respectively. However, because each P450 enzyme
has a broad substrate specificity, each genetic defect affects the metabolism of
several drugs. The incidence of the poor-metabolizer phenotype varies among
different ethnic groups. For example, 5–10% of Caucasians are poor metabolizers
of debrisoquine (an antihypertensive drug metabolized by CYP2D6), whereas
less than 1% of Japanese subjects are defective in CYP2D6 activity. In contrast,
�20% of Japanese subjects are poor metabolizers of S-mephenytoin (an anticon-
vulsant metabolized by CYP2C19), whereas less than 5% of Caucasians are so
affected. Some individuals have been identified as poor metabolizers of phenace-
tin, coumarin, or tolbutamide, which are metabolized by CYP1A2, CYP2A6, and
CYP2C9, respectively. However, the incidence of each of these phenotypes is
apparently less than 1% [1,18].

The observation that individuals who are genetically deficient in a particu-
lar P450 enzyme are poor metabolizers of one or more drugs illustrates a very
important principle: The rate of elimination of drugs can be largely determined
by a single P450 enzyme. This observation seems to contradict the fact that
P450 enzymes have broad and overlapping substrate specificities. The resolution
to this apparent paradox lies in the fact that, although more than one human
P450 enzyme can catalyze the biotransformation of a xenobiotic, they may do



224 Madan et al.

so with markedly different affinities. Consequently, xenobiotic biotransforma-
tion in vivo, where only low substrate concentrations are usually achieved, is
often determined by the P450 enzyme with the highest affinity (lowest apparent
Km) for the xenobiotic. For example, the N-demethylation of diazepam and the
5-hydroxylation of omeprazole are both catalyzed by two human P450 enzymes:
CYP2C19 and CYP3A4. However, these reactions are catalyzed by CYP3A4
with such low affinity that the N-demethylation of diazepam and the 5-hydroxyl-
ation of omeprazole in vivo appear to be dominated by CYP2C19 [20–29].
When several P450 enzymes catalyze the same reaction, their relative contribu-
tion to xenobiotic biotransformation is determined by the kinetic parameter,
Vmax/Km, which is a measure of in vitro intrinsic clearance at low substrate con-
centrations (�10% of Km).

B. Inhibition of Cytochrome P450 Enzymes

If a drug is metabolized by a P450 enzyme, it will potentially inhibit the metabo-
lism of other drugs that are metabolized by the same P450 enzyme. The inhibitory
effects may not be limited to those P450 enzymes involved in its metabolism,
because some chemicals competitively inhibit P450 enzymes that play no role
in their metabolism. For example, quinidine and terbinafine are potent inhibitors
of, but not substrates for, CYP2D6 [30–31]. Whether a reversible inhibitor of
cytochrome P450 will cause a clinically significant impairment of drug metabo-
lism will depend on the Ki and Km values of the drugs (i.e., measures of the
affinity with which each chemical binds to cytochrome P450) and the dose of
each drug (or more importantly the hepatic concentration of each drug).

Metabolism by cytochrome P450 represents the rate-limiting step in the
metabolism of a large number of drugs; hence, inhibition of cytochrome P450
is recognized by the FDA and other regulatory agencies as an important cause
of drug interactions [14,15]. Inhibitory drug interactions can cause symptoms of
drug overdose, including an exaggerated pharmacological response and/or drug
toxicity. Inhibitory drug interactions generally fall into two categories. The first
involves ‘‘direct’’ inhibition of the metabolism of one drug by the other. Direct
inhibition may exhibit Michaelis–Menten kinetics characteristic of competitive,
noncompetitive, uncompetitive, or mixed (competitive and noncompetitive) inhi-
bition. For example, omeprazole and diazepam are both metabolized by
CYP2C19. When the two drugs are administered simultaneously, omeprazole
decreases the plasma clearance of diazepam and prolongs its plasma half-life
[20,21,25,32]. The inhibition of diazepam metabolism by omeprazole is known
to involve competition for metabolism by CYP2C19, because no such inhibition
occurs in individuals who, for genetic reasons, lack this polymorphically ex-
pressed P450 enzyme (Note: 2–5% of Caucasians and 12–23% of Asians lack
CYP2C19) [20,21,25,32]. Second, some drugs can inhibit P450 enzymes (and
cause inhibitory drug interactions) even if they are not metabolized by the af-
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fected P450 enzyme. The inhibition of dextromethorphan metabolism by quini-
dine is a good example of this type of drug interaction. The clearance of dextro-
methorphan is determined by its rate of metabolism by CYP2D6, which O-
demethylates dextromethorphan to dextrophan, which can then be conjugated
with glucuronic acid and excreted in urine. Dextromethorphan clearance is im-
paired in individuals lacking CYP2D6 (Note: 5–10% of Caucasians lack this
polymorphically expressed enzyme) [33] and when this antitussive agent is taken
with quinidine, a potent inhibitor of CYP2D6 [34]. However, quinidine is not
metabolized by CYP2D6, even though it binds to this enzyme with high affinity
(Ki � 100 nM) [35]. Quinidine is actually metabolized by CYP3A4 and is a
weak competitive inhibitor of this enzyme (Ki � 100 µM) [30]. The lesson to
be learned from quinidine is that a new chemical entity can potentially inhibit
P450 enzymes that are not involved in its metabolism. Similarly, (1) terbinafine,
an antimycotic agent, is metabolized by several P450 enzymes (but not CYP2D6),
and it is a potent inhibitor of CYP2D6 [31,36]; and (2) celecoxib, a cyclooxygen-
ase-2 inhibitor, is metabolized by CYP2C9 (but not CYP2D6) and is a potent
inhibitor of CYP2D6 [37].

The second type of drug interaction results from ‘‘irreversible’’ (or ‘‘quasi-
irreversible’’) inhibition of cytochrome P450 and often involves metabolism-de-
pendent inhibition or suicide inactivation of cytochrome P450 [38]. The inhibi-
tion of terfenadine metabolism by erythromycin is an example of this type of drug
interaction. Terfenadine, the active ingredient in the antihistamine Seldane, is
converted to a carboxylic acid metabolite (fexofenadine) by CYP3A4 [39]. This
metabolite blocks H1-histamine receptors but does not cross the blood–brain
barrier, which is why Seldane is a nonsedating antihistamine [40–42]. Erythro-
mycin inhibits CYP3A4 and blocks the conversion of terfenadine to fexofenadine
[43–45]. Under such conditions, terfenadine enters the systemic circulation. In
addition to blocking H1-histamine receptors, terfenadine blocks K� channels in
the heart, which can lead to Torsades de Pointes [40–42]. Inhibition of terfena-
dine metabolism by erythromycin has caused fatal ventricular arrhythmias [40–
42]. Fatal interactions have also been reported between erythromycin and the
gastrokinetic drug cisapride [46]. Like terfenadine, erythromycin is a substrate
for CYP3A4. However, the pronounced inhibition of terfenadine metabolism by
erythromycin does not result simply from competition between the two drugs for
metabolism by CYP3A4. In fact, erythromycin is a relatively poor competitive
inhibitor of CYP3A4 (Ki � 130 µM) [47]. The reason erythromycin is so effective
at inhibiting terfenadine metabolism is that CYP3A4 converts erythromycin to
a metabolite that binds so tightly to the heme moiety of CYP3A4 that it is not
released from the enzyme’s active site [48]. In other words, CYP3A4 converts
erythromycin to a metabolite that irreversibly (or quasi-irreversibly) inhibits the
enzyme. This type of inhibition of a P450 enzyme by a metabolism-dependent
irreversible inhibitor can completely block the metabolism of other drugs. As the
fatal interactions between erythromycin and terfenadine and cisapride indicate,
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irreversible inhibition of cytochrome P450 can have profound consequences.
Other examples of irreversible or quasi-irreversible metabolism-dependent inhib-
itors, which inhibit CYP1A2, CYP2A6, and CYP2C9, respectively, include fura-
fylline [49], 8-methoxypsoralen [50–51], and tienilic acid [52].

A variation of this second type of inhibition is when a drug causes metabo-
lism-dependent ‘‘reversible’’ inhibition. This type of inhibition is rare but is pos-
sible if a drug is converted to a metabolite that is more potent than the parent
drug as a direct or metabolism-dependent inhibitor of cytochrome P450 enzymes.
For example, fluoxetine and norfluoxetine (the N-demethylated metabolite of
fluoxetine) are equipotent in their ability to inhibit CYP2D6, but norfluoxetine
is approximately six times more potent than fluoxetine in inhibiting CYP3A4
[53–55]. It is speculated that, if tested, fluoxetine would test positive as a metabo-
lism-dependent ‘‘reversible’’ inhibitor of CYP3A4.

II. EVALUATION OF DRUGS AS INHIBITORS OF P450
ENZYMES

The primary purpose of evaluating drugs as inhibitors of P450 enzymes in vitro
is to determine their potential to cause drug interactions in the clinic. However,
identifying a drug as an inhibitor of a given P450 enzyme does not necessarily
imply that the drug will cause clinically relevant drug interactions.

For example, if CYP2C19 is potently inhibited by a drug, it cannot be
simply assumed that the drug will significantly interact with all substrates for
CYP2C19. The inhibition must be considered in the following context:

1. The pharmacokinetics of the inhibitory drug
2. The potential of administering the inhibitory drug together with other

drugs that are CYP2C19 substrates (each of which must be considered
individually)

3. The extent to which drug clearance is dependent on CYP2C19†

4. The potential for saturating the capacity of CYP2C19
5. The clinical consequences of alteration of pharmacokinetics of the af-

fected drug (which may or may not be a cause for concern, depending
on the drug’s therapeutic index)

† If a drug were metabolized by CYP2C19, the extent to which it is cleared by CYP2C19 in the liver
could depend on several factors, including (1) the role of extrahepatic metabolism, (2) liver disease
(decrease in blood flow), (3) whether the CYP2C19 is the wild type or an allelic variant, (4) the
extent of protein binding, (5) the role of other enzymes, including phase II enzymes, in the clearance
of the drug, and (6) whether hepatic metabolism represents the primary mechanism of clearance of
the drug, as opposed to renal clearance, for example.
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The experimental studies described herein provide a tool for predicting the
potential for drug interactions. Needless to say, a well-designed study can be a
powerful predictor; however, it is possible to design an analytically sound experi-
ment that provides meaningless data.

A. Theoretical Concepts

Two types of inhibition are possible: ‘‘direct’’ inhibition and metabolism-depen-
dent inhibition. Direct (‘‘reversible’’ or ‘‘metabolism-independent’’) inhibition
occurs when a drug inhibits P450 enzymes without requiring biotransformation.
Metabolism-dependent inhibition occurs when a drug has to be converted to a
metabolite in order to inhibit P450 enzymes; in this case, the inhibition may be
‘‘reversible,’’ ‘‘quasi-irreversible,’’ or ‘‘irreversible.’’

‘‘Direct’’ inhibition has traditionally been divided into three categories:
competitive, noncompetitive, and uncompetitive. All three models of ‘‘direct’’
inhibition are depicted in Figure 1. However, in practice, mixed (competitive and
noncompetitive) inhibition is frequently observed. Competitive inhibition occurs
when the inhibitor and substrate compete for binding to the active site of the
enzyme. Noncompetitive inhibition occurs when the inhibitor binds to a site on
the enzyme that is different from the active site to which the substrate binds. In
the case of uncompetitive inhibition, the inhibitor binds to the enzyme when the
substrate is bound to it; the binding site may be the same as or different from the
active site (substrate binding site). Finally, mixed (competitive-noncompetitive)
inhibition occurs when the inhibitor binds to the active site as well as to another
site on the enzyme; or the inhibitor binds to the active site but does not block
the binding of the substrate. The kinetics and the affinity with which an inhibitor
binds to an enzyme are best described by the dissociation constant for the en-
zyme–inhibitor complex. This dissociation constant is referred to as the inhibition
constant, or the Ki value. Transformations of the Michaelis–Menten equation are
used not only for calculating Ki values but also for graphical depiction of the
type of inhibition (Table 2 and Fig. 2).

The affinity with which an inhibitor binds to an enzyme is defined by its
Ki value, whereas the affinity with which the substrate binds is often defined by
its Km value. Both definitions should be taken with a grain of salt, because they
are based on three assumptions:

1. The dissociation of the enzyme–inhibitor or enzyme–substrate com-
plex is the rate-limiting step.

2. The concentration of the enzyme is negligible compared with the con-
centration of the substrate/inhibitor.

3. The ‘‘free’’ (unbound) concentration of the substrate/inhibitor is
known or well approximated by the total concentration of substrate/
inhibitor.
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Figure 1 Various mechanisms of enzyme inhibition.
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Table 2 Michaelis–Menten Equations and Their Transformations Used for Evaluating Drugs as Inhibitors of P450 Enzymes In Vitro
and In Vivo

Eadie–Hofstee In vitro to in vivo extrapolation
Inhibition type Michaelis–Menten (y � rate, x � rate/[S] for y � mx � c) (Fractional inhibition � i)

No inhibition y � �Km ⋅ [S] � Vmax Not applicablev �
Vmax ⋅ [S]
Km � [S]

Competitive y � �Km ⋅(1 � [I]/Ki) ⋅ [S] � Vmax
i � [I]/[[I] � Ki ⋅ (1 � [S]/Km)]

v �
Vmax ⋅ [S]

Km ⋅(1 � [I]/Ki) � [S] For [S] �� Km, [S]/Km → 0;
∴ i � [I]/([I] � Ki).

Noncompetitive i � [I]/([I] � Ki)v �
Vmax ⋅ [S]

Km ⋅ (1 � [I]/Ki) � (1 � [I]/Ki) ⋅ [S]
y � �Km ⋅ [S] �

Vmax

(1 � [I]/Ki)

Uncompetitive
i � [I]/([I] � Ki ⋅ [1 � Km/[S])]

v �
Vmax ⋅ [S]

Km � (1 � [I]/Ki) ⋅ [S]
y �

�Km ⋅ [S]
(1 � [I]/Ki)

�
Vmax

(1 � [I]/Ki) For [S] �� Km, Km/[S] → ∞; ∴ i � 0.
However, as [S] → Km, i becomes

significant.

Mixed inhibition
i � [I]/([I] � Ki) for [S] �� Kmv �

Vmax ⋅ [S]
Km (1 � [I]/Ki) � (1 � [I]/K ′i ) ⋅ [S]

y �
�Km ⋅ (1 � [I]/Ki) ⋅ [S]

(1 � [I]/K ′i )(competitive-noncompetitive)

�
Vmax

(1 � [I]/K ′i )

v � the initial rate of the reaction; [S] � the substrate concentration; [I] � the inhibitor concentration.
Vmax and Km are the kinetic constants for a given enzyme, and Ki is the inhibition constant. Fractional inhibition (i) is the predicted inhibition of a P450
enzyme in vivo in the presence of an inhibitor with a inhibition constant equal to Ki and free or total plasma concentration equal to [I] [4,88].
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Figure 2 Graphical representation of enzyme inhibition: Direct plot ([substrate] versus
initial rate of product formation) and various transformations of the direct plot (i.e., Dixon,
Lineweaver–Burk, and Eadie–Hofstee plots) are depicted. All graphs and the correspond-
ing fit are based on theoretical data; hence, they appear ‘‘perfect.’’ It should be noted that
the Eadie–Hofstee plots are most useful in differentiating one type of inhibition from the
other and are therefore preferred.

All three assumptions can be violated in the case of cytochrome P450 en-
zymes, depending on the in vitro system used. For example, cytochromes P450
are membrane-bound enzymes; therefore, when rates of reaction are measured
in human liver microsomes, a significant fraction of the substrate/inhibitor may
be bound to the lipid membrane and/or to proteins embedded therein. In other
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words, the ‘‘free’’ concentration of substrate/inhibitor may differ significantly
from the total concentration. Additionally, the potency of some inhibitors (e.g.,
the CYP3A inhibitors ketoconazole, clotrimazole) is such that the free concentra-
tion of the inhibitor tends to approach the concentration of the enzyme [56], a
violation of the second assumption. Theoretically, this problem can be overcome
by lowering the concentration of the enzyme (i.e., the microsomal protein concen-
tration); however, this is not always possible because of limitations of the analyti-
cal methods. Alternatively, an ‘‘apparent’’ Ki can be estimated by correcting for
the fraction of the inhibitor that is bound to the enzyme, which is calculated
as the product of the fractional inhibition in the presence of a given inhibitor
concentration and enzyme content [56].

It is important to note that the foregoing discussion puts emphasis on the
Ki value for inhibition rather than the IC50 value. The Ki value is an inhibition
constant that defines the affinity of the inhibitor for the enzyme, whereas, IC50

is the concentration of inhibitor required to cause 50% inhibition under a given
set of experimental conditions. It is preferable to determine the inhibition constant
(Ki) rather than an IC50 value for the following reasons:

1. Ki values are intrinsic constants, whereas IC50 values are extrinsic con-
stants. Consequently, IC50 values, in contrast to Ki values, are depen-
dent on the type of substrate, the concentration of substrate, and incuba-
tion conditions (protein concentration or incubation times, etc.).

2. Because they are intrinsic constants, Ki values can be reproduced from
one laboratory to another.

3. The pharmaceutical industry in general and, perhaps more importantly,
the FDA have accepted the method of predicting the potential for drug
interactions by a drug based on Ki values and the (free) plasma concen-
tration of the drug.

4. The size of the experiment necessary to determine Ki values is only
slightly larger than that required to determine IC50 values. Therefore,
determination of IC50 values is cost effective and time saving only
when several (�3) drugs are to be screened for their potential to inhibit
cytochrome P450.

Several classes of drugs, including alkylamines, heterocyclic amines, hy-
drazines, methylenedioxybenzenes, and macrolide antibiotics, can be metabo-
lized by P450 enzymes to form stable complexes with heme, thus inactivating
the P450 enzyme in a ‘‘quasi-irreversible’’ manner [38]. Alternatively, chemicals
containing terminal double or triple bonds can be oxidized to radical intermedi-
ates that alkylate heme, thus inhibiting the enzyme in an irreversible manner
[38]. It should be noted, however, that covalent modification (and irreversible
inhibition) of the apoprotein is also possible. For example, tienilic acid is con-
verted to a thiophene sulfoxide by CYP2C9, which is an electrophilic reactive
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intermediate that can covalently bind to the nucleophilic group of an animo acid
residue in the active site of CYP2C9 [52]. The kinetics of metabolism-dependent
‘‘irreversible’’ or ‘‘quasi-irreversible’’ inhibitors are complex [38]; this is the
subject of Chap. 10 of this book. The kinetics of ‘‘reversible’’ metabolism-depen-
dent inhibition are dependent on the inhibitory metabolite. Therefore, when fur-
ther study of such inhibition is warranted, the inhibitory metabolite should be
used as a ‘‘direct’’ inhibitor instead of the parent compound.

The drugs under investigation can be evaluated for their ability to inhibit
various human P450 enzymes, including CYP1A2, CYP2A6, CYP2B6, CYP2C8,
CYP2C9, CYP2C19, CYP2D6, CYP2E1, CYP3A4/5, and CYP4A9/11, using
the enzyme-selective marker substrate reactions listed in Tables 3 and 4 (although
alternate enzyme substrates are available; see Chap. 3).

B. In Vitro Systems for the Study of Inhibition
of P450 Enzymes

The systems that have been used include purified reconstituted P450 enzymes,
microsomes from cell lines transfected with the cDNA encoding a given human
P450 enzyme, human liver microsomes, isolated/cultured hepatocytes, and liver
slices. The two systems used most often are human liver microsomes and cDNA-
expressed enzymes. However, all systems have distinct advantages and disadvan-
tages; therefore, the selection of a given system should be based on the desired
endpoint. In reality, the choice of the in vitro system used for the evaluation of
drugs as inhibitors of P450 enzymes is a controversial subject. This is primarily
because the principles of Michaelis–Menten enzyme kinetics (‘‘pure thoughts’’)
are often applied to these (‘‘impure’’) systems. Needless to add that all three
aforementioned assumptions (see Sec. II.A, ‘‘Theoretical Concepts’’) can be vio-
lated depending on the in vitro system. Each of these systems is discussed with
respect to their utility, advantages, and disadvantages.

1. Human Liver Microsomes

Human liver microsomes contain all of the P450 enzymes expressed in human
liver, although their levels can vary from one sample to the next. To circumvent
the problem of variability, several individual samples of human liver microsomes
are pooled, and this pool serves as the in vitro test system for evaluating drugs
as inhibitors of human P450 enzymes. Since human liver microsomes are pooled
from several individuals, they contain the ‘‘average’’ levels of all P450 enzymes
expressed in human livers. (Such pooled human liver microsomes are commer-
cially available from several sources.) In addition, the ratio of NADPH-cyto-
chrome P450 reductase to P450 in human liver microsomes and the amount of
cytochrome b5 and the type of lipids are the same as those in the intact liver.
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Table 3 P450 Enzymes, Examples of Their Marker Substrate Reactions, and Respective Reversible and Metabolism-Dependent
Inhibitors

P450 Marker reactions Reversible inhibitors Metabolism-dependent inhibitors

CYP1A2 7-Ethoxyresorufin O-dealkylation α-Naphthoflavone Furafylline
Phenacetin O-deethylation Fluvoxamine
Caffeine N3-demethylation

CYP2A6 Coumarin 7-hydroxylation Letrozolea 8-Methoxypsoralen
CYP2B6 S-Mephenytoin N-demethylation Orphenadrine (?) Chloramphenicol (?)

7-Ethoxy-4-trifluoromethylcoumarin
O-dealkylation

CYP2C8 Paclitaxel 6α-hydroxylation Quercetin (?) None available
Retinol 4-hydroxylation

CYP2C9 Diclofenac 4′-hydroxylation Sulfaphenazole Tienilic acid
Tolbutamide methylhydroxylation Methylenedioxyphenyl compoundsa

S-Warfarin 7-hydroxylation
CYP2C19 S-Mephenytoin 4′-hydroxylation Modafinila None available

Omeprazole
CYP2D6 Dextromethorphan O-demethylation Quinidine RO115-1954a

Bufuralol 1′-hydroxylation Methylenedioxyphenyl compoundsa

Debrisoquine 4-hydroxylation
CYP2E1 Chlorzoxazone 6-hydroxylation 4-Methylpyrazole 3-Aminotriazole
CYP3A4/5 Testosterone 6β-hydroxylation Ketoconazole Troleandomycin

Midazolam 1′- and 4-hydroxylation Erythromycin
Nifedipine oxidation Gestodene
Erythromycin N-demethylation Methylenedioxyphenyl compoundsa

Cyclosporin oxidation
CYP4A9/11 Lauric acid 12-hydroxylation 10-(Imidazolyl)-decanoic acidb None available

(?): The selectivity of these inhibitors has not yet been established.
a Information gathered from several review articles (Refs. 1, 17, 19, and 36), with the exception of letrozole, modafinil, methylenedioxyphenyl compounds,

and RO115-1954 (Refs. 137–140).
b From Ref. 55a.
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Table 4 Typical Incubation Conditions and Kinetic Constants of Marker Substrate Reactions of Human P450 Enzymes in a Pool of
Human Liver Microsomes

Pool of nine human liver microsomal samples

[Protein] Incubation time Vmax
c

P450 Enzyme Marker reaction (mg/ml) (min) Km
c (µM) (pmol/min/mg)

CYP1A2 7-Ethoxyresorufin O-dealkylation 0.1 10 0.26 � 0.01 120 � 2
CYP2A6 Coumarin 7-hydroxylation 0.05a 5a 0.57 � 0.02 1300 � 12
CYP2B6 S-Mephenytoin N-demethylation 1.0b 30b 1700 � 40 1900 � 30
CYP2C8 Paclitaxel 6α-hydroxylation 0.1 10 14 � 1 530 � 30
CYP2C9 Diclofenac 4′-hydroxylation 0.1 5a 3.7 � 0.2 3600 � 59
CYP2C19 S-Mephenytoin 4′-hydroxylation 1.0b 30b 35 � 2 380 � 4
CYP2D6 Dextromethorphan O-demethylation 0.1 10 5.5 � 0.5 360 � 13
CYP2E1 Chlorzoxazone 6-hydroxylation 0.1 10 27 � 2 2500 � 100
CYP3A4/5 Testosterone 6β-hydroxylation 0.1 10 110 � 10 9800 � 490
CYP4A9/11 Lauric acid 12-hydroxylation 0.1 5a 7.6 � 1.2 2200 � 100

a The protein concentration and incubation time were less than 0.1 mg/ml and 10 min, respectively, to avoid overmetabolism of the substrate.
b The protein concentration and/or incubation time were 1.0 mg/ml and 30 min, respectively, because of low sensitivity of the assays.
c The kinetic constants were determined at XenoTech (unpublished data) with a pool of nine human liver microsomal samples and are consistent with
published literature values. (Note: Vmax values can vary enormously from one microsomal sample to the next, but the Km values should be within a factor
of 2 or 3.)
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Another advantage is that the same sample of pooled human liver microsomes
(and often the same experimental conditions, i.e., protein concentration and incu-
bation time) can be used to study all P450 enzymes of interest. Human liver
microsomes are also the system of choice for evaluating drugs as metabolism-
dependent inhibitors of P450 enzymes, for they contain the complete enzymatic
machinery to metabolize drugs that can inhibit P450 enzymes. This is an impor-
tant consideration because the enzyme that converts a drug to an inhibitory metab-
olite may not be the one that is inhibited. The major disadvantage of using pooled
human liver microsomes is that these microsomes contain a large amount of lipids
and proteins that can decrease the free concentration of drug in the medium.
However, to various degrees, this is a disadvantage of all available in vitro sys-
tems. Another disadvantage is that human liver microsomes are an exhaustible
resource; therefore, each batch of microsomes is slightly different, although the
variability can be minimized by pooling samples from a large number of individu-
als and by preparing large batches and by careful selection of samples that will
become a part of the pool. Indeed, when these measures are taken, pooled human
liver microsomes may be one of the most consistent in vitro systems. Finally,
with human liver microsomes, enzyme-selective substrates must be used. This
is less of a problem now that enzyme-selective substrates are available for all
major P450 enzymes. However, most of the enzyme-selective assays are HPLC
assays; therefore they are time consuming and less amenable to high throughput.

2. cDNA-Expressed P450 Enzymes

Microsomes containing cDNA-expressed enzymes for all known P450 enzymes
are commercially available from several sources. The major advantage of this
system is its simplicity, because such microsomes contain only one P450 enzyme.
Another advantage is that the selection of the substrate need not be limited to
enzyme-specific substrates, as in the case of human liver microsomes [57–59]. In
fact, a substrate that was metabolized by all P450 enzymes would be particularly
valuable for use with recombinant enzymes. It is noteworthy that, for certain
P450 enzymes, these microsomes are now available with very high activities
(Supersomes, Gentest Corp., Woburn, MA; Baculosomes, Panvera, Madison,
WI). However, the Supersomes and Baculosomes have not been thoroughly
characterized with regard to their kinetic properties and substrate/inhibitor speci-
ficities. Additionally, a significant portion of total cytochrome P450 in the Su-
persomes is the apoprotein, which is catalytically inactive because it is not
bound to heme. Another problem of cDNA-expressed enzymes is the variable
expression of cytochrome b5 and/or NADPH-cytochrome P450 reductase, which
can affect the turnover number (Vmax) for a given enzyme [60–61], although the
‘‘affinity’’ (Km value) of P450 enzymes toward marker substrates is generally
comparable between recombinant enzymes and human liver microsomes [62].
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The exception to this generalization is in cases where multiple P450 enzymes
can metabolize a drug in human liver microsomes and hence the observed Km

value is found to be different from that observed with recombinant enzymes [63].
For example, testosterone 6β-hydroxylation is catalyzed by both CYP3A4 and
CYP3A5 in human liver microsomes, and these two enzymes have different af-
finity for testosterone [64]. For this reason, recombinant proteins are more appro-
priate when it is necessary to differentiate between the inhibitory potency of a
drug toward two functionally similar enzymes, such as CYP3A4 and CYP3A5.

Recombinant P450 enzymes are not suitable for metabolism-dependent in-
hibition experiments, where the inhibitory metabolite has little or no effect on
the enzyme responsible for its formation, but has the ability to inhibit other en-
zymes [59]. For example, spironolactone is metabolized to an S-oxide by flavin-
containing monooxygenases (FMO) to a metabolite that can covalently bind to
protein and inhibit cytochrome P450 [65]. Presumably, this phenomenon would
not be observed if individual cDNA-expressed P450 enzymes were used.

Finally, certain P450 enzymes, e.g., CYP2C9, CYP2C18, CYP2C19, and
CYP2D6, exist in several polymorphic forms. For example, CYP2C9 and its
allelic variants differ by one to four amino acids and are allelic variants rather
than distinct gene products [18,66,67]. Therefore, if the variant CYP2C9*2 were
selected as a source of the enzyme, then that preparation would be representative
of �10% of the population. Although the variant forms of P450 enzymes differ
from the wild-type forms by only a few amino acids, there are numerous examples
where a single amino acid substitution can alter the catalytic properties of cyto-
chrome P450 [18,67].

3. Purified Reconstituted P450 Enzymes

Several human P450 enzymes have been purified to homogeneity. NADPH-cyto-
chrome P450 reductase is required to reconstitute a functional P450 enzyme, as
is the presence of a lipid bilayer, and, in some cases, cytochrome b5. A functional
P450 enzyme can be reconstituted with NADPH-cytochrome P450 reductase and
phospholipids (and cytochrome b5) by mixing the ingredients in empirically de-
termined proportions. The major advantages of this system are its simplicity and
the ease with which its components can be manipulated. The disadvantages are:
not all enzymes are available in purified form; it is often difficult to reconstitute
them reproducibly; and the concentration of NADPH-cytochrome P450 reduc-
tase, which is often added in saturating amounts, is several times higher than that
present in human liver microsomes. This system is rarely used for the evaluation
of drugs as inhibitors of P450 enzymes, having largely been replaced by cDNA-
expressed P450 enzymes. However, purified reconstituted P450 enzymes are the
system of choice for detailed mechanistic studies.
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4. Isolated Hepatocytes, Cultured Hepatocytes,
and Liver Slices

Human hepatocytes (fresh or cryopreserved) are now commercially available.
However, the quality, stability, and availability of the commercial preparations
remain questionable. Nevertheless, the simple fact that they are available has
prompted some use of hepatocytes for evaluating drugs as inhibitors of P450
enzymes. Hepatocytes offer limited advantages over the well-established sys-
tems, such as pooled human liver microsomes or cDNA-expressed enzymes, but
are subject to a plethora of additional problems. Because hepatocytes are a com-
plex system, none of the Michaelis–Menten equations for enzyme kinetics readily
applies to them. It has been argued that, because hepatocellular uptake of drugs
in isolated hepatocytes mimics the in vivo situation better, the drug-interaction
studies using hepatocytes would be more predictive [68]. However, drugs may
compete for the uptake pathways as well, which makes it extremely difficult to
interpret the data mechanistically. The mechanistic interpretation of the data is
what is needed to make in vitro to in vivo predictions using marker substrates.
Additionally, phase II metabolism of marker substrate (or its metabolite) may
complicate the determination of initial rates of metabolite formation. Hepatocytes
might be an appropriate system to study interactions between two specific drugs
that may be concomitantly administered, but not to evaluate a drug against marker
substrates. There are other in vitro systems to evaluate drug interactions involving
inhibition, transport, and/or phase II metabolism [69].

Isolated hepatocytes are a scarce resource, and pooled hepatocytes are not
yet available; thus, it is often difficult to repeat experiments or to compare results
from one laboratory to another. In the opinion of the authors, the use of hepato-
cytes should be reserved for induction or integrated-metabolism studies (i.e.,
studies that cannot be conducted readily with subcellular fractions). Cultured he-
patocytes present even a greater problem, because the expression of P450 en-
zymes is markedly diminished (if not lost) when hepatocytes are placed in culture
[70,71]. Similarly, liver slices, in addition to being plagued with the same prob-
lems as noted for isolated hepatocytes, have a barrier to the diffusion of drugs
to cells in the core of the liver slice [72].

C. Selection of the Concentrations of Marker Substrate

A range of substrate concentrations (between 0.2Km and 5Km) that gives a wide
variation in the rates of substrate turnover and is in the nonlinear part of the rate
versus substrate concentration curve is recommended. We typically use Km/2,
Km, 2Km, and 4Km for all major hepatic P450 enzymes. Figure 3 illustrates the
consequences of selecting an inappropriate substrate concentration range (too
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Figure 3 Consequences of selecting an inappropriate range of substrate concentration
on Eadie–Hofstee plots of enzyme inhibition: All graphs and the corresponding fit are
based on theoretical data. Selecting a range of substrate concentrations that is too high
results in an Eadie–Hofstee plot that has a cluster of data points toward Vmax, whereas
selecting a concentration range that is too low has the opposite effect. In either case, a
slight experimental error can have a large influence on the slope of the regression lines
and hence introduce an error in the calculated Ki value. Also, a ‘‘too-high’’ or ‘‘too-low’’
concentration range makes it harder to discriminate between different types of inhibition
(not shown). The ‘‘appropriate range’’ is found between 0.2Km and 5Km; the substrate
concentrations shown in the middle Eadie–Hofstee plot, entitled ‘‘Appropriate range,’’
are Km/2, Km, 2Km, and 4Km, which is what the authors recommend (solubility permitting).
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low or too high) on the results of an inhibition experiment. When a substrate
concentration range between 0.2Km and 5Km is selected, the Eadie–Hofstee plot
provides the largest spread of points on the entire graph, thus making the Ki value
determination more accurate.

D. Selection of the Concentration of Drug

Several concentrations of the drug are studied, which normally cover a range
that spans at least two orders of magnitude. The concentration of the drug is
selected based on (but not equal to) the known or anticipated maximum plasma
concentration (Cmax) of the drug in vivo. The plasma Cmax is multiplied by a factor
of 10, 100, or even 1000, which then becomes the highest concentration to be
studied. The multiplication factors are important for several reasons: (1) Most
lipophilic drugs are believed to be concentrated in the liver; therefore, the concen-
tration at the active site of the P450 enzyme may be higher than the plasma Cmax

[73]. (2) A significant portion of all lipophilic drugs is bound to microsomal
proteins and lipids, thus reducing the ‘‘free’’ drug available to inhibit the enzyme
[74–76]. (3) The most important (but often neglected) reason for studying a su-
perphysiological concentration is that the concentration of the marker substrates
is also superphysiological. For instance, the concentrations of the marker sub-
strates are centered around the Km value, which may be orders of magnitude
higher than the plasma Cmax value.

It is important to study superphysiological concentrations of the marker
substrates because (1) the analytical methods available are not able to detect
initial rates of product formation at very low concentration of substrate, and (2)
it will be difficult to distinguish between the various types of inhibition. (Fig. 3).
Since, the concentration of the substrate is raised artificially, the concentration of
the drug in question must also be increased artificially.

It is noteworthy that the methods available for in vitro to in vivo extrapola-
tions of the inhibition data (discussed later) are independent of the concentrations
of the inhibitor studied. This is another advantage of designing experiments with
the aim of determining Ki values rather than IC50 values. Quite often, the discus-
sion of multiplication factors is futile because the limit of the aqueous solubility
of drugs determines the highest concentration of the drug that can be studied. In
the absence of information on actual or anticipated plasma concentrations, it is
recommended that 1000 µM or the limit of aqueous solubility of the drug (which-
ever is highest) be selected as the highest concentration to be studied in vitro.
Typically, four or more concentrations of the drug are studied that cover at least
two orders of magnitude; for example, if the highest concentration of the drug
is 1000 µM, the lower concentrations may be 250, 50, 10, 2.5, and 1 µM. The
consequences of selecting a too-low or too-high concentration range of drug on
an Eadie–Hofstee plot are shown in Figure 4. The experiment should be repeated
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Figure 4 Consequences of selecting an inappropriate range of inhibitor concentration
on Eadie–Hofstee plots of enzyme inhibition: All graphs and the corresponding fit are
based on theoretical data. Selecting a range of inhibitor (drug) concentration that is ‘‘too
inhibitory’’ results in an Eadie–Hofstee plot with a cluster of steep regression lines,
whereas selecting a concentration range that is ‘‘not inhibitory enough’’ results in a cluster
of shallow lines. In either case, a slight experimental error can have a large influence on
the slope of the regression lines and hence introduce an error in the calculated Ki value.
Furthermore, both extremes make it harder to discriminate between different types of inhi-
bition (not shown). The ‘‘appropriate range’’ is centered around the estimated Ki value,
and spans two orders of magnitude; the inhibitor concentrations shown in the middle Ea-
die–Hofstee plot, entitled ‘‘Appropriate range,’’ are 0.4Ki, 1.3Ki, 4Ki, 10Ki, and 40Ki.
The experiment should be repeated if the concentration range selected is ‘‘too high’’ such
that the concentration range does not bracket the observed Ki value. It may not be necessary
or desirable to repeat the experiment if the observed Ki value exceeds the concentration
range of the drug, in which case a minimum estimated Ki value may be calculated (de-
scribed in the text, Sec. II.H.1).

if the concentration range selected were too high such that the concentration range
does not bracket the observed Ki value. It may not be necessary or desirable to
repeat the experiment if the observed Ki value exceeds the concentration range
of the drug, in which case a minimum estimated Ki value may be calculated
(discussed later).

E. Selection of Incubation Conditions

A well-designed pool of human liver microsomes is more suitable than a random
selection of human liver microsomes. This is because human liver microsomes
contain variable amounts of P450 enzymes and consequently catalyze the metab-
olism of marker substrates at variable rates. With a random pool of human liver
microsomes, for each of the ten P450 enzyme assays, variable amounts of micro-
somes and/or incubation times are required to allow the generation of sufficient
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metabolites that can be detected easily and reliably. Equally important is to per-
form experiments under initial-rate conditions, such that the percentage of metab-
olism of substrate does not exceed 20%. To accommodate these two require-
ments, a variety of incubation conditions must be used for different P450 enzyme
reactions. For example, there are assays (e.g., coumarin 7-hydroxylase) that are
carried out in the presence of 0.01 mg/mL of microsomal protein, while others
are carried out in presence of 2.0 mg/mL of protein (e.g., S-mephenytoin 4′-hy-
droxylation). In other words, there can be a 200-fold variation in the concentration
of microsomal protein in the incubations. Similarly, incubation conditions may
vary from 2 min to 30 min, resulting in a 15-fold difference in incubation time.

The variation in incubation conditions (protein amount and incubation
time) is a concern and a potential flaw of these studies, for two reasons. First,
drugs can bind to microsomes in a manner that influences their ability to inhibit
the enzyme being evaluated. Therefore, it is possible to have a 100-fold variation
in binding, depending on the assay, which would result in a 100-fold variation
in the concentration of unbound (free) drug. Second, the drugs under investigation
are often high-turnover substrates for P450 enzymes. In other words, the drugs
may not be metabolically stable during the incubation period. A variable incuba-
tion time and protein amount may cause the drug to be completely metabolized
under assay conditions of high protein amount and long incubation times, but
not under conditions of low protein and short incubation times. The consequence
of both excessive binding and excessive metabolism is that the drug may no
longer be available to inhibit the P450 enzyme [56,74–77].

The solution to this problem is to use a ‘‘tailor-made’’ pool of human liver
microsomes, which contains the right blend of P450 enzyme activities that will
allow assays of P450 enzymes under identical conditions of protein amount and
incubation time. For most assays, the ‘‘tailor-made’’ pool will allow the evalua-
tion of drugs under conditions of constant protein binding and constant metabo-
lism of the drug. Both the extent of protein binding and the percentage of metabo-
lism (metabolic stability) can be experimentally determined prior to the initiation
of an inhibition study, and the amount of drug in the incubations can be increased
to compensate for loss due to binding or metabolism. In our laboratory, we have
successfully prepared a pool that allows the evaluation of CYP1A2, CYP2C8,
CYP2C9, CYP2D6, CYP2E1, CYP3A4/5, and CYP4A9/11 at a constant protein
concentration of 0.1 mg/ml, and CYP1A2, CYP2C8, CYP2D6, CYP2E1, and
CYP3A4/5 for constant incubation time of 10 min.

F. Experimental Design for Evaluating Drugs as Inhibitors
of P450 Enzymes

The drugs under investigation can be evaluated for their ability to inhibit various
human P450 enzymes, including CYP1A2, CYP2A6, CYP2B6, CYP2C8,
CYP2C9, CYP2C19, CYP2D6, CYP2E1, CYP3A4/5, and CYP4A9/11, using
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the enzyme-selective marker substrate reactions listed in Tables 3 and 4 (although
alternate enzyme substrates are available; see Chap. 3). Table 4 also provides
the kinetic constants for each of the P450 enzymes.

1. Determination of IC50 Values for ‘‘Direct’’ Inhibition of
Human P450 Enzymes

Each drug is incubated with human liver microsomes in the presence of the
marker substrate. Reactions are initiated with NADPH, which is added immedi-
ately before the samples are incubated at 37°C. (If the microsomes are incubated
at 37°C in the absence of NADPH, considerable FMO activity may be lost.) If
no pharmacokinetic data is available, the final concentration of the drug is typi-
cally equal to zero, 0.5, 2.5, 10, 50, 250, or 1000 µM (solubility permitting). The
concentration of each marker substrate is equal to its Km. Incubations containing
no drug contain the organic solvent used to dissolve the drug (negative controls),
which may not be sufficiently water soluble to be added as an aqueous solution.
It may be necessary to repeat the experiment if the lower concentrations of the
drug cause virtually complete inhibition of P450 activity. Data is plotted on a
percent control activity versus drug concentration curve, and IC50 values are cal-
culated by nonlinear regression of the data (see Fig. 5).

2. Determination of Ki Values for the Inhibition of Human
P450 Enzymes

Each drug is incubated with human liver microsomes in the presence of the
marker substrate. Reactions are initiated with NADPH. If no pharmacokinetic
data is available, the final concentrations of the drug are typically equal to zero,
0.5, 2.5, 10, 50, 250, and 1000 µM (solubility permitting). The concentration of
each marker substrate is equal to Km/2, Km, 2Km, and 4Km (solubility permitting).
Incubations containing no drug contain the organic solvent used to dissolve the
drug (negative controls), which may not be sufficiently water soluble to be added
as an aqueous solution. Additional incubations are carried out in the presence of
a known inhibitor of P450 enzymes (positive controls). It may be necessary to
repeat the experiment if the lower concentrations of the drug cause virtually com-
plete inhibition of P450 activity even at the highest substrate concentration. Data
is analyzed by means of an Eadie–Hofstee plot (rate versus rate/[substrate]), the
type of inhibition is ascertained, and the Ki values are calculated via nonlinear
regression of the data (see Fig. 6).

3. Evaluation of the Drug as a Metabolism-Dependent Inhibitor
of Human P450 Enzymes

These experiments are designed based on the results obtained from direct inhibi-
tion experiments (see Sec. II.F.1). It is for this reason that the evaluation of the



In Vitro Study of Drug-Metabolizing Enzymes 243

Figure 5 Design of and graphical representation (semilog plot) of an IC50 determination
experiment: Actual data obtained with a proprietary compound is shown. Duplicate incu-
bations containing a pool of human liver microsomes and the marker substrate (at concen-
tration equal to Km) were performed in the absence or presence of varying concentrations
of the inhibitor. Reactions were initiated with an NADPH-generating system. The incuba-
tions were stopped after a predetermined incubation time. The data is plotted on a semilog
plot with log [inhibitor] on the x-axis and percentage of control activity on the y-axis.
The concentration of the inhibitor that causes 50% inhibition (or 50% of control) represents
the IC50 value. The IC50 value forms the basis for designing an experiment for the determi-
nation of the Ki value (see Fig. 6).

drug as a direct inhibitor should precede its evaluation as a metabolism-dependent
inhibitor.

a. ‘‘Reversible’’ Metabolism-Dependent Inhibition. To examine a drug
as a ‘‘reversible’’ metabolism-dependent inhibitor, a pool of human liver micro-
somes is preincubated with the drug and NADPH for 0 and 15 min to allow
for the generation of metabolites that could inhibit cytochrome P450. After the
preincubation period, the marker substrate is added and the incubation continued
to measure residual P450 activity. The concentration of the drug is the highest
concentration of the drug that causes no more than 30% inhibition when tested
as a direct inhibitor. The concentration of marker substrate is equal to its Km.
Preincubations containing no drug (but containing the solvent in which the drug
is dissolved) and incubations that contain drug but are not preincubated serve as
negative controls. Such an experimental design and typical data obtained are
illustrated in Fig. 7. If substantial inhibition is observed, then the inhibitory me-
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Figure 6 Design and graphical representation of a Ki determination experiment: Actual
data obtained with a proprietary compound is shown. Duplicate incubations containing
a pool of human liver microsomes and the marker substrate (at concentrations equal to
Km/2, Km, 2Km, and 4Km) were performed in the presence of varying concentrations of
the inhibitor. Reactions were initiated with an NADPH-generating system and stopped
after a predetermined incubation time. The bar graphs (left) show the effect of inhibitor
concentration on enzyme activity at various inhibitor concentrations. The Eadie–Hofstee
plot (right) suggests that the inhibition is competitive in nature, with a Ki value of 0.91
µM.

tabolite should be identified and its potency (Ki value) for inhibition of a given
P450 enzyme should be evaluated.

b. Metabolism-Dependent ‘‘Irreversible’’ or ‘‘Quasi-Irreversible’’ Inhi-
bition. To evaluate a drug as an ‘‘irreversible’’ or ‘‘quasi-irreversible’’ inhibi-
tor, a pool of human liver microsomes is preincubated with the drug and NADPH
for 0 and 15 min to allow for the generation of intermediates that inhibit cyto-
chrome P450 irreversibly or quasi-irreversibly. After the preincubation period,
an aliquot of microsomes is removed and added to incubation mixtures containing
the marker substrate, and another incubation is carried out to measure the residual
marker P450 activity. This type of preincubation allows the drug to be diluted
by a factor of 10 (dilution factor) for the final incubation with the marker sub-
strate, thereby minimizing any ‘‘reversible’’ inhibition effects. The highest con-
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Figure 7 Design and graphical representation of ‘‘reversible’’ metabolism-dependent inhibition—preliminary experiment: Actual data
obtained with a proprietary compound is shown. Duplicate ‘‘preincubations’’ containing a pool of human liver microsomes were performed
in the absence or presence of the inhibitor. Reactions were initiated with an NADPH-generating system. After a predetermined ‘‘preincuba-
tion’’ period (e.g., 15 min), the marker substrate (final concentration equal to Km) was added in a small volume (1/20 of the total incubation
volume), and the ‘‘incubation’’ is continued to allow for the formation of metabolite(s) of the marker substrate. The incubations were
stopped after a predetermined incubation time. The data is plotted on a bar graph as indicated. A marked increase in inhibition due to the
15-min preincubation compared with the 0-min preincubation is an indication of metabolism-dependent inhibition. The vehicle control
gives an estimate of the loss of enzyme activity due to the preincubation or the vehicle. It should be noted that an ‘‘irreversible’’ or ‘‘quasi-
irreversible’’ metabolism-dependent inhibitor (Fig. 8) is likely to show marked inhibition when tested as a ‘‘reversible’’ metabolism-
dependent inhibitor. However, the converse is not true. Therefore, a ‘‘reversible’’ metabolism-dependent inhibitor can be identified only
when little or no inhibition is observed in the experiment described in Fig. 8, but marked inhibition is observed in the experiment described
in this figure.
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centration of the drug that causes less than 30% inhibition as a ‘‘reversible’’
inhibitor is multiplied by the dilution factor to give the concentration of inhibitor
at which the preincubations are carried out. For example, if 10 µM drug causes
30% inhibition of a P450 activity with the concentration of marker substrate
equal to Km, then the irreversible or quasi-irreversible inhibition experiments are
conducted with 100 µM drug (with 10 times the usual concentration of micro-
somal protein). After the preincubation period, an aliquot would be diluted 10-
fold to measure residual P450 activity, at which point the final concentration of
the drug would be 10 µM, which, if the drug is strictly a reversible inhibitor,
would cause only a 30% inhibition of P450 activity. The concentration of marker
substrate is equal to Km (although this is not absolutely necessary, because such
metabolism-dependent inhibitors exhibit kinetics similar to those observed with
noncompetitive inhibitors, the inhibitory capacity of which is not affected by
substrate concentration). Preincubations containing no drug (but containing the
solvent in which the drug is dissolved) and incubations that contain drug but are
not preincubated serve as negative controls. Such an experimental design and
typical data obtained are illustrated in Fig. 8; they are similar to those described
in the literature [49,52,78].

If substantial inhibition is observed, an additional experiment may be car-
ried out at multiple concentrations of the drug and multiple preincubation times
to determine the rate of inactivation (K inact) and Ki value [49,52,78]. The concen-
trations of drug and preincubation times are chosen such that percentage inhibi-
tion ranging from 10 to 90% is observed after preincubation. For each inhibitor
concentration, the preincubation time (x-axis) is plotted against the natural log
of the fraction of remaining enzyme activity (y-axis) (see Fig. 9). The reciprocal
of inhibitor concentration is then plotted against the initial rates of inactivation
of the enzyme (slope of the lines in Fig. 9); the y-intercept and the negative
reciprocal of the x-intercept of this plot give the K inact value and Ki value, respec-
tively (Fig. 9). For metabolism-dependent irreversible or quasi-irreversible inhib-
itors, the K inact value is defined as the fraction of the total enzyme that is inacti-
vated each minute at saturating concentrations of the inhibitor, and the Ki value
is defined as the dissociation constant of the initial (and reversible) enzyme–
inhibitor complex.

4. Sample-to-Sample Variation in Inhibition of P450 Enzymes

When significant direct or metabolism-dependent inhibition is observed, it is pru-
dent to check the sample-to-sample variation in the inhibition of P450 enzymes.
This is because the preceding experiments are performed with a pool of human
liver microsomes or cDNA-expressed enzymes; and since there is enormous sam-
ple-to-sample variation in the expression of P450 enzymes in human liver, it is
important to check if the inhibitory potency varies with differential expression



Figure 8 Design and graphical representation of ‘‘irreversible’’ or ‘‘quasi-irreversible’’
metabolism-dependent inhibition—typical result of the preliminary screening experiment:
Actual data obtained with a proprietary compound is shown. ‘‘Preincubations’’ containing
a pool of human liver microsomes (at 10 times the ‘‘normal’’ concentration) were performed
in the absence or presence of the inhibitor. Reactions were initiated with an NADPH-generat-
ing system. After a predetermined ‘‘preincubation’’ period (e.g., 15 min), an aliquot of the
reaction mixture (typically, 100 µL) was transferred to another ‘‘incubation’’ (final volume
1000 µL) containing the marker substrate, NADPH-generating system. (Note: This resulted
in the dilution of the microsomes to the ‘‘normal’’ protein concentration and the dilution
of the inhibitor to 1/10 its original concentration, which minimizes the direct inhibitory
effects of the inhibitor.) The ‘‘incubation’’ was then continued to allow for the formation
of metabolite(s) of the marker substrate. The incubations were stopped after a predetermined
incubation time. The data is plotted on a bar graph as indicated. A marked increase in
inhibition as a result of the 15-min preincubation compared with the 0-min preincubation
is an indication of metabolism-dependent ‘‘irreversible’’ inhibition. The vehicle control
gives an estimate of the loss of enzyme activity due to the preincubation or the vehicle. If
a drug shows potential for inhibition as ‘‘irreversible’’ or ‘‘quasi-irreversible’’ inhibition,
an additional experiment may be necessary to determine the Kinact values (see Fig. 9).
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Figure 9 Design and graphical representation of ‘‘irreversible’’ or ‘‘quasi-irreversible’’
metabolism-dependent inhibition—determination of K inact and Ki values: Actual data ob-
tained with a proprietary compound is shown. ‘‘Preincubations’’ containing a pool of
human liver microsomes (at 10 times the ‘‘normal’’ concentration) were performed in the
absence or presence of varying concentrations of the inhibitor. (The concentration range
of the inhibitor and the preincubation times were chosen based on the results shown in
Fig. 8 and are such that percentage inhibition ranging from 10 to 90% is observed after
preincubation.) Reactions were initiated with an NADPH-generating system. After several
predetermined ‘‘preincubation’’ periods (e.g., 5, 10, 15, 20, and 30 min), an aliquot of
the reaction mixture (typically, 100 µL) was transferred to another ‘‘incubation’’ (final
volume 1000 µL) containing the marker substrate, and a NADPH-generating system.
(Note: This resulted in the dilution of the microsomes to the ‘‘normal’’ protein concentra-
tion and the dilution of the inhibitor to 1/10 its original concentration, which minimizes
the direct inhibitory effects of the inhibitor.) The ‘‘incubation’’ was then continued to
allow for the formation of metabolite(s) of the marker substrate. The incubations are
stopped after a predetermined incubation time. The data is plotted on a line graph (top)
with incubation time on the x-axis and percentage of control activity on the y-axis. Subse-
quently, for each inhibitor concentration, the preincubation time (x-axis) is plotted against
the natural log of fraction of remaining enzyme activity (y-axis) (middle graph). The recip-
rocal of inhibitor concentration is then plotted against the initial rates of inactivation of
the enzyme (slope of the lines in the middle graph); the y-intercept and the negative recip-
rocal of the x-intercept of this plot give the K inact value and Ki value, respectively (bottom
graph). For metabolism-dependent ‘‘irreversible’’ or ‘‘quasi-irreversible’’ inhibitors, the
K inact value is defined as the fraction of the total enzyme that is inactivated each minute
at saturating concentrations of the inhibitor, and the Ki value is defined as the dissociation
constant of the initial (and reversible) enzyme–inhibitor complex.

of a given enzyme. Additionally, several P450 enzymes (such as, CYP2C9,
CYP2C19, and CYP2D6) are polymorphically expressed; therefore, the inhibi-
tory effects of a drug between allelic variants may not be similar. While such
experiments are generally performed with recombinant P450 enzymes, not all
polymorphic enzymes may be commercially available or have been identified.
For example, quinidine is a potent and selective inhibitor of CYP2D6 in a pool
of human liver microsomes or in an individual human liver microsomal sample
with high CYP2D6 activity, as measured by dextromethorphan O-demethylation
(Fig. 10). However, when quinidine is added to microsomes from an individual
donor who expresses allelic variants of CYP2D6 (namely, the *4 and *5 alleles‡),
it has little or no inhibitory effect (Fig. 10). These allelic variants of CYP2D6
have no enzyme activity [79], and the low dextromethorphan O-demethylase ac-

‡ Genotyping data graciously provided by Developmental Pharmacology and Experimental Thera-
peutics Laboratory, The Children’s Mercy Hospital, Kansas City, MO.
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Figure 10 Effect of quinidine on dextromethorphan O-demethylation by two different
samples of human liver microsomes (Dixon plots): Several concentrations of quinidine
(0, 0.02, 0.1, 0.5, and 1.0 µM) and dextromethorphan (2, 4, and 16 µM) were incubated
in two individual human liver microsomal samples, and the formation of dextrorphan was
measured by HPLC with fluorescence detection. Microsomal sample 14 was obtained from
a donor containing the *1*2 alleles of CYP2D6, which makes it an extensive metabolizer
(EM), whereas microsomal sample 20 was from a donor containing the *4*5 alleles of
CYP2D6, which makes it a poor metabolizer (PM) [79]. The data was plotted on a Dixon
plot. Quinidine inhibited CYP2D6 in the EM microsomal sample (#14) but not in the PM
microsomal sample (#20). (Genotyping data provided by the Developmental Pharmacol-
ogy and Experimental Therapeutics Laboratory, The Children’s Mercy Hospital, Kansas
City, MO.)

tivity observed in this sample is catalyzed by CYP2C19 and CYP2C9 [80], en-
zymes that are not potently inhibited by quinidine [81].

Another important consideration for determining sample-to-sample varia-
tion in inhibition is in the case of metabolism-dependent inhibitors. For example,
spironolactone is metabolized to an S-oxide by flavin-containing monooxygen-
ases (FMO) to a metabolite that can covalently bind proteins and inhibits cyto-
chrome P450. The extent of such inhibition is dependent on the concentration
of FMO present in a given sample of human liver microsomes [65,82].

Since the purpose of the experiments designed to evaluate sample-to-sam-
ple variation is simply to check the results obtained from a pooled sample, these
experiments need not be as detailed. For example, if a drug competitively inhibits
a P450 enzyme with a Ki value of 50 µM, it would be expected to inhibit 50%
of the P450 enzyme activity when the substrate concentration is equal to Km

and the inhibitor concentration is 100 µM (2Ki; IC50 � 2Ki when the substrate
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concentration is equal to Km and inhibition is competitive). Therefore, a single
experiment can be performed with individual liver microsomal samples (typically
n � 10), where the substrate concentration is equal to Km and the drug concentra-
tion is equal to 2Ki. (In this experiment, rates of marker substrate reaction by a
given P450 enzyme should be inhibited by 50% in all of the microsomal samples.)
An example of such an experiment and data obtained are shown in Figure 11.
It should be noted that if the inhibition is noncompetitive, then the concentration
of the drug examined in such an experiment should be equal to its Ki value.

G. Pitfalls of In Vitro Evaluation of Drugs as Inhibitors of
P450 Enzymes

Several pitfalls relating to the selection of the in vitro system (protein binding,
selection of drug concentrations, and metabolic stability of the drug) were dis-
cussed in the preceding sections. In addition, there are several other factors com-
plicating the interpretation of in vitro inhibition data. These include aqueous solu-
bility of the drug, failure to measure initial rates of marker substrate reaction,

Figure 11 Sample-to-sample variation in inhibition of S-mephenytoin 4′-hydroxylase
(CYP2C19): A bank of human liver microsomes were incubated with S-mephenytoin (final
concentration equal to Km) in the absence (solid bars) or presence of a proprietary drug
(hashed bars). (The drug had been previously determined to be a competitive inhibitor of
CYP2C19 with a pool of human liver microsomes with a Ki equal to 40 µM.) The concen-
tration of the drug for this experiment was equal approximately to 2Ki, which, if the drug
is a competitive inhibitor, should yield approximately 50% inhibition in all the samples
examined.
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interference by the drug or its metabolite(s) with the analytical measurement of
the marker substrate reaction, and selective inhibition of P450 enzymes by the
organic solvents often used to dissolve drugs.

1. Solubility

Most new drugs tend to have poor aqueous solubility at physiological pH. This
limits the highest concentration of the drug that can be achieved in vitro. Two
methods are typically used to circumvent this problem. The first method involves
dissolving the drug in an organic solvent [such as methanol, acetonitrile, ethanol,
or dimethyl sulfoxide (DMSO)] or weakly acidic solutions and delivering the
drug to the incubation mixtures. (The impact of organic solvents is discussed
later.) The second method relies on the lipophilicity of the biological membranes
(microsomes) to solubilize the drug. To this end, stock solutions of the drug are
added to a solution containing microsomes to achieve a concentration of the drug
that exceeds its aqueous solubility. This means that the drug is bound to micro-
somes and, therefore, is unavailable to interact with the enzyme. Theoretically,
only the free concentration of the drug is available to interact with the enzyme.
The impact of binding of drug to microsomes on the extrapolation of in vitro
data to the clinical situation has been discussed by Obach [74–76]. Nonspecific
binding of drugs to proteins and lipid membranes in vitro is analogous to the
binding of drugs to plasma in vivo, so much so that the in-vitro-to-in-vivo predic-
tions are better when the total (bound � free) drug concentrations in vitro and
in vivo are used in the prediction of intrinsic clearances and drug interactions
[74–76].

2. Organic Solvents

Several studies have demonstrated that organic solvents can potently and selec-
tively inhibit P450 enzymes [50,83–86]. This is not surprising, because organic
solvents tend to be substrates for P450 enzymes. Additionally, considering that
a 1% (v/v) concentration of organic solvents in the final incubation mixture trans-
lates to a molar concentration of �100 mM, it is not surprising that the solvents
have the potential to inhibit cytochrome P450. The most susceptible enzyme is
CYP2E1, which is almost completely inhibited by organic solvents. Finally, some
solvents are better than others in their ability to cause inhibition of P450 enzymes.
For example, 0.1% DMSO causes almost complete inhibition of CYP2E1, and
it markedly inhibits several enzymes, including CYP2C9, CYP2C19, and
CYP3A4/5 (unpublished observations). In contrast, 1.0% methanol does not in-
hibit CYP2C19 and CYP3A4/5, but it does markedly inhibit CYP2E1 and to a
lesser extent CYP2C9. (Acetonitrile has little or no inhibitory effect on CYP2C9
activity.) The take-home points are that no one organic solvent is optimal for all
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P450 enzymes and that the final concentration of the organic solvent should be
minimized as much as possible (�1.0% and preferably �0.1%).

There are two potential solutions to this dilemma. First, an attempt should
be made to dissolve the drug in water or aqueous buffers (solubility permitting);
often, it is possible to dissolve drugs in acidic buffers (pH 2.5–5.0), provided
the buffering capacity of the incubation buffer (pH 7.4) is not overwhelmed by
the acid. With a careful experimental design, it is actually possible to deliver the
drug in a volume of the incubation medium that represents almost 80% of the final
incubation volume. Subsequently, an attempt may be made to dissolve the drug in
PEG400. In our hands, up to 0.5% (v/v) PEG400 (final concentration) had mini-
mal effect on cytochrome P450 enzyme activities, including CYP2E1 (unpub-
lished results).

In practice, most drugs are dissolved in organic solvents for drug inhibition
studies. The concentration of organic solvent is kept as low as possible (0.1–
1.0% depending on the organic solvent). In the case of CYP2E1, which is potently
inhibited by most organic solvents, drugs are typically dissolved in methanol and
then added to empty incubation tubes; the methanol is evaporated under a gentle
stream of inert gas and the drug reconstituted with microsomal protein and incu-
bation buffers. Regardless of the approach, each experiment should include a no-
vehicle control (no-solvent control) and a vehicle (solvent) control to demonstrate
the effect of the solvent under the conditions of a given experiment. The effect
of the drug is compared against the vehicle (solvent) control.

3. Initial Rates

The P450 marker substrate reactions should be studied under conditions where
formation of metabolite is directly proportional to incubation time and protein
concentration and the percentage metabolism of the substrate does not exceed
20% (preferably 10%). In other words, reaction rates should be determined under
initial-rate conditions. This concept can be easily forgotten or overlooked. For
example, it is very easy to overmetabolize coumarin in human liver microsomes
when studying coumarin 7-hydroxylation, a marker reaction for CYP2A6. As-
suming that the incubation volume is 1.0 ml, protein concentration is 0.1 mg/
ml, incubation time is 10 min, [coumarin] is 0.5 µM (Km; 500 pmol/1-mL incuba-
tion), and the average initial rate of the coumarin 7-hydroxylation in a random
pool of human liver microsomes at [coumarin] � Km is �1000 pmol/min/mg
protein. This means that under the experimental conditions described, 500 pmol
of coumarin can be turned over twice if the reaction were operating at initial
rates. If a given concentration of a drug inhibited coumarin 7-hydroxylase by
50% at Km, the total product formed will be 500 pmol/incubation (which is the
same as that formed in absence of the inhibitor). This would lead to an erroneous
conclusion that the drug does not inhibit CYP2A6, when in fact it does. The
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example provided is one extreme. In reality, the net effect of overmetabolizing
the marker substrate is reflected in a decrease in overall inhibitory capacity of
the drug and an increase in the Ki value.

4. Choice of Marker Substrate

In the case of CYP3A4, the inhibitory potency of a drug has been shown to be
dependent on the choice of marker substrate [87]. For example, the rank order
of potency of inhibition of 18 flavonoids toward CYP3A4 activity was found to
be different depending upon whether triazolam 1′-hydroxylation or testosterone
6β-hydroxylation was chosen as the marker substrate reaction [87]. Additionally,
CYP3A4 is susceptible to activation or inhibition by substrate, which is demon-
strated by an S-shaped or bell-shaped rate versus [substrate] curve [19]. It is
believed that the active site of CYP3A4 is sufficiently large as to allow simultane-
ous binding of two molecules of either the substrate or one molecule each of the
substrate and a modulator (activator or inhibitor). This has been proposed to be
the mechanism for substrate-mediated activation of CYP3A4 and for the activa-
tion of CYP3A4 by flavonoids (e.g., α-naphthoflavone). This of course compli-
cates the interpretation of data obtained with a single marker substrate. In order
to get a good appreciation for the inhibitory effects of a drug on CYP3A4 and
to extrapolate the in vitro findings to the clinical situation, the inhibition of
CYP3A4 can be evaluated with several marker substrates.

5. Interference by Drug

The drug being tested or a metabolite of the drug can interfere with the analytical
measurement of the marker substrate reaction. Therefore, it is nearly impossible
to evaluate the specificity of the analytical method. The use of marker substrates
that permit analysis by HPLC with fluorimetric, diode-array, radiometric, or mass
spectrometric detection minimizes (but does not exclude) the chances of interfer-
ence. For each experiment, additional control incubations should be performed
in which the drug is incubated with microsomal protein and NADPH in the ab-
sence of the marker substrate to ascertain whether the drug and its metabolites
interfere with the analytical method.

6. Time-Dependent Loss of Cytochrome P450 Enzymes in
Incubations

Preincubation of human liver microsomes with NADPH in the absence of sub-
strate results in a marked loss of P450 enzyme activity (see Figs. 8 and 9). This
loss is attributed to inactivation of P450 enzymes either by activated oxygen or by
microsomal heme oxygenase, both of which are NADPH dependent. Therefore,
appropriate controls are required to compensate for this loss of activity to avoid
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confusing the loss of activity with inhibition of activity. Conversely, incubating
microsomes at 37°C without NADPH leads to inactivation of FMO.

H. Statistical Methods

When inhibition of P450 enzymes is observed, Ki values are calculated via com-
puter software (e.g., GraFit, Erithacus Software Limited, London, UK). The data
is plotted on an Eadie–Hofstee plot (see Fig. 2) for a visual inspection of the
type of inhibition. For determination of Ki values, the entire data set (i.e., rates
at all concentrations of drug at all concentrations of substrate) is fitted to the
Michaelis–Menten equations for competitive, noncompetitive, uncompetitive,
and mixed (competitive–noncompetitive) inhibition (Table 2) by nonlinear re-
gression analysis with simple weighting. The term simple weighting implies that
the weighting applied for nonlinear regression is based on the assumption that
the percentage error associated with each data point is the same. (Alternative
weighting methods should be used if necessitated by the analytical measurement.)
It should be noted that, at times, nonlinear regression lines will not correlate
with the data points depicted on the Eadie–Hofstee plots. This is because the
software (GraFit) attempts to fit all data to a single equation. The goodness of
fit to each equation for competitive, noncompetitive, uncompetitive, and mixed
inhibition is indicated by a lower reduced chi-square value, which provides the
basis for selection of the type of inhibition. A relatively high standard error asso-
ciated with Ki values suggests that the nonlinear regression does not fit the data
very well, and a visual inspection of the Eadie–Hofstee plot may be necessary
to confirm the nature of inhibition. This approach is reliable for calculating Ki

values only when the Ki value lies with the concentration range of inhibitor stud-
ied. Therefore, when extrapolation or interpolation Ki values beyond the concen-
tration range studied are required, these values should be treated as estimates
only.

It is possible to determine if the nonlinear regression lines for two different
types of inhibition (e.g., competitive versus noncompetitive) are statistically sig-
nificantly different from each other. However, if such robust determination of
the type of inhibition is required, then additional concentrations of drug and the
marker substrate should be studied. This is typically not necessary or required,
because, as discussed later, the methods used for extrapolation of the in vitro Ki

value to the clinical potential for inhibition have been simplified such that they
are independent of the nature of the inhibition. A circular argument can be made
that since the Ki value is dependent on the type of inhibition, it is important to
ascertain unequivocally the mechanism of inhibition. The largest difference in
Ki value is obtained between competitive and noncompetitive inhibitors. For ex-
ample, if 10 µM drug causes 50% inhibition at a substrate concentration equal
to Km, the Ki value for competitive inhibition will be 5 µM and that for noncom-
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petitive inhibition will be 10 µM. Depending on the application of the data, it
may or may not be important to determine the Ki value with a high degree of
accuracy. Of course, the discussion of an ‘‘accurate’’ determination of the Ki

value must involve percent binding of the drug to microsomal protein, and there-
fore the determination should be based on the free concentration of the drug.
Other factors, such as metabolic stability of the drug and the marker substrate,
should be considered as well. For applications where the Ki value is more than
10 times the ‘‘free’’ plasma concentration of the drug, the nuances related to
accuracy of the Ki determination are probably not relevant.

1. Estimation of the Minimum Ki Value When No Inhibition
is Observed

When little or no concentration-dependent inhibition is observed, a minimum Ki

value can be assigned to the drug as follows. Assuming that the inhibition is
competitive and that there is up to 10% experimental error in determination of
initial enzymatic rates (v) at the highest inhibitor concentration, then:

v � v � 0.1v

In other words, the rate, v, can range from 0.9v to 1.1v (�10% variation). Based
on the conservative assumption that the observation of 0.9v (10% inhibition) at
the highest concentration of drug (e.g., 100 µM) and the lowest concentration of
substrate, (e.g., Km/2; note that at Km/2, v � Vmax/3) is masked by experimental
error, the estimated minimum Ki value can be calculated from equations shown
in Table 2 as follows:

Estimated minimum Ki �
0.9v[100]Km

3v[0.5Km] � 0.9v(Km � 0.5Km) (1)

� 600 µM

Therefore, based on the conservative assumption that 10% inhibition of P450
activity by 100 µM drug at a substrate concentration equal to Km/2 could have
been masked by experimental error, the Ki value for drug as an inhibitor of that
P450 enzyme could be as low as 600 µM (six times the highest concentration
studied).

I. In Vitro to In Vivo Extrapolations

1. Calculation of Fractional Inhibition by ‘‘Reversible’’ or
Direct Inhibitors

The predicted fractional inhibition, i, of the metabolism of a drug by a P450
inhibitor may be calculated from the following equations [4,88]:
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For noncompetitive inhibition:

i �
[I ]

[I ] � Ki

(2)

For competitive inhibition:

i �
[I ]

[I ] � Ki(1 � [S]/Km)
(3)

For uncompetitive inhibition:

i �
[I ]

[I ] � Ki(1 � Km/[S])
(4)

In these equations, [I] is the ‘‘free’’ plasma concentration of the inhibitor in
humans, Ki is the inhibition constant of the inhibitor for the human P450 enzyme
in question, Km is the Michaelis constant for the metabolism of the drug by the
P450 enzyme in question, and [S] is the plasma or ‘‘free’’ hepatic concentration
of the drug. When the concentration of substrate is substantially less than Km,
the [S]/Km term tends to zero and, conversely, Km/[S] tends to infinity (∞). Under
this condition, Eq. (3) simplifies to Eq. (2), and Eq. (4) tends to zero. Therefore,
taking a conservative approach, the fractional inhibition (i) of metabolism of
drugs by a P450 inhibitor can be calculated from Eq. (2) for competitive and
noncompetitive inhibition. For this same reason, the fractional inhibition by
mixed (competitive and noncompetitive) inhibitors can be determined from Eq.
(2). However, for uncompetitive inhibitors (where the inhibition increases as the
substrate concentration increases), Km/[S] tends to infinity and i tends to zero. In
other words, uncompetitive inhibitors are clinically relevant only when the
plasma concentration of the drug in question approaches (or exceeds) Km for a
given reaction and the plasma concentration of the inhibitor approaches (or ex-
ceeds) its Ki value for a given P450 enzyme. (There are no known clinically
relevant drug interactions that have been attributed to uncompetitive inhibition
of P450 enzymes.)

2. Predicted Inhibition by Metabolism-Dependent
‘‘Irreversible’’ Inhibitors

The potential for metabolism-dependent inhibitors to cause clinically significant
drug interactions is dependent on the amount of cytochrome P450 inactivated,
which is a function of the amount of drug consumed, the amount of drug con-
verted to the inhibitory metabolite, and the amount of new cytochrome P450
synthesized between drug treatments. Erythromycin and ethinylestradiol are both
metabolism-dependent inhibitors of CYP3A4, which is the most abundant P450
enzyme in human liver microsomes [89–92]. However, these two drugs differ
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Table 5 Prediction of Clinical Significance of Metabolism-Dependent ‘‘Irreversible’’
or ‘‘Quasi-Irreversible’’ Inhibition of CYP3A4/5 by Erythromycin and Gestodene
Using In Vitro Data Enzymes

Parameter Erythromycin Gestodene

Dose 2,700 µmol/day 0.25 µmol/day
Average total hepatic CYP3A4a 1,000 nmola 1,000 nmola

Partition ratiob 0.01 (assumption) 0.12
% metabolized by CYP3A4c 100% (assumption) 100% (assumption)
Amount of CYP3A4 inactivated/day 27 µmol/day 0.019 µmol/day
% CYP3A4 inactivated/dayd 2700% 3%
Turnover half-life of P450e 24 hr 24 hr

a Average total CYP3A4 in human liver estimated to be 1000 nmol [89,93].
b Partition ratio is the number of molecules of P450 inactivated/number of molecules of inhibitor

metabolized by the pathway that leads to inactivation. For erythromycin the partition ratio was
deduced (with some assumptions) [48,141], whereas for gestodene the partition ratio has been exper-
imentally determined [93].

c Amount of CYP3A4 inactivated/day � partition ratio � dose.
d % CYP3A4 inactivated/day � (Amount of CYP3A4 inactivated/day) � 100/(Average total hepatic

CYP3A4 content).
e Turnover half-life of P450 enzyme is estimated to be approximately 24 hr based on work done in

rats [142,143].

markedly in their potential to inactivate CYP3A4 under clinically relevant condi-
tions because of marked differences in dosage regimen. The recommended dose
of erythromycin is 2 g/day (2,700 µmol/day), compared with 75 µg/day for ges-
todene (0.25 µmol/day). Although the two drugs may differ in the degree to
which they are converted to inhibitory metabolites (i.e., although they may have
different partition ratios), it is clear that the �1,000-fold difference in dose likely
explains why recommended daily doses of erythromycin causes clinically sig-
nificant inhibition of CYP3A4, whereas gestodene and related contraceptive ste-
roids do not [93,94]. This extrapolation is summarized in Table 5 and discussed
in detail elsewhere in this book (see Chap. 10).

III. IDENTIFICATION OF P450 ENZYMES INVOLVED IN A
GIVEN REACTION: REACTION PHENOTYPING

Reaction phenotyping (also known as enzyme mapping) is the process of identi-
fying the P450 enzyme(s) responsible for a given reaction. Although the experi-
mental approaches described here are specifically for P450 enzymes, similar ap-
proaches can be used for other enzyme systems. Important distinctions must be
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made between identifying the P450 enzyme involved in a given reaction and
evaluating a drug for its ability to inhibit P450 enzymes. As stated in the previous
section, if a drug is metabolized by a P450 enzyme, it will inhibit that P450
enzyme, depending on the affinity of the drug for the enzyme. However, the
converse is not true. In other words, a drug is not necessarily metabolized by a
given P450 enzyme just because it inhibits that P450 enzyme. For example, al-
though quinidine, terbinafine, and celecoxib are potent inhibitors of CYP2D6,
they are metabolized by other P450 enzymes [30,31,36,37]. Additionally, reac-
tion phenotyping serves to predict the effect of polymorphisms, environmental
factors, and other drugs on the overall metabolism and elimination of the drug
of interest. (P450 inhibition studies predict the effect of the drug of interest on
the overall metabolism and elimination of other drugs.) This is the reason why
both types of studies must be performed independently in order to predict the
potential for drug–drug interactions.

If a drug is metabolized by a polymorphic P450 enzyme (such as CYP2D6),
the pharmacokinetics of the drug will be determined by the expression of that
enzyme. In some instances, reaction phenotyping serves to predict (or explain)
the failure of drug therapy in a certain population. For example, codeine must
be metabolized by CYP2D6 to morphine, the active metabolite, before an analge-
sic effect is observed. This means that CYP2D6 poor metabolizers fail to convert
sufficient codeine to morphine to observe the desired therapeutic effect. Similarly,
it was speculated that proguanil, an antimalarial prodrug, which is metabolized
by CYP2C19 to its active metabolite, cycloguanil, would be ineffective in
CYP2C19 poor metabolizers [95]. This is especially notable because CYP2C19
is not expressed in up to 71% of certain populations, such as, the Vanuatu islands
in Melanesia, a region where malaria is quite prevalent [95]. However, recent
work performed by Kaneko et al. [96,97] suggest that, although Vanuatu
CYP2C19 poor metabolizers exhibit reduced conversion of proguanil to cyclogu-
anil, the therapeutic efficacy of proguanil for malaria is not compromised com-
pared with their CYP2C19 extensive metabolizer counterparts. This is presum-
ably due to the higher resistance of Vanuatu to malaria and/or the formation of
other metabolites of proguanil that may be pharmacologically active. Neverthe-
less, the potential clearly exists for poor metabolizers to fail to convert prodrugs
to their pharmacologically active metabolites.

A. Multiple Approaches for Reaction Phenotyping

Several approaches are available for reaction phenotyping [1,2], and these include
the following:

1. Correlation analysis of the metabolism of the drug with the sample-
to-sample variation in P450 enzyme activity
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2. Chemical and antibody inhibition of the metabolism of the drug
3. Metabolism of the drug by recombinant P450 enzymes

Each approach has advantages and disadvantages, and a combination of
approaches is usually required to identify which human P450 enzyme is responsi-
ble for metabolizing a xenobiotic. It should be emphasized that reaction pheno-
typing in vitro is not always carried out with pharmacologically or toxicologically
relevant substrate concentrations; hence, the P450 enzyme that appears responsi-
ble for biotransforming the drug in vitro may not be the P450 enzyme responsible
for biotransforming the drug in vivo. Furthermore, the identification of P450
enzymes involved in a given reaction may have little or no clinical significance
if that reaction is not the rate-limiting step in the overall clearance of that drug
[26,76,98–106]. Each approach is briefly described next; the details of the experi-
mental design are provided in the succeeding sections.

Correlation analysis involves measuring the rate of xenobiotic metabolism
by several samples of human liver microsomes and correlating reaction
rates with the variation in the level or activity of the individual P450
enzymes in the same microsomal samples.

Chemical and antibody inhibition involves an evaluation of the effects of
known P450 enzyme inhibitors or inhibitory antibodies on the metabo-
lism of a xenobiotic by human liver microsomes. This approach to reac-
tion phenotyping can be accomplished with a single sample of human
liver microsomes and is usually carried out with a pooled sample.

Biotransformation by cDNA-expressed human P450 enzymes can establish
whether a particular P450 enzyme can or cannot biotransform a xenobi-
otic, but it does not readily address whether that P450 enzyme contributes
substantially to reactions catalyzed by human liver microsomes. How-
ever, the utility of cDNA-expressed human P450 enzymes in the reaction
phenotyping can be significantly increased by determining the intrinsic
clearance (Vmax/Km) of a drug by each enzyme and predicting the role
these enzymes may play in human liver microsomes.

B. Stepwise Method for Reaction Phenotyping

To identify which P450 enzyme or enzymes are primarily responsible for metabo-
lizing a particular xenobiotic, the xenobiotic (hereafter called Drug X) is incu-
bated with each of the individual or pooled human liver microsomal samples or
with recombinant P450 enzymes (preferably at a pharmacologically relevant drug
concentration and under initial-rate conditions [i.e., under conditions where me-
tabolite formation or substrate disappearance is directly proportional to incuba-
tion time and microsomal protein concentration and the percentage metabolism
of the substrate does not exceed 20%]). These experiments are preceded by a
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series of experiments to establish incubation conditions and analytical methods
suitable for reaction phenotyping.

Step 1. Development of the Analytical Procedure and
Evaluation of Its Suitability

A procedure must be developed to measure the rate of formation of metabolites
of the drug. This invariably involves chromatographic separation of the analytes
by HPLC followed by a variety of detection techniques, such as UV-VIS, ra-
diomatic, fluorimetric, or MS/MS. Methods that have been developed for the
analysis of the parent drug in formulations and in stability testing are often unsuit-
able, because they are not designed to separate the parent drug from the metabo-
lites, although they do provide a good starting point. The metabolites can be
generated by incubating the parent drug with a pool of human liver microsomes
in the presence of NADPH or an NADPH-generating system. A rather high con-
centration of microsomal protein (1–2 mg/mL) and drug (1–100 µM) and long
incubation times (30–120 min) are initially employed for this preliminary experi-
ment to maximize the detection of all possible metabolites.

Briefly, liver microsomes (e.g., 1 mg/mL) are incubated at 37 � 1°C in 0.5-
ml incubation mixtures (final volume) containing potassium phosphate buffer
(50 mM, pH 7.4), MgCl2 (5 mM), EDTA (1 mM), and the drug (e.g., 1,
10, 100 µM) with and without an NADPH-generating system, at the final
concentrations indicated. The NADPH-generating system consists of NADP
(1 mM), glucose-6-phosphate (5 mM), and glucose-6-phosphate dehydroge-
nase (1 unit/mL). If it is sufficiently water soluble, the drug is added to the
incubation mixtures in water. Otherwise, the drug is added to each incubation
in PEG400, methanol, DMSO, or another suitable organic solvent (such that
the concentration of the vehicle does not exceed 1%; 0.2% in the case of
DMSO). Reactions are started by the addition of the NADPH-generating sys-
tem or by the addition of the drug, and stopped after 30 min by the addition
of a stop reagent (e.g., organic solvent, acid, or base). Zero-time, zero-pro-
tein, and zero-substrate incubations serve as blanks. Precipitated protein is
removed by centrifugation (400–2,500 g for 5–15 min at 5–15°C), and an
aliquot (up to 200 µL) of the supernatant fraction is analyzed by HPLC.

The profile of the metabolites in the HPLC chromatogram of an incubated
sample is compared with blanks or zero-time incubations. These incubation mix-
tures are used for developing the appropriate HPLC separation and detection
techniques.

At this point, it is highly desirable (although not absolutely necessary) to
establish the identity of the metabolites by traditional spectrometric techniques.
The metabolite identification is important to predict the enzyme system involved
in a given reaction. For example, if a metabolite is formed by N-oxidation or S-
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oxygenation, both FMO and P450 would need to be considered potential contrib-
utors to this reaction. Alternatively, if a metabolite is a hydrolysis product of the
parent drug, it points to involvement of carboxylesterases, especially if the reac-
tion does not require NADPH. More importantly, the identity of the metabolite
can establish whether it is a primary or secondary metabolite. The methodology
for reaction phenotyping described here is not suitable for studying the pathways
involved in the formation of secondary metabolites. In most cases, it is only
necessary to focus on the major and primary metabolites of the parent drug, for
which it may be necessary to fine-tune the HPLC method.

Once an analytical HPLC method is established, it is then necessary to
evaluate its suitability using traditional procedures, which are beyond the scope
of this chapter. The desired criteria for evaluating method suitability include de-
termination of limits (lower and upper) of quantification, inter- and intraday preci-
sion, specificity of the method, and linearity of the calibration curves [107]. The
evaluation of method suitability must be performed in the presence of the repre-
sentative biological matrix that will be used in reaction phenotyping. The matrix
of choice is a pool of human liver microsomes. It is not feasible to repeat the
suitability evaluation when the biological matrix changes slightly. For example,
a switch from the pool of human liver microsomes to individual human liver
microsomal samples, dog liver microsomal samples, or recombinant P450 en-
zymes does not necessitate that the suitability of the method be reevaluated. Ap-
propriate controls can be included with individual experiments to establish that
the method is suitable for the slightly different biological matrix.

Step 2. Effect of Time and Protein

Step 2 establishes if the metabolite formation is proportional to incubation time
and protein concentration, which in turn will help determine whether the metabo-
lites of the drug are primary metabolites (no lag in formation) or secondary me-
tabolites (lag in formation). For example, dextromethorphan is O-demethylated
to dextrorphan by CYP2D6 and N-demethylated to 3-methoxymorphinan by
CYP2B6 and CYP3A4 [108–110]. Both dextrorphan and 3-methoxymorphinan
are N-demethylated and O-demethylated, respectively, resulting in the formation
of 3-hydroxymorphinan. In vitro formation of 3-hydroxymorphinan is always
preceded by formation of dextrorphan or 3-methoxymorphinan and exhibits a
time lag in its formation (unpublished results).

The experimental design for evaluating the effect of incubation time and
protein concentration on metabolite formation is often influenced by the results
of the experiments described previously, but the overall design will remain essen-
tially the same. The drug (e.g., 1, 10, and 100 µM) is incubated with three concen-
trations of human liver microsomes (e.g., 0.125, 0.5, and 2.0 mg protein/mL)
for a fixed time period (e.g., 0, 15 min). Additionally, the drug (e.g., 1, 10, and
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100 µM) is incubated with a single concentrations of human liver microsomes
(e.g., 0.5 mg protein/mL) for multiple time periods (e.g., 0, 5, 10, 15, 20, 30,
45, 60 min). In addition to human liver microsomes and the drug, the incubation
mixtures contain 50 mM potassium phosphate (50 mM, pH 7.4), MgCl2 (3 mM),
EDTA (1 mM), and an NADPH-generating system (1 mM NADP, 5 mM glucose-
6-phosphate, and 1 unit/mL glucose-6-phosphate dehydrogenase). The remaining
procedure is identical to that described previously.

If incubating as much as 100 µM drug with liver microsomal protein for
120 min in the presence of NADPH results in no detectable formation of metabo-
lites, and if incubating as little as 1 µM drug with liver microsomal protein for
120 min in the presence of NADPH results in no detectable loss of parent com-
pound, it is usually safe to assume that the drug is minimally metabolized by
cytochrome P450 and/or FMO, unless other compelling data (such as in vivo
pharmacokinetic data) is available that strongly suggests involvement of these
enzymes.

It is unlikely that the formation of a metabolite would be proportional to
protein concentration and incubation time at all three concentrations of substrate
examined; however, appropriate ranges of protein concentration and incubation
time become evident. If the percentage metabolism of substrate does not exceed
20%, it is pragmatic to expect a doubling of metabolite formation when the incu-
bation time is doubled, but this doubling is not always observed when the protein
concentration is doubled. This is because, as the microsomal protein concentra-
tion increases, the bound fraction of the substrate increases, which results in a
lowering of the free concentration of the substrate and a lowering of the initial
rate of reaction [56].

Step 3. Determination of Kinetic Constants (Km and Vmax)

If the ultimate goal is to use in vitro intrinsic clearance data (Vmax/Km) to predict
in vivo clearances via a given enzymatic pathway, it is important to design this
experiment very carefully. If kinetic parameters are determined with the individ-
ual samples of human liver microsomes, it will generally be found that Vmax values
vary enormously from one sample to the next, whereas Km values remain rela-
tively constant. The sample-to-sample variability in the Vmax values in a bank of
human liver microsomes is related directly to the specific content of the given
enzyme in the microsomal sample. However, the Km value (the concentration of
the substrate at which the reaction proceeds at one-half the maximum velocity)
should not be influenced by the specific content (although it may be if those
samples with high Vmax value result in overmetabolism of the substrate such that
initial-rate conditions are not observed). For example, if the levels of a particular
P450 enzyme vary 20-fold in a bank of human liver microsomes, then Vmax values
for a reaction catalyzed by that particular P450 enzyme would also be expected
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to vary 20-fold. However, Km values would be expected to remain constant from
one sample to the next because Km is an intrinsic property of an enzyme and, as
such, is not dependent on the amount of enzyme present. (A simple analogy will
serve to underscore this point. Freezing point is an intrinsic property of liquids.
Water, for example, freezes at 0°C, and it does so regardless of the amount of
water being frozen, for which reason ice cubes and icebergs freeze at the same
temperature.)

Although Km values would be expected to be constant, there are reports of
Km varying from one sample to the next. When Km is found to increase with Vmax,
it is more than likely that the metabolism of the substrate was not determined
under initial-rate conditions. Therefore, sample-to-sample variation in Km values,
particularly when such variation coincides with the variation in Vmax values, is
usually an experimental artifact. For example, coumarin 7-hydroxylation is cata-
lyzed by CYP2A6 in human liver microsomes; we observed little sample-to-
sample variability in the Km for coumarin 7-hydroxylation, which was approxi-
mately 0.5 µM regardless of whether the microsomal samples had high or low
levels of CYP2A6 [50,111]. However, it should be noted that great care was
taken to measure initial rates of coumarin 7-hydroxylation. The percentage of
substrate converted to 7-hydroxycoumarin in our studies ranged from less than
1% to about 15%. We suspect that reports of higher Km values for the 7-hydroxyl-
ation of coumarin by human liver microsomes, such as a Km of 10 µM reported
by Yamazaki et al. [112], stem from excessive metabolism of the substrate such
that reaction rates did not reflect initial velocities.

The experiment designed to evaluate the effect of incubation time and pro-
tein concentration on the formation of metabolites (Step 2) provides the prelimi-
nary data necessary to select a range of substrate concentrations and experimental
conditions to determine Km and Vmax for the metabolism of the drug by human
liver microsomes. A crude estimation of the Km can be obtained from the three
concentration points used in Step 2, provided the rate data represents initial reac-
tion velocities. A range of substrate concentrations (0.1–10Km) is usually suffi-
cient; however, this may have to be expanded if the kinetic constants for forma-
tion of more than one metabolite are to be determined or if two kinetically distinct
enzymes are involved in metabolite formation. The kinetic constants (Km and
Vmax) for a given reaction are determined with a pool of human liver microsomes
from several individuals.

Typically, the pool of human liver microsomes (e.g., 10–100 µg) are incu-
bated in duplicate for a specified time period (e.g., 5–30 min) at 37 � 1°C
in 1-ml (final volume) incubation mixtures containing potassium phosphate
buffer (50 mM, pH 7.4), MgCl2 (3 mM), EDTA (1 mM), NADP (1 mM),
glucose-6-phosphate (5 mM), glucose-6-phosphate dehydrogenase (1 unit/
ml), drug (0.1Km, 0.2Km, 0.3Km, 0.4Km, 0.5Km, 0.6Km, 0.7Km, 0.8Km, 0.9Km,
Km, 1.25Km, 1.6Km, 2Km, 4Km, 7Km, and 10Km, where Km is the crude estimate
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obtained from data generated in Step 2) at the final concentrations indicated.
For all substrate concentrations, the rate of reaction is measured under initial-
rate conditions; that is, the product formation is directly proportional to pro-
tein concentration and incubation time and the percentage metabolism of the
substrate does not exceed 20%. Initial-rate conditions are achieved by vary-
ing the incubation time or the protein concentration.

Note that, in some cases where the solubility of the drug is limiting, it may
difficult to achieve concentrations equal to multiples of Km. Alternatively, it may
be impractical to study concentrations equal to fractions of Km because of the
low sensitivity limits of detecting metabolites.

Data was plotted on an Eadie–Hofstee plot, and the kinetic constants were
calculated with computer software, such as GraFit (Version 4.0, Erithacus Soft-
ware Limited, London, UK), using nonlinear regression analysis with simple
weighting, unless otherwise indicated (see Fig. 12). The term simple weighting
implies that the weighting applied for nonlinear regression is based on the as-
sumption that the percent error associated with each data point is the same. It
should be noted that, at times, nonlinear regression lines do not appear to correlate
with the data points depicted on the Eadie–Hofstee plots. This is because the
computer software attempts to fit all data to a single equation. A relatively high
standard error associated with Km values suggests that the nonlinear regression
did not fit the data very well. When extrapolation or interpolation Km values
beyond the concentration range studied are required, the Km values should be
treated as estimates only. If the standard error associated with the Km value is large
(�25%) and/or if the Km value falls outside the range of substrate concentrations
studied, it is prudent to repeat this experiment using the most recently determined
Km as an initial estimate.

Alternatively, the Eadie–Hofstee plot may suggest involvement of two or
more kinetically distinct enzymes, in which case the data should be fit into a
dual-enzyme model given by the following equation:

v total � v1 � v2 �
Vmax1

⋅ [S]

Km1
� [S]

�
Vmax2

⋅ [S]

Km2
� [S]

(5)

where v total is the overall rate of metabolite formation at substrate [S], Vmax1
and

Vmax2
are the maximal velocities of the reaction and Km1

and Km2
are the Michaelis

constants for enzyme 1 and enzyme 2, respectively. Since the high-Km enzyme
(i.e., Km2

) most likely has a negligible contribution toward V total at low substrate
concentrations (this range of [S] can be selected by a visual inspection of the
Eadie–Hofstee plot; Fig. 13), it can be assumed that v total � v1; the data is plotted
on an Eadie–Hofstee plot to obtain Km1

and Vmax1
. Subsequently, v2 (which equals

v total � v1) is calculated, and the data is plotted on an Eadie–Hofstee plot to obtain
Km2

and Vmax2
. As a rule of thumb, only data points for which v2 � 0.2v total should
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Figure 12 Examples of enzyme kinetic plots used for determination of Km and Vmax for
a normal and an allosteric enzyme: Direct plot ([Substrate] versus initial rate of product
formation) and various transformations of the direct plot (i.e., Eadie–Hofstee, Linew-
eaver–Burk, and/or Hill plots) are depicted for an enzyme exhibiting traditional Michae-
lis–Menten kinetics (coumarin 7-hydroxylation by CYP2A6) and one exhibiting allosteric
substrate activation (testosterone 6β-hydroxylation by CYP3A4/5). The latter exhibits an
S-shaped direct plot and a ‘‘hook’’-shaped Eadie–Hofstee plot; such plots are frequently
observed with CYP3A4 substrates. Km and Vmax are Michaelis–Menten kinetic constants
for enzymes. K′ is a constant that incorporates the interaction with the two (or more)
binding sites but that is not equal to the substrate concentration that results in half-maximal
velocity, and the symbol ‘‘n’’ (the Hill coefficient) theoretically refers to the number of
binding sites. See Sec. III.B.3 for additional details.

be included in the latter determinations, because the experimental error associated
with determination of v total can give highly erroneous values for v2.

Simply because a reaction fits the single-enzyme model well and gives a
straight line on an Eadie–Hofstee plot, it cannot be concluded that only a single
enzyme participates in the reaction, although this is one possibility. Two enzymes
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Figure 13 Depictions of a reaction catalyzed by two kinetically distinct enzymes: The
effect of substrate concentration on the O-deethylation of 7-ethoxy-4-trifluoromethyl-
coumarin (7-EFC) in a pool of human liver microsomes is depicted to illustrate the method
used to determine the kinetic constants when two enzymes are involved in the same reac-
tion (unpublished results). The 7-EFC O-dealkylation is catalyzed by CYP2B6 (high Km)
and CYP1A2 (low Km). Note that the direct plot (left) does not effectively indicate that
two enzymes might be involved in a given reaction. However, this is readily achieved by
a concave-appearing Eadie–Hofstee plot (middle graph). The kinetic constants (Km and
Vmax) of the high-affinity (low-Km) enzyme, CYP1A2, are determined using the initial
rates observed at low substrate concentrations (solid line in the middle graph). Then the
contribution of the low-Km enzyme, CYP1A2, is subtracted using Eq. (5) and the kinetic
constants for the high-Km enzyme, CYP2B6, determined (dotted line in the middle graph).
The theoretical contributions of the individual enzymes, CYP1A2 and CYP2B6, in 7-EFC
O-dealkylation at various concentrations of 7-EFC are shown (right). It is evident that the
relative contribution of the high-Km enzyme increases (and that of the low-Km enzyme
decreases) as the substrate concentration is increased.

with similar Km values toward the same substrate have frequently been observed,
and these will result in an Eadie–Hofstee plot consistent with single-enzyme
kinetics. Applying the dual-enzyme model for such situations will not help; in-
stead, reaction-phenotyping data must be used to tease out the role of the two
enzymes. Some cytochrome P450 enzymes (CYP2B6 and CYP3A4) have been
shown to exhibit kinetics consistent with allosteric interaction of the substrate
with the enzyme, which is also known as substrate activation [17,19,113,114].
These result in an S-shaped [Substrate] versus rate curve and a ‘‘hook’’-shaped
Eadie–Hofstee plot. When allosteric interactions are observed, the Hill equation
and a Hill plot can be used to calculate kinetic constants [19,22,23] (Fig. 12).
The Hill equation is [19]:

v �
Vmax ⋅ [S]n

K ′ � [S]n
(6)
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where K′ is a constant that incorporates the interaction with the two (or more)
binding sites but that is not equal to the substrate concentration that results in
half-maximal velocity, and the symbol ‘‘n’’ (the Hill coefficient) theoretically
refers to the number of binding sites. When ‘‘n’’ is greater than 1, it indicates
positive cooperativity; when ‘‘n’’ is less than 1, it indicates negative cooperativity
[19]. It should be noted that ‘‘n’’ need not be an integer. For instance, if a Hill
coefficient of 2 were observed, it would indicate that there are two catalytically
active binding sites, whereas a Hill coefficient of 1.3 would indicate that there
are two binding sites and that only one is catalytically active while the other
activates the reaction by the catalytically active site.

Step 4. Role of FMO and Cytochrome P450 in the Metabolism
of the Drug

The knowledge of the structural features of the parent compound and the metabo-
lite are useful in predicting whether or not a given reaction can be catalyzed by
FMO. Flavin-containing monooxygenates tend to catalyze N-oxidation and S-
oxidation reactions but never C-oxidation reactions. On the other hand, P450s
tend to catalyze C-oxidation and S-oxidation reactions and only some N-oxidation
reactions. Therefore, if the reaction in question is an S-oxidation or N-oxidation,
it is advisable to determine the relative contribution of FMO and P450. Cyto-
chrome P450 enzymes can be inhibited by the detergent Emulgen 911 and by a
nonselective P450 enzyme inhibitor, 1-benzylimidazole. Although there are no
selective inhibitors of FMO, this enzyme can be inactivated by heating micro-
somes in the absence of NADPH to 50°C for 1 min. Under these conditions, the
loss of cytochrome P450 is minimal compared with that of FMO activity. Finally,
FMO-3, the predominant form of human FMO [82], is now commercially avail-
able as a recombinant enzyme. This enzyme preparation may be used to ascertain
whether FMO-3 is capable of catalyzing a given reaction.

Briefly, human liver microsomes are incubated at 37 � 1°C in 1-ml incuba-
tion mixtures (final volume) containing potassium phosphate buffer (50 mM,
pH 7.4), MgCl2 (3 mM), EDTA (1 mM), the drug, and an NADPH-generating
system in the presence or absence of 1-benzylimidazole (100–1000 µM) or
Emulgen 911 (final concentration 1% v/v). The concentration of microsomal
protein and the drug and the incubation time are based on the results of exper-
iments outlined previously. Reactions are started by the addition of the
NADPH-generating system, which consists of NADP (1 mM), glucose-6-
phosphate (5 mM), and glucose-6-phosphate dehydrogenase (1 unit/mL), at
the final concentrations indicated. Metabolite formation is determined by
HPLC, as outlined previously.

Heat inactivation of microsomal FMO may be carried out by the
method of Poulsen et al. [115]. A concentrated suspension of microsomes
(10 mg/mL) in 100 mM potassium phosphate buffer (pH 7.4) containing 200
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µM butylated hydroxytoluene is rapidly heated to 50°C and maintained at
50°C for 1 min, immediately after which the tubes are chilled in ice. This
procedure results in 20–30% loss of cytochrome P450 and complete inactiva-
tion of FMO [116]. These microsomes are used for studying the metabolism
of the drug, as described earlier.

Some procedures for preparing human liver microsomes result in consider-
able loss of FMO activity [117]. In addition, FMO activity can be lost when liver
microsomes are incubated at 37°C in the absence of NADPH [118]. This is be-
cause FMO is extremely susceptible to heat degradation, especially in the absence
of NADPH. It is for this reason that we advise against preincubating reaction
mixtures to 37°C in the absence of NADPH before initiating a reaction. Another
important experimental consideration regarding FMO enzymes is that they cannot
be inhibited by polyclonal antibodies, even though these antibodies recognize
FMO on a Western immunoblot.

Step 5. Correlation Analysis: Sample-to-Sample Variation in
the Metabolism of the Drug

For this step, the drug is incubated with a bank of human liver microsomes to
determine interindividual differences in metabolite formation. The experimental
conditions for examining the in vitro metabolism of the drug by this bank of
human liver microsomes are based on the results from experiments described in
Step 3 (i.e., experiments designed to establish the Km and Vmax). The metabolism
of the drug by human liver microsomes is examined with a low, pharmacologi-
cally relevant concentration of the drug. This is at times not possible when the
plasma concentration of the drug is submicromolar, because the formation of
metabolite at low substrate concentrations is very difficult. It may also be neces-
sary to study the sample-to-sample variation under several substrate concentra-
tions.

This experiment is carried out with a bank of human liver microsomes (e.g.,
n � 16) that has been analyzed to determine the sample-to-sample variation in
the activity of several P450 enzymes (namely, CYP1A2, CYP2A6, CYP2B6,
CYP2C8, CYP2C9, CYP2C19, CYP2D6, CYP2E1, CYP3A4/5, and CYP4A9/
11) [119]. Such banks of human liver microsomes are commercially available
as kits (e.g., reaction phenotyping kit), and the manufacturers provide data on
individual P450 enzyme activity in each sample. Caution: it is important to select
a bank of human liver microsomes (kit) in which the P450 enzyme activities do
not correlate with each other. In other words, the independent variables (marker
P450 enzyme activities supplied with the kits) must exhibit independent correla-
tions. Differences in the rates of formation of the drug metabolites are compared
with the sample-to-sample variation in the activities of P450 enzymes shown in
Table 3 and Figure 14. This is done by simple regression analysis (r2 � regression
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Figure 14 Sample-to-sample variation in activity of P450 enzymes in a bank of human liver microsomes: Data accompanying the Reaction
Phenotyping Kit available through Xeno Tech, LLC. Dotted line represents activity in pooled human liver microsomal samples.
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coefficient or coefficient of determination) or by Pearson’s product moment cor-
relation analysis (r � correlation coefficient), where the marker P450 enzyme
activity is the independent variable and the rate of formation drug metabolite is
the dependent variable. The latter determination also provides statistical signifi-
cance of the relationships. However, the statistical significance should be treated
cautiously, because as the sample size increases and as the number of P450s
increase, it is quite common to get statistically significant correlations by chance
alone. For example, 7-ethoxy-4-trifluoromethylcoumarin O-dealkylation is pri-
marily catalyzed by CYP2B6, and therefore this activity correlates highly with
S-mephenytoin N-demethylase (CYP2B6) activity in human liver microsomes
but not with any other P450 activity (Fig. 15).

Additionally, the significant correlations should always be confirmed with
a visual inspection of the graph. There are two hallmark characteristics of a mis-
leadingly high correlation coefficient: (1) the regression line has a high inter-
cept, and/or (2) there is an outlying data point that is skewing the correlation
analysis (see Fig. 16). Also note that the latter can cause otherwise well-correlated
data to skew the analysis toward a low correlation coefficient; this is quite
common when the immunoreactive protein is used as the independent variable.
This is because allelic variants of a P450 enzyme (which have lowered enzyme
activity) often have the same cross-reactivity with the wild-type forms of the
enzyme.

When two (or more) P450 enzymes significantly participate in the metabo-
lism of a drug at pharmacologically relevant concentrations, the identity of the
enzymes involved can be assessed by multivariate regression analysis [120]. This
approach is successful when the participation of both enzymes is significant. For
example, on average, if CYP3A4 is primarily (�90%) responsible for the metab-
olism of a drug and CYP1A2 is a minor contributor (�10%), a high correlation
will be observed with CYP3A4 but not with CYP1A2. It is unlikely that the
application of multivariate regression analysis will be helpful in such a case.
Conversely, however, on average, if the contributions of CYP3A4:CYP1A2 were
60:40, the multivariate regression analysis would readily identify the hidden re-
gressor. The graphical representation of this approach is illustrated in Figure 17,
where multivariate correlation analysis successfully revealed that both CYP1A2
and CYP2B6 significantly contribute toward the formation of 7-ethoxy-4-triflu-
oromethyl coumarin O-demethylase activity.

If two kinetically distinct enzymes are involved in a given reaction, the
sample-to-sample variation experiments may be performed at multiple concentra-
tions to identify the enzyme that is more relevant at a given substrate concentra-
tions. For example, the 5-hydroxylation of lansoprazole is catalyzed by two P450
enzymes, CYP3A4 and CYP2C19 [121]. At high substrate concentrations (�100
µM), the 5-hydroxylation of lansoprazole by human liver microsomes is domi-
nated by CYP3A4, a low-affinity, high-capacity enzyme. However, at pharmaco-
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Figure 15 Correlation analysis of the sample-to-sample variation in 7-ethoxy-4-trifluoromethyl coumarin (7-EFC) O-dealkylase activity in a
bank of human liver microsomes with marker P450 activities: The O-dealkylation of 7-EFC was determined in 16 human liver microsomal samples
by a fluorometric method [144]. The sample-to-sample variation in 7-EFC O-dealkylase activity was correlated with the sample-to-sample variation
in various P450 enzyme activities shown in Figure 14. r � Pearson’s product moment correlation coefficient. The highest correlation was observed
with CYP2B6, which is misleading, because this reaction is substantially catalyzed also by CYP1A2. (Note also the y-axis intercept on the graph
showing high correlation of 7-EFC O-dealkylase activity with S-mephenytoin 4′-hydroxylase activity.)
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Figure 16 Common pitfalls in correlation analysis: All graphs and the corresponding
fit are based on theoretical data. An outlier microsomal sample, which is very high in
several P450 enzyme activities, can yield a high correlation coefficient (top). Similarly,
a high correlation coefficient is obtained with a high y-axis intercept, which suggests that
the sample-to-sample variation in the drug reaction of interest cannot be explained solely
by the sample-to-sample variation in a given P450 enzyme activity (bottom).
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Figure 17 Multivariate correlation analysis of sample-to-sample variation in 7-ethoxy-
4-trifluoromethyl (7-EFC) coumarin O-dealkylase activity in a bank of human liver micro-
somes with CYP2B6 and CYP1A2 activity: The sample-to-sample variation in the 7-EFC
O-dealkylation in a bank of human liver microsomes was correlated with S-mephenytoin
N-demethylase (CYP2B6) and 7-ethoxyresorufin O-dealkylase (CYP1A2) activities
(pmol/mg/min) by multivariate regression analysis. The regression coefficient of 7-EFC
O-dealkylase activity improved from 0.939 (for CYP2B6 alone) to 0.999 when CYP1A2
activity was included in the analysis. Note that all points fall on the 3-dimensional plane
best described by a combination of both CYP1A2 and CYP2B6 activity and that the bot-
tom-left corner of the plane is very close to zero for 7-EFC O-dealkylase activity. This
is in contrast to the positive y-axis intercept observed in Figure 15.

logically relevant concentrations (�1 µM), the 5-hydroxylation of lansoprazole
is catalyzed primarily by CYP2C19, as it is in vivo. In the study by Pearce et
al. [121], the correlation of CYP2C19 activity with lansoprazole 5-hydroxylation
improved dramatically when the substrate concentration was lowered from 125
to 1 µM and, conversely, the correlation of the same activity with CYP3A4 pro-
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Figure 18 Relationship between the rates of S-mephenytoin 4′-hydroxylation
(CYP2C19) or testosterone 6β-hydroxylation (CYP3A4/5) and the rates of lansoprazole
5-hydroxylation and lansoprazole sulfoxidation by human liver microsomes at substrate
concentrations varying from 1 to 125 µM: Human liver microsomes were incubated with
lansoprazole (1–125 µM) in the presence of an NADPH-generating system. The rates of
lanoprazole 5-hydroxylation were compared with the rates of S-mephenytoin 4′-hydroxyl-
ation (a marker for CYP2C19 activity) or testosterone 6β-hydroxylation (a marker for
CYP3A4/5 activity). Note that the correlation of CYP2C19 activity with lansoprazole 5-
hydroxylation improved dramatically when the substrate concentration was lowered from
125 to 1 µM and, conversely, the correlation of the same activity with CYP3A4 progres-
sively worsened. This is because, at low lansoprazole concentrations, lansoprazole 5-hy-
droxylation is catalyzed primarily by CYP2C19, but the contribution of CYP3A4/5 pre-
dominates at high concentrations of lansoprazole. In contrast, the correlation of
lansoprazole sulfoxidation with CYP2C19 was poor, and that with CYP3A4/5 was good,
regardless of lansoprazole concentration. This is because CYP3A4/5 is the primary en-
zyme responsible for lansoprazole sulfoxidation in human liver microsomes.

gressively worsened (Fig. 18). Similarly, oxidative bioactivation of halothane is
catalyzed by CYP2E1 at low substrate concentrations, but at high concentrations
CYP2E1 is inhibited by halothane, and the role of other enzymes becomes more
prominent [122].

Finally, as described in the next section, it is possible to selectively inhibit a
P450 enzyme (preferably with a metabolism-dependent ‘‘irreversible’’ or ‘‘quasi-
irreversible’’ inhibitor or a selective inhibitory antibody) [123–125]. Therefore,
studying the metabolism of the drug in a bank of human liver microsomes in
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the absence and presence of the inhibitor can establish the identity (and the
relative contribution) of the enzymes involved. For example, the O-dealkylation
of 7-ethoxy-4-trifluoromethylcoumarin (7-EFC) is catalyzed primarily by
CYP2B6, but with significant contributions from CYP1A2. (CYP1A2 is the
high-affinity but low-capacity enzyme for this reaction, and CYP2B6 is the
low-affinity but high-capacity enzyme). A correlation analysis of uninhibited
rates of 7-EFC O-dealkylation in a bank of human liver microsomes revealed
a high correlation with CYP2B6 but not with CYP1A2 (Fig. 19). When this
same reaction was conducted with a bank of human liver microsomes in
which CYP1A2 had been inhibited by furafylline, the activity remaining re-
vealed an almost perfect correlation with CYP2B6, and the inhibited activity
revealed a high correlation with CYP1A2 (Fig. 19). A similar approach impli-
cated CYP3A4 and CYP2D6 in the conversion of loratidine to desloratidine
[125].

Step 6. Chemical and Antibody Inhibition

Experiments outlined in Step 5 will likely provide information on which human
P450 enzyme or enzymes are responsible for metabolizing the drug. The postu-
lated role of a particular P450 enzyme in the metabolism of the drug can be
verified by inhibiting the reaction with chemicals or antibodies known to inhibit
that enzyme. Human liver microsomes pooled from several individuals are used
for these studies. As stated previously for correlation analysis, chemical inhibition
experiments are conducted at the pharmacologically relevant concentration of the
drug or at the lowest possible concentration of the drug at which metabolite for-
mation can be reasonably detected. One or more of the inhibitors shown in Table
3 are used to preferentially inhibit certain P450 enzymes. For example, inhibition
of 7-ethoxy-4-trifluoromethyl coumarin O-dealkylase activity in a pool of human
liver microsomes by chemical inhibitors of human P450 enzymes is shown in
Figure 20.

It is important to know the selectivity of the inhibitors and the appropriate
concentration of the inhibitors for various P450 enzymes before applying them.
For example, ketoconazole is a potent inhibitor of human CYP3A4/5 (Ki � 20
nM) but is capable of inhibiting several P450 enzymes (Ki in µMolar range)
[19,126]. Additionally, an estimate of the metabolic stability of the inhibitors
should be available. For example, coumarin is a selective substrate of CYP2A6
(Km � 0.5 µM) [50,111]; therefore, it should be a good competitive inhibitor of
this enzyme. However, in practice, coumarin is a poor inhibitor because it is so
rapidly metabolized under typical microsomal incubation conditions. Finally, if
the drug reaction is catalyzed with a very high affinity, the concentration of a
competitive inhibitor must be increased accordingly. A good rule of thumb is to
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Figure 19 Correlation analysis of the sample-to-sample variation in 7-ethoxy-4-triflu-
oromethyl coumarin (7-EFC) O-dealkylase activity in a bank of human liver microsomes
with CYP2B6 and CYP1A2 activity in the absence or presence of 5 µM furafylline: A
bank of 16 human liver microsomal samples were preincubated with an NADPH-generat-
ing system in the absence or presence of furafylline (10 µM) for 10 min at 37°C. The
microsomal samples were then diluted 10-fold into an incubation containing the marker
substrate, 7-EFC, and the 7-EFC O-dealkylation activity was determined. The 7-EFC O-
dealkylase activity was correlated with 7-ethoxyresorufin O-dealkylase (CYP1A2) and S-
mephenytoin N-demethylase (CYP2B6) activities in the absence of furafylline (a metabo-
lism-dependent CYP1A2 inhibitor). The 7-EFC O-dealkylase activity remaining in the
presence of furafylline and the activity inhibited by furafylline were also correlated with
CYP1A2 and CYP2B6 activities. Note that the correlation with CYP2B6 improved from
0.960 to 0.988 in the presence of furafylline, whereas 7-EFC O-dealkylase activity inhib-
ited by furafylline was well correlated with CYP1A2 activity (r � 0.829) but not with
CYP2B6 activity (r � 0.471).
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Figure 20 Inhibition of 7-ethoxy-4-trifluoromethyl coumarin (7-EFC) O-dealkylase ac-
tivity in a pool of human liver microsomes by selective chemical inhibitors of P450 en-
zymes and polyclonal antibodies: The O-dealkylation of 7-EFC by a pool of human liver
microsomes was studied in the presence of α-naphthoflavone (CYP1A2 inhibitor) or or-
phenadrine (CYP2B6 inhibitor). Similarly, 7-EFC O-dealkylation was determined in the
presence of selective inhibitory polyclonal antibodies against CYP1A, CYP2B, and
CYP3A enzymes. The data shows that both CYP1A2 and CYP2B6 significantly contribute
to this reaction.

use multiples (1, 2, 5, and 10) of the lowest inhibitor concentration, which is
calculated by the following equation:

Lowest [Inhibitor] �
[Drug] � Ki (inhibitor)

Km (Drug)

(7)

where [Drug] is the concentration of the drug at which the experiment will be
performed, Ki is the inhibition constant of the inhibitor for a given enzyme, and
Km is the Michaelis constant of the drug reaction determined in Step 3. For exam-
ple, if the lowest concentration of the inhibitor were calculated to be 1 µM, then
the concentrations of inhibitor applied may be 1, 2, 5, and 10 µM. It is imperative
to study several inhibitor concentrations to ensure that the inhibition is concentra-
tion dependent. (Note: Equation (7) does not apply for noncompetitive inhibitors.)

There are a couple of practical problems associated with the use of chemical
inhibitors: (1) They may interfere with the chromatographic analysis of the me-
tabolite of interest, and (2) they are often dissolved in organic solvents [50,83–
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86], which tend to be inhibit some P450 enzymes. Selection of water-soluble
inhibitors and/or studying appropriate solvent controls helps in interpretation of
the data.

Since the selectivity of some inhibitors is questionable [17,19,50,84,126–
131], selective inhibitory polyclonal, monoclonal, or antipeptide antibodies
against individual P450 enzymes are the best reagents for inhibiting a drug reac-
tion [132,133]. The inhibition observed is noncompetitive and is therefore inde-
pendent of the substrate concentration. However, a large antibody-to-microsomes
ratio is often required to achieve marked inhibition, which can increase the cost of
such experiments. Additionally, selective inhibitory antibodies are commercially
available only for selected P450s; therefore, the role of some but not all enzymes
can be evaluated by this approach. For example, inhibition of 7-ethoxy-4-triflu-
oromethyl coumarin O-dealkylase activity in a pool of human liver microsomes
by inhibitory antibodies is shown in Figure 20.

Step 7. cDNA-Expressed Human P450 Enzymes

Several human P450 enzymes have been cloned and expressed individually in
various cell lines. Microsomes from these cells, which contain a single human
P450 enzyme, are commercially available. The recombinant P450 enzymes differ
in their catalytic competency, and they are not expressed in cells at concentrations
that reflect their levels in human liver microsomes. Therefore, a simple evaluation
of metabolism by a bank of recombinant P450 enzymes (such as the one shown
in Fig. 21) does not establish the extent to which a P450 enzyme contributes to
the metabolism of a particular drug, only that a particular P450 enzyme can
metabolize that drug. Also, the recombinant P450 enzymes are expressed with
additional NADPH-cytochrome P450 reductase such that there is at least an order
of magnitude difference in the P450-to-reductase ratio in recombinant P450 en-
zymes versus native human liver microsomes. This makes it difficult to interpret
the results obtained with recombinant enzymes. To circumvent this issue, a useful
tool has been recently summarized by Rodrigues [90]: The kinetic constants (Km

and Vmax) for each enzyme are experimentally determined. Only those enzymes
that are implicated in the metabolism of the drug (from the results of Steps 5
and 6) are selected for this determination. (It is impractical to determine the
kinetic constants for all recombinant P450 enzymes.)

Care must be taken in the determination of kinetic constants, as described
previously in Step 3, and the methodology is very similar to those described
previously. The Vmax (expressed as pmol product formed/min/pmol of P450) ob-
tained with the recombinant P450 is multiplied by the specific content (expressed
as average pmol P450/mg of human liver microsomes) of that P450 in native
human liver microsomes [89–92,134], which gives the predicted Vmax in an aver-
age (or a pooled) sampled of human liver microsomes. The predicted Vmax is
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Figure 21 7-Ethoxy-4-trifluoromethyl coumarin (7-EFC) O-dealkylation by a bank of
recombinant human P450 enzymes: The O-dealkylation of 7-EFC was studied in a bank
of recombinant human P450 enzymes from Gentest (Woburn, MA). The data shows that,
in addition to CYP1A2 and CYP2B6, CYP1A1 and CYP2E1 have the capacity to catalyze
this reaction. The contribution of CYP1A1 is expected to be minimal, because this enzyme
is not expressed at detectable levels in human liver. In contrast, the contribution of
CYP2E1 may have been underestimated because O-dealkylation of 7-EFC was studied
in the presence of 0.5% DMSO, and CYP2E1 is potently inhibited by DMSO.

divided by the Km value determined with the recombinant P450 enzyme to give
the predicted intrinsic clearance in human liver microsomes, which indicates the
rate at which each P450 will clear the drug when [substrate] �� Km. The sum
total of the predicted clearance by each individual P450 enzyme should be similar
to the experimentally determined intrinsic clearance value with a pool of human
liver microsomes (Step 3). If this is not the case, then one or more of the major
contributing P450 enzymes must have been excluded from the analysis. The pre-
dicted percentage contribution of each P450 enzyme can then be easily calculated.
(This method is illustrated in Table 6.) The limitation of this approach is that
the turnover numbers in recombinant enzymes can at times be affected by the
presence or absence of cytochrome b5 and the amount of NADPH-cytochrome
P450 reductase [19,61], and hence they are different from what would be ob-
served in human liver microsomes.

An alternative approach is to determine a ‘‘relative activity factor,’’ which
is a measure of catalytic activity of a known marker substrate reaction in human
liver microsomes (expressed as pmol/min/mg protein) versus a given recombi-
nant enzyme (also expressed as pmol/min/mg) [58,135]. The relative activity
factor is then multiplied by the observed rates of the P450 reaction in question
in a bank of recombinant P450 enzymes to give predicted rates in human liver
microsomes. This approach has not been fully validated. For example, it would
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Table 6 Predicting Relative Contribution of CYP1A2 and CYP3A4 Toward a Reaction in an Average Human Liver Microsomal
(HLM) Sample Based on Theoretical Kinetic Data from Recombinant Enzymes

Observed kinetic constants by
Predictedrecombinant P450 enzyme

Predicted Vmax intrinsic
Vmax Km Specific contenta in HLMb clearancec Percent

Microsomes (pmol/min/pmol P450) (µM) (pmol P450/mg HLM) (pmol/min/mg HLM) (CLin) contributiond

Recombinant CYP1A2 10 1 45 450 450 70%
Recombinant CYP3A4 10 10 96 960 96.0 14%

a Specific content: From Ref. 89.
b Predicted Vmax: Observed Vmax � Specific content.
c Predicted intrinsic clearance: Predicted Vmax/Observed Km.
d Percent contribution: (CLin of one enzyme/CLin of all enzymes) � 100.
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be important to establish whether the relative activity factor remains constant
for several marker substrate reactions catalyzed by the same P450 enzymes. A
limitation of this approach, if it were to be validated, is that the relative activity
factor must be empirically determined for each lot of recombinant P450 enzyme
and pooled human liver microsomes in the same laboratory. Additionally, the
presence of allelic variants and enzymes that cannot be easily distinguished based
on marker substrate reaction (e.g., CYP3A4 and CYP3A5) in human liver micro-
somes complicate the use of relative activity factors.

C. Potential Pitfalls with Approaches for Reaction
Phenotyping

The potential pitfalls associated with each step in reaction phenotyping were
addressed earlier (see Sec. III.B). There are additional potential pitfalls in reaction
phenotyping that do not apply simply to any one approach, but apply to all of
the experimental approaches to identifying which P450 enzyme is primarily re-
sponsible for metabolizing a drug. The two most common errors follow.

1. The metabolism of the substrate (drug) is not measured under initial-
rate conditions: Prior to initiating reaction phenotyping, a pool of hu-
man liver microsomes should always be used to establish initial-rate
conditions (i.e., conditions under which metabolite formation is pro-
portional to protein concentration and incubation time), and total sub-
strate consumed should be less than 20%. Whenever possible, the
amount of substrate consumed during the reaction should be less than
10% in order to measure initial rates of metabolite formation.

2. The metabolism of the substrate (drug) is not measured at pharmaco-
logically relevant concentrations: Even if a Km value is determined
appropriately (i.e., at appropriate substrate concentrations and under
initial-rate conditions), it should not be used as a basis for selecting
the concentration of substrate for reaction phenotyping studies unless
such concentrations are pharmacologically relevant. Selecting a sub-
strate concentration for reaction phenotyping based on Km values is
also problematic when the substrate is converted to two metabolites
with different Km values. Reaction phenotyping should be conducted,
whenever possible, with pharmacologically relevant concentrations of
drugs. When reaction phenotyping is carried out with high (nonphar-
macologically relevant) substrate concentrations, the P450 enzyme that
appears to be responsible for metabolizing the drug in vitro may not
be the P450 enzyme responsible for metabolizing the drug in vivo. This
important principle is illustrated in a study of lansoprazole metabolism.
Pearce et al. [121] demonstrated that the 5-hydroxylation of lansopra-
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zole can be catalyzed by two P450 enzymes, CYP3A4 and CYP2C19.
At high substrate concentrations, the 5-hydroxylation of lansoprazole
by human liver microsomes is dominated by CYP3A4, a low-affinity,
high-capacity enzyme. However, at pharmacologically relevant con-
centrations, the 5-hydroxylation of lansoprazole is catalyzed primarily
by CYP2C19, as it is in vivo. In the study by Pearce et al. [121], the
contribution of CYP2C19 to lansoprazole 5-hydroxylation by human
liver microsomes became increasingly important as the substrate con-
centration was decreased and, conversely, the contribution of CYP3A4
progressively declined. Such trends are particularly useful when it is
difficult to estimate a pharmacologically relevant substrate concentra-
tion or when it is difficult to conduct experiments at pharmacologically
relevant concentrations for analytical reasons (i.e., low analytical sensi-
tivity). Such trends allow results obtained at relatively high substrate
concentrations to be extrapolated to lower, pharmacologically relevant
concentrations.

3. If a drug is converted to several metabolites, the temptation is to pheno-
type all of the reactions. This is necessary when all of the metabolites
are formed in vivo or are important from a pharmacological or toxico-
logical viewpoint. The Km and Vmax experiment should give a clear
indication of the major pathways by which the drug is metabolized,
and the minor pathways should be ignored for most practical purposes.
Additionally, the minor metabolites tend to be secondary metabolites
(i.e., they are metabolites of metabolites), in which case, the principles
described here can be easily compromised. If a secondary metabolic
pathway must be characterized, it is best to use the metabolite of the
parent drug as the substrate and repeat Steps 1 through 7.

The inherent limitations of in vitro studies should also be kept in mind.
Metabolites may be formed in vivo but not in vitro, or they may be formed in
one in vitro system but not in another. Although a lot has been done to character-
ize these systems, it is important to remember that the results generated from in
vitro systems must be extrapolated with caution to the in vivo situation.

D. In Vitro to In Vivo Extrapolation of Reaction
Phenotyping Data

Information on which P450 enzyme is primarily responsible for metabolizing a
drug is useful for explaining or predicting pharmacokinetic variability, which
may occur when a drug is metabolized by a polymorphically expressed P450
enzyme. Additionally, reaction phenotyping is useful for explaining or predicting
certain drug interactions, which may occur with concomitantly administered
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drugs. For example, if a drug were found to be metabolized primarily by
CYP3A4, it would point to the possibility that the rate of metabolism of the drug
might be increased by rifampin and other drugs that induce this P450 enzyme.
Conversely, a prediction can be made that the rate of metabolism of the drug
might be decreased by ketoconazole and other drugs that inhibit CYP3A4. Conse-
quently, rifampin and related inducers might diminish the therapeutic effect of a
drug that is metabolized by CYP3A4, whereas ketoconazole and related inhibitors
might enhance the pharmacologic and toxic effects of the drug.

IV. TIMING OF IN VITRO DRUG INTERACTION STUDIES

Like most phases of drug development, the sequence of studies required to estab-
lish that a potential drug (new chemical entity, drug) is therapeutically efficacious
and safe differs from one pharmaceutical company to the next and from one drug
to the next. When reaction phenotyping should be carried out will depend on
such factors as the chemical structure of the drug, its intended clinical application,
its potential for coadministration with other drugs, and problems associated with
structurally related drugs or preapproved drugs in the same therapeutic class.
Many pharmaceutical companies evaluate the interaction of drugs with human
P450 enzymes, either as substrates or inhibitors, as part of their criteria for select-
ing drug candidates.

At what stage of drug development should studies be conducted to identify
the enzymes responsible for the metabolism of drugs or to evaluate the potential
for drugs to inhibit the drug-metabolizing enzymes? What is an acceptable experi-
mental design and/or endpoint? The answers to such questions depend on the
number of new chemical entities (drugs) available for a given application, the
history of the class of drug, the structural features of the drug, and the intended
use of the drugs.
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I. INTRODUCTION

The most preferred route of administration for low-molecular-weight conven-
tional drugs is oral administration. Among the important questions that must be
asked in the course of drug development is how well the compound is orally
absorbed and what factors affect this parameter. The intestine is far from a passive
barrier to drug absorption as was once thought. The intestine contains several
elements that can affect oral absorption and ultimately oral bioavailability. Some
of the more important and well-documented factors include the micro-environ-
ment (e.g., pH) present at the intestinal surface, the anatomical and physiological
state of the intestine, intestinal metabolism, specificity for endogenous transport
systems, and specificity for efflux pumps, namely, P-glycoprotein (P-gp), whose
existence in the gastrointestinal tract has been well established [1]. The impor-
tance of P-gp as a biochemical barrier has been recognized only recently. Since
the recognition of its role in limiting the oral absorption of certain drugs [2–7],
P-gp has emerged as an important determinant of the oral bioavailability of drug
molecules. In this chapter, the structure and function of P-gp are reviewed, with
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a specific emphasis on its role in all aspects of drug disposition, i.e., absorption,
distribution, metabolism, and excretion. Also described are in vitro and in vivo
models for studying this biochemical barrier.

P-gp was initially discovered by Juliano and Ling as a transmembrane pro-
tein that was overexpressed in Chinese hamster ovary cells treated with various
chemotherapeutic agents that had become resistant to these cytotoxic drugs [8,9].
In several cancerous tissues, overexpression of this protein is often associated
with conferring the multidrug-resistance (MDR) phenotype that involves the re-
moval of a variety of structurally unrelated compounds from within cells. The
discovery of P-gp can certainly be considered a milestone in biomedical science.
This finding has helped scientists elucidate one of the more active mechanisms
involved in the multidrug-resistance phenotypes so often seen in refractory can-
cers. More recently, it has been recognized that P-gp is constituively expressed
in many normal tissues, namely, epithelial and endothelial barrier tissues, where
it provides a biochemical mechanism to modulate the trafficking of endogenous
compounds and xenobiotics across these barriers.

Extensive studies have been carried out to further understand the structure
and function of P-gp. These include isolation of its isoforms from human, mouse,
rat, hamster, and pig; identification of its tissue specific expression; elucidation
of protein structure; recognition of its physiological function and impacts on clini-
cal drug therapy; validation of laboratory assays to determine its activity; and
development of various in vitro and in vivo models to demonstrate P-gp based
drug–drug interactions. It is currently thought that P-gp’s primary physiological
role involves the protection of the cell from foreign cytotoxic compounds. The
substrate specificity of P-gp is quite broad: It mediates secretion of steroid hor-
mones, blocks intestinal absorption and brain entry of foreign compounds, accel-
erates elimination of xenobiotics, and extrudes toxins out of cells [1,10,11]. Thus,
it should not be difficult to understand that P-gp affects drug absorption, distribu-
tion, metabolism, and excretion; this, in turn could lead to unexpected changes
in exposure to therapeutic agents and their efficacy and/or toxicity. In this chap-
ter, we will expand on the role played by P-gp in altering drug disposition, with
particular emphasis on the methodologies used to assess it (see also Chap. 5).

II. P-GLYCOPROTEIN AND RELATED TRANSPORTERS

A. Nomenclature

Genetic analysis has revealed the existence of multiple mammalian MDR genes
[12]. Members of the MDR gene family can be divided into three classes (Table
1) based on the sequence homology [13]. In humans, the genes are denoted
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Table 1 Nomenclature and Function of Mammalian P-Glycoprotein Gene Family

Species Member Function Refs.

Human MDR1 (ABCB1)a Multidrug resistance 14,15
MDR2/3 (ABCB4)a Phosphatidylcholine translocation 16,17

Mouse mdr3 (mdr1a) Multidrug resistance 18–20,26
mdr1 (mdr1b) Multidrug resistance
mdr2 Phosphatidylcholine translocation

Rat mdr3 Multidrug resistance 27
mdr1 Multidrug resistance 21
mdr2 Phosphatidylcholine translocation

Hamster pgp1 Multidrug resistance 12,13,22,227
pgp2 Multidrug resistance
pgp3 Phosphatidylcholine translocation

a In the new nomenclature system, human MDR1 and MDR2/3 are named ABCB1 and ABCB4,
respectively. Readers are referred to the following web site: http:/ /www.gene.ucl.ac.uk/users/
hester/abc.html.

MDR1 (class I) [14,15] and MDR3 (class III) [16,17]. In mice, the genes are
denoted mdr3 (mdr1a, class I), mdr1 (mdr1b, class II), and mdr2 (class III) [18–
20]. In rats, the genes are denoted as mdr3 (class I), mdr1 (class II), and mdr2
(class III) [21]. In hamsters, these genes are named pgp1 (class I), pgp2 (class
II), and pgp3 (class III) [13,22]. In pigs, five members of the P-gp superfamily
have been identified: four class I genes and one class III gene [23].

It has been shown experimentally that only the class I and class II (human
MDR1, rodent mdr3 and mdr1) confer the multidrug-resistance phenotypes
[15,18,20,24,25]. The human MDR3 and rodent mdr2 genes encode a protein
expressed in the bile canalicular membrane that translocates phosphatidylcholine
from the inner to the outer leaflet of this membrane [26,27]. In this chapter,
only the gene products conferring the multidrug-resistance phenotype will be
discussed, because these proteins are implicated in drug disposition.

B. Expression In Vivo

P-gp is constituively expressed in nearly all barrier tissues. Techniques involving
Northern blots [28] or Western blots with monocolonal antibodies such as C219
[29] and MRK 16 [30] have been used extensively to determine the tissue distri-
bution of P-gp. It is highly expressed in adrenal cortex [1], kidney, liver, intestine,
and pancreas [29,31,32], endothelial cells at blood–tissue barriers, namely, the
central nervous system, the testis, and the papillary dermis [29,33,34]. P-Glyco-
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protein displays specific subcellular localization in epithelial cells with a polar-
ized excretion or absorption function. More specifically, P-gp is found at the
apical canalicular surface of hepatocytes, in the apical membrane of the columnar
epithelial cells of colon and intestine [1], and at the apical brush border of the
renal proximal tubule epithelium [35].

C. Expression In Vitro

Expression of P-gp has been demonstrated in some cell lines, such as Caco-2
[36–38], Madine–Darby canine kidney (MDCK) cells [39–41], and LS180/
AD50 cells [42]. There are some reports that P-gp expression in the cell lines
can be induced with chemicals such as vinblastine [38], reserpine, rifampicin,
and many others [42]. Overexpression of P-gp has frequently been observed in
certain untreated tumors, derived from tissues known to normally express P-gp
at a high level. P-gp overexpression has not been observed in all tumors though;
for example, P-gp was not detected in breast carcinomas, endometrial carcinoma,
or melanoma derived from tissues known not to express P-gp [29].

D. Physiological Functions

The tissue-specific expression and cellular localization of P-gp has provided some
insight regarding its physiological function and roles in pharmacology. Several
likely physiological functions of P-gp have been postulated by Borst and Schinkel
[43], Borst and associates [44], and Lum and Gosland [45]: (1) P-gp protects
against the entry of exogenous toxins ingested with food, evidenced by expression
in small intestine, colon, and blood–tissue barrier sites. It extrudes toxic com-
pounds from the central nervous system and testis [33,34]. The literature is replete
with examples of P-gp-mediated efflux from barrier-forming cells. (2) P-gp ex-
cretes toxins or metabolites, as evidenced by its expression in liver canalicular
membrane and kidney; for example, rat liver canalicular membrane vesicles ac-
tively transport daunomycin [46]. Recently, evidence has been presented to show
how P-gp-mediated efflux can make the intestine an important organ of drug
elimination [5–7]. (3) P-gp transports steroid hormones; P-gp is expressed in
adrenal gland, and it was demonstrated that it transports cortisol, corticosterone,
and aldosterone [10]. (4) P-gp extrudes polypeptides, as seen by the ability of
P-gp to efflux cyclosporin A and tacrolimus [47,48]. (5) It activates endogenous
chloride channel activity. P-gp itself is not a volume-sensitive chloride channel;
however, P-gp has been shown to play an indirect role in chloride channel activa-
tion. It also enhances the ability of cells to down-regulate their volume through
modulation of volume sensitivity of the chloride channel in a manner independent
of its ATPase activity [49,50].
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E. P-Glycoprotein–Related Transporters

1. Multidrug Resistance–Associated Proteins (MRPs)

In addition to P-gp, MDR–associated protein (MRP) plays an important role in
multidrug resistance of cancer therapy, and affects the behavior of other drug
substrates. MRP1 is a member of a relatively large protein family consisting of
at least six members—MRP1, MRP2, MRP3, MRP4, MRP5, and MRP6
[51,52]—each with diverse specificities, structure, and function. MRP2, also
called canalicular membrane organic anion transporter (cMOAT), is highly ex-
pressed in canalicular membrane and plays a critical role in biliary excretion of
organic anionic compounds [51–55]. MRP1 consists of 1531 amino acid residues,
with a molecular weight of 190 kDa. Like P-gp, MRP1 is glycosylated posttrans-
lationally (at two sites, versus one site seen for P-gp), and thus the actual molecu-
lar weights are greater than those predicted from the primary sequences of amino
acid residues. The amino acid sequences for P-gp and MRP1 show only 15%
similarity [11]. Other differences in their protein structure include different num-
bers of transmembrane segments (12 for MDR1 and 17 for MRP1) and different
orientation of their N-termini [see Table 2 for comparison of P-gp (MDR1) and
MRP1].

The differential expression of MDR1 and MRP1 in various tissues suggests
that they may have different physiological functions and that they play different
roles in the pharmacology and toxicology of their substrates. P-gp is expressed
in the apical membranes of certain normal human tissue cells and in tumor cells,
as described earlier. Pharmacologically, P-gp plays a role in preventing intestinal
drug absorption and brain entry, and in eliminating drugs by excretion into bile
and urine. MRP1 is extensively expressed in lung (bronchial epithelia), bladder,
spleen, and testes (haploid spermatid), but to a lesser extent in kidney, stomach,
liver, and colon [56–58]. Unlike P-gp, MRP1 is localized to the basolateral mem-
branes of cells [59].

Both P-gp and MRP1 exhibit broad but different spectrums of substrate
specificity. Generally speaking, P-gp transports hydrophobic compounds and
MRP1 effluxes hydrophilic chemicals. For example, P-gp transports hydrophobic
molecules that often possess a positive charge, a nitrogen group, and an aromatic
group; whereas MRP1 has been shown to transport heavy metal oxyanions, gluta-
thione conjugates, glucuronide conjugates, and sulfate conjugates (the reader is
cautioned that these are very general characteristics of P-gp and MRP1 substrates,
and numerous deviations exist in each case). Despite their very different substrate
selectivity, they do exhibit some overlap in their activity toward some substrates.
As listed in Table 2, verapamil, cyclosporin A, doxorubicin, vincristine, and ta-
moxifen are examples of substrates that can be readily effluxed by both MDR1
and MRP1.
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Table 2 Comparison of Human MDR1 Gene Product and MRP1

MDR1 MRP1

Family members MDR1 and MDR3 MRP1, MRP2, MRP3,
MRP4, MRP5, MRP6

Protein Chemistry
Amino acid residues 1,280 1,531
Molecular weight (kDa) �170 �190
Glycosylation sites 1 2
Transmembrane seg- 12 17

ments
Extracellular N-terminus No Yes

Molecular Biology
Locus on chromosome 7q21.1 16p13.12–13
Gene expression

In normal tissues Adrenal cortex, liver, kid- High in lung, bladder,
ney, intestine, brain, tes- spleen, thyroid, testes,
tes, placenta, lympho- adrenal gland, low in
cytes kidney, stomach, liver,

colon
In tumor tissues High in colon, renal, and

adrenal carcinomas,
rarely in lung and gastric
carcinomas

Substrates and Inhibitors
Calcium channel block- Yes Yes

ers (verapamil)
Immunosuppressants Yes Yes

(cyclosporin A)
Anthracycline Yes Yes

(doxorubincin)
Vinca alkaloids Yes Yes

(vincristine)
Calmodulin antagonists Yes Yes

(trifluoperazine)
Toxic peptides Yes Yes

(valinomycin)
Steroids (tamoxifen) Yes Yes
Glucuronide conjugates No Yes
Glutathione conjugates No Yes
Sulfate conjugates No Yes
Others

Colchine Yes No
Taxol Yes No
Heavy metal No Yes
oxyanions

Specific inhibitors PSC833, GF120918 Genestein
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2. Sister of P-Glycoprotein (SPGP)

SPGP, a 160-kDa ABC transport protein, is closely related to the P-gp family.
Recent results have suggested that SPGP is the major canalicular bile salt export
pump expressed in mammalian liver [60]. The expression of SPGP (determined
by RT-PCR) is high in the liver, and significant in the brain grey cortex and
large-gut mucosa [61]. Unlike P-gp, SPGP has presently not been detected in the
kidney or the blood–brain barrier [61]. The subcellular distribution of SPGP in
the liver (determined by immunofluoresence and immunogold-labeling experi-
ments) appears to be localized to the canalicular micovilli and to subcanalicular
vesicles [62]. SPGP appears to be important in the biliary secretion of taurocho-
late, taurochenodeoxycholate, tauroursodeoxycholate, glycocholate, and cholate
[62].

Although SPGP is related to P-gp, its substrate specificity is different. The
actions of SPGP on several known P-gp substrates were examined by expressing
SPGP cDNA in LLC-PK1 and MDCKII cells. Cells expressing SPGP displayed
decreased uptake of taurocholate and vinblastine compared to control cells, and
the accelerated efflux of vinblastine was observed in the cells [63]. SPGP has
no effect on the uptake of the P-gp substrates vincristine, daunomycin, paclitaxel,
digoxin, and rhodamine 123, but does efflux calcein acetoxymethyl ester (calcein-
AM) [63]. The transport of calcein-AM via SPGP-mediated efflux was not inhib-
ited by the P-gp inhibitors cyclosporin A or reserpine, but transport was inhibited
by ditekiren (a linear hexapeptide) [63]. The involvement of this protein in drug
transport has only recently been explored, and its role in drug elimination will
become clearer as more studies are performed to address the significance of
SPGP-mediated efflux of drugs.

III. BIOCHEMISTRY OF P-GLYCOPROTEIN

A. Protein Structure and Transport

P-Glycoprotein is as a member of the superfamily of transporters known as ATP
binding cassette transporters, or ABC transporters. To date, more than 200 mem-
brane transporters have been identified as members of the ABC transporter family
[64]. Some of the better-known members of this family include the sodium potas-
sium ATPase, the calcium ATPase, and the outwardly rectifying chloride ion
channel, CFTR [64]. Certainly, as biochemical and molecular biology methods
improve, the list of known ABC transporters is likely to grow even further. All
ABC transporters have a similar architectural plan comprising four major do-
mains: two membrane-bound domains, each with six transmembrane segments,
and two cytosolic ATP–binding motifs, commonly known as the Walker A and
B domains, that bind and hydrolyze ATP (also known as the nucleotide-binding
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Figure 1 Model of human P-glycoprotein derived from sequence analysis. Transmem-
brane domains 5, 6, 11, and 12 are thought to compose the binding site(s). (From Refs.
22, 67.)

domains, or NBDs) (see Fig. 1). All four domains of mammalian P-gp are en-
coded by one gene, as opposed to being constructed from the subunits derived
from several genes [65]. Although attempts to extrapolate the information known
about some of the well-characterized ABC transporters to P-gp have met with
mixed results, some basic elements are conserved for all of these ABC transport-
ers. Indeed, there exists a high degree of homology among many of these trans-
porters, and certain structural features are conserved between highly related mem-
bers of the family (most notably between the NBDs). The most significant
differences come mainly from the substrate-binding region, which will be dis-
cussed in detail later.

The human MDR1 gene product (P-gp) is a protein consisting of 1,280
amino acid residues with a large degree of homology between a carboxy terminal
half and an amino terminal half [14,66]. Each of the homologous halves contains
a hydrophobic membrane–associated domain, consisting of approximately 300
amino acids, and a hydrophilic nucleotide–binding domain, also consisting of
approximately 300 amino acids [66–69]. Chemotherapeutic drugs or chemosen-
sitzers do not inhibit ATP binding, suggesting that separate ATP- and drug-bind-
ing sites exist (see Fig. 1) [66].

P-gp is synthesized as a nonglycosylated precursor with a molecular weight
of 120–140 kDa. The protein is processed to the mature glycosylated form with
a half-life of 1–2 hr in humans and 20–30 min in rodents. The mature form of
P-gp has a molecular size ranging between 160–180 kDa, depending on the cell
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type and species [70,71]. The first extracellular loop of P-gp contains N-linked
carbohydrate moieties that do not appear to be important in protein function or
ATPase activity [70–77]. It has been postulated that the carbohydrate moiety,
rather than participating in P-gp-mediated efflux activity, contributes to the
proper folding and routing of P-gp. It has been further proposed that this glycosyl-
ation may confer stability to the protein as it is transported to the plasma mem-
brane and further stability within the plasma membrane [77]. This hypothesis has
been supported with experiments in which tunicamycin treatment (tunicamycin
prevents posttranslational N-linked glycosylation of proteins) of colon cancer
cells resulted in reduced levels of cell-surface-associated P-gp. These results sug-
gest that glycosylation is important for effective translocation of P-gp to the
plasma membrane [78]. This finding was further supported by mutational analysis
in which one or all of the N-linked glycosylation sites in the first extracellular
loop were deleted. These deletions resulted in unaltered protein activity but less
P-gp expression at the membrane [78].

Functional P-gp is phosphorylated by multiple kinases, including protein
kinase A (PKA), protein kinase C (PKC), and perhaps a serine threonine kinase.
Despite the presence of multiple consensus sites for PKA and PKC phosphoryla-
tion distributed throughout the primary structure of human P-gp, only a cluster
of maximally four serine residues is phosphorylated by kinases. These serine
residues are all located in a central cytosolic linker region that connects the ho-
mologous halves of P-gp [79,80]. Efforts have been made to associate the degree
of phosphorylation with the drug efflux activity, much the way CFTR activity
is regulated by varying degrees of phosphorylation [79]. It has been postulated
that inhibiting phosphorylation would inactivate P-gp and thus reverse the MDR
phenotype it confers. The results of several experiments studying the effects of
phosphorylation of P-gp have been unclear. Indeed, some experiments have
shown that P-gp in different phosphorylation states has different efflux activity;
however, some of the compounds used to inhibit or promote phosphorylation
were shown to upregulate P-gp at the transcriptional and translational levels
[79,80]. Recently, evidence has been presented to refute the claims that phosphor-
ylation state determines efflux activity [81].

Several early hypotheses have suggested that the broad substrate specificity
of P-gp was the result of P-gp’s ability to change physical parameters of the
surrounding medium, such as modifying pH or influencing the osmotic gradient
similar to a chloride ion channel or an ATP channel [64,82,83]. These models
were also used to rationalize the high apparent basal ATPase activity of P-gp.
Whole-cell patch-clamp experiments aimed at following the flux of chloride ions
with human intestinal cells that constitutively expressed P-gp and with those that
did not (expression blocked by treatment with antisense oligonucleotides) have
provided definite evidence that P-gp is not a chloride channel. It was shown that
(1) the magnitude of chloride current activated by osmotic swelling was identical
for both sets of cells, (2) antibodies to P-gp had no effect on chloride channel
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activity, and (3) the P-gp inhibitor verapamil and the P-gp substrates daunomycin
and vincristine did not affect the chloride current [84]. Based on these results,
it was concluded that P-gp itself is not a volume-sensitive chloride channel in
these human small intestinal epithelial cells [84]. Multiple studies have provided
significant evidence that P-gp directly effluxes its substrates in the manner of a
primary ATPase [64]. The most convincing evidence comes from the studies with
acetoxymethyl esters of fluorescent dyes, fluorescently labeled daunorubicin, and
the measurement of structural changes associated with substrate efflux [64,66,85].

Both the N- and C-terminal halves must be present for drug transport to
occur [86]. Further, it has been shown that both halves must be present and acting
in a cooperative manner for optimum activity [86]. Indeed, both halves indepen-
dently show basal ATPase activity, but coupling of drug binding to increased
ATPase activity is observed only when both halves of the protein are expressed
[87].

Several studies have been performed to identify the specific regions in-
volved in drug transport. Based on mutational deletions and insertions, a model
has been proposed by Gottesman et al. in which the transmembrane segments 5,
6, 11, and 12 come together with the two NBDs to form the drug-binding region
[88]. Photoaffinity labeling with azidopine or azidoprazosin shows that the bind-
ing site is located in two regions, TM 5 and 6, and TM 11 and 12 [67,89]. This
hypothesis has also been supported by a mutational analysis done by Loo and
Clark in which two cysteine residues were introduced into transmembrane seg-
ments 6 and 12. It was found that these residues could be oxidatively crosslinked
and that this bonding could be blocked by introduction of verapamil or vinblas-
tine, two classic P-gp substrates. This suggests that TM segments 6 and 12 are
maximally 7 angstroms apart in the tertiary structure of P-gp [64,67,89,90]. Loo
and Clark have also identified important point mutations in transmembrane seg-
ment 6 that affect drug resistance profiles, and a mutation at serine 344 that
results in a complete loss of function [90–92]. A single substitution of serine
with phenylalanine in TM 11 had a significant effect on the substrate specificity
and modulatory effects of verapamil and progesterone [93–95].

The amino acid sequence of transmembrane segments 5, 6, 11, and 12,
which compose the binding pocket (determined with photoaffinity-labeling ex-
periments with azidopine and azidoprazosin) contain several aromatic side chains
shown to be important in binding and transport of substrates [89,96]. P-gp con-
tains a high amount of aromatic amino acids compared to other ABC transporters,
and these residues are highly conserved across species [97]. The presence of
aromatic and hydrophobic amino acid residues in the binding region of P-gp
is thought to comprise a hydrophobic channel that provides binding sites for
hydrophobic molecules with P-gp. This channel reduces the interactions of P-
gp’s hydrophobic substrates with the lipid bilayer, making the transport of these
substrates across the membrane more favorable [68]. Using molecular modeling,
Pagawi et al. [98] have presented evidence to show how aromatic amino acid
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side chains play a role in the binding and transport of drugs by P-gp. These
researchers demonstrated how rhodamine 123 could readily intercalate between
several phenylalanine side chains contained in transmembrane helices 5, 6, 11,
and 12 [98]. They proposed that the transport path followed by P-gp substrates
may involve an internal channel lined by aromatic amino residues facing the
inside of the helices. The compounds may interact with the protein via gaps
between externally oriented aromatic side chains at interfaces between the trans-
membrane helices and the surrounding lipid [98]. The proposed involvement of
several aromatic rich helices (located in the binding region, TMs 5, 6, 11, 12)
in drug binding and transport gives P-gp the conformational flexibility needed
to interact with several chemically unrelated substrates of various sizes and
shapes [97].

These results have led to the most widely accepted current hypothesis,
which states that amino acid residues of both N- and C-terminal halves of P-gp
interact and cooperate to form one major drug interaction pore [68,89]. This
model allows for multiple sites for drug recognition, and rationalizes the finding
that different classes of drugs bind to different, possibly allosterically coupled
regions within P-gp [64,100–102]. Recent evidence has shown that P-gp-medi-
ated efflux activity toward certain compounds can be increased in the presence
of other P-gp substrates, perhaps by some unknown allosteric mechanism. By
using isolated P-gp-containing plasma membrane vesicles from Chinese hamster
ovary cells, the kinetics of transport of rhodamine 123 and Hoechst 33342 were
determined under various conditions. It was found that each substrate stimulated
the transport of the other [103]. Additionally, it was found that colchicine and
quercetin stimulated rhodamine 123 efflux and inhibited Hoechst 33342 transport
[103]. Anthracyclines were found to have the opposite effect, as the P-gp-medi-
ated efflux of Hoechst 33342 was increased in the presence of these compounds,
whereas that of rhodamine 123 was decreased [103]. These results have supported
early reports that a wide range of flavonoids, including quercetin, increased the
P-gp-mediated efflux of adriamycin from HCT-15 colon cells and 7,12-dimethyl-
benz(a)anthracene from breast cancer cells possessing the MDR phenotype
[104,105].

B. Substrate Transport Models

It is becoming increasingly clear that P-gp does not act like a classical transporter;
more specifically, P-gp is not enzyme-like. Transporters that act to aide hydro-
philic molecules in crossing the membrane bilayer bind the substrate like an en-
zyme, which results in a conformational change and the resulting transport activ-
ity of the transmembrane protein. The structural parameters that promote
interactions of the compounds with the binding site of the proteins constitute the
most important factors in determining whether or not a compound may be a
substrate for these types of carriers. P-gp also interacts with its substrates, like
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other ABC transporters; but unlike most transporters that have been studied to
date, P-gp can bind to its substrates while they are associated with the plasma
membrane. By use of fluorescent dye esters it has been shown that P-gp interacts
with its substrates within the plasma membrane, from both the inner and the outer
leaflet. As these dyes cross the membranes, esterases quickly hydrolyze these
compounds to their free acid forms that accumulate in the cytoplasm. Multidrug-
resistance cells showed no accumulation of these dyes in the cytoplasm, clearly
illustrating that P-gp can efflux substrates directly from the membrane [85].
Therefore, the behavior of the compound within the lipid bilayer becomes impor-
tant in determining how P-gp acts to efflux its substrates. Two hypotheses cur-
rently exist to explain this phenomena and to rationalize some of the discrepancies
seen between the efflux action of P-gp and the action of other ABC transporters.
Both hypotheses present new views of transporter action, quite different from
the classical enzyme-like mechanism used to describe several other transporters.

1. Hydrophobic Vacuum Cleaner Model

Higgins and Gottesman have postulated that P-gp acts as a hydrophobic vacuum
cleaner, clearing the plasma membrane of substrates before they enter the cyto-
plasm [67,106]. This hypothesis serves to explain two deviations from the classi-
cal transporter model. First, by acting to remove substrates directly from the
membrane, the primary determinant of substrate specificity is the ability of the
drug to interact with the plasma membrane, and the secondary determinant would
be the ability of the drug to interact with the protein itself. This serves to explain
the broad substrate specificity of P-gp and to explain why nearly all P-gp sub-
strates are lipophilic. The second deviation is often associated with the kinetics
of transport. It is usually quite difficult to correlate the initial rate of drug efflux
with drug concentration in MDR cells. The vacuum cleaner model hypothesizes
that the actual concentration seen by the transporter would not correspond to the
concentration of drug used in the experiment, but actually would depend on both
the ability of the drug to partition into the lipid bilayer as well as the lipid compo-
sition of the membrane [67,106]. Indeed, changes in the membrane fluidity have
been shown to alter the drug transport via P-gp in rat CMV cells [107].

2. Flippase Model

A second widely accepted model builds on the vacuum cleaner model to explain
how P-gp actually translocates substrates. It has been proposed that P-gp acts
like a flippase to ‘‘flip’’ substrates from the inner leaflet to the outer leaflet or
aqueous space [106]. According to this model, the concentration of the substrate
in the outer leaflet and the extracelluar space is in equilibrium. There also exists
an equilibrium between the inner leaflet and the cytoplasm; and finally an equilib-
rium exists between the leaflets of the plasma membrane. The pump would create
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a gradient by flipping the substrate from the inner to the outer leaflet and thus
force the substrate to partition from the outer leaflet into the extracelluar space.

The large degree of homology (75%) seen between the MDR1 and MDR3
gene products has led to the formulation of hypotheses aimed at correlating the
functional activity of these two structurally related proteins [108]. It has been
shown that the MDR3 gene product is able to translocate phosphatidylcholine
from the apical surface of the canalicular membrane into the bile [17]. Recent
studies have shown that like MDR3 P-gp, MDR1 P-gp can also translocate short-
chain derivatives of phospholipids from the inner to the outer leaflet of epithelial
cells [108], and it is quite possible that MDR1 P-gp may translocate drug sub-
strates in a similar manner.

These hypotheses provide a framework for developing a more refined un-
derstanding regarding the mechanism of action of P-gp. It is clear that additional
factors need to be considered to fully understand the interactions between sub-
strates and P-gp as well as the mechanism by which the substrates are pumped
out when they bind to the protein. Given that P-gp effluxes its substrates directly
from the plasma membrane, it is clear that understanding the behavior of drugs
in membranes is critical.

C. Relationship Between P-Glycoprotein, the Membrane
Environment, and the Structure of
Substrates/Inhibitors

It is well established that the substrate specificity of P-gp is quite broad with
respect to both chemical structure and size. The structural diversity of P-gp sub-
strates (and inhibitors) is so broad that it is difficult to define specific structural
features that are required for the substrates/inhibitors of P-gp. However, some
of the properties that are shared by many P-gp substrates include the presence
of a nitrogen group, aromatic moieties, planar domains, large molecular size
(�300), often the presence of a positive charge at physiological pH, amphipathi-
city, and lipophilicity. In attempts to further elucidate the criteria for P-gp efflux,
several researchers have developed structure–activity relationships; this informa-
tion is available in Ref. 109–115.

P-gp functional activity has been shown to be intimately related to both
the chemical composition and the physical state of the membrane. P-gp, reconsti-
tuted into lipid vesicles, displays a dependence on the phospholipid composition
of the vesicles for catalytic activation [97]. It was also shown that the NBDs,
which are thought to reside in the cytoplasm, are also dependent on the phospho-
lipid environment and the resulting phase of the lipid bilayer [97]. Contrary to
other membrane transporters, P-gp binds ATP with higher affinity when the mem-
brane is in the gel state [97]. Furthermore, P-gp also causes the efflux of drugs
more efficiently in gel-phase membranes versus liquid crystalline–phase mem-
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branes [97]. Membrane fluidizers such as benzyl alcohol, chloroform, and diethyl
ether can abolish the ATPase activity of P-gp and thus render the pump ineffec-
tive at removing substrates from the cell [116]. It is known that epithelial cells
have a specialized apical membrane composition that is composed of a 1-to-1
ratio of sphingolipids to cholesterol in the outer leaflet and nearly 1-to-1 ratio of
phosphatidylcholine to cholesterol in the inner leaflet [117]. The presence of the
sphingolipids in the outer leaflet makes the membrane less fluid due to the capac-
ity of these lipids for extensive hydrogen bonding interactions [117]. It is possible
that P-gp requires this specialized membrane environment for optimal activity.
Because the substrates of P-gp interact with it within the membrane, the behavior
of the compounds in the bilayer is as important to the substrate specificity of P-
gp as their interactions with the protein. Multilamellar vesicles (MLV) and large
unilamellar vesicles (LUV) have been used to measure the transbilayer movement
of both MDR-type drugs and modulators [118,119]. Multidrug-resistance-type
drugs were shown to cross these membranes at much lower rates than the MDR
modulators [118]. These modulators act in a competitive manner to occupy P-
gp by crossing the membrane as fast as or faster than efflux can occur [118].
The importance of the membrane environment on substrate specificity has been
clearly illustrated by transfection of P-gp into cells with dissimilar lipid composi-
tion [106]. The relative abilities of P-gp to efflux vinblastine and daunorubicin
are reversed when the efflux pump is transfected in insect cells that have different
membrane compositions than mammalian cells [106].

Surfactants have been used to efficiently inhibit P-gp efflux [120,121].
These compounds could likely inhibit P-gp by some alteration of the membrane
fluidity rather than by interactions with the protein. The change of membrane
fluidity is thought either to increase the permeability of the compound or to alter
the tertiary structure of P-gp (abolishing ATPase activity), making it less effective
at effluxing compounds [116,121]. Presently, the actual mechanism is unclear,
and it is possible that a combination of these effects may be contributing to the
inhibitory activity.

IV. EXPERIMENTAL MODELS

The involvement of P-gp in the absorption and consequent distribution of orally
administered xenobiotics has been extensively studied in in vitro, in situ, and in
vivo models. Some routinely used systems include cultured cell lines, isolated
intestinal segments, everted sacs, and brush border membranes. Organ (brain,
liver, and kidney) perfusion and gene knockout mice have also been used. Each of
these models has certain advantages and disadvantages. A brief description of the
models that have been used to evaluate the role of P-gp in the disposition of drug
molecules follows.
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A. In Vitro Models

1. Caco-2 Cells

Of the many cell types utilized to model drug behavior in the human intestine,
the immortalized human colorectal carcinoma–derived cell line, Caco-2, is the
most widely accepted in vitro model to date. This cell line has demonstrated
several advantages over others that have made it the cell line of choice in both
academia and the pharmaceutical industry [36,122–128]. Perhaps the most attrac-
tive feature of the Caco-2 cell line is the spontaneous differentiation into mature
enterocytes that occurs on porous polycarbonate membranes under normal cultur-
ing conditions. Accompanying this differentiation is the expression of several
biochemical and anatomical features common to normal intestinal enterocytes.
Caco-2 monolayers become polarized and display a well-defined brush border
membrane located in the apical domain. Due to the various enzyme and transport
activities associated with the brush border, the expression of this feature in cell
lines used to model intestinal enterocytes is critical. The brush border contains
several transporters, metabolic enzymes, and efflux pumps, such as P-gp, whose
expression is both stable and functional [2,48,129,130]. The expression of P-gp
has been demonstrated by Western blot analysis and by polarized transport of
P-gp substrates, such as cyclosporin A, that is reversed (i.e., polarity is abolished)
by P-gp inhibitors, such as verapamil [2,36,37,48,130,131].

The function of P-gp in Caco-2 cells has been extensively evaluated with
respect to various methodological factors, such as culture time and passage num-
ber. Western blot analysis demonstrated that P-gp was expressed as early as day
7 of culturing [37]. Experiments with cyclosporin-A transport showed that api-
cal-to-basolateral transport was relatively constant from day 5 of culturing
(treatment with the P-gp inhibitor verapamil significantly increased apical-to-
basolateral permeability, consistent with inhibition of an apically polarized ef-
flux mechanism) [37]. The basolateral-to-apical permeability increased until day
17, at which time this permeability became constant. These results suggest that
the biochemical barrier posed by P-gp is not fully functional until day 17. This
is most likely due to the amount of expression of P-gp per cell and the subse-
quent increase in this number to day 17. Interestingly, P-gp is functional in cyto-
solic vesicles released from the Golgi apparatus, suggesting that the protein does
not need to be incorporated into the apical membrane to be functional [132–
134].

Passage number has also been considered as a variable that may affect the
amount of P-gp present in the apical brush border. Although Caco-2 cells of
lower passage numbers (�22) have been shown to have a shorter doubling time
than those of higher passage number (�72), resulting in an increased number of
cells and, thus, an increased amount of membrane protein [131], several reports
have stated that Caco-2 cells at higher passage numbers (�90) contain signifi-
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cantly more P-gp than those at lower passage numbers. P-gp expression in Caco-
2 cells has been shown to be stable, and this allows relatively accurate comparison
of data from various monolayers as long as they represent a relatively narrow
range of passage numbers.

Expression of specific proteins can be easily induced in Caco-2 cells using
simple culturing techniques. For example, the induction and overexpression of
cytochrome P450 3A4 (CYP3A4) was achieved by culturing the cells with 1α-
25 dihydroxyvitamin D3 beginning at confluence, and this expression was shown
to be dose and duration dependent [135]. Expression of P-gp can also be easily
induced in the Caco-2 cell line by culturing with vinblastine, verapamil, or celi-
prolol [38,136]. Conversely, metkephamid has been used to decrease the level
of P-gp expression [136]. No morphological differences were noticed for vinblas-
tine-cultured cells with respect to appearance, formation of tight monolayers, or
transepithelial resistance [38].

2. Madine–Darby Canine Kidney Cells

Examples of studies involving P-gp-mediated efflux of therapeutic compounds
in immortalized MDCK cells are far less numerous than those utilizing the Caco-
2 cell line. Both have been used to follow the passive diffusion of compounds
across monolayers. The most significant advantage the MDCK cell line has over
the Caco-2 cell line is the much shorter culture time. Studies by Simons et al.
have shown that these cells are polarized and contain a well-defined apical brush
border membrane with a membrane composition similar to that of the intestine
[117,137]. The spontaneous differentiation of MDCK into polarized cell mono-
layers with defined apical and basolateral domains makes studying the actions
of transporters expressed in a polarized fashion facile. In addition, this cell line
has also been transfected with other drug-effluxing transporters (expressed in
either apical or basolateral domain) to study their effects on altering the flux of
a compound as it crosses a polarized monolayer [41].

Although there is a widespread perception that wild-type MDCK cells con-
tain insignificant levels of P-gp, it has been demonstrated that this is not the case.
It was shown that the transport of vinblastine sulfate across MDCK monolayers
was indeed apically polarized [39]. These results were duplicated by Hirst et al.
using the same test compound, vinblastine, in two different strains of MDCK
cells [40]. The transport profiles of vinblastine showed polarity in both a high-
resistance strain (TEER �2000 ohms ⋅ cm2) and a low resistance strain (TEER
�200 ohms ⋅ cm2) [40]. Recently, parallel studies were performed measuring the
transport of a novel peptide, KO2 across both MDCK and Caco-2 cells. The
results showed nearly identical profiles for the apical-to-basolateral and basolat-
eral-to-apical transport of this agent in both cell types [41]. Although it is unlikely
that all P-gp substrates will behave identically in both cell lines, these studies
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indicate that there is sufficient P-gp expression in MDCK cells to affect transport
studies. Thus, MDCK cells can be used to evaluate the transport of compounds
that are suspected to be substrates of P-gp.

MDCK cells have been transfected with the cDNA encoding the multispe-
cific organic anion transporter (cMOAT or MRP2) to further elucidate the sub-
strate specificity and actions of this transporter. Using these transfected MDCK
cells, it was shown that cMOAT can mediate the transport of vinblastine and
organic anions (specifically several glutathione conjugates), and this transport
was inhibited (to a small degree) by inhibitors of MRP1 [138]. The human MDR1
gene has also been transfected into MDCK cells. The expression of MDR1 gene
product in these MDCK cells was shown to be nearly tenfold higher than that
seen in Caco-2 cells (as determined by Western blot analysis) [41].

3. Brain Microvessel Endothelial Cells (BMECs)

The delivery of therapeutic agents into the central nervous system (CNS) poses
a particularly difficult problem, because the transport of compounds across the
very formidable barrier formed by the specialized endothelial cells lining the
capillaries that perfuse the brain, the blood–brain barrier (BBB), is not easy
[139,140]. The BBB is a blood–tissue barrier within the CNS that regulates the
transport of nutrients into the brain and that limits exposure of the brain to toxic
compounds via mechanisms such as P-gp. As is the case with the intestinal epithe-
lium, P-gp plays an important role in limiting the transport of drugs across the
BBB [141,142]. Because the primary pharmacological targets of many drugs are
receptors within the CNS and because many of these drugs have been shown to be
substrates for P-gp in other organs and in various in vitro systems, investigation of
the processes surrounding the transport of compounds across the BBB (specifi-
cally the susceptibility of compounds to P-gp-mediated efflux in the BBB) re-
mains an important area of research.

One of the most extensively used in vitro models to study drug behavior
at the BBB are cultured brain microvessel endothelial cells (BMECs), a primary
culture that forms confluent monolayers 9–12 days after initial seeding [143].
These cultured cells have been shown to retain many morphological and bio-
chemical properties of their in vivo counterparts, including distinguishable lumi-
nal and abluminal membrane domains that are functionally and biochemically
distinct [144–155]. One of the major advantages of BMECs is that these cells
can be grown on collagen-coated or fibronectin-treated polycarbonate mem-
branes, and thus this system can be used to study transport across the monolayer
by various mechanisms (i.e., passive diffusion, transcytosis, endocytosis, in-
wardly directed carrier proteins, polarized efflux, and uptake in both luminal and
abluminal directions) [143]. One limitation of the system is that the tight junc-
tional complexes of BMECs are not as developed as those seen in vivo, and
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thus the contribution of paracellular permeability to the overall permeability of
a compound is much greater in this in vitro system than what would be seen for
a compound crossing the BBB in vivo [156].

The expression of P-gp in the luminal membrane of BMECs cultured on
polycarbonate membranes has been confirmed by both functional assays (vincris-
tine transport [155] and rhodamine 123 transport [157]) and biochemical assays
involving immunohistochemical analysis [155,158]. Additionally, the expression
of P-gp in BMEC was shown by immunohistochemical methods to be constant
and at a high level in 5–7-day-old primary cultures [158]. Like many other bar-
rier-forming cells, BMECs appear to express other efflux proteins; for example,
RT-PCR and immunoblot analysis have shown the presence of MRP1 in rat
BMECs [159,160]. Functional evidence has also been presented to confirm the
expression of MRP1 in BMECs [161].

The BMECs have been used to study various aspects of the P-gp-mediated
efflux of compounds from the endothelial cells that comprise the BBB. Several
examples have demonstrated the usefulness of this system to study polarized
efflux via P-gp. For example, the influence P-gp expressed in brain capillary
endothelial cells has on the transport of cyclosporin A [162,163], vincristine
[155], protease inhibitors (amprenavir, saquinavir, and indinavir) [164,165], rho-
damine 123 [157,166], opioid peptides [166–168], and the β-blocking agent buni-
trolol [169] has been determined using this system.

4. Membrane Vesicles

Membrane vesicles are typically formed from intact cells and require some skill
for their preparation. Given this limitation, the use of membrane vesicles as a
rapid screen for P-gp efflux activity has not been extensive, and has proven a
better tool for studying the microscopic aspects of P-gp-mediated efflux.

Rat liver canalicular membrane vesicles (CMVs) have been used to exam-
ine the mechanisms of uptake of P-gp substrates such as daunomycin, daunoru-
bicin, and vinblastine, whose biliary excretion is extensive [46,107,170,171].
Early work with plasma membrane vesicles, partially purified from MDR human
KB carcinoma cells that accumulated [3H]vinblastine in an ATP-dependent man-
ner, definitively showed how P-gp can act to efflux substrates from cancer cells
[172]. Additionally, these vesicles have been used to study microscopic aspects
of P-gp-mediated efflux, such as the relationship of P-gp function to membrane
fluidity [107].

Brush border membrane vesicles (BBMVs) prepared from the rat intestine
were used to elucidate the function of P-gp in this organ and to show that the
subcellular distribution of P-gp is localized to the apical membrane [173]. The
differences in P-gp-mediated efflux seen in the ileum, jejunum, and duodenum
rat intestine were studied by preparing BBMVs from each of these distinct regions
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and then determining the Michaelis–Menten parameters, Km and Vmax, associated
with the P-gp-mediated efflux of several substrates and inhibitors, and the corre-
sponding ATPase activity associated with efflux [174]. Renal BBMVs have been
used to show P-gp actions on its substrates in the kidney [175].

Membrane vesicles prepared from Chinese hamster ovary cells have been
used to determine the kinetic parameters associated with P-gp efflux [109,112].
Factors such as the ATP hydrolysis rate associated with the transport of various
substrates has been studied along with the Michaelis–Menten parameters of ef-
flux for P-gp substrates [109,112].

5. Isolated Intestinal Segments

In these studies, the intestine is removed and either mounted in a diffusion appara-
tus (Ussing chamber) or everted to make an everted sac [176–179]. Factors affect-
ing the transport of drugs (i.e., metabolism and efflux) can be studied by determin-
ing the fate of the test compound as it crosses the intestinal epithelium.

The transport characteristics of verapamil were determined for each region
of the rat intestine as well as the colon with this model system. The duodenum
and jejunum showed the most P-gp activity, followed by lower activity in the
colon and, surprisingly, none in the ileum [176]. Polarized transport of quinidine
due to P-gp efflux was demonstrated by using intestinal segments mounted in
Ussing chambers [177]. Further studies using everted sacs showed that P-gp inhi-
bition by quinidine caused an altered drug absorption of digoxin and explained
the interaction seen with coadministration of these agents [179]. Metabolism and
P-gp-mediated efflux of the macrolide antibiotic tacrolimus were studied in perfu-
sion studies and in everted sacs [178]. It was shown that inhibiting P-gp with
miconazole (a P-gp inhibitor) greatly increased the amount of tacrolimus in the
tissue [178]. The results of these experiments provided evidence that P-gp is
active in limiting tissue exposure to drugs and also that the intestinal metabolism
of certain compounds can be significant.

6. Expression Systems

The availability of full-length cDNA for functional mammalian MDR genes has
made it possible to evaluate protein structure and structure–activity relationships,
and to determine substrate-binding affinity through the in vitro P-gp expression
system. Presently, the MDR1 gene has been successfully expressed in E. coli
[180,181], in Sf9 cells using a recombinant baculovirus [74,76], in Xenopus oo-
cytes [182], and in yeast [75,183,184]. P-gp expressed in these in vitro systems
is thought to function normally (analogous to the function seen in in vivo sys-
tems), even though the former lacks glycosylation at the N-terminus. Despite
the normal functional activity of P-gp, researchers found it difficult to use P-gp
expressed in E. coli for functional assay, because many drugs cannot penetrate the
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cell walls. To solve this problem, Beja and Bibi developed a method to express P-
gp in ‘‘leaky’’ E. coli cells [180]. The results of these assays may be significantly
different from those obtained in studies performed with mammalian cells, due
to differences that exist between bacteria, the insect cells, and mammalian cells.

7. Experimental Methods and Design

The use of appropriate experimental design can provide definitive evidence that
P-gp-mediated efflux is altering the transport of a compound, and can provide
further mechanistic information regarding the transport of a compound. Many of
the following techniques can be applied to any of the in vitro model systems
described above.

a. Transport Assay. The most direct method of identifying the effect of
P-gp on drug absorption is to measure the transport of drug molecules in both
apical-to-basolateral (mucosal-to-serosal, the absorptive pathway) and basolat-
eral-to-apical (serosal-to-mucosal, the secretory pathway) directions. A signifi-
cantly larger effective permeability in the basolateral-to-apical direction provides
evidence that some form of secretory pump such as P-gp is enhancing the trans-
port of the test compound in the secretory direction above what is expected from
simple passive diffusion. As a consequence of this secretory mechanism, the
apical-to-basolateral transport is reduced, whereas the basolateral-to-apical trans-
port is enhanced. For a typical P-gp substrate, a plot of flux in the secretory
direction versus concentration has both a passive-diffusion component and a satu-
rable (Michaelis–Menten) component. Demonstration of saturable efflux in the
secretory direction provides direct evidence that an efflux pump such as P-gp,
which has a finite capacity, is active in the transport of the test compound [185].
Modeling programs can be used to determine the apparent Km and Vmax for the
P-gp-mediated transport of the compound.

In order to verify the role of P-gp in the polarized transport of a compound,
a known inhibitor of P-gp can be added to abolish the vectorial transport. Some
of the well-known inhibitors of P-gp efflux include verapamil, cyclosporin-A,
progesterone, quinidine, chlorpromazine, reserpine, and the antibody MRK16
[109–113]. By inhibiting P-gp efflux, the additional secretory component is re-
moved and transport is expected to resemble a passive diffusion process; i.e.,
transport in each direction should converge to a common value.

b. Competition Assay. Fluorescent dyes such as calcein-AM and rhoda-
mine derivatives have been demonstrated to be P-gp substrates [186–193]. These
compounds can be used in competition assays in which the test compound is
added with these dyes. Any reduction in the dye efflux would be indicative of
the inhibitory properties of the test compounds toward P-gp. Both rhodamine
123 and calcein-AM have been used in high-throughput assays, including the
NCI assay, to screen large numbers of compounds as inhibitors of P-gp in several
cell types [187–190,192].
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Calcein-AM itself is a weakly fluorescent molecule. When the acetoxy-
methyl ester group is cleaved by intracellular esterases, the fluorescent intensity
of the metabolite calcein increases significantly [187,190,192]. The amount of
P-gp inhibition can be correlated directly with the amount of intracellular fluo-
rescence. This is because calcein-AM is transported via P-gp, and thus the efflux
pump attenuates its intracellular accumulation, unless it is inhibited by another
P-gp substrate and/or inhibitor. However, calcein is not significantly transported
by P-gp, due to the negative charge and subsequent lack of binding to membranes;
thus it accumulates in the cytoplasm when formed by hydrolysis of intracellular
calcein-AM [187,190,192].

These competition assays are also applicable to cells grown on porous
membranes. Rhodamine 123 has been used in conjunction with cell monolayers
grown on polycarbonate membranes to detect the presence of P-gp in the apical
cell membrane and to assess its inhibition by a variety of compounds in a competi-
tion-style assay [191,193]. The use of a radioligand such as 3H-verapamil to test
drug affinity for P-gp in Caco-2 cells has been described by Doppenschmitt et
al. [38,194].

It is important to note that P-gp inhibition by a compound for the efflux
of any of these ligands does not correlate directly with the ability of P-gp to efflux
the compound of interest. Such is the case with paclitaxel, which is considered an
excellent P-gp substrate but a poor inhibitor [118], as determined by the dye-
efflux method. The converse is seen with progesterone, which is a good inhibitor
of P-gp-mediated efflux and yet a poor substrate. This is not surprising, consider-
ing the fact that P-gp has multiple binding sites and many factors other than the
affinity for P-gp can affect the substrate/inhibitory properties of compounds.

c. Uptake Assay. An alternative method to assess the function of P-gp
in specific membrane components of the cell (i.e., canalicular membrane) is to
determine the uptake of substrates into membrane vesicles [46,170]. Kamimoto
et al. [46] prepared canalicular membrane vesicles (CMVs) and sinusoidal mem-
brane vesicles (SMVs) from rat liver, and demonstrated that in the presence of
ATP [3H]daunomycin was taken up only by CMV but not by SMV. This transport
was temperature dependent, osmotically sensitive, and saturable. In addition, P-
gp substrates such as adriamycin, quinidine, verapamil, vincristine, and vinblas-
tine inhibited uptake of daunomycin by CMVs. Similarly, Bohme et al. have
demonstrated the P-gp-mediated uptake of daunorubicin in rat CMVs was inhib-
ited by PSC 833, a P-gp inhibitor with low nanomolar potency [195]. These
results suggest that P-gp mediates the efflux of its substrates from hepatocytes
into bile, thus affecting the clearance of xenobiotics.

d. ATPase Activity Assay. P-Glycoprotein-associated ATPase is vana-
date sensitive. A membrane product prepared from baculovirus-infected insect
cells containing this activity is now commercially available from GENTEST
(Woburn, MA). Substrates of P-gp such as verapamil have been shown to stimu-
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late this vanadate-sensitive membrane ATPase [76]. By determination of inor-
ganic phosphate liberated in the reaction containing a P-gp preparation and a test
compound in the presence and absence of vanadate, one can determine if the test
compound is a substrate/inhibitor of P-gp [76,196]. Any compound that binds to
P-gp will stimulate the magnesium-dependent ATPase; thus, this method cannot
distinguish between a substrate and an inhibitor of P-gp.

B. In Situ Models

Some efforts have been made to determine the effect of P-gp has on the disposi-
tion of its substrates by use of in situ perfusion methods, including intestinal
perfusion [197,198], liver perfusion [199–201], kidney perfusion [202], and brain
perfusion [203–205]. These experiments allow the researcher to study the trans-
port of compounds in a physiologically relevant environment in which the integ-
rity of the organ is preserved with regard to cell polarity and representation of
all cell types seen in the organ.

1. Intestinal Perfusion

In situ intestinal perfusion studies are typically done with live animals in which
a perfusion loop has been inserted into the intestine [197,198]. Depending on the
experimental protocol, the system can offer a relatively unbiased view of intesti-
nal transport with respect to the normal expression of transporters in healthy
animals. One limitation of this protocol is that the disappearance rather than the
appearance of a compound is often determined (appearance can be determined
by collection of blood in the vessels perfusing the section of intestine studied, a
process requiring significant surgical skill). Estimates of the polarity of transport
imparted by P-gp are difficult to assess and typically can be determined only by
using an inhibitor or antibody to P-gp, each of which may have unknown effects
on the passive transport of the test compound. Often the animal is anesthetized,
and the anesthetic agent can further affect the results (altered membrane fluidity,
possible inhibitory effects on P-gp-mediated efflux activity) [116]. There are
some other obvious limitations. Using the intact intestine adds more levels of
complexity, which can further confound studies meant to elucidate the role of
transporters, which act at the cellular level. It is possible that results will differ
by intestinal region and also due to the presence of the Peyer’s patches, which
have different physiological roles from enterocytes [176,177]. Furthermore, these
studies suffer from an interspecies variability (rats are typically the test subjects).
Despite certain disadvantages, these studies, if conducted with appropriate con-
trols involving known P-gp substrates, can provide valuable insights on how to
correlate the effect of P-gp observed in cellular transport studies to that expressed
in the absorption of drugs in vivo.
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By measuring the intestinal absorption from rat small intestine in situ, Sai-
toh et al. studied the differences between the oral bioavailabilities of methylpred-
nisolone, prednisolone, and hydrocortisone, three structurally related glucocorti-
coids. Compared to prednisolone and hydrocortisone, methylprednisolone
absorption was significantly retarded in jejunum and ileum by an intestinal efflux
system. In the presence of verapamil and quinidine, the attenuation in the absorp-
tion of methylprednisolone was reversed, suggesting that P-gp is responsible for
the attenuated absorption of methylprednisolone absorption [198]. This study pro-
vides a good example of the usefulness of an intestinal perfusion experiment in
further determining the regional differences in intestinal drug absorption modu-
lated by P-gp that would otherwise be impossible to deduce in experiments per-
formed with cell culture models or with whole-animal systems.

2. Liver Perfusion

The rat isolated perfused liver has been extensively used because of the minimal
surgical manipulation needed, and the size of the rat liver allows the use of a
hemoglobin free perfusate (organs of less than 25 g are needed to ensure adequate
oxygen delivery at the flow rates used in these experiments) [199]. The isolated
perfused liver system provides an excellent model for studying the hepatobiliary
disposition of compounds without the confounding influences that may be seen
in vivo, such as influences on hepatic metabolism, and additional metabolism or
excretion by other organs of clearance [199,200]. The isolated perfused rat liver
can be used to study the biochemical regulation of hepatic metabolism, the syn-
thetic function of liver, and the mechanism of bile formation and secretion [200].
This model has provided important results regarding the influence of MDR modu-
lators on the hepatobiliary disposition of chemotherapeutic agents [206,207].

The effects of the P-gp inhibitor GF120918 on the hepatobiliary disposi-
tion (biliary excretion) of doxorubicin were determined using a perfused rat
liver system [200]. Biliary excretion is the rate-limiting process for doxorubicin
elimination. In the presence of GF120918, the biliary excretion of doxorubicin
and its major metabolite, doxorubicinol, was decreased significantly without al-
terations in doxorubicin perfusate concentrations or doxorubicin and doxorubi-
cinol liver concentrations. In a similar study on the hepatic elimination of two
other P-gp substrates, vincristine and daunorubicin, it was reported that canali-
cular P-gp plays a significant role in the biliary secretion of these compounds
[201,208].

3. Kidney Perfusion

Because the kidney is typically involved in the excretion of hydrophilic com-
pounds, and because most of the substrates of P-gp are hydrophobic and likely
to be cleared mainly by biliary excretion or intestinal secretion, few studies have
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been performed with the isolated perfused kidney. The isolated perfused rat kid-
ney model demonstrated that digoxin is actively secreted by P-gp located on the
luminal membrane of renal tubular epithelial cells and that clinically important
interactions with quinidine and verapamil are caused by the inhibition of P-gp
activity in the kidney [202]. These results provide an excellent example of how
the isolated perfused kidney model can be used to definitively conclude that P-
gp-mediated efflux is involved in the renal excretion of a compound, and also
to elucidate possible drug–drug interactions that might arise in the kidney follow-
ing the coadministration of P-gp substrates/inhibitors.

4. Brain Perfusion

The brain perfusion system has been used to study the disposition of several
compounds across a functionally intact BBB that has been shown to possess
nearly identical structural and functional features as those seen in the BBB in
vivo, including the presence of multiple tight junctional complexes between cells
and P-gp [33,203–205]. This in situ technique involves stopping the heart and
perfusing the brain via the carotid artery at a flow rate that does not alter the
integrity of the BBB [205,209]. The brain capillary endothelium, the choroid
plexus, and the arachnoid membrane, which comprise the functional BBB in vivo,
are all present in this technique, and this provides a major advantage over in
vitro models used to study the BBB (e.g., BMEC). One major advantage this
technique has over an in vivo experiment involves the perfusion fluid used in
the experiment. The composition of the solution can be controlled with respect
to test compounds, plasma proteins, nutrients, and metabolic cofactors [205].
However, the use of a perfusate solution can also be a disadvantage, for it may
not be possible to provide all the necessary nutrients or metabolic cofactors that
would be present in vivo and thus may lead to incorrect conclusions [204]. The
major disadvantages of the model with respect to in vitro models include the lack
of control of the extracellular fluid concentration for studies of drug efflux from
the brain and the greater complexity that the brain matrix provides [204]. As
with other perfusion systems, this technique requires anesthesia, and this may
act to confound the results.

Some of the more notable applications of this in situ model system in the
study of CNS drug disposition have involved the determination of drug perme-
ability across the BBB, drug uptake kinetics, transport mechanisms (uptake and
efflux), elucidation of the CNS metabolic pathways (the drug has no access to
peripheral metabolism), and the effects of plasma protein binding [204]. This
model has been used to study the effects of P-gp-mediated efflux in the BBB on
antibacterial agents [210], colchicine [211,212], and vinblastine [211], and has
been used to evaluate a prodrug strategy for increasing doxorubicin uptake into



P-Glycoprotein and Drug Disposition 319

the brain [213]. The system has also been used to determine the effects of P-gp
modulators, such as verapamil [214] and PSC833 [215], on the BBB transport
of P-gp substrates. Recently, the system has been adopted and validated for use
in the gene knockout [mdr1a(�/�)] mice (see Sec. IV.C.1). Results obtained
from this model compared with those from experiments performed in wild-type
mice can be used to gauge the overall effect of P-gp-mediated efflux on the
transport of P-gp substrates across the BBB [216].

These in situ techniques can be powerful tools to gauge the actual extent
of P-gp efflux that can be expected in vivo. However, there are confounding
factors that must be addressed when interpreting data obtained from these studies.
As with all biological models, the appropriate controls must be used to ensure
that the observed effects are in fact due to P-gp-mediated efflux activity.

C. In Vivo Models

1. Gene Knockout Mice [mdr1a(�/�)]

Schinkel et al. have generated mice with individual disruptions of the mdr1a,
mdr1b, or mdr2 genes [43,217–222]. In addition, they have generated a double
knockout, in which both mdr1a and mdr1b are disrupted [223]. In mice, mdr1a
and mdr1b genes encode two separate P-gp proteins that are analogous to the
MDR1 gene product expressed in humans [219]. The mdr1a RNA is found abun-
dantly in the brain, intestine, liver, and testis [224], while mdr1b RNA is usually
associated with the adrenal cortex, placenta, ovarium, and uterus [225]. Both are
expressed in the kidney, heart, lung, thymus, and spleen [219,224]. The relative
sequence identity of the human P-gp with the mouse mdr1a P-gp is 82% [226–
228]. The greatest homology of the two proteins is seen in ATP-binding regions,
the second, fourth, and eleventh transmembrane domains, and the first and second
intracytoplasmic loops in each half of the molecule [22,226,229]. The proteins
show the least homology in the first extracellular loop, in the connecting region
between the homologous halves, and at both terminal ends [22,226,229].

Schinkel et al. have concluded that mdr1-type P-gp has no essential physio-
logical function, since no gross disturbance in corticosteroid metabolism, or in
bile formation was observed in mdr1a(�/�) mice. However, the absence of P-
gp would alter the profile of metabolism and disposition of drugs that are sub-
strates of P-gp. For example, the concentration of ivermectin and vinblastine in
the brain of mdr1a(�/�) mice was 87-fold and 22-fold over that of wild-type
mdr1a(�/�) mice [219]. Thus, the knockout or reversal of P-gp function leads
to increased toxicity of the drugs in organs normally protected by P-gp [219].

Although the mouse mdr1a P-gp is not totally homologous to the human
P-gp, mice that are dominant negative for the mdr1a gene provide excellent in
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vivo information about the effects of P-gp on the absorption, distribution, metabo-
lism, and elimination of drugs [219,221,230,231].

2. Transgenic Mice

A transgenic mouse model involving MDR1 has been used to study the function
of P-gp. A transgenic system was developed to express human MDR1 gene in
the marrow of mice [232–235] leading to bone marrow that is resistant to the
cytotoxic effect of anticancer drugs that are substrates of P-gp. When exposed
to anticancer agents, the transgenic mice showed normal peripheral white blood
cell counts, which implies that the MDR1 P-gp protects the marrow [234]. When
the efflux activity of the MDR1 P-gp expressed in these mice was inhibited with
other P-gp substrates or MRK16, an antibody to an external epitope of P-gp, the
mice became sensitized to cytotoxic drug therapy, which manifested in a drop
in the white blood cell counts [234]. This model has seen widespread use in
evaluating the safety of chemotherapeutic agents. However, this and other
transgenic models have not yet found use in the evaluation of the effects of P-
gp on drug pharmacokinetics.

D. In Vitro–In Vivo Correlations (IVIVC)

In vitro models have provided invaluable information about properties of com-
pounds that affect their in vivo transport and absorption. Regardless of how
closely these in vitro systems model in vivo conditions, they do not completely
represent what may be seen in vivo. It is important to compare the results obtained
from some key in vitro and in vivo experiments so that the magnitude of certain
processes seen in vitro can be gauged properly and so that any disconnect between
the in vitro and in vivo systems can be identified. Although it is certain that these
relationships will not hold for all drug compounds, a comparison of the data with
a limited set of compounds is useful.

In cell lines such as Caco-2 and MDCK, P-gp expression can vary from
clone to clone, and thus the magnitudes of efflux for various substrates are likely
to be affected [37,40,131]. Cells in which P-gp has been induced are not likely
to represent actual levels seen in vivo for normal tissues. It has been estimated
that cells displaying the MDR phenotype can contain between 8 � 105 and 3 �
106 copies of MDR gene per cell, which would give rise to nearly 30% (man)
of all membrane proteins [236]. Certainly this high level of expression is likely
to skew the results of a P-gp assay. The variation in expression of P-gp, along
with other factors, makes information obtained by the use of cell lines qualitative
in nature. Certainly compounds that display a greater propensity to interact with
P-gp in vitro are expected to be influenced by this efflux pump to a greater extent
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in vivo. However, as yet there are no reliable parameters to relate the P-gp activity
seen in vitro with that seen in vivo. Despite our inability to predict quantitatively
the influence P-gp may have on the in vivo transport of substrates in normal
tissues with respect to other processes, in vitro experiments remain the best means
of demonstrating that a compound is a substrate for polarized efflux. Nearly all
experiments designed to study the extent of P-gp efflux of test compounds in
vivo require adequate in vitro data to support the hypothesis [185,237–239].

In vitro studies on P-gp substrates such as vinblastine, paclitaxel, cyclospo-
rin-A talinolol, acebutolol, and digoxin have provided a good indication of the
effect of P-gp on the in vivo pharmacokinetic behavior of these compounds
[185,230,237–240]. These studies show that results from the in vitro studies pro-
vide a qualitative picture of the influence of P-gp on its in vivo pharmacokinetic
behavior. Findings such as these give confidence that results from in vitro experi-
ments can be extrapolated to explain the modulation of drug disposition by P-
gp efflux.

V. EFFECT OF P-GLYCOPROTEIN ON DRUG DISPOSITION

Much of the information known about the role of P-gp in determining the pharma-
cokinetic profile of drugs has come from in vivo experimentation. These experi-
ments can be classified roughly into two categories: studies performed in the P-
gp-deficient mouse model, as done by Schinkel et al. [219,221,230,231,239], and
those performed to determine the pharmacokinetic parameters of P-gp substrates
in normal mice and man [185,226,238,241–246]. These studies have helped to
elucidate the overall importance of P-gp in affecting the absorption, distribution,
metabolism, and elimination of its substrates. The following is a brief review of
some of the important findings from each aspect of drug pharmacokinetics.

A. Absorption

All orally administered drugs must pass through the gastrointestinal tract and
thus pass the barrier formed by the mucosal cells (enterocytes) in the intestine.
For years, low first-pass bioavailability of a drug was attributed mainly either to
clearance via hepatic metabolism and biliary clearance or to poor absorption in
the intestine due to poor solubility or intrinsic permeability properties. Although
these are certainly important factors in determining the overall oral bioavailability
of certain drugs, recent studies have shown that P-gp-mediated efflux also plays
a very significant role in attenuating oral absorption of many drug molecules
[6,179,185,198,239,240,246,248]. It has been shown through studies with
mdr1a(�/�) mice that the mean absorption time (reduced in the knockout mice)
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of P-gp substrates is altered by the apically directed efflux activity of P-gp
[185,219,221,230,231].

The effects of P-gp on paclitaxel pharmacokinetics were determined in the
mdr1a(�/�) mice. As expected, the plasma AUC values for the mdr1a(�/�)
mice were indeed several times higher following oral administrations of pacli-
taxel (10 mg/kg) compared to values obtained in wild-type mice [239]. The oral
bioavailability of paclitaxel was 35% for the mdr1a(�/�) mice versus 11% for
the wild-type mice [239]. Similar studies have been performed with other P-
gp substrates, such as cyclosporin-A and fexofenadine, and an increased oral
absorption of all these substrates was observed in the P-gp-deficient mice
[221,249].

The nonlinear oral bioavailability (with dose) has been particularly per-
plexing in the case of the beta-adrenoceptor antagonists. The dose-normalized
AUC was found to increase with dose, but the oral clearance was found to de-
crease with increasing dose [185]. These findings were not compatible with the
saturable first-pass effect. The polarized transport of talinolol observed in Caco-
2 cells was attributed to P-gp efflux [7]. The tmax and mean absorption times of
orally administered talinolol were significantly reduced with coadministration of
verapamil. By using verapamil to alter the pharmacokinetic properties (specifi-
cally the intestinal absorption) of the beta adrenoceptor antagonist talinolol, it
has been clearly shown in an intact model that the absorption of this drug is
significantly affected by P-gp present in the intestine [185].

B. Distribution

In some instances, P-gp can significantly affect the profile of the drug distribution,
most notably in tissues that possess a specialized blood–tissue barrier, such as
the brain. Experiments with the mdr1a(�/�) mice have shown how P-gp affects
the distribution of its substrates into certain tissues [185,219,221,230,231]. A few
examples are described here to demonstrate the role played by P-gp in the tissue
distribution of drugs.

Some of the most informative results came from a study involving altered
behavior of vinblastine in mdr1a(�/�) mice. At moderate doses of vinblastine
(1 mg/kg), the concentrations of the parent drug in heart, muscle, brain, and
plasma were 3, 7, 20, and 2 times higher, respectively, in the mdr1a(�/�) mice
compared to the normal mice (results summarized in Table 3) [219]. The levels
in the other tissues expressing the mdr1a P-gp were two to three times higher in
mdr1a(�/�) mice [219]. At a dose of 6 mg/kg, the differences in tissue distribu-
tion were still significant, but reduced, most likely due to saturation of P-gp [219].
A 12-fold increase in brain concentration was seen at this dose, and plasma and
tissue differences of approximately twofold were seen [219]. These results dem-
onstrate the importance of P-gp efflux in the distribution of drugs.
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Table 3 Relative Influence of P-gp on the Biliary and Intestinal Excretion of P-gp Substratesa

Biliary excretionc Intestinal excretionc

Plasma levelb (ng/ml) (% of administered dose) (% of administered dose)

Wild
Drug (dose) type mdr1a(�/�) Wild type mdr1a(�/�) Wild type mdr1a(�/�) Ref.

Paclitaxel 289 � 38 327 � 44 25.7 � 4.5 26.6 � 2.90 4.63 � 0.49 1.52 � 0.05 239
(5 mg/kg)

Digoxin (0.2 125 � 10 2164 � 14 24.0 � 4.8 15.8 � 2.9 16.4 � 2.6 2.2d � 0.4 260
mg/kg)

Vinblastine NAe NAe 26.7 � 1.3 28.9 � 2.0 10.4 � 0.4 6.84 � 0.5 261
(1 mg/kg)

Doxorubicin 150 � 22 166 � 23 13.3 � 1.7 2.44 � 0.3 10.5 � 0.5 10.0 � 0.4 261
(5 mg/kg)

a Biliary and intestinal excretion of total [3H] label of the drugs (parent and metabolites) in the first 90 min after i.v. bolus administration was determined
in the wild-type and mdr1a(�/�) mice with a cannulated gallbladder.

b Plasma concentration at t � 90 min.
c Data (means � S.E.) are represented as a percentage of the administered dose.
d p � 0.05 versus wild-type mice.
e NA: not available.
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The distribution of other P-gp substrates into various tissues has also dis-
played altered patterns in the mdr1a(�/�) mice compared to that seen in wild-
type mice. The concentration of ivermectin and vinblastine were found to be 87
and 22 times higher, respectively, in the brain of mdr1a(�/�) mice than in that
of the wild-type mice. Not surprisingly, compared to the wild-type mice, the
mdr1a(�/�) mice displayed an increased sensitivity to invermectin (100-fold)
and vinblastine (3-fold), respectively [219].

The effects of P-gp on opioid peptide pharmacodynamics was studied using
mdr1a(�/�) mice. The brain tissue concentration of DPDPE was found to be
two to four times higher in the mdr1a(�/�) mice, and the dose required to elicit
a comparable antinociception was nearly 30 times lower in the mdr1a(�/�) mice
[250].

The treatment of mice with the P-gp inhibitor GF120918 resulted in a 13-
fold and 3.3-fold increase in brain and CSF concentration of amprenavir, respec-
tively, over that in the vehicle-treated mice [165].

Similar studies have been performed with the P-gp substrates dexametha-
sone, digoxin, and cyclosporin-A [221,230]. The differences seen in plasma and
tissue concentrations between the mdr1a-deficient mice and the normal mice dif-
fer from drug to drug, but a common theme observed in the mdr1a deficient
mice was the increased tissue accumulation of these substrates [230]. For a more
thorough review of the findings for these compounds, please see Ref. [230].

C. Metabolism

P-Glycoprotein can play a role in the oxidative metabolism of its substrates that
are also substrates of CYP3A4. Several factors have led to the observation that
P-gp and CYP3A4 may act in concert to limit the oral absorption of drugs. These
barrier-forming proteins are colocalized to the apical region of the enterocytes
that form the epithelial lining of the small intestine [251]. P-gp and CYP3A4
can be induced by many of the same compounds, although it has recently been
shown that these proteins are not coregulated [252]. It is well known that there
exists a large degree of overlap between the broad substrate specificities of P-
gp and of CYP3A4 [253]. Given this fact, it seems reasonable that the combined
actions of P-gp and CYP3A4 could account in some part for the low oral bioavail-
ability determined for many of these dual substrates.

Until recently, intestinal metabolism via CYP3A4-mediated metabolic
pathways was thought to be insignificant due to lower levels of CYP3A4 expres-
sion compared to that seen in the liver, and because of slower metabolic rates
measured for intestinal microsomes [246]. However, similar Km values have been
reported for midazolam 1′-hydroxylation by microsomes obtained in the upper
intestine and the liver [254]. This correlation indicates that the upper intestine
and hepatic CYP3A4 are functionally equivalent. Such findings further establish
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the importance of the intestine in the elimination of substrates for CYP3A4-medi-
ated metabolic pathways that are administered orally. Additionally, coadministra-
tion of substrates/inhibitors that may alter the function of these proteins (induc-
tion, inhibition) could be further responsible for the variability in intestinal
absorption (drug interactions) seen for some drugs.

Although there is only limited mechanistic information regarding the inter-
play between P-gp and CYP3A4, the results from the few in vitro experiments
have presented an interesting possibility that these two proteins may act in concert
(see Fig. 2). Studies involving cyclosporin-A transport across Caco-2 cell mono-
layers have shown how P-gp and CYP3A4 may act coordinately to enhance the
attenuation of apical-to-basolateral transport of this drug. It was observed that
cyclosporin-A metabolism was much greater when the compound was transported

Figure 2 Apically directed P-gp-mediated efflux of drugs across intestinal epithelium
and synergistic interactions of P-gp with CYP3A4 in attenuating the absorptive transport.
Heavy arrows versus light arrows indicate relative magnitudes of the flux. This exemplifies
an elimination mechanism that a dual substrate of P-gp and CYP3A4 may encounter in
the enterocyte. Conceivably, the metabolite may or may not be a substrate for P-gp (as
drawn, it is a substrate).
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in the apical-to-basolateral (absorptive) direction than in the basolateral-to-apical
(secretory) direction [240]. Hence, the reduction in the apical-to-basolateral flux
of cyclosporin-A caused by apically directed P-gp efflux enhanced the exposure
of the compound to CYP3A4, and thus a greater amount of metabolism was
achieved [240]. A corollary to the former statement dictates that the actions of
P-gp to reduce the rate of absorption of these dual substrates will reduce the
amount of enzyme expression needed for significant catalytic activity, which
could affect the bioavailability of the drugs.

Quantification of the distribution of the primary metabolites formed in these
experiments has also provided some interesting observations. The metabolites of
cyclosporin-A generated by a CYP3A4-like enzyme were preferentially trans-
ported to the apical side, indicating that these metabolites were also P-gp sub-
strates [240]. Similar results were obtained in experiments following the metabo-
lism of midazolam as it diffused across Caco-2 cells induced to express CYP3A4
[255]. Fisher et al. found that the distribution of 1′-hydroxymidazolam and 4-
hydroxymidazolam, two primary metabolites of midazolam generated by the
CYP3A4-mediated metabolism, were preferentially transported to the apical
compartment regardless of the transport direction of midazolam [255]. This is
interesting because midazolam is not subject to polarized efflux but does interact
with P-gp in an inhibitory fashion [256]. These results suggest that CYP3A4-
mediated metabolism of midazolam makes the P-gp-mediated efflux of this com-
pound (via its metabolites) more efficient. The oxidative metabolism mediated
by CYP3A4 may possibly reduce the passive membrane permeability of the me-
tabolites (e.g., 1′-hydroxymidazolam), thus allowing P-gp to more effectively
establish a concentration gradient. Furthermore, the addition of oxygen may act
to increase the affinity of P-gp for these metabolites with similar structures. For-
mation of metabolites that are a better substrate of P-gp than the parent drug also
has consequences for the catalytic activity of CYP3A4. If the efflux of primary
metabolites is more efficient than that of the parent, the amount of competing
secondary oxidative metabolism will be reduced, and thus the primary metabo-
lism of the parent will be more complete [257].

These findings have raised several interesting questions regarding how
these proteins may act in concert to maximize their protective activities. It is not
well understood what parameters (substrate affinity, protein expression, substrate
permeability properties, etc.) will determine that this coordinate elimination path-
way existing in the intestine will be significant. It does appears that P-gp can
increase the susceptibility of some compounds to CYP3A4-mediated metabolic
pathways both at the cellular level and at the organ level (most notably the intes-
tine) [240,255,258,259]. It is very likely that P-gp-mediated efflux activity may
also influence the activity of other enzymes (i.e., other cytochrome P450 iso-
zymes) involved in the metabolic transformation of P-gp substrates that are sub-
strates for these various enzymes.



P-Glycoprotein and Drug Disposition 327

D. Excretion

In addition to affecting absorption, distribution, and possibly the metabolism of
drugs, P-gp can also facilitate the excretion of its substrates in the liver, kidney,
and intestine. The processes underlying biliary excretion of drugs via a P-gp-
mediated pathway and those involved in the renal secretion of drugs have been
described (see Sec. IV.B.2 and IV.B.3). The mechanisms demonstrating how P-
gp acts to make the intestine an important route of elimination are only now
being elucidated. Certain drugs administered via the intravenous route are indeed
eliminated to a high degree in the intestine by means of a process other than
biliary excretion [219,221,230,231,238,239,241,242]. The enormous surface area
of the intestine (�200 m2 in adult man) allows the organ to act as a giant dialysis
membrane for drugs as the concentrations in the plasma exceed those in the intes-
tinal lumen, and passive diffusion across the mucosa into the gut lumen can occur
[242]. Some of the same driving forces that affect the intestinal absorption of
drugs also exist for exsorptional elimination. These factors include physicochemi-
cal properties such as lipophilicity, and molecular size. Other biochemical and
physiological factors that are likely to affect this process include protein binding,
blood flow to the gut, and substrate specificity for the intestinal P-gp transporter
[185,242]. P-gp can affect the rate at which drugs are eliminated from tissues
and from the plasma via elimination through the liver, intestine, and/or kidney
[219,221,230,231]. The oral, systemic, and tissue clearances (rate of elimination)
are affected by P-gp efflux, and thus the terminal half-lives of P-gp substrates
may be related to the efflux activity seen in the organism [185].

The effect of P-gp-mediated efflux activity on excretion has been clearly
shown through experiments with vinblastine and paclitaxel in mdr1a(�/�) mice.
The results of these experiments have shown how P-gp-mediated efflux activity
accelerates tissue clearances and also the systemic clearances of its substrates.
Additionally, these studies have highlighted the role of the intestine in elimina-
tion. While the role of intestinally expressed P-gp in limiting absorption is recog-
nized, these experiments have helped elucidate its role in making the intestine a
significant route of elimination, a process that has not been appreciated until
recently.

In normal mice, the elimination of vinblastine in the feces within 24 hours
of administration was determined to be approximately 25% of the dose as un-
changed drug at two doses (1 mg/kg and 6 mg/kg) [231]. In the mdr1a-deficient
mice, the amount of unchanged drug recovered in the feces was reduced to 9.4%
for the 1-mg/kg dose and 3.4% for the 6-mg/kg dose [231]. The amount of vin-
blastine remaining in the brain tissue of the P-gp-deficient mice was approxi-
mately 1000 ng/g tissue at the 6-mg/kg dose 24 hours after administration,
whereas the amount of vinblastine remaining in the brain tissue of normal mice
at the same dose was only 22 ng/g tissue [231]. The normal mice showed much
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more rapid elimination of vinblastine from both the plasma and tissue than the
mdr1a-deficient mice, and a significant reduction in terminal elimination half-
life and reduced clearances of vinblastine were observed at each of these doses
for the P-gp-deficient mice [219,231]. Obviously P-gp can dramatically alter the
elimination profiles of its substrates as well as altering the absorption. The protec-
tive role of the mdr1a P-gp in the mouse, presumably via its effect on the distribu-
tion and elimination of vinblastine, is evident in the significantly higher LD50
value (22 mg/kg) for the normal mice compared to that for the mdr1a(�/�)
mice (6 mg/kg) [231].

As seen with vinblastine, clearances of paclitaxel were reduced and elimi-
nation half-life increased in the mdr1a(�/�) mice [239]. Nearly 90% of the
radioactivity following an IV dose of paclitaxel was recovered in the feces of
the wild-type mice, mainly as unchanged drug or hydroxylated metabolites [239].
For the mdr1a deficient mice, a mere 1.5% of the dose was recovered in the
feces, and approximately 45% of the dose was recovered in the urine as unknown
metabolites [239]. Following an oral dose (10 mg/kg), 90% of the dose was
recovered in feces of the wild-type mice, compared to only 2% seen in the mdr1a-
deficient mice [239]. The levels of the hydroxylated metabolites excreted by the
mdr1a-deficient mice were not dependent on the route of elimination, whereas
in wild-type mice, three times as much hydroxylated paclitaxel was collected
following an IV dose [239].

The contributions of the mdr1a P-gp to the hepatic and intestinal clearences
of paclitaxel, digoxin, vinblastine, and doxorubicin have been determined by
comparing the amounts of biliary and intestinal secretion of each drug in wild-
type and mdr1a(�/�) mice (Table 3). The amounts of biliary excretion of pacli-
taxel and the hydroxylated metabolites were not significantly different between
the wild-type mice and the mdr1a-deficient mice [239]. Further, when the biliary
excretion into the intestinal lumen was blocked, nearly three times the amount
of a 10-mg/kg IV dose was recovered in the lumen of the wild-type mice versus
the mdr1a(�/�) mice within 90 minutes of administration [239]. Like paclitaxel,
absence of the mdr1a P-gp seems to have a minimal effect on the biliary secretion
of digoxin and vinblastine, whereas the intestinal secretion of these compounds
is significantly affected [260,261]. An opposite situation exists for the intestinal
and biliary secretion of doxorubicin. Nearly five times the amount of unchanged
doxorubicin was secreted into the bile of the wild-type mice versus the mdr1a(�/
�) mice, whereas the intestinal secretion of doxorubicin was approximately equal
(�10% of the dose) in both sets of mice [261]. These results illustrate that in
mice, mdr1a P-gp is active in the intestinal excretion of paclitaxel, digoxin, and
vinblastine, and that the mouse liver has the ability to utilize alternate pathways
of elimination for these compounds. Conversely, the biliary excretion of doxoru-
bicin in mice appears to be highly dependent on mdr1a P-gp-mediated efflux
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activity, whereas intestinal mdr1a P-gp plays less of a role in the intestinal excre-
tion of doxorubicin (see Table 3).

VI. CLINICAL TRIALS WITH P-GLYCOPROTEIN
MODULATORS

A large area of research has involved determining the possible use of P-gp modu-
lators to reverse the MDR phenotype associated with P-gp-mediated efflux in an
attempt to improve the efficacy of chemotherapeutic agents and chemotherapeutic
regimens. Clinical trials have been performed to assess the use of P-gp modula-
tors (i.e., verapamil, cyclosporin A, etc.) to improve the intracellular delivery/
efficacy of chemotherapeutic agents (i.e., doxorubicin, vinblastine, and etopo-
side). However, the interpretation of the results of these clinical trials involving
the use of P-gp inhibitors in an attempt to reverse the MDR phenotype has been
complicated by unknown pharmacokinetic interactions between the target cyto-
toxic drug and the modulator [262]. Results obtained from trials with first-genera-
tion inhibitors have been somewhat disappointing; however, some promising re-
sults were obtained in hematolymphoid malignancies [262,263]. There are several
possible reasons why this line of therapy has not been successful. Difficulties in
detecting the MDR1 phenotype in clinical practice, the inability to achieve target
concentrations of the modulator, the methodology of the trial, and the multifacial
array of chemoresistance mechanisms could all act to confound the results of
these trials [263]. Therefore, further clinical studies that allow the dissection of
the pharmacokinetic effects of these modulators from their cellular effects of in-
hibiting P-gp-mediated efflux must be designed. The following sections provides
a brief summary of what has been learned from trials performed with the first
generation of P-gp modulators and the subsequent improvements achieved in the
clinical outcomes with the second and third generations of P-gp modulators.

A. First-Generation P-Glycoprotein Modulators

These agents represent drugs in clinical use for other indications that had been
shown to inhibit P-gp efflux through in vitro experiments. Due to the relatively
low binding affinity of these compounds for P-gp and the need to increase the
doses of these modulators to toxic levels, few of these agents have been further
studied for use in clinical modulation of P-gp. However, early trials with these
drugs have provided invaluable information regarding the consequences of inhib-
iting P-gp. These first-generation inhibitors include verapamil, cyclosporin A,
tamoxifen, quinidine, and quinine.
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1. Verapamil

Many of the early trials aimed at reversing the MDR phenotype associated with
the overexpression of P-gp involved coadministration of the phenylalkamine volt-
age-dependent L-type calcium channel blocker verapamil. Racemic verapamil
was shown to reverse P-gp-mediated resistance to vincristine and vinblastine in
vitro and in vivo in P388 leukemia [264]. These early findings and the fact that
verapamil was a clinically used drug with an established record of safety provided
the rationale for its use clinically as a P-gp modulator.

The maximum tolerated dose of verapamil has been reported to be 480 mg/
day orally (leading to blood levels of 1 mM), with the dose-limiting toxicity
being hypotension [265]. Dose escalation studies with intravenously administered
verapamil showed that for the dose range 0.15–0.6 mg/kg/hr, cardiovascular
toxicities may be seen along with edema and weight gain [266].

Oral verapamil has been shown to increase peak plasma levels, prolong
the terminal half-life, and increase the volume of distribution at steady state of
doxorubicin [267]. Similar studies were performed by Gigante et al. [268], in
which the pharmacokinetics of doxorubicin in combination with verapamil given
at high doses intravenously were followed in 17 patients with advanced neo-
plasms. The steady-state concentration, and systemic and renal clearances were
found to be statistically similar for various doses of verapamil and doxorubicin
and for doxorubicin administered alone [268].

Additionally, trials were designed to assess the usefulness of verapamil in
improving the efficacy of chemotherapeutic regimens for the treatment of small-
cell lung cancer [269,270], refractory multiple myeloma [271], and breast cancer
[272]. The results of these trials showed that verapamil had only a modest positive
effect on the overall effectiveness of the regimen.

2. Cyclosporin A

The immunosuppressive cyclic undecapeptide cyclosporin A has been used in
several clinical trials as a modulator of P-gp. Cyclosporin A readily inhibits
CYP3A metabolism and may lead to significant pharmacokinetic interactions
[273]. Several studies have been performed using cyclosporin A as a P-gp modu-
lator in combination with etoposide, doxorubicin, and paclitaxel.

Background work with mice was performed to assess the feasibility of us-
ing cyclosporin A as a modulator of P-gp-mediated drug resistance. The AUC
of doxorubicin in the liver, kidney, and adrenals increased nearly two to three
times with respect to the levels measured in control animals 30 minutes after
a single intraperitoneal injection of cyclosporin A [274]. The serum levels of
doxorubicin following cyclosporin A treatment were unchanged, indicating that
cyclosporin A might alter the drug concentrations in the tumor without affecting
its plasma concentration [274].
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The effects of cyclosporin A on the pharmacokinetics of etoposide have
been determined and were shown to be dose dependent. In a patient population
with a range of cyclosporin A concentrations (297–5073 ng/ml), it was observed
that patients with higher cyclosporin A concentrations also had larger increases
in etoposide AUC [275]. Results from studies using clinically relevant plasma
concentrations of cyclosporin A (1000–5000 ng/ml) as a P-gp inhibitor resulted
in mean 48%, 52%, and 52% decreases in the systemic, renal, and nonrenal clear-
ances of intravenously administered etoposide [248,275]. A similar decrease in
the systemic, renal, and nonrenal clearances of doxorubicin were observed with
the administration of cyclosporin A [248,276].

3. Tamoxifen, Quinine, and Quinidine

Quinine and quinidine are both alkaloid drugs (quinine is the S-diastereoisomer
of quinidine) used as antiarrhythmic drugs. Both have been shown to modulate
P-gp-mediated efflux in vitro, with quinidine being the stronger inhibitor of the
two [101,277]. Few positive results have been seen with the use of these agents
in reversing MDR in clinical trials [278–281]. The relatively low affinity of each
of these compounds has limited their use clinically to reverse MDR.

Tamoxifen is an estrogen receptor antagonist that weakly binds to P-gp
and exerts inhibitory effects in vitro at concentrations above 1 µM [282]. Tamoxi-
fen is used clinically for the treatment of breast cancer, and initial trials with this
P-gp inhibitor have focused on using this drug not only to treat breast cancer but
also to reverse P-gp-mediated MDR. In a dose escalation study, the vinblastine
and tamoxifen combination proved to be neurotoxic [283]. Neurotoxicity also
occurred in a trial with high-dose tamoxifen and etoposide, and at this dose the
plasma concentration of tamoxifen was below the concentration reported to re-
verse etoposide resistance in P-gp-expressing cell lines [282,283]. Tamoxifen has
very complex pharmacokinetics that are not fully understood presently. The drug
exhibits high plasma protein binding (98%), enterohepatic recirculation, distribu-
tion into fatty tissue, and a long terminal half-life [284]. Other trials with tamoxi-
fen have been performed, all of which have reported adverse toxic effects without
much success at reversing MDR [285,286]. Because of these severe toxic effects
of tamoxifen, such as dizziness, tremor, unsteady gait, grand mal seizure, and
myelosuppression [283], no further trials have been conducted with this drug.

B. Second-Generation P-Glycoprotein Modulators

These compounds represent a more focused attempt to develop potent P-gp mod-
ulators that would be much less toxic than first-generation inhibitors, so that
adequate P-gp inhibitory concentrations can be achieved clinically without risk
of the toxic effects. The second-generation modulators include dexniguldipine
(B8509-035), dexverapamil (R-verapamil), and S9788.



332 Troutman et al.

The (�) isomer of the L-type calcium channel blocker (�)-niguldipine is
dexniguldipine. This agent binds to an intracellular domain of P-gp with a Ki of
10 nm [102]. In addition, this compound can block RNA synthesis at 5 µM [287]
and possesses some anticancer activity. Currently, only a few studies have been
conducted to evaluate the use of this compound as a P-gp modulator. Definitive
results have yet to be reported.

Dexverapamil is just as effective at blocking P-gp-mediated efflux as its
enantiomer S-verapamil, but this compound is seven times less potent at inhib-
iting the contractile force of isolated human heart muscle tissue [288]. This re-
duction in the dose-limiting factor of verapamil has led to clinical trials with
dexverapamil as a possible P-gp reversing agent. A clinical trial was conducted
to evaluate the effect of dexverapamil in Hodgkin’s and 154 non-Hodgkin’s
lymphoma refractory to EPOCH chemotherapy. The combination therapy was
well tolerated, but the results showed that the effect of dexverapamil in improv-
ing the EPOCH chemotherapeutic regimen was minimal at best [289,290]. A
trial involving combination therapy of dexverapamil and paclitaxel in heavily
pretreated patients with metastatic breast cancer showed that the combination
resulted in hematological toxicity that was greater than with paclitaxel alone,
along with increased mean peak paclitaxel concentrations and delayed mean
paclitaxel clearance [291].

S9788 has been shown to be five times more potent than verapamil in inhib-
iting P-gp in vitro [292]. The triazionoamino-piperdine derivative S9788 repre-
sents one of the first attempts at the development of a high-affinity agent used
specifically to reverse P-gp-mediated resistance. It is possible to achieve nontoxic
plasma concentrations of S9788 that are known to reverse P-gp-mediated efflux
in vitro [293]. The adverse effects of this compound seem to involve cardiotoxic
events, including A-V blocks and QT prolongation leading to ventricular arrhyth-
mia and torsade de pointe, which occur at the maximum tolerated dose (96
mg/m2) [293,294]. In a preliminary study, coadministration of S9788 did not
enhance the toxicity of doxorubicin, and the pharmacokinetic profile of doxorubi-
cin was not altered by S9788 [294]. Further clinical trials are in progress with
this compound as a P-gp modulator.

C. Third-Generation P-Glycoprotein Modulators

Like the second-generation modulators, these compounds represent further at-
tempts to produce agents whose primary activity involves the inhibition of P-gp-
mediated efflux with reduced toxic effects. Many of these compounds have been
shown to possess low nM potency as P-gp inhibitors in vitro. These compounds
include GF120918 (GW918), valspodar (PSC833), and CGP41251.

GF120918 (GW918) is an acridonecarboxamide derivative that has been
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shown to inhibit P-gp with an EC50 of 20 nM, making it one of the most potent
P-gp modulators reported [295]. Initial trials were performed to assess the alter-
ation in the pharmacokinetic profile of doxorubicin that may occur with coadmin-
istration of GF120918. The results indicate that plasma concentrations of
GF120918 that modulate P-gp in vitro were obtainable, and at these concentra-
tions the pharmacokinetics and pharmacodynamic toxicity (involving myelotoxi-
city) of doxorubicin appear to be unaltered by GF120918 [296].

Valspodar (PSC833) is an analog of cyclosporin D, but it has no immuno-
suppressive activity. Results from in vitro assays have shown that PSC833 may
be as much as 20 times more potent an inhibitor of P-gp as cyclosporin A
[195,297,298]. Several clinical trials have been performed with PSC833 with
some promising results. Patients with relapsed acute myelogenous leukemia
(AML) were administered PSC833 with mitoxantrone and etoposide, and it was
concluded that this regimen was tolerable and had antileukemic activity
[299,300]. Plasma concentrations of PSC833, shown to reverse P-gp-mediated
efflux in vitro, were achievable in patients treated with other P-gp substrates,
without any PSC833-associated toxicity. However, the toxicity of the chemother-
apeutic agents tends to be somewhat pronounced when they are coadministered
with PSC833 [301,302]. The effectiveness of PSC833 in increasing the efficacy
of chemotherapeutic agents/regimens appears promising, but more trials must be
performed to confirm these initial results.

CGP41251 is the N-benzyl derivative of staurosporine and appears to have
some affinity for protein kinase C (PKC) along with an ability to inhibit P-gp-
mediated efflux [284]. There have been few clinical studies performed with this
agent to date.

VII. DRUG–DRUG INTERACTIONS BETWEEN
P-GLYCOPROTEIN SUBSTRATES

Although drug–drug interactions are typically associated with a change in a com-
pound’s metabolic profile, it has recently become apparent that interactions be-
tween P-gp substrates can also lead to significant alterations in the pharmacoki-
netic profiles of these drugs. The actions of transporters in the elimination of
their substrates in the liver, kidney, and intestine (exsorption) has recently been
elucidated. It is now known that primary active transport mechanisms contribute
greatly to the biliary excretion of various cytotoxic agents, organic cations and
anions, and compounds that have been conjugated via phase II metabolism [303].
The elimination of organic cations by the kidney is highly dependent on active
transport [304]. It is known that intestinally expressed P-gp can act to limit the
absorption of its substrates and, like the liver and kidney, the presence of P-gp in
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the intestine can make this an efficient organ of elimination. Due to the extensive
distribution and physiologically protective nature of P-gp, it is inevitable that
drug–drug interactions between substrates of this pump will be seen, given the
importance of P-gp in determining the absorption, distribution, and elimination
of its substrates [305]. Knowledge regarding the importance of these interactions
is presently limited. The following sections contain examples of drug interactions
caused by the coadministration of compounds that affect P-gp-mediated efflux.

A. Digoxin

The cardiac glycoside digoxin, widely used for the treatment of congestive heart
failure, has a very narrow therapeutic window, and any interactions that alter the
blood concentration of this agent are potentially dangerous [306,307]. Digoxin
has been shown to be a substrate of P-gp both in vitro [308] and in vivo [202].
Because of the strict monitoring of digoxin pharmacokinetics, valuable informa-
tion regarding the interaction between this agent and other P-gp substrates has
been elucidated.

The ratio of renal clearance of digoxin to creatinine clearance decreased
with the coadministration of clarithromycin (0.64 and 0.73) and was restored
(1.30) after the administration of clarithromycin had stopped [309]. The role of
P-gp efflux in this interaction was confirmed using an in vitro kidney epithelial
cell line [309]. The administration of itraconazole, a P-gp inhibitor, with digoxin
resulted in an increased trough concentration and a decrease in the amount of
renal clearance, possibly by an inhibition of the renal tubular secretion of digoxin
via P-gp [310]. The P-gp modulator verapamil has been shown to decrease the
renal clearance of digoxin [311].

It is well known that a drug–drug interaction occurs between digoxin and
quinidine. It has been shown that quinidine can alter the secretion of digoxin in
the kidney and also in the intestine [179]. The plasma concentrations of digoxin
following intravenous injection increased twofold when quinidine (1 mg/h) was
coadministered [179]. The total clearance decreased from 318�/�19.3 to 167�/
�11.0 ml/hr [179]. The coadministration of quinidine decreased the amount of
digoxin appearing in the intestine by approximately 40% [179]. The intestinal
clearance also decreased from 28.8�/�1.7 to 11.1�/1.6 ml/hr following quini-
dine coadministration [179]. These studies demonstrate how quinidine can affect
the absorption and secretion of digoxin.

In some cases of atrial fibrillation, both digoxin and verapamil are used
[306,307]. Observations from this coadministration have shown how the P-gp
modulation affected by verapamil altered the distribution and elimination of di-
goxin [202,230,312–315].

Dietary factors and herbal agents can also lead to drug interactions. The
effects of Saint John’s wort (Hypericum perforatum), a widely used herbal antide-
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pressant, on digoxin were examined in a single blind placebo controlled clinical
trial, designed to study the changes in the pharmacokinetics of digoxin used in
combination with this supplement. This herbal extract was shown to have signifi-
cant effects on the pharmacokinetic profile of digoxin [316]. The results of this
study indicate that Saint John’s wort extract appears to increase the elimination
of digoxin.

Another interaction that has been reported to affect digoxin pharmacokinet-
ics involves the induction of P-gp. It has been shown clinically that the blood
concentration of digoxin decreases significantly for patients receiving rifampin
[317]. A clinical trial was designed to confirm that this decrease was indeed due
to the induction of P-gp; the single-dose pharmacokinetics of digoxin (oral and
IV) were determined before and after administration of rifampin. The rifampin
treatment increased the level of P-gp in the intestine 3.5-fold [317]. The AUC
of orally administered digoxin was significantly lower after the administration
of rifampin, whereas the decrease in intravenously administered digoxin was af-
fected to a lesser degree [317]. Additionally, the renal clearance and half-life of
digoxin were found to be unaltered by rifampin [317]. These findings led the
authors to postulate that the digoxin–rifampin interaction occurs largely at the
level of the intestine and that this interaction seems to have a large effect on
the absorption of digoxin [317]. The ability of orally administered rifampin to
induce intestinally expressed P-gp may have further consequences for the intesti-
nal absorption of other P-gp substrates/inhibitors.

B. Cyclosporin A

Like digoxin, the plasma concentrations of cyclosporin A are strictly monitored.
The determination of the effects of other agents on the pharmacokinetic profile
of cyclosporin A has provided valuable information regarding possible drug–
drug interactions involving P-gp-mediated efflux.

A toxic interaction between escalating doses of intravenously administered
cyclosporin A (6–27 mg/kg/day, median: 19.5 mg/kg/day) and a standard che-
motherapeutic regimen was observed in patients diagnosed with soft-tissue sar-
coma [305,318]. The regimen consisted of courses of etoposide and ifosfamide
(days 1 and 2) (VP16/Ifos cycles), alternating with courses of vincristine, dactino-
mycin, and cyclophosphamide (days 1 and 5) (VAC cycles) [318]. The adminis-
tration of cyclosporin A dramatically increased the systemic toxicity of the VAC
cycle, but only mildly increased the systemic toxicity of the VP16/Ifos cycle
[318]. A possible mechanism for this increased toxicity was proposed to involve
increases in serum concentrations (due to decreased elimination) of etoposide,
vincristine, and dactinomycin, all of which are P-gp substrates, following the
inhibition of P-gp by cyclosporin A [318].

An enhancement in the absorption of orally administered cyclosporin A
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(10 mg) was observed, as evidenced by an increase in the AUC, when a solution
of vitamin E was given concomitantly with one of the cyclosporin A doses in a
randomized trial [319]. The levels of metabolites of cyclosporin were unchanged
by oral administration of the vitamin E solution. This led the researchers to con-
clude that the vitamin E solution acted either to enhance the absorptive transport
or to decrease the countertransport of cyclosporin in the intestine by inhibition
of P-gp [319].

VIII. CONCLUSIONS

Originally discovered as an adaptive response of cancer cells that are exposed to
high concentrations of toxic drugs, P-gp is now recognized as a widely distributed
constitutive protein that plays a pivotal role in the systemic disposition of a wide
variety of hormones, drugs, and other xenobiotics. Furthermore, recent investiga-
tions have uncovered a large family of efflux proteins, with diverse and overlap-
ping substrate specificities, that play a critical role in the disposition of therapeutic
agents. The scope of the biochemical, cellular, physiological, and clinical impli-
cations of these proteins is just beginning to be recognized. An exhaustive review
of this vast and complex area of emerging research is beyond the scope of this
chapter. Instead, we have focused on the most extensively investigated protein,
P-gp, as a prototype of the efflux pump family. The studies presented here have
demonstrated the dual role played by P-gp in minimizing the systemic and tissue/
organ exposure to foreign agents—it acts as a biochemical barrier in preventing
the entry (absorption) of drugs across epithelial or endothelial tissues, and it pro-
vides a driving force for the excretion of drugs and metabolites by mediating
their active secretion into the excretory organs. By virtue of its presence in epithe-
lial and endothelial cells, P-gp can also play a decisive role in the tissue and
organ distribution of a drug. The most notable example of this is the role played
by P-gp (as a component of the blood–brain barrier) in attenuating the access of
drugs to brain tissues. P-gp, when colocalized with metabolic enzymes in certain
tissues (e.g., CYP3A in intestinal epithelium), can modulate the metabolic trans-
formation of some drugs markedly, both at the cellular and tissue/organ levels.
Hence, in designing drugs with an optimal pharmacokinetic profile, it is impera-
tive that the role of P-gp (and other efflux proteins) in the absorption, distribution,
metabolism, and elimination of the drug candidates be elucidated. It is equally
important to recognize that other factors—i.e., coadministered drug(s), diet, dis-
ease, etc.—can significantly affect the disposition of a given therapeutic agent
by modulating the activity of P-gp (and other efflux proteins), resulting in serious
incidents of therapeutic failure or unexpected toxicity. Hence, investigation of
P-gp and other efflux proteins across a wide array of scientific disciplines prom-
ises to be a very fertile area of research in the years to come.
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The Role of the Gut Mucosa in
Metabolically Based Drug–Drug
Interactions

Kenneth E. Thummel and Danny D. Shen
University of Washington, Seattle, Washington

I. INTRODUCTION

A. Background

The gastrointestinal mucosa represents a major physical and enzymatic barrier
to the systemic availability of orally ingested, pharmacologically active mole-
cules. A critical component of that barrier is a collection of biotransforming en-
zymes localized at the apical aspect of the columnar epithelium (enterocytes).
Although drug absorption can occur along the entire length of the gastrointestinal
tract, it is most favored in the proximal (duodenum and jejunum) small intestine
because of surface area considerations. The liver is generally considered to be
the major site of drug metabolism, but it is becoming increasingly clear that, for
some drug molecules (e.g., midazolam, nifedipine, verapamil, saquinavir, terfena-
dine), the small intestine can also make a significant contribution to first-pass
drug elimination. Indeed, some prodrugs have been developed that take advantage
of the enzymatic activity of the intestinal mucosa to promote the absorption and
subsequent release of pharmacologically active drug into the hepatic portal circu-
lation. Of particular importance are the carboxyesterases, but cytochrome P450–
catalyzed oxidations have also been described.

In addition to drug metabolism, there is growing recognition that expression
of drug transporters, such as P-glycoprotein, at the apical membranes of mucosal
enterocytes promotes the efflux of drugs from intracellular sites into the gut lu-
men. In the case of P-glycoprotein, expression of the transporter occurs along
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the entire length of the intestine, including the ileum and colon. Thus, for other
orally administered drugs (e.g., cyclosporine and digoxin), extensive apically di-
rected drug efflux appears to effectively reduce the intestinal and absolute bio-
availability.

In this chapter, we review the expression and localization of intestinal en-
zymes and transporters that have been implicated in drug–drug interactions and
the pharmacokinetic and clinical consequences of those interaction events.

B. Pharmacokinetic Principles

If a metabolically based drug–drug interaction is to have clinical significance,
the affected process of drug metabolism or transport must represent an appre-
ciable part of the overall drug elimination scheme (see Chap. 1). In the case of
intestinal metabolism, it is the fraction of a dose metabolized by the gut mu-
cosa on first pass (E M) that is most relevant. In general, intestinal mucosal en-
zymes that contribute significantly to the first-pass metabolism of a drug have
a much lower contribution to the systemic clearance of the same molecule [1].
Thus, important drug interactions involving gut metabolism will generally be
associated with drugs that have an appreciable first-pass mucosal extraction
ratio.

The role of the gut wall in a drug–drug interaction is usually inferred from
the difference in the observed magnitude of AUC change after oral and intrave-
nous dosing of the affected drug (except in the case of a very high-extraction
drug with blood flow rate–limited systemic clearance). Because most intestinal
enzymes are also found in the liver, an overall change in AUC may reflect an
interaction with both hepatic and intestinal components. As seen from the follow-
ing equation, the oral AUC is a function of the systemic clearance (Cl) of the
drug, the product of the intestinal mucosal and liver availability fractions (FM

and FL), and the fraction absorbed (FAbs):

AUC po �
(FAbs ⋅ FM ⋅ FL) ⋅ Dose

Cl
(1)

Embedded within each metabolic component (FM, FL, Cl) is an intrinsic clearance
term (Vmax/K m) that can be modified by an enzyme/transporter inducer or inhibi-
tor. If drug elimination were exclusively hepatic, the systemic AUC observed in
the presence of a modulator (*) would be inversely related to the modification
of intrinsic clearance [2,3], as indicated in the following equation:

AUC po*

AUC po
�

f B ⋅ Cl in
L

f B ⋅ Cl in*
L

(2)
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When both liver and intestine contribute significantly to the metabolic elim-
ination of an orally administered drug, the resulting mathematical relationship
between the oral AUC for the affected drug and organ intrinsic clearance will
be more complex. If we consider the pharmacokinetic model depicted in Figure
1 for a drug that is metabolized in the liver and intestine but is not subject to
intestinal or hepatic efflux processes, a series of equations can be derived with
the following simplifying assumptions:

1. Complete absorption of the oral dose (fabs � 1)
2. Sequential mucosal and liver first-pass metabolic extraction

Figure 1 Physiological model for sequential intestinal and hepatic first-pass metabo-
lism. Blood flow to the small intestine is functionally divided into mucosal (Q m) and sero-
sal (Q s) flow. Mucosal blood flow in the lamina propria perfuses the enterocyte epithelium.
Portal blood flow (Q pv), which perfuses the liver, is composed of blood leaving the small
intestine and other splanchnic organs, such as the stomach and spleen. Blood flow leaving
the liver (Q hv) represents the sum of hepatic arterial flow (Q ha) and Q pv. First-pass metabo-
lism of an orally administered substrate (S) to product (P) may occur in the enterocyte
or hepatocyte.
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3. Systemic clearance (Cl) � liver clearance (Cl L), i.e., no significant
renal or intestinal contributions to systemic clearance

4. Flow-limited organ extraction
5. First-order liver and intestinal metabolism

Dose po

AUC po
�

Cl L

FM ⋅ FL

(3)

FM �
Q M

( f B ⋅ Cl int
M ) � Q M

and FL �
Q L

( fB ⋅ Cl int
L ) � Q L

(4)

Substituting, we get

Dose po

AUC po
�

f B ⋅ Cl in
L

Q M

Q M � f B ⋅ Cl in
M

(5)

where f B is the free fraction in blood, Cl in
M and Cl in

L are the unbound intrinsic
clearances of the intestinal mucosa and liver, respectively, and Q M and Q L are
blood flows to the intestinal mucosa and liver, respectively. In the presence of
a modulating drug, the AUC ratio in the absence and presence of a modulating
drug can be expressed as the following:

AUC po*

AUC po
�

Q M � f B ⋅ Cl in
M

Q M � f B ⋅ Cl in*
M

⋅ f B ⋅ Cl in
L

f B ⋅ Cl in*
L

(6)

What is apparent from the foregoing relationship is the multiplicative effect
that a change in hepatic and intestinal intrinsic clearance can have on the systemic
AUC, as illustrated in Figures 2 and 3 for midazolam. For example, a fourfold
increase in hepatic and mucosal intrinsic clearances, as a consequence of enzyme
induction, can cause as much as a 94% (16-fold) reduction in systemic AUC,
depending on the initial mucosal extraction ratio (Fig. 2). Without mucosal first-
pass extraction, only a 75% (fourfold) reduction is predicted from a fourfold
increase in hepatic intrinsic clearance. In addition, systemic blood levels can be
up to fourfold lower for the drug that exhibits an extensive intestinal first-pass,
in comparison to one that does not.

From the perspective of inhibitory interactions, fourfold reductions in he-
patic and intestinal intrinsic clearance may cause up to a 16-fold increase in
systemic AUC compared with control, as illustrated in Figure 3 for midazolam.
In the case of rapidly reversible enzyme inhibitors, the change in intrinsic clear-
ance can be expressed as a function of the K i and inhibitor concentration (I ):

f B ⋅ Cl in
L

f B ⋅ Cl in(I )
L

� 1 �
I L

K i

and
f B ⋅ Cl in

M

f B ⋅ Cl in(I )
M

� 1 �
I M

K i

(7)
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Figure 2 Simulation of the effect of enzyme induction on oral midazolam AUC. Hepatic
extraction in the absence of an inducer was set at 0.44. The inducer was assumed to cause
an equivalent change in hepatic and intestinal intrinsic clearance. Mucosal and hepatic
plasma flows were assumed to be 240 and 780 ml/min. Simulations were obtained from
Eq. (6), assuming an initial intestinal extraction ratio of 0.00, 0.07, 0.27, 0.43, 0.60, and
0.88.

Substitution of Eq. (7) into Eq. (6) yields an expression [Eq. (8)] that again illus-
trates the multiplicative effect that an enzyme/transporter inhibitor can have on
the systemic exposure to an orally administered drug:

AUC po(I )

AUC po
�

Q M � f B ⋅ Cl in
M

Q M �
f B ⋅ Cl in

M

1 �
I M

K i

⋅ �1 �
I L

K i
� (8)

Note that the effect of the inhibitor in the liver is independent of blood flow.
This is not the case for the intestine, where the relative magnitude of blood flow
compared to the baseline intrinsic clearance and the apparent intrinsic clearance
in the presence of inhibitor must be considered. When the baseline mucosal intrin-
sic clearance is negligible compared to mucosal blood flow (i.e., low mucosal
extraction), Eq. (8) will collapse into a much simpler and better-recognized equa-
tion (see Chap. 1) for a hepatic inhibitory interaction [2]:
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Figure 3 Simulation of the effect of enzyme inhibition on oral midazolam AUC. He-
patic extraction in the absence of an inhibitor was set at 0.44. The inhibitor/K i ratio was
assumed to be equivalent for inhibition of hepatic and intestinal metabolism. Mucosal and
hepatic plasma flows were assumed to be 240 and 780 ml/min. Simulations were obtained
from Eq. (8), assuming an initial intestinal extraction ratio of 0.00, 0.27, 0.43, 0.60, 0.78,
and 0.88.

AUC po(I )

AUC po
� 1 �

I L

K i

(9)

For an orally administered drug that is completely absorbed from the gas-
trointestinal tract and subject to first-pass intestinal extraction, one can assign a
lower limit for the mucosal extraction ratio that merits attention. For example,
complete inhibition of an initial intestinal extraction that is 25% would result in
a 1.33-fold increase in AUC, independent of any changes in hepatic metabolism.
The lower the mucosal extraction ratio, the closer that interaction will be defined
by the liver. For interactions involving induction of intestinal processes, a lower
limit of significance for the initial mucosal extraction is more difficult to assign.
However, given the magnitude of change in enzyme/transporter expression com-
monly observed in a clinical setting (4- to 6-fold), induction of an intestinal pro-
cess that removes no more than a few percent of the oral dose in the initial state
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is unlikely to have an appreciable effect on the AUC of the affected drug. Again,
when the initial mucosal extraction ratio is moderate to high, both induction and
inhibition of mucosal intrinsic clearance will have a pronounced effect on the
oral AUC [Eq. (6)].

It is also possible to have a modulator of drug metabolism/transport that
exerts an intestinally selective effect. Under the right dosing conditions, constit-
uents of grapefruit juice appear to selectively inhibit CYP3A and drug transport-
ers in the intestinal mucosa, but not those of the liver. As discussed later, the
magnitude of AUC changes observed in vivo are generally modest when a single
glass of regular-strength juice is ingested, and the effects are dependent on the
initial intestinal extraction efficiency for any given individual. The greater the
intestinal first-pass extraction, the greater the change in oral AUC that is possible.
Conversely, if E M is already low, grapefruit juice will cause little change to the
intestinal availability and to the oral AUC.

Another important consideration for understanding metabolically based
drug–drug interactions is that the level of exposure of the liver and intestinal
mucosa to an inhibitor or inducer may not be identical, particularly during the
periabsorptive phase, when intracellular concentrations of the modulator may be
much greater for the intestinal mucosa than for the liver. It is also important to
recognize that intracellular machinery implicated in the mechanism of an interac-
tion (e.g., transacting factors for induction) may not be present at the same level
in the intestine and the liver and functioning to the same degree. Consequently,
the extent of induction or inhibition at each site of metabolism/transport follow-
ing acute or chronic administration of an interacting drug could be quite different.

II. INTERACTIONS INVOLVING DRUG METABOLISM

The presence of drug-metabolizing enzymes in the human intestinal mucosal has
been recognized for some time. The most important of these from the perspective
of drug–drug interactions are the cytochrome P450s. The specific P450 content
of microsomes isolated from mucosal epithelium of the proximal small intestine
is roughly 1/6 to 1/8 of that found in liver microsomes [4,5]. Some P450 iso-
zymes, such as CYP3A4, CYP3A5, and CYP2C, are expressed more prominently
than others [6]. Several UDP-glucuronosyltransferase and sulfotransferase iso-
zymes are also found in the human intestine [7–9]. As discussed later, each of
these enzymes can contribute significantly to the overall first-pass elimination of
some orally administered drugs, and recognition of their role in first-pass metabo-
lism helps to define the effects of enzyme modulators.
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A. CYP3A

1. Localization and Function

CYP3A4 mRNA has been detected in numerous organs of the body, but the
enzyme is expressed predominantly within columnar epithelial cells lining the
gastrointestinal tract, proximal tubules of the kidney, bile duct epithelium, and
hepatic parenchymal cells [10]. Purification of the human hepatic isozyme and
production of an isozyme-selective antibody led to the first characterization of
functionally active CYP3A4 in the human gastrointestinal tract [11]. Subsequent
studies have revealed the expression of both CYP3A5 and CYP3A4 in the entero-
cytes of the small intestine. CYP3A4 is the dominant P450 isozyme in the small
intestine [12,13]. The related isozyme CYP3A5 is generally found in the small
intestine at lower levels and, in some individuals, is difficult to detect [4,14].

The expression of CYP3A along the gastrointestinal tract is not uniform.
Mucosal enzyme concentration is greatest within the duodenal and jejunal sec-
tions of the small intestine and declines distally and proximally. DeWaziers
et al. [6] reported mean microsomal CYP3A contents that were approximately
2.5% (esophagus), 4.3% (stomach), 48% (duodenum), 25% (jejunum), 15% (il-
eum), and 1.5% (colon) of mean hepatic microsomal CYP3A content. In a more
recent study of 20 full-length donor intestines and livers, Paine et al. [4] reported
a median value of 70 (4–262), 31 (�2–91), 23 (�2–98), and 17 (�2–60) pmol/
mg protein in mucosal microsomes isolated from liver, duodenum, jejunum, and
ileum, respectively. A similar regional pattern was described for CYP3A-cata-
lyzed midazolam 1′-hydroxylation activity.

Significant expression of CYP3A4 in the gastrointestinal tract appears to
be restricted to the small intestine. Within mucosa of the colon and stomach,
CYP3A5 protein and mRNA appear to be more prominent than corresponding
CYP3A4 measures [12,13]. For example, Gervot et al. [15] detected CYP3A5
protein, but not CYP3A4, in colonic mucosa from 40 different uninduced tissue
donors. These authors suggested that any CYP3A4 in colonic tissue is likely to
be a consequence of prior treatment of the donor with an enzyme inducer.
CYP3A5 also appears to be the dominant CYP3A isozyme expressed at relatively
low levels in various colonic-derived cells [15,16]. In this respect, these cell lines
may represent an excellent model for xenobiotic metabolism in the human colon
and its role in tissue mutagenesis or cytotoxicity. However, increased expression
of CYP3A4 in the Caco-2 cell line by vitamin D3 treatment [16] or stable transfec-
tion [17] would be desirable if it is to be used as a model for first-pass drug
metabolism.

Total CYP3A content within a defined region of small bowel varies consid-
erably between individuals. Lown et al. [14] found an 11-fold difference in immu-
noreactive CYP3A protein and an 8-fold difference in CYP3A4 mRNA in an
analysis of duodenal pinch biopsies obtained from 20 ‘‘normal’’ volunteers. Even
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greater variability (�50-fold) was described by Paine et al. [4] in an analysis of
CYP3A protein content in duodenal and jejunal mucosal scrapings from 20 organ
donors. Although some of this extreme variability in the latter study could be
the result of events preceding the procurement of tissue (i.e., reduced nutritional
intake, antibiotic administration, treatment with known CYP3A inducers, and
brain death), it does suggest a remarkably dynamic system of enzyme expression
that may respond to a variety of dietary, therapeutic, and pathophysiological con-
ditions. For example, exposure of volunteers to the known hepatic inducer rifam-
pin will cause an increase in duodenal CYP3A4 content [18]. In contrast, acute
and chronic ingestion of grapefruit juice will result in a lower level of duodenal
CYP3A4 content [19].

Despite years of effort, we have only limited knowledge about the regula-
tion of CYP3A4 expression by constitutive factors in humans. Studies in rodents
indicate tight control of hepatic CYP3A by the pituitary secretion of growth hor-
mone as well as by thyroid hormone. Expression of CYP3A4 in cultured human
hepatocytes is also affected by growth hormone (positively) and thyroxine (nega-
tively) treatment [20], and this may form the basis for regulation of constitutive
expression in vivo. Recent data also suggest a role for the nuclear hormone recep-
tor PXR/SXR in the regulation of hepatic CYP3A4, but nothing is known about
its involvement in constitutive intestinal CYP3A4 expression. Interestingly, a
recent study with Caco-2 cells suggests a role for another hormone in the regula-
tion of intestinal CYP3A. Treatment of these cells with 1α,25-dihydroxy vitamin
D3 stimulated CYP3A4 expression and its associated midazolam 1′-hydroxylation
activity tremendously [16]. Dihydroxy vitamin D3 also plays important physio-
logical roles in calcium homeostasis, including an effect on luminal enterocytes
of the small intestine. Binding of the hormone to a specific intracellular receptor
triggers a cascade of events that promote calcium absorption. Thus, delivery of
the fully active hormone, which is produced in the kidney (1α-hydroxylation of
hepatically generated 25-hydroxy vitamin D3), and interaction with vitamin D3

receptors within the liver and small intestine may regulate hepatic and intestinal
CYP3A4 gene transcription.

Mucosal homogenate and microsomes from human intestine have been
shown to catalyze the metabolism of a number of CYP3A substrates, including
the oxidation of flurazepam [21], ethinylestradiol [22], erythromycin [11],
cyclosporine [11], midazolam [23], tacrolimus [24], saquinavir [25], terfenadine
[25], and rifabutin [26]. Not surprisingly, some of the compounds that have been
studied appear to undergo significant first-pass metabolic extraction after oral
administration. CYP3A-catalyzed metabolic reactions appear to contribute to the
low oral bioavailability of midazolam [27], verapamil [28], nifedipine [29], and
tirilazad [30]. Given the extensive first-pass metabolic extraction that occurs in
vivo, intestinal extraction is also likely to be an important determinant of the low
oral bioavailability of terfenadine [31] and saquinavir [32].
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Significant first-pass intestinal extraction occurs despite the fact that total
CYP3A content of the entire gut mucosa is much less than total hepatic CYP3A;
70 nmol vs. 5490 nmol [4]. More important than total enzyme mass, however,
is the comparable intracellular (parenchymal vs. enterocyte) enzyme concentra-
tion and the obligatory nature of drug passage through the enterocyte if it follows
transcellular absorption. Thus, a more appropriate variable for comparison might
be the microsomal intrinsic clearance activity. In studies that compared both he-
patic and intestinal (duodenal or jejunal) microsomes, mean metabolic rates for
intestinal microsomes were 45–118% of hepatic microsomal rates for erythromy-
cin [11], midazolam [4], and tacrolimus [24]. Based on these limited studies,
mean mucosal intrinsic clearances may be within 2- to 3-fold of the corresponding
mean hepatic intrinsic clearance. Whether or not there will be a similarity in first-
pass extraction for a given drug is more difficult to predict, since total oral dose,
enzyme saturability (K m), and the region and rate of drug absorption become
relevant. Should the dose be high enough to cause enzyme saturation, it is possi-
ble that a drug with a high hepatic and intestinal intrinsic clearance could largely
escape intestinal first-pass extraction but not hepatic extraction.

2. Induction of Intestinal CYP3A4

Induction of intestinal CYP3A4 by orally administered drugs has been demon-
strated at both the biochemical and functional levels. The response to inducers
is presumably mediated by the PXR receptor. In their initial characterization of
human intestinal CYP3A4, Kolars et al. [18] noted its inducibility in healthy
volunteers by rifampin administration. CYP3A4 mRNA in biopsies of the duode-
nal mucosa were elevated 5- to 8-fold compared with untreated control biopsies.
In vivo, rifampin profoundly reduces the AUC of selective probe substrates of
CYP3A4 that exhibit a moderate to high first pass. For example, oral midazolam
AUC is reduced by 96% when subjects are pretreated with rifampin (600 mg/
day) for 5 days [33]. This corresponds approximately to a 23-fold increase in
the apparent oral clearance (Cl/F). Although the systemic midazolam clearance
is also induced by rifampin [34], the modest magnitude of change (2.6-fold) sug-
gests that rifampin can increase both intestinal and hepatic first-pass extraction.
As presented in Eq. (6), one would expect a CYP3A4 inducer to have a multipli-
cative effect on the total oral bioavailability through separate reductions in the
mucosal and hepatic availability terms. Other orally administered CYP3A4 sub-
strates that are affected to a similar degree by rifampin include nifedipine, 92%
AUC reduction [29]; verapamil, 97% AUC reduction [28]; triazolam, 95% AUC
reduction [35]; buspirone, 90% AUC reduction [36]; tamoxifen, 86% AUC reduc-
tion [37]; and toremifene, 87% AUC reduction [37].

Analysis of intravenous and oral AUC data, before and during treatment
with CYP3A inducers, has been used to implicate the intestinal mucosa as a
major site of enzyme induction [28,29]. However, as Lin et al. [38] have pointed
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out, such analyses are based on the assumption that the intestinal mucosa does
not contribute significantly to the systemic clearance of the CYP3A substrate.
This assumption may be true under basal conditions but might be inappropriate
after treatment with the inducer, particularly if the inducer exerts a more profound
effect on the gut wall enzyme compared to hepatic enzyme.

Importantly, ignoring a possible contribution of the intestinal mucosa to
systemic clearance will lead to an underestimation of the true intestinal first-pass
extraction. It has also been noted by Lin et al. that portal and total hepatic blood
flow may be altered by an enzyme inducer such as rifampin and that failure to
take this into account can lead to an overestimation of the pharmacokinetic effect
of intestinal CYP3A4 induction. However, Reichel et al. [39] carefully examined
the effect of 7 days of rifampin administration (600 mg/day) on portal blood
flow and liver volume, as assessed by color Doppler ultrasound and magnetic
resonance volumetry, respectively, and found no change in portal blood flow and
less than a 10% increase in liver volume. These findings lend support to the
conclusion that the in vivo effects of rifampin on the AUC of some orally admin-
istered drugs are mediated, in part, by induction of intestinal CYP3A4 and intesti-
nal first-pass drug metabolism.

The CYP3A4 inducers phenytoin and carbamazepine [40] also exert a pro-
nounced effect on oral midazolam AUC in patients receiving the drugs for seizure
control [41], presumably through an induction of intestinal and hepatic CYP3A4.
In this case, administration of the inducers led to a 94% reduction in midazolam
AUC compared with an untreated control population.

3. Inhibition of Intestinal CYP3A

Over the past few years considerable interest has been directed toward under-
standing the effect of potent CYP3A inhibitors on the first-pass extraction of
relatively high intrinsic clearance drugs. This interest stemmed initially from the
observation that ketoconazole profoundly alters the AUC of orally administered
terfenadine, resulting in a prolonged QT interval that could lead to a serious
adverse event. It was estimated that oral terfenadine AUC increased 16- to 73-
fold following multiple-dose ketoconazole administration [42]. Although some
of the pharmacokinetic changes observed were surely the result of an interaction
in the liver, it is likely that the enzyme/transporter barrier at the intestinal mucosa
was also affected by ketoconazole. Both CYP3A-dependent first-pass metabolism
and P-glycoprotein-mediated active efflux processes in the intestinal mucosa are
likely to be inhibited by ketoconazole.

Inhibitory intestinal drug–drug interactions can also occur with other
CYP3A substrates. In a study of the effect of ketoconazole on tirilazad pharmaco-
kinetics, Fleishaker et al. [30] reported a 67% and 309% increase in tirilazad
AUC after an intravenous and an oral dose, respectively. Further analysis of the
data suggested that tirilazad underwent significant intestinal first-pass metabolism
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and that ketoconazole inhibited both intestinal and hepatic metabolic processes.
Itraconazole also appears to have a profound inhibitory effect on intestinal
CYP3A4, as illustrated by an increase in oral midazolam bioavailability from
39% to 96% following 6 days of oral itraconazole (200 mg/day) administration
[43]. Similarly, 5 days of saquinavir administration (1200 mg, tid) inhibited the
metabolic clearance of intravenous and oral midazolam [44]. The oral bioavail-
ability of midazolam increased from 41% to 90%, which is consistent with an
inhibition of both hepatic and intestinal midazolam extraction.

Ketoconazole, itraconazole, and saquinavir are potent reversible inhibitors
of CYP3A4 in vitro; their respective K i values are 20 nM [45], 270 nM [46],
and 700 nM [25]. Thus, their inhibition of intestinal drug metabolism is not unex-
pected. Of equal interest, but less predictable, is the inhibition of intestinal
CYP3A by drugs that must themselves be metabolized before an effect is mani-
fested. For example, clarithromycin is not a particularly potent inhibitor of
CYP3A4 under routine microsomal incubation conditions (K i � 10–28 µM)
[26,47], but it is an effective inhibitor of both hepatic and intestinal midazolam
metabolism in vivo. In a study with healthy volunteers, Gorski et al. [48] found
that administration of clarithromycin (500 mg, bid) for 7 days increased the he-
patic midazolam availability from 74% to 90% and the intestinal availability from
42% to 83%. Overall, the inhibition of intestinal midazolam metabolism by cla-
rithromycin had a much greater impact on the absolute midazolam bioavailability
than did inhibition of hepatic midazolam metabolism. The effect of clarithro-
mycin, as well as troleandomycin and erythromycin on CYP3A activity [34,49]
appears to be mediated through the time-dependent formation of a metabolite
that can generate a stable enzyme–inhibitor complex, or MI complex [50]. Pre-
sumably, CYP3A MI-complex formation can occur in both the human liver and
intestinal mucosa.

Another form of intestinal CYP3A inhibition is that observed following
the ingestion of grapefruit juice. Beginning with a serendipitous discovery that
a grapefruit juice vehicle used for oral alcohol administration could increase the
AUC of oral felodipine [51,52], there has been a flood of studies documenting
the effect of grapefruit juice on the metabolism of drugs that exhibit significant
first-pass metabolic extraction. These include midazolam [53], buspirone [54],
lovastatin [55], simvastatin [56], terfenadine [57], cyclosporine [58], and nifedi-
pine [59]. (For reviews, see Refs. 60–62.) Although the identity of the inhibitory
constituents in grapefruit juice remain in question, a striking aspect of the interac-
tion is that normal consumption (1 glass of regular-strength juice a day) appears
to alter only the function of intestinal CYP3A and not hepatic CYP3A. For exam-
ple, the AUC of midazolam is increased 52% after oral but not intravenous admin-
istration [53]. A similar observation was made with cyclosporine [58] and nifedi-
pine [59]. Also, the Erythromycin Breath Test, a probe for hepatic CYP3A
activity, is unaltered by grapefruit juice consumption [19].

The magnitude of the grapefruit juice interaction can vary widely between
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individuals and is clearly dependent on the strength of the juice and the frequency
of administration. Repeated ingestion of 200 ml of double-strength grapefruit
juice, three times a day, for 2 days caused a 9-fold increase in mean oral buspirone
AUC [54] and a 15-fold and 16-fold increase in mean oral lovastatin [55] and
simvastatin [56] AUC, respectively. In comparison, a single 250-ml volume of
regular-strength grapefruit juice elicited a 149% and 50% increase in felodipine
[63] and cisapride [64] AUC, respectively. The impact of dosing regimen on the
magnitude of the grapefruit juice interaction is further illustrated by a recent
report that consumption of 250 ml of regular-strength juice, once a day (a.m.),
for 3 days had a much more modest effect on lovastatin AUC (30% increase)
when lovastatin was dosed on the evening of the last day of grapefruit juice
consumption, mimicking a more ‘‘typical’’ pattern of juice consumption and
statin administration [65]. These authors suggested that a more vigorous regimen
of grapefruit juice consumption might alter hepatic CYP3A function, in addition
to intestinal CYP3A, resulting in a more profound interaction, as described ear-
lier.

Another interesting aspect of the grapefruit juice effect is that it appears to
be highly variable in a given population. Some subjects/patients will experience
significant changes, whereas the change for others is minor or nonexistent
[58,64,66]. It has been suggested that the magnitude of the grapefruit juice inter-
action will depend on the basal level of intestinal CYP3A expression [19]. Higher
levels of intestinal CYP3A4 are associated with a greater magnitude of interac-
tion, and vice versa.

It was originally postulated that the inhibitory component of grapefruit juice
might be naringenin, quercetin, or a related flavanoid molecule [67,68]. More
recent studies in vitro and in vivo point toward a furanocoumarin molecule such
as 6′,7′-dihydroxybergamottin [69–71] or a furanocoumarin dimer [72]. These
molecules may inhibit intestinal CYP3A by both reversible [72] and suicide inac-
tivation [19,70] mechanisms.

B. CYP2C9, CYP2C19, and CYP2D6

Three other intestinal P450 isozymes that merit consideration from the perspec-
tive of oral drug bioavailability are CYP2C9, CYP2C19, and CYP2D6. Although
DeWaziers et al. [6] reported the detection of what was described as CYP2C8–
10 in mucosal microsomes, it was found only in the small intestine and preferen-
tially in the proximal region. Subsequent studies indicate that CYP2C9 and
CYP2C19 are the major forms expressed in the human small intestine [73]. In
our own analysis of 14 different duodenal microsomal preparations, we have
detected two proteins that were reactive with CYP2C-selective anti-CYP2C19
antibody and that comigrated with authentic cDNA-expressed CYP2C19 and
CYP2C9 protein standards (unpublished research). Duodenal CYP2C9 protein
content varied approximately fourfold among the different preparations, with a
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median value that was 15% of the median hepatic microsomal specific content
[38 (range, 10–101) pmol/mg protein vs. 10 (range, 4.2–18) pmol/mg protein].
Duodenal CYP2C19 content was equally variable, but comparable to the hepatic
enzyme content [4.1 (range, 1–10.4) pmol/mg protein vs. 2.9 (range, 1.1–7.3)
pmol/mg protein for liver and duodenal microsomes, respectively].

Very little has been reported to date about intestinal CYP2C-specific meta-
bolic activity. Prueksaritanont et al. [74] reported on a relatively low level of
tolbutamide hydroxylase activity that they ascribed to ‘‘CYP2C8-10’’ isozyme.
In our characterization of human duodenal CYP2C activity, we found significant
but variable turnover of (S)-warfarin and (S)-mephenytoin to their respective
CYP2C9- and CYPC19-catalyzed 7- and 4-hydroxylated metabolites.

Based on an incomplete oral bioavailability, several CYP2C substrates may
undergo significant first-pass intestinal metabolism, including the CYP2C9 sub-
strates verapamil [75], losartan [76], and diclofenac [77] and the CYP2C19 sub-
strates (S)-mephenytoin [78] and omeprazole [79]. However, although functional
CYP2C9, CYP2C19 proteins are expressed in the human intestinal enterocyte
and they may play a role in first-pass drug metabolism, there is no evidence to
date to indicate that the intestinal enzymes are involved in drug–drug interactions.

Identification of CYP2D6 in human intestinal microsomes was also first
described by DeWaziers et al. [6]. Like CYP3A4, it is localized within mucosal
enterocytes and most concentrated within the proximal small intestine. The mean
specific enzyme content of duodenal and jejunal microsomes was reported to be
approximately 20% of hepatic CYP2D6 microsomal content. However, it was
undetected in ileum and colon. The expression of CYP2D6 in the human gastroin-
testinal tract has been confirmed by other investigators. In separate studies,
Prueksaritanont and coworkers detected CYP2D6 in mucosal microsomes from
several human donors [74,80]. In addition, they reported observing microsomal
1′-hydroxylation activity toward the CYP2D6 substrate (�)-bufuralol in all prep-
arations. Further, the activity was largely inhibited by the known CYP2D6 inhibi-
tors, quinidine and ajmaline, as well as anti-CYP3A1 IgG [80].

In a more comprehensive study, Madani et al. [81] quantitated CYP2D6
protein in 20 human jejunum and 31 human livers. They found that the median
microsomal specific CYP2D6 content was less than 8% of the hepatic microsomal
content (0.85 vs. 12.8 pmol/mg) and that there was extensive interindividual
variability in protein content for both tissues. These investigators also character-
ized the catalytic activity of the same jejunal microsomes toward the recognized
CYP2D6 substrate metoprolol and found that the α-hydroxylation reaction rate
was significantly correlated with CYP2D6 protein content (r � 0.75).

Although there are many CYP2D6 substrates that undergo extensive first-
pass metabolism and that are the objects of inhibitory drug interactions, it is not
likely that the gut wall contributes significantly to the elimination process. For
example, duodenal and jejunal microsomal intrinsic clearances for metoprolol
oxidation reactions were found to be only a fraction of the hepatic intrinsic clear-
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ance [81]. Consequently, the first pass hepatic and intestinal extraction ratios
for metoprolol were predicted to be 61% and 2% for liver and small intestine,
respectively. Thus, any potential inhibition of intestinal CYP2D6 activity should
have little impact on the systemic bioavailability of the drug.

C. Glucuronosyltransferases and Sulfotransferases

1. Localization and Function

It is rapidly becoming apparent that the human UDP-glucuronosyltransferase
(UGT) family of drug-metabolizing enzymes is as complex as the cytochromes
P450. Like the P450 family, several UGT isoforms are expressed within the hu-
man intestinal mucosa [82] and can catalyze first-pass drug metabolism. Within
the UGT1A family, mRNA coding for UGT1A1, UGT1A3, UGT1A4, and
UGT1A9 has been identified [8]. In addition, full-length cDNA for UGT1A8 and
UGT1A10 has been isolated and shown to be catalytically active toward both
endogenous molecules and drugs. Both UGT1A8 and UGT1A10 appear to be
expressed selectively within the intestine [8], potentially playing a major role in
the metabolism of dietary xenobiotics and some drugs [8,83,84]. A major opioid-
metabolizing isoform, UGT2B7 [85], is also found in human intestinal mucosa
[7], with preferential expression in the small intestine.

Microsomes isolated from human intestine display appreciable glucuroni-
dation activity toward several drugs, including estradiol and 17β-estradiol, ethi-
nylestradiol, acetaminophen, morphine, propofol, amitriptyline, desipramine,
imipramine, and ibuprofen [8,22,86–90]. In the case of propofol, first-pass intesti-
nal metabolism has been implicated as a contributing factor to its incomplete oral
bioavailability [91,92]. It is likely that many substrates for UGTs will undergo at
least some first-pass metabolism by the intestinal mucosa. However, the relative
importance of this process in comparison to hepatic extraction remains to be
elucidated.

The human small intestine also metabolizes substrates for sulfotransferases,
including ethinylestradiol, terbutaline, isoproterenol, and acetaminophen [9,22,
74,86,93]. At least four isoforms of sulfotransferase have been identified (either
directly or indirectly with substrate probes) in the human intestinal mucosa [9].
Although data is limited, it has been suggested that gut wall sulfotransferases
contribute to the first-pass metabolism of the β2-agonists, terbutaline, isoprotere-
nol [93,94], and ethinylestradiol [22].

2. Drug Interactions Involving Intestinal UDP-
Glucuronosyltransferase and Sulfotransferase

Evidence for the involvement of human intestinal sulfotransferases in drug–drug
interactions is limited and, in some cases, circumstantial. For example, first-pass
sulfation of isoproteranol in the dog can be reduced by coadministration of com-
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petitive substrates, salicylamide [95] and ascorbic acid [96]. Also, both oral acet-
aminophen [97] and ascorbate [98] administration increase the bioavailability of
ethinylestradiol through an inhibition of sulfotransferase activity. Inhibitors of
sulfotransferases may exert their effect by competition for the enzyme or the
cofactor, PAPS. The effects of acetaminophen and ascorbate were attributed to
a reduction in first-pass intestinal ethinylestradiol sulfation, via depletion of the
intracellular sulfate pool.

Intestinal UGTs also appear to be involved in oral drug interactions. In
humans, amitriptyline will inhibit [99,100] the glucuronidation of the low-bio-
availability UGT2B7 substrate morphine [85] in vitro and will cause substantial
increases in the AUC of morphine when coadministered in vivo [101]. Given
the presence of UGT2B7 in the intestinal mucosa [7], it is possible that inhibition
of first-pass intestinal metabolism contributes to the pharmacokinetic interaction.

A similar scenario can be invoked for an interaction between tacrolimus
and mycophenolic acid. UGT1A8 and UGT1A10 are expressed in human intes-
tine but not liver [8], and will catalyze the 7-O-glucuronidation of mycophenolic
acid [83,84], the active metabolite produced from ester hydrolysis of mycopheno-
late mofetil. Ester hydrolysis of mycophenolate mofetil can occur in the intestine,
liver, and blood. Tacrolimus is reportedly a good inhibitor of mycophenolic acid
conjugation, both in vitro [102] and in vivo [103]. Thus, it is possible that the
drug–drug interaction that occurs in patients is, in part, a consequence of the
inhibition of first-pass intestinal UGT1A8/10 activity.

III. P-GLYCOPROTEIN

A. Localization and Function

P-Glycoprotein (P-gp) is an active plasma membrane transporter belonging to
the family of ATP-binding cassette (ABC) proteins that act to remove drugs and
other xenobiotic molecules from an intracellular domain of a variety of cell types,
including epithelial cells lining the gastrointestinal tract and renal tubules and
the bile canalicular membrane of hepatocytes. In the intestine, P-gp is localized
on the apical plasma membrane surface [104] of the mucosa and operates as an
efflux pump to remove drug molecules that have diffused into the enterocytes
from either the lumen or the blood circulation into the lumen of the gut [105,106].
P-gp is one of several hepatic and intestinal transporters that may function in
humans to limit the systemic bioavailability of orally administered drugs
[105,107]. It is the best characterized of the efflux transporters in terms of func-
tion and potential involvement in drug–drug interactions. Analysis of tissue
mRNA reveals P-gp distribution throughout the length of the gastrointestinal
tract, with the highest level of expression in the small and large intestine [108].
P-gp is able to transport a broad range of structurally diverse molecules [109],
some of which are also substrates or inhibitors of CYP3A4 [110]. The overlap
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of active-site ligands between the two systems is not perfect and perhaps coinci-
dental [111], as illustrated by the development of P-gp-selective inhibitors such
as PSC833 for adjunctive use in cancer chemotherapy [112].

Investigations of P-gp function require the use of intact cell systems or
whole-animal models or humans. Characterization of substrate diversity and rela-
tive efficiency of a polarized efflux process and susceptibility to inducers and
inhibitors is most commonly performed with an immortalized human cell line,
such as Caco-2, TC7, or LS180 [107,111–114]. For many drugs, experiments
with cultured confluent monolayers have demonstrated time- and concentration-
dependent efflux of substrate molecules in a manner that is consistent with a role
for P-gp in limiting oral drug bioavailability. Drugs that show incomplete oral
bioavailability and are also substrates for intestinal efflux transporters include
paclitaxel [115], vinblastine [107], terfenadine [114], cyclosporine [116], tacroli-
mus [116], sirolimus [117], digoxin [111], saquinavir [118], ritonavir [118], and
lovastatin [111].

More definitive proof of the in vivo relevance of intestinal P-gp for some
of these drugs (paclitaxel and vinblastine) has come from pharmacokinetic studies
with knockout mice in which the gene coding for intestinal P-gp (mdr1a) has
been removed from the genome. Active excretion of these drugs from blood into
the gut lumen is impaired in knockout mice compared with wild-type mice, and
there is an improvement in oral bioavailability [105,119]. In humans, there has
been one study in which it was reported that the expression of P-gp, measured
in human duodenal biopsies, was positively correlated with the oral bioavailabil-
ity of the known P-gp substrate cyclosporine [120]. In addition, the extent of
cyclosporine absorption was inversely correlated with the level of P-gp mRNA
content in intestinal mucosal tissue [121]. However, the implied importance of
regional differences in P-gp expression in the gastrointestinal tract is clouded by
the possibility of reduced cyclosporine uptake into the distal (colon) mucosa as
a consequence of reduced surface area for drug diffusion.

B. Drug Interactions Involving P-Glycoprotein

1. Induction of Drug Efflux

In comparison to CYP3A4, less is known about the ability of various drugs to
induce intestinal P-gp expression and function. However, studies with an LS180
human colon carcinoma cell line have revealed that a number of drugs, includ-
ing reserpine, rifampin, phenobarbital, and verapamil, can up-regulate P-gp ex-
pression (more than 10-fold for these examples) [113]. The inductive effect of
rifampin has also been demonstrated in vivo. Treatment of healthy volunteers
with rifampin (600 mg/day) for 10 days resulted in a 3.5-fold increase in duode-
nal P-gp levels and a 58% reduction in digoxin AUC following oral administra-
tion but no change after intravenous administration [122]. Interestingly, the ab-
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sence of an effect of rifampin on the systemic clearance of digoxin suggests that
induction of P-gp altered only intestinal digoxin bioavailability and not systemic
clearance pathways. This finding is in contrast to the significant changes in sys-
temic digoxin clearance that occurred in a P-gp knockout mouse, which was
attributed in part to the loss of intestinal digoxin excretion mediated by mucosal
P-gp[123].

Similar interactions might be expected between rifampin and other P-gp
inducers and low-oral-bioavailability P-gp substrates, such as saquinavir and ter-
fenadine.

2. Inhibition of Drug Efflux

Most comprehensive studies describing the inhibitory effects of various drugs on
P-gp function have been examined at the cellular level, using model substrates.
For example, Kim et al. [111] recently determined the effect of a series of
CYP3A4 substrates and inhibitors on the transport of digoxin in Caco-2 cell
monolayers. The most notable inhibitors were terfenadine, quinidine, ketocona-
zole, verapamil, PSC-833, amiodarone, lovastatin, and erythromycin; all inhibited
digoxin transport by at least 50% at a nominal concentration of 10 µM. Other
drugs that effectively inhibit P-gp function in a cell monolayer system, and at a
similar concentration, include cyclosporine A and tacrolimus [112].

As already discussed, evidence for the clinical importance of intestinal P-gp
comes from in vivo drug–drug interaction studies. Some of the first-generation
inhibitors of P-gp were found to increase the oral bioavailability of recognized
P-gp substrates when coadministered to patients or healthy volunteers. Examples
include an interaction between quinidine and digoxin [122], cyclosporine and
etoposide [124,125], cyclosporine and paclitaxel [126], and ketoconazole and
cyclosporine A [127]. In addition, the pronounced effect of ketoconazole on the
oral bioavailability of terfenadine [42] and saquinavir [128] is likely to be medi-
ated in part by an inhibition of intestinal P-gp function. However, it should be
emphasized that although intestinal transport processes have been implicated,
some of the effects of these P-gp inhibitors on oral drug bioavailability could
also be mediated through an inhibition of intestinal and/or hepatic oxidative me-
tabolism.

A more definite example of the inhibition of P-gp function by ketoconazole
is illustrated by the drug’s effect on oral fexofenadine AUC. Fexofenadine is
the active metabolite (antihistaminic) of terfenadine and is not a substrate for
CYP3A4 but is transported by P-gp [129]. Coadministration of ketoconazole or
erythromycin with fexofenadine (Allegra) results in a 164% and 109% increase,
respectively, in steady-state fexofenadine concentration in blood (Physicians
Desk Reference, 1998). Because P-gp is expressed in both the intestinal mucosa
and the bile canaliculi, the interaction may occur at one or both sites.
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I. INTRODUCTION

Over the past decade there has been a substantial improvement in the ability to
predict metabolism-based in vivo drug interactions from kinetic data obtained in
vitro. This advance has been most evident for interactions that occur at the level
of cytochrome P450 (CYP) catalyzed oxidation and reflects the availability of
human tissue samples, cDNA-expressed CYPs, and well-defined substrates and
inhibitors of individual enzymes. The most common paradigm in the prediction
of in vivo drug interactions has been first to determine the enzyme selectivity of
a suspected inhibitor and subsequently to estimate the constant that quantifies
the potency of reversible inhibition in vitro. This approach has been successful in
identifying clinically important potent competitive inhibitors, such as quinidine,
fluoxetine, and itraconazole. However, there is a continuing concern that a num-
ber of well-established and clinically important CYP-mediated drug interactions
are not predictable from the classical approach that assumes reversible mecha-
nisms of inhibition are ubiquitous.

Irreversible inhibition is an additional mechanism by which the catalytic
activity of an enzyme may be reduced both in vitro and in vivo. This mechanism
has been extensively characterized in vitro and is particularly common for CYP-
mediated biotransformations, in part because of the high-energy intermediates
that are characteristic of these reactions. A seminal illustration of the importance
of an irreversible mechanism of inhibition is provided by erythromycin, the
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widely used macrolide antibiotic. Steady-state plasma concentrations of erythro-
mycin are far below the in vitro estimated constant for competitive inhibition of
CYP3A4 [1,2], and consequently no in vivo drug interactions are expected with
CYP3A4 substrates. However, in clinical practice erythromycin is a well-estab-
lished inhibitor of CYP3A-mediated biotransformation [1]. This is not surprising
in view of the ample evidence demonstrating that both human and animal CYP3A
enzymes convert erythromycin to a metabolite that complexes with heme to cause
inactivation [3]. Thus, the goal of this text is to describe the scope of irrevers-
ible inhibition of drug metabolizing enzymes and to indicate how the prediction
of in vivo drug interactions can be incorporated into this phenomenon.

II. CHARACTERISTICS OF IRREVERSIBLE INHIBITORS

In general, three types of CYP inhibition have been described [4]. The most
common type of inhibition is displayed by agents that reversibly bind to CYP
and is displayed by all substrates of an enzyme at sufficiently high concentrations.
A second type of inhibition occurs when substrates or their metabolites form
quasi-irreversible complexes with the prosthetic heme; this is typified by the inhi-
bition of CYP3A enzymes by macrolide antibiotics. The third type of inhibition
occurs when a substance binds irreversibly to structural motifs of the CYP apo-
protein or to the prosthetic heme group or accelerates the degradation of the
prosthetic heme group. The latter two modes of inhibition are most commonly
displayed by inhibitors that are dependent on the enzyme itself to reveal their
inhibition, and they are therefore commonly referred to as mechanism-based in-
hibitors [5]. A mechanism-based inhibitor must first bind and then become cata-
lytically activated by the enzyme. The activated species irreversibly alters the
enzyme and removes it permanently from the pool of active enzyme. For a sub-
stance to be classified as a direct mechanism-based inhibitor it should meet the
following rigorous criteria proposed by Silverman [5]:

1. Under conditions that support catalysis, a time-dependent loss of en-
zyme activity is observed.

2. The rate of enzyme inactivation is proportional to low inactivator con-
centration but is independent at high inactivator concentration [Eq.
(1)].

3. The rate of inactivation is slower in the presence of a competing sub-
strate than in its absence.

4. Enzyme activity does not return upon physical removal of inactivator,
e.g., by dialysis, filtration, or centrifugation.

5. A catalytic step for the conversion of inactivator to a reactive interme-
diate can be proposed.



Inhibition of Human Cytochromes P450 389

6. There is no lag time for inactivation; the presence of exogenous nucleo-
philes has no effect on the inactivation rate; following inactivation, a
second, equal addition of enzyme results in the same rate of inactiva-
tion as the first addition in the absence of inactivator and cofactor
depletion.

III. TYPES OF IRREVERSIBLE INHIBITORS

A. Compounds That Covalently Bind to the Protein

Examples of xenobiotics that bind to proteins and fall into this class of mecha-
nism-based inhibitor include tienilic acid, cannabidiol, chloramphenicol, secobar-
bital, some psoralens, spironolactone, and mifepristone.

Tienilic acid is oxidized by CYP2C9 to form metabolites that appear to
covalently bind to the protein at the active site, thus rendering the enzyme inactive
[6,7]. Evidence suggests that an electrophilic sulfoxide metabolite of tienilic acid
is the reactive species. When tienilic acid was incubated with CYP2C9 and
NADPH, three protein species were detected: native CYP2C9, a monoadduct of
CYP2C9 and tienilic acid, and a diadduct that incorporated two molecules of
tienilic acid in CYP2C9. Further evidence suggested that each tienilic acid that
was covalently adducted to CYP2C9 contained a hydroxyl group, which is consis-
tent with initial ring oxidation and/or with initial sulfoxide formation, provided
the attached sulfoxide does not dehydrate [8].

Preincubation of human liver microsomes with cannabidiol decreased the
formation of all detectable metabolites of cyclosporine, a substrate of CYP3A
[9]. Cannabidiol is metabolized by CYP3A to form a cannabidiol-hydroxyqui-
none. This metabolite binds to the apoprotein of CYP3A and renders it inac-
tive [10].

Chloramphenicol and secobarbital exhibit properties similar to those of tie-
nilic acid, but they have not been studied in humans [11,12]. Oxidative dechlori-
nation of chloramphenicol with formation of reactive acyl chlorides appears to
be an important metabolic pathway for irreversible inhibition of CYP. Chloram-
phenicol binds to CYP, and subsequent substrate hydroxylation and product re-
lease are not impaired. The inhibition of CYP oxidation and the inhibition of
endogenous NADPH oxidase activity suggest that some modification of the CYP
has taken place, which inhibits its ability to accept electrons from the CYP reduc-
tase [11]. Secobarbital completely inactivates rat CYP2B1 functionally, with par-
tial loss of the heme chromophore. Isolation of the N-alkylated secobarbital-heme
adduct and the modified CYP2B1 protein revealed that the metabolite partitioned
between heme N-alkylation, CYP2B1 protein modification, and epoxidation. A
small fraction of the prosthetic heme modifies the protein and also contributes
to the CYP2B1 inactivation [13].
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Psoralens, e.g., 8-methoxypsoralen, are a family of furanocoumarin deriva-
tives that have been used in part to treat diseases like psoriasis and cutaneous
T-cell lymphoma. Additionally, 8-methoxypsoralen has been shown to inhibit
CYP2A6 [14]. The mechanism of inhibition by this compound appears to be an
initial oxidation to generate an epoxide that reacts with a nucleophilic amino acid
at the active site [15].

CYP inactivation by spironolactone is due to a reactive species that binds
covalently to the protein and/or modifies the heme group [16]. However, this
has not been investigated in human tissue. More recently, mifepristone (RU 486)
was characterized as a mechanism-based inhibitor of CYP3A4 [17]. Mifepristone
irreversibly modified the CYP3A4 apoprotein at the active site. The proposed
mechanism of inactivation involved addition of reactive oxygen to the carbon–
carbon triple bond of mifepristone to yield a highly reactive ketene intermediate
that reacts with a nucleophilic residue at the enzyme active site [17].

B. Compounds That Quasi-Irreversibly Coordinate to the
Prosthetic Heme

These compounds are catalytically oxidized to intermediates or products that co-
ordinate tightly to the prosthetic heme of the CYP. This coordination can only
be displaced under special nonphysiological experimental conditions (e.g., potas-
sium ferricyanide). Many nitrogen-containing compounds, usually amines, are
found in this group. Primary amines are required for the metabolic intermediate
complex (MIC) formation, although secondary and tertiary amines are appro-
priate precursors. The primary amines are hydroxylated and then further oxidized
to a nitroso group that appears to chelate to the heme, which results in a more
stable (ferrous) state of iron. This ferrous state exhibits a spectrum with an ab-
sorbance maximum of 445–455 nm [18]. Nonnitrogenous compounds, composed
primarily of methylenedioxybenzene derivatives, also form MIC and exhibit ab-
sorbance peaks at �430 nm and 455 nm when the iron is in the ferrous state.
However, the MIC formed by these compounds can also be observed at �437
nm when the iron is in the ferric state. The MIC formed by the nonnitrogenous
compounds may be a result of metabolism at the methylene carbon [18]. Table
1 lists all the drugs (or metabolites) that have formed MICs in human liver micro-
somes, cDNA-expressed CYPs, or rat liver microsomes.

C. Compounds That Covalently Bind to the
Prosthetic Heme

This class of compounds irreversibly inactivates CYP by the covalent attachment
of the inhibitor, or a derivative of the inhibitor, to the prosthetic heme group.
Compounds that fall into this class are terminal acetylenes, e.g., gestodene [19]
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Table 1 Drugs That Form Metabolic Intermediate Complexes

MIC Formation

Human liver Expressed Rat liver
Drug (or metabolite) microsomes CYP3A microsomes Ref.

Clarithromycin � � Unpublished data
N-desmethylclarithromycin � � Unpublished data
Didesmethylclarithromycin � 73
14-OH clarithromycin � 73
Clarithromycin N-oxide � 73
Dirithromycin � 74
Erythromycin � 74
N-desmethylerythromycin � 37
Didesmethylerythromycin � 37
Triacetyloleandomycin � 75
Oleandomycin � 75
N-desmethylroxithromycin � 75

Amitriptyline � Unpublished data
Nortriptyline � � Unpublished data
Fluoxetine � � Unpublished data
Norfluoxetine � � Unpublished data
Fluvoxamine � � Unpublished data
Imipramine � 34
Desipramine � 34

Amphetamine � 18
Methamphetamine � 18
Benzphetamine � 18
Fenfluramine � 18
Phenmetrazine � 18
Clorgyline � 77
Diltiazem � � 36
N-desmethyldiltiazem � � Unpublished data
Lidocaine � 34

Diphenhydramine � 34

Propoxyphene � 18
Norpropoxyphene � 18

Ritonavir �/� �/� Unpublished data
Indinavir � � Unpublished data

Tamoxifen � 34
Desmethyltamoxifen � 34

Dapsone � 18

Sulfanilamide � 18

Orphenadrine � 78
Tofenacine � 78



392 Jones and Hall

and ethynylestradiol [20], which selectively inactivate CYP3A, furafylline, which
selectively inactivates CYP1A1/2 [21], hydrazines, e.g., phenelzine [22], and
other xenobiotics, e.g., griseofulvin [23], and phencyclidine, which has been
shown to be a substrate and inhibitor of CYP3A [24,25]. Phenelzine and griseo-
fulvin have exhibited mechanism-based inhibition in mouse or rat liver micro-
somes but have not been investigated with human tissue.

D. Compounds That Degrade the Prosthetic Heme Group

Certain CYPs undergo mechanism-based inactivation as a result of conversion
of their prosthetic heme groups to products that irreversibly bind to the protein.
Hydrogen peroxide and cumene hydroperoxide partially degrade the prosthetic
heme to monopyrrole and dipyrrole fragments that bind to the protein [26,27].
Presently, no drugs have been shown to fall into this class.

E. Miscellaneous Compounds

Other drugs and compounds have been shown to be mechanism-based inhibitors
of CYP but do not fall into one of the preceding categories, or too little informa-
tion has been generated to determine which category each represents. Grapefruit
juice causes mechanism-based inhibition through accelerated degradation of
CYP3A, but the causative component(s) of grapefruit juice and the mechanism
of this effect remain to be established. Two of the high-activity antiretroviral
treatments for HIV infection, ritonavir and delavirdine, have also exhibited prop-
erties that are consistent with mechanism-based inhibition of CYP3A4; again,
the mechanism by which this occurs is unknown [28,29].

IV. KINETICS OF MECHANISM-BASED INHIBITION

Scheme 1 is the simplest one that is consistent with the inactivation of an enzyme
while a drug is metabolized [30]. As with conventional enzyme kinetics, there
is an initial, reversible step that combines the inhibitor and free enzyme to form
an enzyme–inhibitor complex.

Scheme 1
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In the absence of catalysis, the inhibitor concentration and the ratio of k1

to k�1, the equilibrium association constant, will define the fraction of the enzyme
bound with inhibitor at a given enzyme concentration. The enzyme–inhibitor
complex proceeds to transform the inhibitor to an intermediate that may decom-
pose to form a metabolite or react with the enzyme to form an inactive complex.
First-order rate constants k2, k3, and k4 determine the rates of these reactions
and the concentration of intermediate at a given concentration of inhibitor and
enzyme.

Most commonly the rate of formation of the inactivated enzyme, under
steady-state conditions, can be described by the rectangular hyperbolic function
often associated with the traditional Henri–Michaelis–Menten function [30,31]:

Rate of inactive enzyme formation � Imax ⋅ I

KI � I
� k inact ⋅ E ⋅ I

KI � I
(1)

where I is the concentration of inhibitor or inactivator, KI is the inhibitor concen-
tration that supports half the maximal rate of inactivation, and Imax is the maximal
rate of inactivation (when I �� KI). The symbol KI is employed in the context
of inactivation kinetics to distinguish it from the equilibrium inhibition constant
Ki (see Chap. 2) that is commonly used in the description of reversible enzyme
inhibition [5]. The maximal rate of inactivation, Imax, will occur when inhibitor
binds to all of the available enzyme:

Maximal rate of formation of inactive enzyme � E ⋅ k inact (2)

Thus, k inact is the first-order rate constant that relates the maximal rate of formation
of inactive enzyme to the active enzyme concentration. Tatsunami et al. demon-
strated that under steady-state conditions the following relationships exist for the
reaction displayed in Scheme 1 [32]:

KI �
k�1 � k2

k1

⋅ k3 � k4

k2 � k3 � k4

(3)

k inact �
k2 ⋅ k4

k2 � k3 � k4

(4)

It is clear from Eqs. (3) and (4) that KI and k inact are complex functions of several
microrate constants. It is important to note that only under restrictive conditions
can k inact be equated with k2, e.g., when k4 is much greater than k2 plus k3. Simi-
larly, KI cannot simply be equated with the inverse of the equilibrium association
constant for inhibitor and free enzyme.

Analogous relationships exist for the rate of metabolite formation in this
enzymatic scheme:
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Rate of metabolite formation � Vmax ⋅ I

KI � I
� kcat ⋅ E ⋅ I

KI � I
(5)

where Vmax is the maximal rate of metabolite formation (when I �� KI) and KI

is the inhibitor concentration that supports half the maximal rate of metabolite
formation and is exactly the same as the constant defined in Eqs. (1) and (3). kcat

is the first-order rate constant that relates maximal rate of metabolite formation
to E and that is analogous to k inact and can also be defined as a function of the
microrate constants:

kcat �
k2 ⋅ k3

k2 � k3 � k4

(6)

In the context of mechanism-based inactivation, kcat does not have the same defi-
nition as that commonly used in metabolite formation kinetics; kcat is not equiva-
lent to k2 unless k3 greatly exceeds k2 and k4, which may occur when the inactiva-
tion pathway is minor in comparison to the formation of metabolite.

A useful index of the propensity for an enzyme to undergo inactivation,
as opposed to metabolite formation, is the partition ratio, r [33], defined as the
ratio of the rate of metabolite formation to the rate of inactive enzyme formation.
Thus, by combining Eqs. (1) and (5):

r �
kcat

k inact

(7)

Furthermore from the relationships in Eqs. (4) and (6) that include the microrate
constants of Scheme 1:

r �
k3

k4

(8)

From Eqs. (7) and (8) it is clear that, in the context of the current model, r is
independent of inhibitor concentration. The value of r varies from infinity, when
the inactivation reaction is a very rare event, to a value of zero, where inactivation
of enzyme occurs during every catalytic cycle.

It should be noted that the mechanism depicted in Scheme 1 is the simplest
that is consistent with mechanism-based inhibition. The mechanism for a given
inactivator and enzyme may be considerably more complex, due to (1) multiple
intermediates (for example, MIC formation often involves four or more interme-
diates [34]), (2) detectable metabolite that may be produced from more than one
intermediate, and (3) the fact that enzyme–inhibitor complex may produce a me-
tabolite that is mechanistically unrelated to the inactivation pathway. Events such
as these will necessitate alternate definitions for k inact, KI, and r in terms of the
microrate constants of the appropriate model. The hyperbolic relationship be-
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tween rate of inactivation and inhibitor concentration will, however, remain, un-
less nonhyperbolic kinetics characterize this interaction. Silverman discussed this
possibility from the perspective of an allosteric interaction between inhibitor and
enzyme [5]. Nonhyperbolic kinetics have been observed for the interaction of
several drugs with members of the CYPs [35].

V. DETERMINATION OF ENZYME CONSTANTS IN VITRO

Characterization of a mechanism-based inactivator may involve the estimation
of the constants described in Sec. IV, namely, k inact, KI, kcat, and r. The most
common approach has been to incubate inactivator, enzyme, and cofactors to-
gether and to determine the decline in enzyme activity with time [31]. In practice
this approach often employs the measurement of residual enzyme activity in a
subsequent incubation with a specific substrate under conditions that limit further
inactivation and competitive inhibition by the inactivator, usually by an appro-
priate dilution (tenfold or greater) of the original incubate [5].

Based on the foregoing discussion, the rate of change of enzyme activity
in the presence of an inactivator concentration I is given by:

dE(t)

dt
� �k inact ⋅ I ⋅

E(t)

KI � I
(9)

where E(t) is the enzyme concentration at some time t. This expression can be
integrated to provide a relationship that has been widely used to estimate the
desired parameters:

E(t) � E(0) ⋅ e�(kinact ⋅ I/(KI�I)) ⋅ t (10)

where E(0) is the initial enzyme concentration or activity. Thus a plot of E(t) against
time can be generated for a range of inhibitor concentrations that encompass KI

to estimate k inact and Kl. Alternatively, by taking the natural log of Eq. (10),

ln�E(t)

E(0)
� � ��k inact ⋅ I

KI � I� ⋅ t (11)

Equation (11) indicates that a plot of log fractional enzyme activity against
time will be linear, and the negative of the slope will be equivalent to k inact ⋅ I/
(KI � I) [31]. The family of curves obtained by varying inhibitor concentration
should share the same value of ln(E(t)/E(0)) � 1 at t � 0, unless the experiment
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is confounded by the occurrence of significant competitive inhibition (Fig. 1a).
The relationship between the slope of these plots and inhibitor concentration can
be analyzed by nonlinear regression [see Eq. (1)] or double reciprocal plots to
estimate k inact and KI (Figs. 1b and 2). Many mechanism-based inhibitors have
been characterized in this manner. Estimates of k inact and KI were quantified
for diltiazem, clarithromycin, and delavirdine, mechanism-based inhibitors of
CYP3A4, in this manner [36, unpublished data, 29]. Similarly, the furanocouma-

Figure 1 (a) 8-Methoxypsoralen (8-MOP) mediated inactivation of P450 2A6 activity
in human liver microsomes (HL109) in the presence of an NADPH-generating system
and (b) double-reciprocal plot of the relationship between inactivation rate and 8-MOP
concentration. The concentrations of 8-MOP present in the inactivation assay were 0 µM
(�), 0.05 µM (�), 0.25 µM (�), 0.5 µM (�), 1 µM (�), and 2.5 µM (�). The reversible
binding constant (KI) and the rate constant for inactivation (k inact) associated with micro-
somal P450 2A6 and 8-MOP were calculated, using nonlinear regression, to be 1.8 µM
and 2 min�1, respectively. The rate of turnover for the uninhibited reaction in microsomes
(HL109) was 5.21 nmol/nmol P450/min. (From Ref. 14.)
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Figure 2 Double reciprocal plot of the initial CYP3A4 inactivation rate constant (ob-
tained using 250 µM testosterone at mibefradil concentrations of 0.5, 2.5, 5, and 10 µM)
and the corresponding mibefradil concentrations. Kinactivation � k inact; Ki � KI. (From
Ref. 72.)

rins and 8-methoxypsoralen were shown to be mechanism-based inhibitors of
CYP2A6 using this procedure [14,15]. Representative inactivators and target en-
zymes and estimated values of kinetic constants are presented in Table 2. These
approaches assume a constant inhibitor concentration equal to the starting con-
centration and that loss of enzyme activity is due only to the specific effect of the
inactivator. Preliminary experiments are indicated to verify these assumptions.

In some cases the rate of enzyme inactivation can be quantified without an
assay for enzyme activity. For example, inactivation of CYPs due to MIC forma-
tion can be directly quantified spectrophotometrically, which avoids the potential
artifacts introduced by the measurement of catalytic activity. Microsomes, or
purified enzymes, are incubated with a substrate and NADPH then is monitored
for MIC formation over time in a spectrophotometer. An example of MIC forma-
tion by diltiazem in human liver microsomes is shown in Figure 3 [36]. The MIC
exhibits an absorbance maximum between 448 nm and 456 nm when the heme
iron is in the reduced state [18]. Extinction coefficients of MIC are approximately
64 mM�1 cm�1 [37]. Thus, MIC formation by diltiazem in the example is 59%
of the total CYP, which would be consistent with inactivation of most of the
CYP3A in the microsomes.

The value of kcat and KI can also be estimated by quantifying the rate of
metabolite formation from the inhibitor either simultaneously with the decline



398
Jo

n
es

an
d

H
all

Table 2 Mechanism-Based Inhibitors and Estimates of Their In Vitro Constants

kinact kcat Partition kinact/KI

Compound Tissue KI (µM) (min�1) (min�1) ratio r (µL ⋅ min�1 ⋅ pmol�1) Ref.

Furafylline CYP1A1 1000 0.16 ? ? �0.01 21
CYP1A2 6.9 0.07 ? ? 0.01

Furanocoumarins (8-MOP) CYP2A6 1.9 2 22 11 1.05 14
(R)-(�)-menthofuran CYP2A6 0.84 0.25 0.88 3.5 0.30 79
Tienillic acid CYP2C10 4.3 0.22 2.6 12 0.05 6
Delavirdine Liver microsomes 9.5 0.44 18 41 0.05 29
Diltiazem CYP3A4 2.2 0.17 14.6 86 0.08 36
Gestodene Liver microsomes 46 0.39 3.5 9 0.01 19
Ritonavir CYP3A4 ? 0.135 1.4 10 ? 28
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Figure 3 Metabolic intermediate complex formation by diltiazem (5 µM) in human
liver microsomes. The sample cuvette contained human liver microsomes, diltiazem, and
NADPH, whereas the reference cuvette contained human liver microsomes, buffer, and
NADPH. The ribbons represent the change in absorbance difference for scans from 5 to
120 min. (From Ref. 36.)

in enzyme activity or under the same incubation conditions. The rate of change
of metabolite, dM(t)/dt, is given by

dM(t)
dt

�
kcat ⋅ I

KI � I
⋅ E(0) ⋅ e�(kinact ⋅ I/(KI�I)) ⋅ t (12)

If the rate of metabolite formation can be determined over a time period that is
sufficiently short that significant enzyme inactivation does not occur (kcat � k inact),
then the exponential term in Eq. (12) approaches unity and may be ignored. Equa-
tion (12) illustrates that the apparent Vmax for formation of a metabolite will de-
cline as the incubation time increases when simultaneous enzyme inactivation
occurs (Fig. 4).

The partition ratio can be obtained from estimates of k inact and kcat or can
be determined directly. This is achieved by simultaneously quantifying the moles
of enzyme inactivated and the moles of metabolite formed for given incubation
conditions. Clearly, if any two parameters from k inact, kcat, and r are known, then
the third can be calculated (Table 2).

Under conditions where it is not possible to approximate the steady state,
i.e., constant inactivator concentration, it is possible to estimate k inact and KI if
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Figure 4 Effect of incubation time on the formation of N-desmethyldiltiazem (MA) in
human liver microsomes. Human liver microsomes (50 µg) were incubated with diltiazem
(12.5–1200 µM) and NADPH (1 mM) at 37° for 8 (�), 16 (�), and 24 (�) minutes. The
dashed line is the line of best fit of the data with the Michaelis–Menten equation. The
solid line is the line that represents the predicted MA formation at the corresponding time
using instantaneous formation rates. (From unpublished data.)

the inactivator concentration and residual enzyme activity are quantified simulta-
neously. If a fixed quantity of enzyme and inactivator are combined under non-
steady-state conditions that support catalysis, then the rate of formation of inac-
tive enzyme at some time t, dIE(t)/dt, is given by

dIE(t)

dt
� k inact ⋅ E(t) ⋅

I(t)

KI � I(t)

(13)

The corresponding decline in inhibitor concentration at some time t, �dI(t)/dt,
will be given by the rate of metabolite formation plus the rate of inactive enzyme
formation:

�dI(t)

dt
� (k inact � kcat) ⋅ E(t) ⋅

I(t)

KI � I(t)

(14)



Inhibition of Human Cytochromes P450 401

Equation (14) can also be written to include the partition ratio:

�dI(t)

dt
� (1 � r) ⋅ k inact ⋅ E(t) ⋅

I(t)

KI � I(t)

(15)

VI. PREDICTION OF DRUG INTERACTIONS IN VIVO

A. Extent of Interaction

When one drug has the capability to inactivate an enzyme, the elimination of a
second drug that relies on that enzyme may be impaired. The net effect of expo-
sure to an enzyme inactivator is to enhance the rate of degradation of active
enzyme from the endogenous pool. Under baseline conditions the rate of change
of active enzyme concentration, dE(t)/dt, is determined by the balance between
the rate of de novo synthesis and the rate of degradation. Enzyme synthesis rate
is generally assumed to be a zero-order process, whereas the rate of degradation
is a first-order process [38]:

dE(t)

dt
� R0 � kE ⋅ E(t) (16)

where R0 is the rate of enzyme synthesis and kE is the endogenous degradation
rate constant. Therefore, at steady state (dE(t)/dt � 0) the enzyme concentration,
ESS, is given by

ESS �
R0

kE

(17)

In turn the steady-state enzyme concentration in the liver determines the
baseline hepatic intrinsic clearance, CLint, for the metabolism of a drug substrate
by the enzyme. When substrate concentration, S, is low relative to the Michaelis
constant, Km, for a particular biotransformation,

CLint �
Vmax

Km

� ESS ⋅ kcat

Km

(18)

where Vmax is the maximal rate of substrate metabolism and kcat is the first-order
rate constant that relates Vmax to ESS. In the presence of an inactivator of the
enzyme, the rate of change of active enzyme, dE ′(t)/dt, is given by:

dE ′(t)

dt
� R0 � kE ⋅ E(t) � kI ⋅ E(t) (19)

where kI is the rate constant for inactivation of enzyme. Consequently, the steady-
state enzyme concentration in the presence of inactivator, E ′SS, is reduced:
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E ′SS �
R0

kE � kI

(20)

The inactivator will therefore produce a corresponding reduction in intrinsic
clearance to CL ′int.

CL ′int � E ′SS ⋅ kcat

Km

(21)

The ratio of the intrinsic clearances in the absence and presence of an inacti-
vator is given by

CLint

CL ′int

�
ESS

E ′SS

�
kE � kI

kE

� 1 �
kI

kE

(22)

For a drug that is eliminated exclusively by the liver and that is completely
absorbed following oral administration, the intrinsic clearance can be related to
the area under the plasma concentration–time curve (AUCpo) if the well-stirred
model of hepatic elimination is assumed (see Refs. 39 and 40 plus other chapters
in this book):

CLint ⋅ fu �
Dosepo

AUCpo

(23)

where AUCpo is obtained from time zero to infinity following a single oral dose
or over a dosing interval when drug is administered orally to steady state; fu is
the fraction of drug unbound in plasma. Thus, for a drug that is eliminated from
the body by a single hepatic pathway that is the target of an inactivator, the
following relationship describes the predicted increase AUCpo from the baseline
state to the inactivated state AUC ′po:

AUC ′po

AUCpo

�
CLint

CL ′int

� 1 �
kI

kE

(24)

If the inactivated pathway is only one of multiple elimination pathways in the
liver, then the predictive model of Eq. (24) becomes

AUC ′po

AUCpo

�
1

(fm1/(1 � kI/kE)) � 1 � fm1

(25)

where fm1 represents the fraction of the total hepatic elimination at baseline that
is due to the pathway that is susceptible to inactivation.

From Eqs. (24) and (25) it is clear that in order to predict the effect of an
inactivator on the AUCpo of a coadministered drug, the determinants of kI must
be understood. From our earlier discussion, the rate of formation of inactive en-
zyme is given by
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Rate of inactive enzyme formation � k inact ⋅ E ⋅ I

KI � I
(26)

From Eq. (19) the rate of inactivation of enzyme is also given by kI ⋅ E; therefore,
when KI �� I,

kI � k inact ⋅ I

KI

(27)

Consequently, the predicted effect of inactivator on AUCpo is given by

AUC ′po

AUCpo

� 1 � �k inact ⋅ I

KI ⋅ kE
� (28)

An analogous expression can readily be derived from Eq. (22). Thus estimates
of k inact and KI determined in vitro can be combined with estimates of baseline
enzyme turnover (1/kE) and in vivo concentration of inhibitor to predict the extent
(fold increase in AUC) of an interaction. This expression is reminiscent of the
model used to predict interactions involving reversible, competitive inhibition
(see Chap. 1), with the substitution of k inact/KI ⋅ kE for 1/Ki [41]. The ratio of
k inact to KI is a useful parameter that can be considered the intrinsic efficiency of
inactivation independent of inhibitor concentration (Table 2). The concentration
of inhibitor that should be used in this predictive model is either a time-average
concentration or a steady-state concentration at the enzyme, but in practice
plasma concentrations are often used as a surrogate. However, if the assumption
that KI �� I is not appropriate, the function that is nonlinear with respect to
inhibitor concentration [Eq. (26)] must be employed and the time-average con-
centration would not be appropriate. In this nonlinear system, the effect of an
inactivator on steady-state enzyme concentrations can be predicted by iteratively
solving the differential equations that describe the rate of change of enzyme and
inactivator concentration.

B. Time Course of Inactivation

An important characteristic of inhibition of drug metabolism by an inactivator
is the time dependence of both the onset and offset of the effect. The time course
of the change in enzyme concentration from the baseline, ESS, to that in the pres-
ence of inactivator, E ′SS, is given by

E(t) � ESS ⋅ e�kI ⋅ t � E′
SS

(29)

where E(t) is the enzyme concentration at some time t. This relationship indicates
that the half-life of the decline in enzyme concentration (0.693/kI) is dependent
on kI, which in turn is a function of k inact, KI, and I [Eq. (27)]. Therefore, the
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greater the potency of the inactivator, the faster the onset of the interaction. In
contrast, the rate of offset of the interaction is given by

E(t) � E ′SS � R0 ⋅ (1 � e�kE ⋅ t) (30)

In this case the half-life for the return to baseline enzyme concentration (0.693/
kE) is controlled by the turnover of the enzyme. Thus the offset of the interaction
is independent of the properties of a given inactivator.

C. Intestinal Wall Metabolism

For many drugs, particularly those that are substrates for CYP3A4, it is inappro-
priate to assume that all metabolism occurs in the liver, because intestinal entero-
cytes also contribute to first-pass elimination of these substrates (see Chap. 9).
When intestinal wall metabolism contributes to the ‘‘first-pass’’ effect, our pre-
diction of the effect of inactivation on AUCpo must be modified as follows [42]:

AUC ′po

AUCpo

� �F ′G
FG
� ⋅ �1 � �k inact ⋅ I

KI ⋅ kE
�� (31)

where FG and F ′G are the intestinal wall availabilities in the absence and presence
of inhibitor, respectively. In turn FG is a function of the intrinsic clearance at the
intestinal wall, CLint,G [43]:

FG �
A

A � CLint,G

(32)

where A is the absorption constant, which may be a function of epithelial perme-
ability or intestinal blood flow. The ratio F ′G/FG can therefore be estimated from
the relative change in CLint,G caused by the inactivator at the concentration in
contact with the enterocytes. This assumes that A is unaffected by the presence
of inactivator.

VII. EXAMPLES OF INTERACTIONS DUE TO
IRREVERSIBLE INHIBITION

Although a number of mechanisms of irreversible inhibition are possible, the
most common is MIC formation. A good illustration of inhibition by MIC forma-
tion is exhibited by the interaction of clarithromycin with midazolam. Intravenous
and oral midazolam was administered in the absence and presence of clarithro-
mycin [44]. Clarithromycin decreased hepatic extraction and increased hepatic
and gut wall bioavailability of midazolam. There was no significant relationship
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between the clarithromycin-induced changes in midazolam clearance and the
plasma concentration of inhibitor. These data suggest that clarithromycin may not
be acting as a competitive inhibitor of CYP3A enzymes. A steady-state concen-
tration of �0.9 µM and the high equilibrium inhibition constant (�10 µM) for
clarithromycin as a competitive inhibitor of CYP3A in human liver microsomes
also suggest that competitive inhibition is unlikely to occur in vivo [45]. Clarith-
romycin caused the inhibition of midazolam metabolism by MIC formation,
which our laboratory has confirmed. The finding that greater baseline CYP3A4
activity resulted in a greater inhibition with clarithromycin can also be explained
by MIC formation. Subjects with a low endogenous enzyme degradation rate will
have the highest baseline CYP3A4 activity, at a given enzyme synthesis rate.
These same subjects will be most affected by the increased rate of enzyme degra-
dation in the presence of a MIC-forming inhibitor and therefore have the greatest
interaction. The increased susceptibility to drug interactions in subjects with the
highest CYP3A4 activity should be expected whenever the dominant mechanism
of inhibition involves stable MIC formation in vivo, as predicted by Eq. (28).

Application of in vitro data obtained with clarithromycin illustrates that
accurate predictions of drug inhibition by compounds that form MICs can be
made in vivo. For example, applying Eq. (28) and in vitro estimates of KI (�
5.5 µM), k inact (� 0.07 min�1), and I (� 0.9 µM) for clarithromycin in cDNA-
expressed CYP3A4(�b5) (Gentest Corp., Woburn, MA) and kE (� 0.00026
min�1) for CYP3A, quantitative predictions can be made on the effect of clarithro-
mycin on the AUCpo of a CYP3A substrate, i.e., midazolam (from unpublished
data and Ref. 38). Applying these in vitro estimates with midazolam as the
CYP3A4 substrate, the predicted AUC ′po/AUCpo was 45, whereas the observed
AUC ′po/AUCpo was 7, when all the subjects were included [44]. However, if it
is assumed that the unbound fraction of inactivator is 0.1, then the predicted
AUC ′po/AUCpo becomes 5, compared to the observed ratio of 7.

Additional drug interactions of clarithromycin with other CYP3A sub-
strates can be illustrated. Carbamazepine exhibited an increased concentration
despite a dose reduction and a doubling of the concentration/dose ratio in a pa-
tient taking clarithromycin [46]. Clarithromycin statistically increased the AUC,
peak plasma concentration, and terminal half-life of ritonavir, an HIV protease
inhibitor [47]. Clarithromycin increased cyclosporin A AUC approximately two-
fold but decreased the terminal elimination rate constant only 15% [48]. A com-
pound known to induce CYP3A, rifabutin, exhibited increased concentrations of
more than 400% in patients receiving concomitant clarithromycin [49].

Many clinical studies have shown that diltiazem, a calcium channel blocker,
inhibits the metabolism of CYP3A substrates, e.g., nifedipine, cyclosporin A,
triazolam, quinidine, midazolam, alfentanil, and lovastatin, by MIC formation.
Intravenous and oral diltiazem increased the mean plasma concentration–time
curves of midazolam by 24% and that of alfentanil by 40%. In addition, the mean
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half-life of midazolam was 43% longer and that of alfentanil was 50% longer in
patients receiving diltiazem [50]. Coadministration of diltiazem for 1 week in-
creased the whole-blood cyclosporin A trough levels by 45% [51]. Pretreatment
with diltiazem significantly increased the AUC of quinidine approximately two-
fold [52]. These studies illustrate the diverse group of compounds that are af-
fected by diltiazem.

In vitro estimates of KI and k inact in c-DNA-expressed CYP3A4(�b5) (Gen-
test Corp., Woburn, MA) were 2.2 µM and 0.17 min�1 for diltiazem and 0.77
µM and 0.03 min�1 for the major metabolite of diltiazem, N-desmethyldiltiazem,
respectively (from Ref. 36 and unpublished data). When the in vitro estimates
of diltiazem are applied to Eq. (28) with a diltiazem concentration of 0.3 µM,
the predicted change in AUCpo is a 90-fold increase. However, if the fraction
unbound is equal to 0.2 for diltiazem, then the estimated ratio change would be
�18. If the estimates for N-desmethyldiltiazem were used in Eq. (28) with an
estimated concentration of 0.15 µM, the change in AUC would be an anticipated
23-fold increase; applying the fraction unbound of 0.2, the change would be ap-
proximately 5-fold.

Three studies have observed the effect of diltiazem on the AUC of CYP3A
substrates. In one study with lovastatin, an HMG-CoA reductase inhibitor, a
steady-state diltiazem concentration of �0.3 µM significantly increased the oral
lovastatin AUC ′po/AUCpo 3.6-fold [42]. However, the in vitro Ki for diltiazem is
�60 µM [53], which illustrates that some type of inhibition of CYP3A metabo-
lism is ongoing other than reversible inhibition. Another study reported that the
AUCpo for midazolam increased approximately fourfold after volunteers were
administered diltiazem [54]. Additionally, diltiazem increased the mean AUC of
triazolam threefold and the t1/2 and peak plasma concentration twofold [55]. Thus,
the change in AUC for the CYP3A substrates in the presence of diltiazem is less
than expected based on the in vitro estimates of KI and k inact. The reason for this
is unknown at present, but there appears to be some evidence from our laboratory
that a metabolite of diltiazem inhibits the formation of the intermediate that forms
the MIC.

Erythromycin is a CYP3A substrate that has been shown to inhibit other
CYP3A substrates probably by MIC formation. In an early clinical study, liver
specimens were removed by surgical biopsy in patients receiving erythromycin.
In vivo MIC formation and an increased CYP concentration were observed in
microsomes from these liver specimens [3]. Clinically reported drug interactions
with CYP3A substrates include midazolam, dextromethorphan, cyclosporine A,
alfentanil, triazolam, alprazolam, and carbamazepine. Erythromycin steady-state
concentrations of 4 µM inhibited midazolam metabolism [1], whereas the re-
ported in vitro Ki of erythromycin was 148 µM [2]. The in vitro Ki is 35 times
greater than the steady-state plasma concentrations, which would suggest that no
inhibition of midazolam metabolism would be observed by erythromycin at that
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concentration. Nevertheless, erythromycin substantially inhibited midazolam
hydroxylation in vivo [1]. Erythromycin significantly increased the dextro-
methorphan/3-methoxymorphinan urinary metabolic ratio corresponding to a
34% inhibition of activity [56]. Erythromycin decreased the clearance of oral
carbamazepine by 20% without affecting the elimination rate constant and
apparent volume of distribution [57]. Erythromycin decreased triazolam clear-
ance by 52%, decreased the apparent volume of distribution by 30%, and signifi-
cantly increased the half-life [58]. Erythromycin significantly increased the
plasma AUCpo less than threefold, decreased the apparent oral clearance, and
increased the elimination half-life of alprazolam, another CYP3A substrate
[59,60]. Cyclosporine A pharmacokinetics have also been affected by erythromy-
cin. Erythromycin significantly increased the AUC of cyclosporine A twofold
and increased the maximum serum concentration [61]. The alfentanil plasma
clearance significantly decreased by 26%, whereas the elimination half-life sig-
nificantly increased after erythromycin administration [62]. Even though erythro-
mycin has been shown to inhibit many CYP3A substrates, no in vitro estimates
of KI and k inact have been determined.

Fluvoxamine, a selective serotonin uptake inhibitor, has been shown to
inhibit compounds that are metabolized by CYP3A. The effect of fluvoxamine
on alprazolam hydroxylation is another example of an in vitro Ki overestimating
the concentration needed to cause an in vivo drug interaction. The in vitro Ki of
fluvoxamine is 10 µM [63]. However, the fluvoxamine steady-state concentration
of ≅0.3 µM caused inhibition of alprazolam metabolism in vivo [64]. Specifically,
fluvoxamine increased plasma concentrations of alprazolam by 100% and in-
creased the mean t1/2 from 20 to 34 hours [64]. Fluvoxamine has also been shown
to inhibit the N-demethylation of imipramine, clomipramine, amitriptyline, and
maprotiline in depressed patients [65]. CYP3A4 is one enzyme that contributes
to the N-demethylation of tricyclic antidepressants. When fluvoxamine was added
to a constant dosage of carbamazepine, a substantial increase in plasma concen-
trations of carbamazepine was observed [66]. Our laboratory has demonstrated
that fluvoxamine forms an MIC with CYP3A4, which would help explain the
multiple interactions of fluvoxamine with CYP3A substrates.

Fluoxetine is another selective serotonin reuptake inhibitor that has been
shown to be an inhibitor of CYP. Fluoxetine increased desipramine maximum
plasma concentration fourfold, and the AUCpo was increased fivefold [67]. Desip-
ramine is hydroxylated to 2-OH desipramine by CYP2D6 and N-demethylated
in part by CYP3A [68]. Fluoxetine significantly prolonged alprazolam half-life
and reduced alprazolam clearance [69]. The in vitro estimated Ki of fluoxetine for
alprazolam hydroxylation is �50 µM [63]. However, fluoxetine concentrations of
�0.15 µM [69] inhibited alprazolam metabolism in vivo, which illustrates that
additional mechanisms of inhibition by fluoxetine are ongoing in regard to
CYP3A metabolism. Our laboratory has demonstrated that fluoxetine also
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forms an MIC with CYP3A4. Estimates of KI and k inact in cDNA-expressed
CYP3A4(�b5) were 5.3 µM and 0.02 min�1, respectively [unpublished data].
Nevertheless, few clinical interactions of CYP3A substrates with fluoxetine have
been reported.

The clinical significance of the mechanism-based inactivation of CYP3A
by gestodene and ethynyl estradiol is still unclear. Nevertheless, these compounds
are given daily and could affect CYP3A. Gestodene exhibits a low partition ratio
(Table 2), but it is unclear how much effect the irreversible inactivation on
CYP3A would result from a normal dosage of �75 µg/day. Guengerich hypothe-
sized that gestodene would inactivate only about 3% of total CYP3A per day if
the in vitro partition ratio was the same in vivo [19,20].

Another nonlinear kinetic component that may be a result of mechanism-
based inhibition is the time-dependent inhibition of one drug by another that has
been observed with inhibitors of CYP3A. When grapefruit juice was consumed
24 hours prior to felodipine, an inhibition of felodipine metabolism was observed.
Specifically, higher felodipine Cmax was evident when grapefruit juice was con-
sumed 24 hours before the drug, and the half-life of the grapefruit juice effect was
12 hours [70]. A preincubation of grapefruit juice solids with cDNA-expressed
CYP3A4 produced a time-dependent inactivation of the enzyme prior to testoster-
one 6β-hydroxylation, which illustrates that grapefruit juice indeed mechanisti-
cally inhibits CYP3A [71].

VIII. CONCLUSION

Many drugs are mechanism-based inhibitors of CYP. This property could affect
a drug’s own metabolism or the metabolism of coadministered drugs, which could
lead to serious drug interactions. Even though in vitro Ki’s have been determined
for a number of drugs and have been used to predict an in vivo interaction, the
effect of mechanism-based inhibitors can be observed at in vivo concentrations
below that Ki. This effect can be predicted if in vitro estimates of kinetic constants
(e.g., KI and k inact) for mechanism-based inhibitors are known. A theoretical basis
and application have been presented that applies in vitro estimates of mechanism-
based inhibitors to accurately predict in vivo drug interactions.
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I. INTRODUCTION

Patients, particularly the elderly, frequently suffer from multiple medical condi-
tions or diseases, and an effective therapy often requires the concurrent use of
multiple medications. Whenever two or more drugs are administered at the same
time, there is always a concern for drug–drug interactions. Although interactions
can be pharmacokinetic or pharmacodynamic in nature, in many cases the interac-
tions have a pharmacokinetic, rather than pharmacodynamic, basis. There are
many underlying mechanisms responsible for pharmacokinetic interactions, and
reversible inhibition of cytochrome P450 (CYP) enzymes is probably the most
common cause for pharmacokinetic interactions. This is because the CYP enzyme
system comprises a superfamily of isoforms that play an important role in the
metabolism of many chemically diverse drugs.

Irrespective of the type of inhibition, enzyme inhibition always results in
a decrease in the intrinsic clearance (Vmax/Km) of drugs and hence an increase
in drug concentrations in plasma that may lead to undesirable pharmacological
responses and toxicity. Several prominent drugs have been withdrawn from the
market in recent years because of serious adverse reactions as the result of drug
interactions [1,2].

Because of potential adverse effects and toxicity, metabolic drug interac-
tions are considered to be an undesirable property of new drug candidates. There-
fore, from an industrial perspective, the potential of metabolic drug interactions
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has become one of the important factors in selecting a new drug candidate for
further development. It is highly desirable not to develop new drug candidates
that are potent CYP inhibitors and are not susceptible to the effects of known
CYP inhibitors. Over the past 10 years, great advances have been made in charac-
terizing the various isoforms of human CYP and defining the selectivity of sub-
strates and inhibitors. With our knowledge about human CYPs, and the ready
availability of human tissue preparations and recombinant human CYPs, in vitro
enzyme systems have been used extensively as screening tools for predicting in
vivo drug interactions in the earlier stages of drug discovery [3]. In fact, the use
of in vitro enzyme systems for investigating the ability of a drug to inhibit the
metabolism of other drugs provides some of the most useful information in pre-
dicting drug interactions.

Although it is relatively easy to assess in vitro drug interactions, the inter-
pretation and extrapolation of in vitro interaction data to in vivo situations is not
as straightforward and can be highly controversial. Can in vivo drug interactions
be predicted accurately from in vitro metabolic studies? Should the prediction
be qualitative or quantitative? These are the questions that industrial drug metabo-
lism scientists must confront daily. Some scientists believe that quantitative pre-
diction of drug interactions is possible, whereas others are less optimistic and
consider quantitative prediction of in vivo drug interactions as being very diffi-
cult. The difficulty stems from the complexities in enzyme kinetics and factors
involved in drug interactions. The purpose of this chapter is to briefly review the
principles of enzyme kinetics and to examine the factors that may complicate
the prediction of drug interactions. Because reversible inhibition is the major
mechanism responsible for drug interactions, the main focus of this review will
be on reversible inhibition involving CYP enzymes.

II. THEORETICAL CONSIDERATIONS

The mechanisms of CYP inhibition can be categorized grossly as: reversible inhi-
bition, quasi-irreversible inhibition, and irreversible inhibition [4]. Of these, re-
versible inhibition is the most common mechanism responsible for the docu-
mented drug interactions. Both quasi-irreversible and irreversible inhibition are
caused by the formation of reactive metabolites. Quasi-irreversible inhibition in-
volves the formation of metabolic intermediate (MI) complex (see Chap. 10),
while irreversible inhibition is caused by enzyme inactivation (destruction) re-
sulting from the formation of reactive intermediates. Although MI complexation
does not destroy the enzyme, the MI complex is so stable in vivo that the enzyme
involved in the complex is unavailable for drug metabolism. Therefore, MI com-
plexation can be considered as irreversible inhibition in vivo. Depending on
whether enzyme inhibition is a reversible or irreversible process, pharmacokinetic
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consequences caused by inhibition can be quite different. Reversible enzyme in-
hibition is transient; the normal function of CYP enzymes continues after the
inhibitor has been eliminated from the body. In contrast, the loss of enzyme
activity by irreversible inactivation persists even after elimination of the inhibitor,
and de novo biosynthesis of enzymes is the only means to restore the functional
activity. Kinetically, reversible inhibitors show only dose-dependent inhibition,
while irreversible inhibitors always exhibit time- and dose-dependent inhibitory
effects on the disposition of substrates [5,6]. It is, therefore, of importance to
understand the mechanisms of inhibition and to differentiate between reversible
inhibition and irreversible inhibition.

Time-dependent loss of enzyme activity is one of the most important fea-
tures in distinguishing between reversible and irreversible inhibition, and the sim-
plest way to test whether a new drug candidate in vitro is a reversible or irrevers-
ible inhibitor is to preincubate the drug candidate with enzyme preparations prior
to the addition of marker substrates. If preincubation results in loss of enzyme
activity as a function of time, it is highly possible that the drug candidate is
an irreversible inhibitor. Otherwise, the drug candidate is a reversible inhibitor.
However, it should be noted that time-dependent inhibition may also result from
the formation of inhibitory metabolite(s) of the inhibitor. For example, the time-
dependent inhibitory effect of diltiazem on testosterone 6β-hydroxylation in hu-
man liver microsomes is at least partly due to metabolite inhibition. Sutton et al.
[7] have shown that N-desmethyl and N,N-didesmethyl metabolites of diltiazem
were more potent inhibitors of CYP3A4-mediated testosterone 6β-hydroxylation
than the parent drug. The human microsomal Ki values for N,N-didesmethylated,
N-desmethylated diltiazem and diltiazem were 0.1, 2, and 60 µM, respectively.
The generation of inhibitory metabolites is believed to be partly responsible for
the time-dependent inhibition observed with diltiazem in vitro. As in the case of
diltiazem, norfluoxetine, a principal metabolite of fluoxetine, is a more potent
competitive inhibitor of midazolam α-hydroxylation and 4-hydroxylation than
the parent drug [8]. Norfluoxetine is eight and four times more potent as an inhibi-
tor of midazolam α-hydroxylation and 4-hydroxylation, respectively, as com-
pared to fluoxetine. Thus, caution should be exercised in distinguishing reversible
and irreversible inhibition by examining the potential contribution of inhibitory
metabolites.

Kinetically, reversible inhibition can be further classified as a competitive,
noncompetitive, or uncompetitive process (see Chaps. 2 and 7). In the case of
competitive inhibition, the binding of inhibitor prevents binding of substrate to
the active site of the enzyme; in the case of noncompetitive inhibition, the inhibi-
tor binds to a site other than the active site of the enzyme and has no effect on
binding of substrate. The enzyme–substrate–inhibitor complex is nonproductive.
In the case of uncompetitive inhibition, the inhibitor, instead of binding the
free enzyme, binds to the enzyme–substrate complex, and again the enzyme–
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substrate–inhibitor complex is nonproductive [9]. To differentiate whether a re-
versible inhibition is a competitive, noncompetitive, or uncompetitive process,
data is often analyzed by graphical methods (e.g., Dixon, Lineweaver–Burk
plots) that linearize an inherently nonlinear relationship [10]. However, the use-
fulness of the graphical methods has been questioned. Ideally, nonlinear regres-
sion fitting should be used to analyze enzyme kinetic data and to establish the
type of inhibition [11].

In the case of Michaelis–Menten kinetics, the velocity (v) of an enzymatic
reaction can be expressed as Eq. (1),

v �
Vmax ⋅ [S]
Km � [S]

(1)

where Vmax is the maximum velocity of metabolism, Km is the Michaelis–Menten
constant of the substrate, and [S] is the substrate concentration (see Chap. 2). To
extrapolate the in vitro kinetic data to metabolic ability in vivo, the concept of
intrinsic clearance (CLint) is important and very useful. Kinetically, the intrinsic
clearance is considered as the cornerstone for the in vitro/ /in vivo extrapolation.
Intrinsic clearance is defined as the velocity divided by the substrate concentra-
tion [S]. In the absence of inhibitor, the intrinsic clearance (CLint,o) can be de-
scribed by Eq. (2), while the intrinsic clearance in the presence of inhibitor
(CLint, i) can be expressed by Eqs. (3), (4), and (5) for competitive, noncompeti-
tive, and uncompetitive inhibition, respectively:

CLint,o �
Vmax

Km � [S]
(2)

CLint, i �
Vmax

Km�1 �
[I]
Ki
� � [S]

(3)

CLint, i �
Vmax

Km�1 �
[I]
Ki
� � [S]�1 �

[I]
Ki
�

�

Vmax

�1 �
[I]
Ki
�

Km � [S]
(4)

CLint, i �
Vmax

Km � [S]�1 �
[I]
Ki
�

�

Vmax

�1 �
[I]
Ki
�

Km

�1 �
[I]
Ki
�

� [S]

(5)
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where Ki is the inhibition constant of the inhibitor, and [I] is the inhibitor concen-
tration. As indicated in Eqs. (3) and (4), a competitive inhibitor acts only to
increase the apparent Km and has no effect on the Vmax, while a classic noncompeti-
tive inhibitor decreases the Vmax but has no effect on the Km. On the other hand,
an uncompetitive inhibitor decreases both the Vmax and Km to the same extent [Eq.
(5)]. Depending on the type of inhibition, the Vmax value of a drug can be de-
creased, or the Km value can be increased. However, regardless of the type, en-
zyme inhibition always results in a decreased intrinsic clearance [Eqs. (3)–(5)].

If a drug is metabolized exclusively by the liver, the total clearance (CLtotal)
of the drug approximates the hepatic clearance (CLH), which can be expressed
as Eq. (6) or (7), according to the well-stirred model or parallel-tube model,
respectively [12]:

CLtotal � CLH � QH ⋅ E �
QH ⋅ fu ⋅ CLint

QH � fu ⋅ CLint

(6)

CLtotal � CLH � QH ⋅ E � QH(1 � e�fu⋅CLint/QH) (7)

where QH is the hepatic blood flow, E is the hepatic extraction ratio, and fu is
the unbound fraction of drug in the blood. Drugs can be further classified as low-
or high-clearance compounds, depending on whether their clearance is enzyme
limited or flow limited [12].

Because the hepatic first-pass metabolism reflects the hepatic intrinsic
clearance (CLint), hepatic bioavailability (FH) can be expressed as Eq. (8) or (9),
depending on the well-stirred model or parallel-tube model, respectively:

FH � 1 � E �
QH

QH � fu ⋅ CLint

(8)

F � 1 � E � e�fu⋅CLint/QH (9)

As shown in Eqs. (8) and (9), a decrease in the CLint caused by enzyme
inhibition will result in a decrease in first-pass metabolism, leading to an increase
in bioavailability, regardless of the hepatic model.

Importantly, the pharmacokinetic consequences of enzyme inhibition, inde-
pendent of the type of mechanism involved, should always be an increase in
plasma concentrations, because enzyme inhibition will cause a decrease in the
hepatic metabolism and an increase in bioavailability. A simple and direct way
of assessing the effect of enzyme inhibition in vivo is to compare the plasma
AUC of a substrate before and after coadministration of an inhibitor. The AUC
after oral (po) administration can be expressed as Eq. (10) or (11):

AUCpo �
FH ⋅ fa ⋅ Dose

CLH

�
fa ⋅ Dose
fu ⋅ CLint

(10)



420 Lin and Pearson

AUCpo �
FH ⋅ fa ⋅ Dose

CLH

�
fa ⋅ Dose(e�fu⋅CLint/QH)

QH(1 � e�fu⋅CLint/QH)
(11)

where fa is the fraction of dose absorbed from the gastrointestinal lumen. On the
other hand, the AUC following intravenous (iv) administration can be expressed
as Eq. (12) or (13):

AUC iv �
Dose
CLH

�
Dose

� QH ⋅ fu ⋅ CLint

QH � fu ⋅ CLint
�

(12)

AUC iv �
Dose
CLH

�
Dose

QH(1 � e�fu⋅CLint/QH)
(13)

To illustrate the effect of enzyme inhibition on the AUCs after oral and
intravenous administration, computer simulations were carried out for high-, in-
termediate-, and low-clearance drugs by using Eqs. (10–13) (Figs. 1 and 2). For
low-clearance drugs (E � 0.5), a decrease in the CLint caused by enzyme inhibi-
tion yields an almost proportional increase in the AUC, regardless of the route
of administration or the choice of hepatic models. However, for high-clearance
drugs (E � 0.9), changes in the AUC are more profound after oral administration
than after intravenous dosing. Interestingly, a reduction of the CLint has little
effect on the AUC iv of high-clearance drugs following intravenous administration.
A significant increase in the AUC iv is observed only when more than 80% of the
CLint is inhibited, namely, when the ratio of CLint (inhibited)/CLint (control) is
equal to or less than 0.2 (Fig. 2). It is interesting to note that the parallel-tube
model appears to be more sensitive to enzyme inhibition for high-clearance drugs.
This is particularly true after oral administration. It should be noted that the paral-
lel-tube model describes kinetics more accurately for high-clearance drugs [12].
Thus, simulations according to the parallel-tube model, rather than the well-
stirred model, more accurately reflect the in vivo situations for high-clearance
drugs. Overall, these computer simulations show that pharmacokinetic conse-
quences of enzyme inhibition are dependent on the route of substrate administra-
tion and kinetic properties of the substrate (high or low clearance) (see Chap. 1).

The indinavir–ketoconazole interaction exemplifies the route- and sub-
strate-dependence of drug–drug interaction. Both indinavir (an HIV protease in-
hibitor) and ketoconazole (an antifungal agent) are extensively metabolized by
CYP3A enzymes in rats. The former is a high-clearance drug in rats, while the
latter is a low-clearance drug. In vitro studies with rat liver microsomes indicated
that indinavir and ketoconazole competitively inhibited each other, with a Ki

value of 0.25 µM for ketoconazole and 4.5 µM for indinavir. Coadministration
of ketoconazole (25 mg/kg) had little effect on indinavir clearance and AUC after
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Figure 1 Simulated effect of drug inhibition on the area under the concentration–time
curve (AUC) after oral administration of a high-clearance (E � 0.99 and E � 0.9), interme-
diate-clearance (E � 0.5), and low-clearance (E � 0.1) drug. The fraction of drug absorbed
from the gastrointestinal tract is assumed to be unity. The hepatic blood flow used in the
calculation is 20 ml/min/kg, and the dose is 10,000 nmol/kg.

an intravenous dose of indinavir (10 mg/kg). The plasma clearance of indinavir
decreased from 87 ml/min/kg in control rats to 83 ml/min/kg in ketoconazole-
administered rats. However, coadministration of ketoconazole significantly in-
creased the oral AUC and bioavailability of indinavir by more than fourfold. On
the other hand, administration of 20 mg/kg indinavir significantly increased the
AUC of ketoconazole by approximately twofold after both intravenous and oral
administration of ketoconazole. The clearance of ketoconazole in rats decreased
from 0.51 ml/min/kg when given alone to 0.27 ml/min/kg when given with
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Figure 2 Simulated effect of drug inhibition on the area under the concentration–time
curve (AUC) after intravenous administration of a high-clearance (E � 0.99 and E �
0.9), intermediate-clearance (E � 0.5), and low-clearance (E � 0.1) drug. The hepatic
blood flow used in the calculation is 20 ml/min/kg, and the dose is 10,000 nmol/kg.

indinavir [13]. Similarly, a route-dependent interaction also was observed with
a ketoconazole–midazolam interaction in humans [14]. Midazolam is a moderate-
clearance compound, with a clearance value of 8–10 ml/min/kg in humans. It
was expected that ketoconazole would have less of an effect on midazolam AUC
after intravenous dosing than oral administration of midazolam. As expected,
coadministration of midazolam with ketoconazole (three doses of 200 mg) caused
a fourfold increase in AUC of midazolam after intravenous dosing (56 versus
222 ng ⋅ hr/ml) as opposed to an 11-fold increase in oral AUC (54 versus 651
ng ⋅ hr/ml).
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III. ASSESSMENT OF DRUG INTERACTION POTENTIAL

Two key questions need to be addressed when assessing the potential of drug
interactions for a new drug candidate. Will the new drug candidate be a potent
CYP inhibitor, thereby altering the elimination or bioavailability of existing
drugs? Will the new drug candidate be susceptible to effects of known CYP
inhibitors? To avoid the potential of drug interactions, it is important to develop
new drug candidates that are not potent CYP inhibitors and are not readily inhib-
ited by other CYP inhibitors. While assessment of the susceptibility of a new
drug candidate to CYP inhibitors is relatively simple, determining whether a new
drug candidate is a potent CYP inhibitor is not as straightforward.

A. Assessment of Inhibitory Potency

There are two ways, quantitative or qualitative, of predicting the potential drug
interactions for new drug candidates. Quantitative assessment is to accurately
predict the extent of drug interactions, while qualitative assessment is to forecast
the likelihood of a drug interaction. As indicated in Eqs. (3)–(5), the inhibitory
potency of a new drug candidate is determined by its inhibition constant (Ki) and
concentration [I] at the enzyme active site. Thus for quantitative prediction, Ki

and [I] values for the drug candidate must be accurately obtained. Although direct
measurement of unbound inhibitor concentration at the active site of enzymes is
very difficult, the unbound inhibitor concentration in plasma is often used as an
approximation. Unfortunately, human plasma concentration data for new drug
candidates is not available at the discovery stage. Therefore, it is almost impossi-
ble to quantitatively predict in vivo drug interactions of new drug candidates
without the knowledge of their unbound plasma concentrations [I]. As a result,
assessment of inhibitory potency of a new drug candidate at the stage of drug
discovery has to be qualitative and solely relies on in vitro Ki (or IC50) values.

To determine whether a new drug candidate is a potent or weak CYP inhibi-
tor, it is necessary to use an arbitrary range of Ki values. A weak inhibitor is
arbitrarily defined as having a Ki value greater than 10 µM, while a potent inhibi-
tor has a Ki value less than 1 µM. However, for drugs with intermediate potency
(Ki ranging between 1 and 10 µM), evaluation of inhibitory potential becomes
problematic. Care must be taken to avoid premature termination of the develop-
ment of a new drug candidate. For example, a new drug candidate having a Ki

value of 1 µM is defined as a potent inhibitor. However, a clinically significant
interaction will not occur if the maximal concentrations of the inhibitor in plasma
are not expected to exceed 0.5 µM. In addition, plasma protein binding has to
be taken into consideration. If a potent inhibitor (Ki � 1 µM) binds extensively
to plasma proteins (�95%), a significant drug interaction will not occur, even
when the maximal concentration of the inhibitor reaches 10 µM. This is because
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the unbound inhibitor concentration is less than 0.5 µM. It is generally believed
that only an unbound inhibitor can compete for enzymes. Furthermore, the overall
benefit-to-risk balance also has to be taken into consideration when considering
a new drug candidate for further development. The introduction of the HIV prote-
ase inhibitors (saquinavir, ritonavir, and indinavir) is a good example whereby
the benefits of antiretroviral therapy outweighed the risks of drug interactions. All
of these HIV protease inhibitors are potent CYP3A4 inhibitors with Ki values � 1
µM [15–17].

Today, it is common practice to screen for inhibitory potency using only
one marker substrate per CYP enzyme. For example, the commonly used probe
substrates for CYP3A4 and CYP2D6 include testosterone and bufuralol, respec-
tively. As will be discussed later, the Ki values of a given inhibitor are often
substrate dependent, where differences in Ki values can be as much as 10- or 20-
fold. Thus, it is possible that a new drug candidate can be identified as a potent
CYP inhibitor of one marker substrate but a weak inhibitor of a second substrate.
To avoid such substrate dependences, in vitro Ki values should be measured using
several marker substrates, ideally using substrates that are expected to be adminis-
tered concurrently. However, it should be emphasized that it would not be cost
effective to apply the multiple-substrate approach to the screening of compounds
at the early drug discovery stage. The multiple-substrate approach should be ap-
plied only to lead candidates.

1. Estimation of Inhibition Constant

As stated earlier, quantitative prediction of in vivo drug interactions requires both
accurate estimation of in vitro Ki values and measurement of unbound inhibitor
concentration in plasma. Even when the information on plasma concentrations
of inhibitor becomes available from clinical studies during drug development,
quantitative prediction is still very difficult. The difficulty stems from the inaccu-
racy of Ki estimation. There are numerous factors that may affect the accuracy
of Ki estimation. Obviously, inaccuracy in Ki estimation may result from inappro-
priate experimental conditions.

When an inhibitor is also a substrate for the same enzyme or when an
inhibitor binds extensively to microsomal proteins, significant depletion of inhibi-
tor concentration may occur during the incubation as a result of metabolism and
nonspecific binding. Therefore, the Ki value of the inhibitor may be overestimated
when a high microsomal protein concentration is used. The effect of microsomal
protein concentration on inhibitory potency has recently been studied for three
antifungal agents [18]. The degree of inhibition toward the metabolism of mida-
zolam by clotrimazole and ketoconazole, but not fluconazole, was decreased sub-
stantially when the amount of microsomal protein in the incubate increased. As
the concentration of microsomal protein in the incubate increased from 25 to 500
µg/ml, the degree of inhibition by clotrimazole (3 nM) decreased from 95% to
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6%. These results are consistent with depletion of inhibitors through nonspecific
binding, because both clotrimazole and ketoconazole bind extensively to proteins,
whereas fluconazole binds weakly. To minimize the problem of inhibitor deple-
tion in Ki estimation, it is important to shorten the incubation time and to lower
the microsomal protein concentration for inhibition studies. With the advent of
sensitive liquid chromatography–mass spectrometric (LC-MS) methods, this is
possible.

The nonspecific binding and metabolism of ketoconazole can also explain
the huge differences observed in the Ki values of ketoconazole–CYP3A4 interac-
tions in human liver microsomes. Ketoconazole strongly inhibited α-hydroxyla-
tion of midazolam with a Ki value of 0.0037 µM when a low microsomal protein
concentration (0.25 mg/ml) was used [8], while the Ki value for ketoconazole–
tacrolimus interaction was estimated to be 8 µM when a high microsomal protein
concentration (1.5 mg/ml) was used [19]. A sixfold increase in the microsomal
protein resulted in a 2200-fold increase in the estimated Ki values of ketocona-
zole. Although it is not expected that the Ki values of ketoconazole will be the
same for different substrates, such as midazolam and tacrolimus, the differences
in protein concentration used can certainly contribute significantly to the huge
discrepancy seen in the Ki values between these two substrates.

The large discrepancy in the Ki values of ketoconazole for midazolam and
tacrolimus may also be partly attributed to multiple binding sites (apoprotein) of
CYP3A4 with which these substrates and inhibitor interact. Although there is
only one single catalytic site (prosthetic heme) for CYP3A4, this enzyme may
have more than one binding site. Orientation of substrate and inhibitor molecules
in relation to their binding sites and catalytic site may result in different Ki values.
In support of the hypothesis of multiple binding sites of CYP3A4, Shou et al.
[20] have successfully described the enzyme kinetics of CYP3A4-mediated me-
tabolism of diazepam and its derivatives with a kinetic model that consists of
two substrate-binding sites and one catalytic site. Recently, Wang et al. [21] have
demonstrated that in vitro drug–drug interaction patterns are substrate dependent.
Mutual inhibition, partial inhibition, and activation were observed in the testoster-
one–terfenadine, testosterone–midazolam, and terfenadine–midazolam interac-
tions. These results are consistent with the hypothesis of multiple binding sites
and suggest that CYP3A4-mediated drug interactions do not always follow classi-
cal Michaelis–Menten kinetics.

Interestingly, although there is a widespread assumption that the Ki value
of a given inhibitor is an intrinsic activity of the inhibitor and that the inhibitor
should have the same Ki value for all substrates that are catalyzed by the same
enzyme [22,23], marked differences in the Ki values of a given inhibitor between
different substrates and between different metabolic pathways of the same sub-
strate have been observed. For example, the differences in ketoconazole Ki values
for the CYP3A4-mediated midazolam α-hydroxylation (0.0037 µM) and 4-
hydroxylation (0.047 µM) are more than 12-fold (Table 1) [8]. Similar results
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Table 1 Km Values for Metabolism of Midazolam,
Triazolam, and Terfenadine and Corresponding Ki

Values for Ketoconazole in Human Liver Microsomes

Metabolic pathways Km (µM) Ki (µM)

Midazolam α-hydroxylation 3.3 0.0037
Midazolam 4-hydroxylation 57.4 0.047
Terfenadine dealkylation 3.9 0.024
Terfenadine hydroxylation 12.6 0.237
Triazolam α-hydroxylation 74.2 0.006
Triazolam 4-hydroxylation 305 0.023

Source: Refs. 8, 24, 25.

were also observed for terfenadine and triazolam. Both drugs are transformed into
two metabolites by CYP3A4, and the ketoconazole Ki values for each metabolic
pathway are considerably different (Table 1) [24,25]. Moreover, the Ki values of
ketoconazole are quite different among these three substrates (midazolam, terfen-
adine, and triazolam). As shown in Table 1, the ketoconazole Ki values for terfen-
adine metabolism are approximately 10 times higher than those for midazolam
metabolism [8,24]. In addition to the CYP3A4 enzyme, different Ki values of
sulfaphenazole for different substrates of CYP2C9 have also been reported. The
sulfaphenazole Ki value for ibuprofen and naproxen is 0.12 µM and 1.6 µM,
respectively [23]. Similarly, quinidine has been shown to exhibit different Ki

values with multiple CYP2D6 substrate. The quinidine Ki value for debrisoquine
4-hydroxylation is 0.6 µM [26], while it is 0.05 µM for desipramine hydroxyla-
tion [27]. It should be noted that the in vitro experimental conditions used for
quinidine inhibition studies in the two laboratories were quite similar; hence, the
12-fold difference in quinidine Ki value cannot be completely explained by the
experimental conditions. Collectively, the examples clearly demonstrate that inhi-
bition is substrate dependent, and it should not be assumed that a given inhibitor
will have the same Ki value for all substrates of the same enzyme or the same
Ki value for all metabolic reactions of a given substrate catalyzed by the same
enzyme. This is particularly true for the CYP3A4 enzyme, which has a relatively
larger pocket site, allowing different orientations of various substrates for binding
and catalytic sites, as compared to other CYP isoforms [28,29].

The choice of in vitro enzyme systems, such as hepatocytes, liver micro-
somes, cDNA-based vector systems, and liver slices, is also an important factor
that may affect the Ki estimation. The Ki values of omeprazole against 3-hydrox-
ylation and N-demethylation of diazepam were 28 and 59 µM, respectively, when
rat hepatocytes were used, while the corresponding Ki values were 108 and 226
µM when rat liver microsomes were used [30]. Under in vivo conditions, where
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diazepam clearance was measured in rats receiving infusion of omeprazole to
achieve a wide range of steady-state omeprazole concentrations, the in vivo Ki

value of 57 µM more closely reflected the hepatocyte data. In an attempt to
explain the discrepancy of Ki values between hepatic microsomes and hepato-
cytes, the investigators suggested that the lower Ki values in hepatocytes may
result from omeprazole’s high tendency to bind cytosolic proteins, providing a
cellular reservoir within the hepatocytes. Alternatively, an active transporter in-
volved in the uptake of omeprazole into hepatocytes could also result in a higher
intracellular omeprazole concentration and hence lower Ki values. Regardless of
mechanisms involved, these results suggest that hepatocytes may prove to be a
better in vitro model for the assessment of drug–drug interaction potential.

Recently, Gibbs et al. [31] investigated the effect of ketoconazole on mida-
zolam α-hydroxylation using human liver microsomes, cDNA-expressed
CYP3A4, and CYP3A5 microsomes. For liver microsomes that contained only
CYP3A4, the ketoconazole Ki value (0.015 µM) was similar to that for cDNA-
expressed CYP3A4 microsomes (0.026 µM). However, the ketoconazole Ki value
was 0.055 µM for liver microsomes that contained both CYP3A4 and CYP3A5.
This value was more than three times greater than the Ki value obtained with
human liver microsomes containing only CYP3A4. The reason the ketoconazole
Ki was higher in the liver microsomes containing CYP3A4 and CYP3A5 than
the liver microsomes containing only CYP3A4 was that ketoconazole exhibited
a much higher Ki value (0.109 µM) with CYP3A5 than with CYP3A4 (0.026
µM). In this same study, similar observations were obtained for fluconazole. The
Ki values for fluconazole’s inhibitory effect on cDNA-expressed CYP3A4 were
comparable to the Ki values obtained from incubations with liver microsomes
containing only CYP3A4 (9.2 µM versus 10.4 µM), whereas the Ki values for
cDNA-expressed CYP3A5 was approximately ninefold higher (85 µM). These
examples illustrate the point that inaccuracy of Ki estimation may occur when
more than one isoform is involved in formation of the measured metabolic prod-
uct of a given substrate. The situation may be made even more complicated if the
relative amounts of each isoform differ between liver microsomal preparations.

Liver slices are considered to be a useful model for drug metabolism studies
because of the retained architectural and cellular integrity; however, there are
few reports examining drug interactions with this model. Rodrigues et al. [32]
have compared the effect of ketoconazole on terfenadine metabolism in human
liver slices, microsomal preparations, and cDNA-expressed CYP3A4. At concen-
trations of 5–10 µM, ketoconazole completely inhibited terfenadine metabolism
in all three enzyme models. In this report, no attempts were made to compare the
Ki values of ketoconazole in these three enzyme models. In fact, the usefulness of
liver slices in obtaining kinetic parameters has been proven to be limited [33].
The values of intrinsic clearance (Vmax/Km) of a series of drugs determined from
rat liver slices were consistently less than those obtained from hepatocytes by a
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factor ranging from 2 to 20, depending on the drug’s lipophilicity. These results
strongly suggest that a distribution equilibrium is not achieved between cells
within the slices and incubation media, probably due to the slice thickness (�260
µm). It is quite possible that the Ki value of inhibitors can be overestimated when
liver slices are used.

Accumulation of potent inhibitory metabolites in the incubation medium
may also result in inaccurate estimation of Ki values. Sutton et al. [7] have shown
that N-desmethyl and N,N-didesmethyl metabolites of diltiazem are more potent
in inhibiting CYP3A4-mediated testosterone 6β-hydroxylation than the parent
drug. The Ki values for N,N-didesmethylated, N-desmethylated diltiazem and dil-
tiazem were 0.1, 2 and 60 µM, respectively. As in the case of diltiazem, norflu-
oxetine, a principal metabolite of fluoxetine, is a more potent competitive inhibi-
tor for midazolam α-hydroxylation and 4-hydroxylation than the parent drug.
The Ki values of norfluoxetine for midazolam α-hydroxylation and 4-hydroxyla-
tion were 1.44 and 17.0 µM, respectively, while the corresponding values of
fluoxetine were 11.5 and 67.3 µM [8].

The Ki value of a given inhibitor varies significantly when the type of inhi-
bition is assigned arbitrarily. For example, depending on the assignment of inhibi-
tion type, the calculated in vitro ketoconazole Ki values for triazolam α-hydroxyl-
ation and 4-hydroxylation pathways differ significantly [25]. Using the same data
set, the ketoconazole Ki values were 0.006 µM for the α-hydroxylation pathway
and 0.023 µM for the 4-hydroxylation pathway when competitive inhibition was
assigned, while the corresponding ketoconazole Ki values were 0.06 µM and 0.08
µM when noncompetitive inhibition was assumed. Similarly, the ketoconazole
Ki values for midazolam α-hydroxylation varied when a different type of inhibi-
tion was assigned. When ketoconazole was designated as a noncompetitive inhib-
itor of midazolam α-hydroxylation, the Ki value was estimated to be 0.11 µM
[3], while the Ki value was 0.0037 µM when ketoconazole was considered a
competitive inhibitor of the same midazolam α-hydroxylation [8]. The observed
30-fold difference in the Ki values cannot be entirely attributed to the microsomal
protein concentrations used in these two laboratories, because there were only
small differences in microsomal protein concentrations (0.25 mg/ml versus 0.5
mg/ml). From the examples just cited, it is clear that unless the in vivo intracellu-
lar milieu can be replicated by in vitro experimental conditions, accurate estima-
tion of inhibitor Ki value from in vitro studies is almost impossible. Since the
predictability of in vivo drug–drug interactions is critically dependent on the
accuracy of Ki estimation, it follows that inaccuracy of Ki estimation prevents
meaningful quantitative prediction of in vivo drug interactions.

2. Inhibitor Concentration at the Active Site of Enzymes

In addition to the problems of estimating Ki values, another critical issue in pre-
dicting in vivo drug interactions is an accurate measurement of inhibitor concen-
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tration [I] at the active site of the target enzyme. Ideally, the inhibitor concentra-
tions at the active site should be directly measured. Although direct measurement
of unbound drug concentrations at the active site is seldom possible, the unbound
drug concentration in plasma is used in lieu of unbound concentration at the
active site, assuming that the drug binds reversibly to plasma and tissue protein
and that equilibrium of unbound drug occurs readily between plasma and tissues.
In fact, this assumption is one of the most important tenets for the practical eluci-
dation of pharmacokinetics and drug metabolism.

Many reports are available to support the assumption that only the unbound
inhibitor competes with substrate at the active site. For example, plasma protein
binding has to be taken into consideration to predict the inhibitory effect of keto-
conazole on antipyrine clearance [34]. In this study, ketoconazole was infused
intravenously into rats to obtain a wide range of steady-state plasma concentra-
tions of this drug. Analysis of the relationship between steady-state plasma con-
centrations of ketoconazole and the degree of inhibition of antipyrine clearance
yielded an in vivo Ki value of 3 µM based on total (bound � unbound) plasma
concentrations, and 0.07 µM based on unbound ketoconazole concentrations. The
in vivo Ki value of ketoconazole based on unbound concentration showed closer
agreement with the reported in vitro Ki values. Similarly, a good prediction of
the interaction between tolbutamide and sulfaphenazole in animals was obtained
only when unbound plasma concentrations were used [35].

However, there are many studies that contradict the hypothesis of unbound
concentration. Von Moltke et al. [24] have found that ketoconazole competitively
inhibited the biotransformation of terfenadine to its desalkyl- and hydroxy-
metabolites in human liver microsomes, with a Ki value of 0.024 µM for the
desalkyl terfenadine pathway and 0.27 µM for terfenadine hydroxylation. Instead
of unbound concentration, the total plasma concentration of ketoconazole gave
a better prediction of ketoconazole–terfenadine interaction in vivo when the Ki

values and the clinical plasma concentration of ketoconazole were incorporated
into a mathematic model. Similarly, Tran et al. [36] reported that stiripentol sig-
nificantly inhibited the metabolism of carbamazepine in humans and that the in
vivo Ki values of stiripentol for carbamazepine metabolism were more consistent
with the in vitro Ki values when total plasma concentrations of stiripentol, rather
than unbound concentrations, were used to estimate the in vivo Ki values. Re-
cently, a good agreement between the in vitro and in vivo Ki values of ritonavir
in ritonavir–saquinavir interaction has been reported in humans [37]. The in vivo
Ki (based on total plasma concentration) for ritonavir inhibition on saquinavir
metabolism was estimated to be 0.0164 µg/ml, which was comparable to the in
vitro IC50 (0.025 µg/ml) for ritonavir inhibition. All of the three inhibitors just
cited (ketoconazole, stiripentol, and ritonavir) were bound extensively to plasma
protein (�95%).

In some cases, even the use of total plasma concentrations of inhibitor
failed to predict (underestimated) the degree of drug interaction in vivo. Both
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fluoxetine and its principal metabolite, norfluoxetine, are competitive inhibitors
of desipramine hydroxylation in human liver microsomes, with Ki values of 3.0
and 3.5 µM, respectively [27]. A substantial increase in steady-state plasma con-
centration of desipramine was observed in healthy volunteers after three weeks
of desipramine and fluoxetine coadministration. The mean steady-state concentra-
tion of desipramine increased from 36 ng/ml before fluoxetine coadministration
to 162 ng/ml during coadministration, reflecting an 80% decrease in the clear-
ance. At this time, the mean plasma levels of fluoxetine and norfluoxetine were
92 and 102 ng/ml, respectively. Using Ki values (3.0 µM for fluoxetine and 3.5
µM for norfluoxetine) from the in vitro study and total plasma concentration
determined in vivo, the prediction of the decreases in desipramine clearance were
much less (23% decrease) than the clinical observations [27]. These results led
to a speculation that the concentration of fluoxetine and its metabolite at the
active site of enzymes is much higher than plasma concentration because of a
high liver/plasma partition ratio, which was later estimated to be 12 for fluoxetine
and 14 for norfluoxetine, respectively [27]. When the calculated liver concentra-
tions of fluoxetine and norfluoxetine were used, the predicted percent inhibition
(82%) was in excellent agreement with the clinical observations [27]. In another
report by von Moltke et al. [8], the predicted inhibition of midazolam (84%) by
itraconazole was in good agreement with the observed interactions in clinical
studies (ranging from 83% to 95%) if liver concentrations of itraconazole calcu-
lated from a liver/plasma ratio of 10 were used. Similar approaches have been
used for the prediction of a ketoconazole–triazolam interaction. Using the plasma
ketoconazole concentration together with liver/plasma partition ratios and the in
vitro Ki values, the predicted percentage inhibition of triazolam clearance by
ketoconazole was consistent with that observed in vivo [25]. The use of the liver/
plasma partition ratio has also been adopted by other laboratories. For example,
Preskorn and Magnus [38] have reported that the extent of the inhibitory effect
of fluoxetine (plus norfluoxetine) on the oral clearance of desipramine was best
predicted when the liver/plasma partition ratios were taken into consideration.

The liver/plasma partition approach implies that the enzyme exposure is
related to the total (bound and unbound), rather than the unbound, concentration
of inhibitor in the liver. Obviously, this approach challenges the fundamental
assumption of pharmacokinetics that the rate of metabolism is a function of un-
bound drug concentration in the liver. Some scientists believe that the success
in predicting an in vivo interaction by way of the liver/plasma partition approach
may simply be fortuitous. Using the rat as animal model, Yamano et al. [39]
demonstrated that the extent of itraconazole inhibitory effect on midazolam me-
tabolism could be predicted quantitatively based on the unbound concentrations
of itraconazole in the liver and its Ki value for midazolam metabolism when the
active transport of itraconazole was taken into consideration. Because of the ac-
tive hepatic uptake of itraconazole, the unbound azole concentration in the liver
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was about 10-fold higher than the unbound concentration in plasma. Taking these
findings together, these investigators concluded that the inability in predicting in
vivo interactions from in vitro Ki values using unbound plasma concentrations
was simply due to neglecting the active uptake of some inhibitors by the liver.
The possible involvement of active transport of inhibitors further complicates the
predictability of in vivo drug interactions.

Given the problems associated with the inaccuracy in estimating in vitro
Ki values and insufficient methods in measuring the unbound inhibitor concentra-
tion [I] at the active site of enzymes, it is very difficult to quantitatively predict
in vivo drug interactions. This means that one can only assess whether there is
a likelihood of drug interactions, namely, ‘‘highly possible’’ or ‘‘less likely,’’
rather than a prediction of quantitative changes of plasma concentrations of a
given substrate before and during enzyme inhibition.

B. Susceptibility to CYP Inhibitors

From an industrial perspective, it is equally important not to develop new drug
candidates that are potent CYP inhibitor and new drug candidates that are readily
inhibited by other known CYP inhibitors. Surprisingly, most drug metabolism
scientists have focused only on the question of whether new drug candidates are
potent CYP inhibitors, rather than on the question of whether new drug candidates
are susceptible to the effects of known CYP inhibitors. Depending on the kinetic
properties of drugs, the increase in the AUC of drugs can be as much as 100-
fold. For example, coadministration of ritonavir resulted in a greater than 100-
fold increase in the plasma AUC of saquinavir in human volunteers [37,40].

To determine whether a new drug candidate is readily inhibited by other
CYP inhibitors, it is important to identify the elimination pathways of the drug
candidate and the relative contribution of metabolic fraction to overall elimina-
tion. From a kinetic standpoint, ideal drugs are eliminated by multiple mecha-
nisms (metabolism, renal and biliary excretion). A significant drug interaction
will not occur unless two of these three elimination processes are completely
inhibited. Rowland and Martin [41] developed a pharmacokinetic model to evalu-
ate the relative contribution of the metabolic fraction (fm) on the degree of drug
interaction (see Chap. 1). They concluded that a significant drug interaction oc-
curs only when a particular pathway being inhibited is greater than 50% of total
elimination pathways.

At the stage of drug discovery, the information on the relative contribution
of metabolic fraction in humans is not available. Therefore, the metabolic fraction
( fm) of new drug candidates can be estimated only indirectly from animal species.
If the metabolic fraction of a given drug candidate is similar among three or four
different animal species tested, then it is reasonable to assume that humans will
have a similar fraction [42].
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If a new drug candidate is eliminated mainly (�50%) by CYP-mediated
metabolism, it is important to identify which CYP isoforms are responsible for
each metabolic pathway of the drug and to establish the relative contribution of
each CYP isoform to the overall metabolism of the drug. In some cases, all meta-
bolic pathways of a drug are catalyzed by a single isoform, while in other cases
a single metabolic pathway may involve multiple isoforms. If a new drug candi-
date is eliminated exclusively by a single oxidative metabolic reaction that is
mediated by only a single CYP isoform, the clearance of this drug would readily
be inhibited by other drugs. In contrast, if a new drug candidate is metabolized
by multiple metabolic pathways that are catalyzed by multiple isoforms, the elim-
ination of this drug would not readily be altered by other drugs.

To identify the CYP(s) responsible for a specific metabolic reaction of a
drug candidate, several methods must be considered [43,44]. These include (a)
use of CYP-form selective inhibitors; (b) use of CYP-form selective antibodies;
(c) measure of catalytic activity of each individual recombinant human CYP to-
ward the drug candidate; (d) inhibition of marker substrates by the drug candidate
for each CYP isoform; and (e) metabolic correlation of activity with marker sub-
strates for each CYP isoform. Each approach has its advantages and disadvan-
tages, and a combination of approaches is usually required to accurately identify
the CYP isoform responsible for the metabolic reaction of a given drug [17,45].

Although the identification of CYP involvement is relatively straightfor-
ward, inappropriate experimental conditions may lead to misidentification. For
example, N-dealkylation is the major metabolic pathway for diazepam in humans
receiving a clinical dose. However, in vitro studies in human liver microsomes
showed that 3-hydroxylation was the major pathway when a high concentration
(100 µM) was employed [46]. When a clinically relevant concentration of diaze-
pam (2 µM) was used, N-demethylation became the major metabolic pathway
of the drug [47]. It should be noted that N-demethylation of diazepam is mainly
catalyzed by CYP2C19, while 3-hydroxylation is mediated by CYP3A4 [48,49].
Similarly, inappropriate use of high drug concentration will also result in misiden-
tification of the CYP isoform involved in the metabolism of lansoprazole. At
clinically relevant concentrations, CYP2C19-mediated 5-hydroxylation is the
major metabolic pathway of lansoprazole, whereas at high concentrations the
drug is catalyzed mainly by CYP3A4 to form sulfoxide metabolite [50].

Susceptibility to CYP inhibition is also dependent on the kinetic property
of drugs. As shown in Figure 1, a high-clearance drug is subject to extensive
first-pass metabolism and is more susceptible to CYP inhibition than low-clear-
ance drugs when given orally. This is because coadministration of a high-clear-
ance drug with an inhibitor will change the plasma AUC of the drug by increasing
bioavailability through inhibition of first-pass metabolism and decreasing the he-
patic clearance. For low-clearance drugs, the first-pass metabolism is minor, and
the inhibitory effect is observed only on hepatic clearance [Eqs. (10) and (11)].
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Therefore, the degree of inhibition for high-clearance drugs caused by inhibitors
is always more profound than that of low-clearance drugs.

In a recent clinical study, Greenblatt et al. [51] demonstrated that ketocona-
zole causes a more profound increase in the oral AUC of triazolam in healthy
volunteers than in the oral AUC of alprazolam. While both triazolam and alprazo-
lam are anxiolytic agents that are metabolized predominantly by human CYP3A4,
the human pharmacokinetics of the two drugs differ substantially. Triazolam has
a clearance (8–10 ml/min/kg) in the intermediate range relative to hepatic blood
flow and an absolute bioavailability of approximately 50%, probably due in large
part to its first-pass metabolism. In contrast, alprazolam has a clearance of less
than 5% of hepatic blood flow and an absolute bioavailability exceeding 90%.
Coadministration of the same oral dose of ketoconazole resulted in a 14-fold
increase of plasma AUC of triazolam but only a 4-fold increase of alprazolam
AUC.

The results of the foregoing study strongly support the notion that high-
clearance drugs are more sensitive to enzyme inhibition. Therefore, it is important
to determine whether a new drug candidate is a high- or low-clearance compound
at the stage of drug discovery in order to preferably avoid the development of a
high-clearance drug that is highly susceptible to CYP inhibition. With the in-
creased availability of human hepatocytes and liver microsomes, hepatic clear-
ance of drugs in humans can be estimated reasonably well from in vitro metabolic
data [52–56]. At Merck, we routinely use the in vivo/in vitro approach for the
prediction of human hepatic clearance of new drug candidates. With this ap-
proach, detailed enzyme kinetic studies can be conducted to determine the Km

and Vmax values of new drug candidates in rat, dog, and monkey microsomes (or
hepatocytes). The in vitro hepatic clearance is then calculated from the Vmax/Km

values and compared with the in vivo hepatic clearance in rats, dogs, and mon-
keys after intravenous administration of the drug candidates. If in vivo hepatic
clearance in animal species can be extrapolated reasonably well from in vitro
clearance, then the Vmax/Km values from human liver microsomes can be used to
predict human hepatic clearance of new drug candidates. This approach was used
successfully to predict human hepatic clearance for several drugs, including indi-
navir, an HIV protease inhibitor [57].

In summary, three steps are needed to properly assess whether a drug is
susceptible to CYP inhibition. First, it is important to estimate the relative contri-
bution of metabolism (fm) of a drug to its overall elimination from animal species.
If the fm is greater than 30–50%, the second step is to identify which human
CYP enzymes are involved in the metabolism. Thirdly, it is important to predict
whether the drug has a high or low hepatic clearance, particularly when only one
CYP enzyme is involved in its metabolism. Without sufficient supporting data
and without more thoughtful integration of all of the aforementioned information,
a meaningful assessment of susceptibility to CYP inhibition cannot be obtained.



434 Lin and Pearson

Finally, it also should be emphasized that, like the prediction of inhibitory po-
tency, the assessment of susceptibility of a new drug to CYP inhibition can be
made only in a qualitative sense, namely, ‘‘highly likely,’’ ‘‘possible,’’ or ‘‘least
likely,’’ but not quantitatively.

IV. CONCLUSION

Assessment of the potential drug interactions for new drug candidates can be
looked at from two perspectives: whether the new drug candidates are potent CYP
inhibitors and whether they are susceptible to effects of known CYP inhibitors.
Although it is highly desirable to have an early and accurate assessment of drug
interaction potential, it is very difficult to quantitatively predict the extent of drug
interactions. The difficulty in quantitatively predicting the inhibitory potency of
new drug candidates stems from the inaccuracy of in vitro Ki estimation and
insufficient methods for direct measurement of inhibitor concentration at the ac-
tive site of enzymes. On the other hand, the difficulty in quantitatively predicting
the susceptibility of new drug candidates stems from the uncertainty in the estima-
tion of metabolic fraction in humans at the stage of drug discovery. Until optimal
experimental conditions can be established for accurate Ki estimation and suitable
techniques can be developed to enable direct measurement of unbound inhibitor
concentrations at the site of target enzymes, information obtained from in vitro
metabolic studies can be used only for qualitative prediction, namely, whether
there is a ‘‘lack of an interaction’’ or ‘‘probability of an interaction.’’
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In Vivo Probes for Studying Induction
and Inhibition of Cytochrome P450
Enzymes in Humans

Grant R. Wilkinson
Vanderbilt University School of Medicine, Nashville, Tennessee

The discovery of cytochrome P450 (EC1.14.14.1, CYP) in the early 1960s re-
sulted in an explosion of knowledge about this monooxygenase system that still
continues today. However, even before this critical event, it was apparent that
the oxidative metabolism of drugs often exhibits large interindividual variability;
moreover, drug-metabolizing activity may be modulated by environmental,
pathophysiological, and genetic factors [1]. Research during the subsequent four
decades has largely focused on determining the mechanisms involved in such
variability and, in the case of drug metabolism in humans, its clinical significance
and importance. In certain situations, genotyping with respect to the presence of
allelic variants can be of some value in accounting for this interindividual vari-
ability, especially if a strong genetic determinant is involved [2,3]. However,
even when genetic polymorphism is present, considerable variability is often
present within a phenotypic group [2]; moreover, genotyping cannot take into
account the modulation of catalytic activity by environmental and disease-state
factors. In vitro approaches using tissue preparations, e.g., liver microsomes and
recombinant expressed enzymes, have considerable merit in this regard (see
Chaps. 2, 3, and 7). However, the application of such invasive procedures to the
clinical situation is obviously limited, especially when studying healthy subjects.
Accordingly, so-called ‘‘noninvasive’’ procedures, utilizing readily available
fluids such as plasma and saliva or excretions like urine and expired air, form
the basis for measuring in vivo metabolizing ability. These measures are generally
applied to two related types of experimental questions: what is the basal level
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of catalytic activity in an individual subject, i.e., phenotyping, and what are the
determinants of interindividual variability within or between populations, e.g.,
the effects of drug and environmental interactions, genetics, and disease states?
The use of ‘‘model’’ compounds, or, as currently termed, in vivo probes, has
been extensively applied for these purposes since its conception some 30 years
ago [4]. This chapter considers the rationale, development, validation, and appli-
cation of currently useful in vivo probes to assess the catalytic activity of specific
human CYP isoforms in individual subjects.

I. ENDOGENOUS COMPOUNDS AS IN VIVO PROBES

By analogy to the use of creatinine clearance as an indicator of kidney function
and the renal excretion of drugs, attempts have been made to identify an endoge-
nous compound that could be used to assess drug-metabolizing activity. The
plasma levels of γ-glutamyltransferase and bilirubin as markers of hepatic dys-
function and the urinary excretion of endogenous 6β-hydroxycortisol and d-glu-
caric acid have been sporadically investigated for this purpose over the years
[5,6]. With the exception of 6β-hydroxycortisol, these approaches have proven
fruitless, but even measurement of the hydroxysteroid’s excretion has limitations.

6β-Hydroxycortisol is a minor metabolite of cortisol that is subsequently
excreted unchanged in the urine; changes in adrenal corticoid generation, rather
than formation of the metabolite, are accounted for by expressing 6β-hydroxycor-
tisol excretion relative to that of cortisol. A number of drugs, e.g., rifampin and
anticonvulsant agents, increase the excretion of this metabolite, consistent with
the induction of a CYP-mediated pathway [5,6]. CYP3A appears to be the major
enzyme involved in the formation of 6β-hydroxycortisol [7,8]; therefore, it has
been inferred that changes in the metabolite’s excretion reflect modulation of
this isoform. Unfortunately, studies to investigate the relationship between 6β-
hydroxycortisol excretion and the basal level of CYP3A activity using other in
vivo probes, such as the erythromycin breath test and midazolam’s hydroxylation
(Sec. VIII), have been consistently unsuccessful [9–12]. Furthermore, troleando-
mycin—a mechanism-based inhibitor of CYP3A—was not found to consistently
affect the urinary excretion of endogenous 6β-hydroxycortisol, despite the fact
the erythromycin breath test was markedly affected by such pretreatment [9].
Collectively, this data raises serious questions regarding the nature and interpreta-
tion of any measured increase in urinary 6β-hydroxycortisol excretion over its
basal level. It does not appear to reflect hepatic CYP3A alone, and possibly the
localization of the isoform in other organs such as the kidney and intestinal epi-
thelium may be contributory to 6β-hydroxycortisol’s overall urinary excretion
[9,13]. Regardless, the current status of this endogenous probe would appear to
be limited to its use as a relatively nonspecific indicator of enhanced oxidative
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metabolism following pretreatment with a putative inducing agent [14–16]. As
such, any change in the 6β-hydroxycortisol :cortisol ratio requires further investi-
gation with respect to the specific CYP isoform(s) affected, the magnitude of
induction, and in the case of CYP3A, whether this occurs in the liver and/or the
intestinal epithelium and possibly other extrahepatic tissues.

II. EXOGENOUS COMPOUNDS AS IN VIVO PROBES

A. Desirable Phenotypic Trait Characteristics

Beginning with the use of antipyrine [4], administration of a ‘‘model’’ drug to
quantitatively assess oxidative drug-metabolizing activity has been an important
experimental tool. A number of compounds have been investigated for this pur-
pose. However, with the recognition that cytochrome P450 is a multigene super-
family of related heme-thiolate proteins with separate but potentially overlapping
substrate specificities, the goal in recent years has been to develop and use specific
probe drugs for the individual isoforms. The major effort has focused on isoforms
of the CYP1, CYP2, and CYP3 families, since in humans these appear to be
responsible for the metabolism of most drugs and other xenobiotics.

Although the liver is the major organ involved in CYP-mediated drug me-
tabolism, other tissues, including the intestinal epithelium, kidney, and additional
organs, all have a similar potential, depending on the individual isoform. How-
ever, available in vivo probes provide a collective estimate of the measured cata-
lytic function within the body. That is, assessment of activity by an individual
organ is usually not possible, despite the fact that this may be critical to interpret-
ing the phenotyping result. For example, it is not unreasonable to suggest that
CYP2E1 and CYP2A6 localization within the lung is more important than the
isoforms’ hepatic levels in lung carcinogenesis resulting from the metabolic acti-
vation of environmental chemicals. However, such a level of refinement is not
currently possible.

Following administration of an in vivo probe, an experimental measure
characterizing the enzyme’s functional activity is obtained. Ideally, this pheno-
typic trait should exclusively reflect the catalytic activity of a single pathway of
metabolism mediated by the isoform of interest. In practice, evidence of such
absolute specificity is difficult, if not impossible, to obtain in vivo, so the trait
measure should be considered a primary, rather than an exclusive, reflection of
the isoform’s activity. It is also desirable that the trait measure be sensitive to
changes/differences in the enzyme’s catalytic activity produced, for example, by
a drug interaction or a genetic factor. Unless this characteristic is present, small
changes/differences in activity will not be recognized. Additionally, differences
in enzyme activity should ideally result in a linear change in the phenotypic value
so that discrimination between values is readily interpretable. If other relation-
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ships are present, e.g., the rectangular hyperbola associated with debrisoquine’s
urinary metabolic ratio used for phenotyping CYP2D6 activity (Sec. VI), large
differences in the trait value do not necessarily reflect comparable differences in
catalytic activity. It also makes common sense and is esthetically more satisfying
if the value of the trait measure increases with an increase in catalytic activity.
From a practical standpoint, the phenotyping procedure and associated chemical
analyses should be robust so that reliable and reproducible results are obtained
regardless of the particular circumstances under which the testing is performed.
This is especially important in the case of field studies, where a relatively sophisti-
cated research environment and facilities may not be present, especially with
regard to analysis of the biological sample. Also, from the perspective of the
individual being phenotyped, it is important that the involved procedure be sim-
ple, rapid, and as noninvasive as possible. A further practical issue relates to the
availability of the in vivo probe and its measured metabolite in the specific locale
where the study is being conducted. Ideally, the in vivo probe should be available
and approved for clinical use worldwide and the phenotypic trait not be affected
by the particular dosage form used. In practice, regulatory factors sometimes
limit the use of a specific in vivo probe; e.g., sparteine is not approved by the
Food and Drug Administration in the United States and, therefore, has not been
used for investigating CYP2D6 activity in that country.

B. Pharmacokinetic Basis of Phenotypic Traits

1. Plasma Clearance Values

The most appropriate and closest in vivo measure of an enzyme’s catalytic activ-
ity is a drug’s intrinsic clearance (CLint,u) in terms of its unbound concentration
in the plasma [17]. At low drug concentrations relative to the enzyme’s Km value,
i.e., first-order conditions, this may be viewed as the ratio of the apparent Vmax to
the Km value describing metabolism by an individual enzyme. Intrinsic clearance
associated with hepatic drug metabolism is closely reflected in a drug’s clearance
following oral administration (CLO) rather than by intravenous or any other route;
moreover, this applies regardless of the rate-limiting process of hepatic clearance,
i.e., intrinsic clearance or hepatic blood flow [17]. In addition, any CYP-mediated
metabolism occurring in the intestinal epithelium, e.g., CYP3A, is also reflected
in the first-pass effect following an oral dose. Accordingly, the ‘‘gold standard’’
approach to estimating the level of metabolic activity of a drug-metabolizing
enzyme is to express the ratio of the total area under the plasma concentration–
time curve (AUCO) for unbound drug to the administered oral dose (DO) in order
to provide an estimate of oral clearance [Eq. (1)]. In practice, the fraction of the
drug unbound in plasma ( fu) and any changes/differences are rarely taken into
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account, but they may be a factor when this parameter is altered. Thus, the esti-
mated intrinsic clearance (CLO) is generally based on total drug concentrations.

DO

AUCO

� CLO � CLint � fu ⋅ CLint,u (1)

If more than one metabolic pathway is present and several different en-
zymes are involved, this must be taken into account by ‘‘partitioning’’ the intrin-
sic clearance value according to the relative contributions of each enzyme/path-
way [17,18]. This is generally accomplished by correcting the total oral clearance
by the fraction of the administered dose that is metabolized along the pathway
of interest ( fm1) based on the total amount of the individual metabolite and any
associated secondary metabolites excreted in urine (Ae∞,m1, where m1 represents
a single route of metabolism) [Eq. (2)]:

CLO,m1 � fm1 ⋅ CLO �
Ae∞,m1

DO

⋅ CLO (2)

The major advantage of (fractional) oral clearance as a phenotypic trait is
that its value is linearly related to the enzyme’s catalytic activity, provided that
first-order conditions are present. This requirement, along with any safety consid-
erations, is the main reason the dose of an in vivo probe should be as low as
possible, consistent with analytical considerations. Furthermore, it is possible to
directly extrapolate this type of trait measure to the disposition of other drugs
whose metabolism is mediated by the measured enzyme and also to place the
trait value within a therapeutic context. On the other hand, estimation of oral
clearance requires multiple blood and urine collections, often over many hours,
that are an inconvenience for the study subject and require considerable amounts
of analytical time and effort. Because of this, simpler and less time-consuming
approaches have often been used. However, it is not always appreciated that such
phenotyping tests provide only an indirect measure of metabolizing activity and
may be affected by factors other than the enzyme’s intrinsic clearance. In addi-
tion, it is difficult to relate an indirect trait measure to parameters that are of
clinical importance, such as the drug’s clearance.

2. Urinary Metabolic Ratios

Because it requires only a single measure involving the relative excretion of un-
changed drug and metabolite, the urinary metabolic ratio (MR) is the commonest
indirect approach used for characterizing drug metabolizing ability. It was first
applied with respect to debrisoquine in order to identify individuals with absent
or low CYP2D6 activity, i.e., poor metabolizers (Sec. VI.B). This type of trait
value expresses the ratio of the amount of unchanged drug, e.g., debrisoquine, to
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that of metabolite formed by the isoform of interest, e.g., 4-hydroxydebrisoquine,
excreted in a fixed period, e.g., 0–8 hr, following administration of a single oral
dose of the in vivo probe. Such a ratio provides the greatest discrimination be-
tween poor metabolizers (PMs) and extensive metabolizers (EMs), since impaired
metabolism results in a large numerator and a small denominator that provide a
multiplier effect. As a result, the higher the metabolic activity, the smaller the
trait value, and the relationship is a rectangular hyperbola. More important is the
fact that a urinary metabolic ratio is an entirely empirical trait measure that re-
flects pharmacokinetic factors besides that of the enzyme’s intrinsic clearance,
in particular, the renal clearance of the in vivo probe [18]. In the case of debriso-
quine, not only is this latter value relatively large but it is time dependent, decreas-
ing from a value approximating renal plasma flow to that of the glomerular filtra-
tion rate during the 0–8-hr urine collection period [19]. An alternative approach
for calculating a urinary metabolic ratio is to express the amount of metabolite
excreted over a fixed time period relative to the sum of this amount and that of
unchanged drug [20–21]. This relative recovery ratio (RR) approach, which is
similar in form to the fractional urinary recovery of the metabolite, has the at-
traction that the trait value increases with increasing metabolic activity; however,
its value also reflects the probe’s renal clearance [18]. In addition, interpretation
of such approaches is critically dependent on the completeness of the urine collec-
tion; an incomplete specimen will result in underestimation of metabolizing
ability.

With certain drugs that have been used as in vivo probes, e.g., coumarin,
chlorzoxazone, and mephenytoin, essentially no drug is excreted unchanged into
the urine; thus, a metabolic ratio approach cannot be used. In the case of mephen-
ytoin (Sec. V.B.1), a ratio expressing the administered oral dose of S-mepheny-
toin to the amount of 4′-hydroxymephenytoin formed by CYP2C19 over a fixed
period after dosing—the hydroxylation index (HI)—has been used to discrimi-
nate between poor and extensive metabolizers [22,23]. This relationship is similar
to the inverse of the urinary recovery of metabolite; therefore, the trait value
reflects not only the intrinsic clearance of the isoform of interest but, in addition,
the intrinsic clearance values associated with other metabolic pathways and en-
zymes [18]. Finally, it must be recognized that in the presence of renal dysfunc-
tion the validity of a urinary metabolic ratio is highly questionable, because of
the trait value’s dependency on the renal clearance of the in vivo probe and/or
its measured metabolite [24].

3. Plasma Metabolic Ratios

The urinary metabolic ratio should provide similar information to that of the ratio
of the plasma AUC values of the in vivo probe drug and metabolite over the
collection time period, but it has the practical advantage of a single urine collec-
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tion, compared to multiple plasma samples. In order to simplify a plasma-based
trait measure, the plasma concentration ratio of metabolite to unchanged drug at
a single time point after drug administration has also been used, e.g., plasma
6-hydroxychlorzoxazone:chlorzoxazone ratio as a measure of CYP2E1 activity
[25,26]. In this situation, choice of an appropriate sampling time is critical. Suffi-
cient time must elapse for a significant amount of metabolism to have occurred.
But if the selected time is too soon after drug administration (1–2 hr), the meta-
bolic ratio will reflect the absorption characteristics of the probe drug in addition
to its metabolism. This may vary not only between individuals but also between
different manufacturers’ products, especially for a generic drug. Sampling during
the elimination phase obviates this potential problem; for metabolites whose elim-
ination is formation limited, this represents the best approach, since the ratio
should be a constant value over this time period [27]. On the other hand, when
removal from the body of the metabolite is elimination limited, e.g., 6-hydroxy-
chlorzoxazone [28], then the plasma levels of drug and metabolite do not decline
in parallel. As a result, the metabolic ratio depends not only on the formation of
the involved metabolite but also on its elimination relative to that of the parent
drug [27]. Unfortunately, such pharmacokinetic considerations rarely appear to
be appreciated when such trait measures are developed.

4. CO2 Breath Tests

N-Demethylation is a common CYP-mediated metabolic pathway, and the re-
sulting formaldehyde subsequently enters the one-carbon pool and appears ulti-
mately in the exhaled breath as CO2. Labeling of the methyl group of an ap-
propriate in vivo probe with either 14C or 13C and measurement of the expired
radio- or stable-isotope, therefore, provides an index of the N-demethylation pro-
cess. This is the basis of a number of CO2 breath tests that have been used to
evaluate in vivo drug metabolism. Experimental approaches include both the as-
sessment of the complete time course of exhalation of labeled CO2 in the breath
as well as a more limited sampling including a single time point determination.
Moreover, the involved quantitative collection procedure for expired CO2 is now
relatively simple; in certain instances, e.g., erythromycin breath test, a simple kit
including all needed items is commercially available. Not only is a CO2 breath
test noninvasive, other than for drug administration, but by using a stable-labeled
in vivo probe, studies may be performed in young infants and pregnant women,
contrary to the situation when a radiolabel is used, with its associated radiation
exposure. A breath test is generally sensitive and reproducible but suffers a major
disadvantage in that it is an indirect measure of the responsible N-demethylating
enzyme and a number of potentially limiting assumptions are involved [29].

The pathway from N-demethylation to exhaled CO2 involves a number of
steps many of which are also metabolic, but catalyzed by several enzyme systems



446 Wilkinson

distinct from the initiating CYP isoform. A critical assumption is that all steps
prior to (e.g., absorption for a probe that is not administered parenterally) or
subsequent to N-demethylation are not rate limiting. In general, the steps involved
in intermediary metabolism of the one-carbon pool meet this criterion. However,
a percentage, estimated to be between 37% and 57%, of labeled N-demethylated
groups is lost in transit through the one-carbon pool, and this exhibits interindi-
vidual variability [29], which is generally not accounted for. A further potential
complication is the fact that endogenous CO2 production is not constant and de-
pends on a number of factors, including physical activity, food intake, body tem-
perature, age, and body size. Accordingly, the use of a mean CO2 production
rate based on either body weight or surface area only partially normalizes for
this factor, even if the in vivo probe is administered after a period of fasting and
the subject under investigation remains recumbent for the period of the study
[29]. A final limitation is related to the fact that a CO2 breath test is a measure
of the rate of excretion of the labeled carbon. Accordingly, it is dependent on
the volume of distribution of the in vivo probe; i.e., a large volume of distribution
will result in a reduction in the breath test result, even though the enzyme’s
intrinsic activity is the same [30,31]. However, interindividual variability in such
a parameter is common with all drugs; therefore, the assumption that a constant
value is applicable to all subjects results in some error in evaluating the involved
enzyme’s activity.

C. Validation of a Phenotypic Trait Measure

Following the in vitro discovery that a particular metabolic pathway is mediated
by a single CYP isoform and that such metabolism is a major route of elimination,
it is not uncommon to speculate that appropriate assessment of the formation
of the metabolite in vivo could serve as a phenotypic trait measure. Moreover,
knowledge of the disposition of the drug and metabolite may indicate a putative
quantitative trait for this purpose, e.g., urinary metabolic ratio. However, consid-
erably greater effort and information is, in fact, required before such a trait value
can be accepted as a valid measure of the enzyme’s metabolic activity. Unfortu-
nately, several of the earlier-developed in vivo probes were not rigorously evalu-
ated prior to their application, and interpretation of differences/changes in their
trait values is therefore not easy.

Ideally, the trait measure should be correlated directly with the target en-
zyme’s intrinsic clearance as measured, for example, in a tissue biopsy, e.g., liver
from the same subjects. However, from a practical standpoint this ‘‘gold stan-
dard’’ approach is difficult, especially in health subjects. Moreover, even if ap-
plied, it does not address the issue of any extrahepatic metabolism. On the other
hand, if the target enzyme exhibits genetic polymorphism such that a null pheno-
type exists, e.g., CYP2C19 and CYP2D6 (Secs. V.B and VI), advantage of this
experiment of nature can be taken. However, in general, the best practical valida-
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tion approach would appear to be the demonstration of a close and meaningful
correlation between the putative trait value and the in vivo probe’s fractional oral
clearance determined by a conventional pharmacokinetic study. Care must be
taken in such a correlation to ensure that a large enough population size, perhaps
50 or more subjects, be investigated for this purpose and that the data is not
inappropriately weighted by individuals with metabolic activities at the extremes
of the distribution curve, i.e., subjects having inhibited or induced metabolizing
activity. A false and overly positive impression of the trait measure may be ob-
tained if these two factors are not adequately considered; in this regard it is impor-
tant to recognize that the appropriate statistical measure of the potential use-
fulness of any correlation is the coefficient determination (r2) and not the
regression coefficient (r). As a corollary, it is also important to demonstrate that
the phenotypic trait also correlates with the fractional clearances of other sub-
strates metabolized by the same target enzyme. Such correlations are particularly
critical in establishing that factors other than metabolism are not rate limiting.
Additional validation steps generally focus on modulating the target enzymes’s
activity and its effect on the trait value. Enzyme induction and inhibition, espe-
cially involving mechanism-based inhibitors, are usually used for this purpose,
with the trait measure appropriately increasing or decreasing. Finally, if metabo-
lism is limited to the liver or if a liver-specific test is required, then changes in
the trait value would be expected in the presence of severe liver disease. In this
regard, advantage may be taken of the anhepatic period during a liver transplant
operation, when no functioning liver is present.

Importantly, no single criterion is sufficient by itself to validate a particular
phenotypic trait value; rather, several of the described approaches must provide
collective and consistent evidence. Finally, it should be recognized that to some
extent validation depends on the purpose to which the in vivo probe is to be
applied. For example, if evidence is required to demonstrate the presence or ab-
sence of a drug interaction, a less rigorous level of validation might be acceptable
than if a quantitative measure of the extent of modulation of metabolic activity
is necessary. Thus, the erythromycin breath test (Sec. VIII.B) is a useful in vivo
probe for answering such a semiquantitative question, despite the fact that it only
reflects hepatic CYP3A4 and not that localized in the intestinal epithelium, which
importantly contributes to first-pass metabolism after oral drug administration.
Similarly, a trait measure that discriminates between poor and extensive metabo-
lizers associated with a genetic polymorphism may not necessarily be suitable
for quantifying smaller within-phenotype differences in metabolism.

D. In Vivo Probe Cocktails

Determination of the activity of individual CYP isoforms by use of a single in
vivo probe has the advantage that only the enzyme of interest is targeted, and
metabolic or other types of interaction occurring because of coadministration of
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other drugs can be disregarded. On the other hand, such a narrow focus has
disadvantages, given that multiple CYP isoforms are present and more than one
of these may be of interest. In this case, a single probe strategy would require
multiple sequential studies using different in vivo probes to assess each individual
enzyme. Not only is this time consuming, but it also results in an inefficient use
of resources. To overcome these disadvantages, a ‘‘cocktail’’ approach has been
applied based on the simultaneous administration of more than one in vivo probe,
each of which assesses the metabolic activity of a different enzyme. This concept
was originally developed using nonspecific model drugs, such as antipyrine and
hexobarbital [32], but more recently it has been applied with cocktails of several
(n � 2–6) different selective in vivo probes. For example, various combinations
of debrisoquine or dextromethorphan with mephenytoin, caffeine, nifedipine,
coumarin, and chlorzoxazone have been used to simultaneously assess CYP2D6,
CYP2C19, CYP1A2, CYP3A, CYP2A6, and CYP2E1 activities, respectively
[33–36].

The ‘‘cocktail’’ approach appears to be particularly suited to indirect phe-
notypic trait values based on a single time-point determination, e.g., metabolic
ratios, where only one or two samples are sufficient for the experimental objec-
tive. For example, it is an attractive strategy for investigating the CYP isoform
selectivity of enzyme inhibition or induction of a drug prior to more focused
studies [34,37]. However, a critical issue in the application of any ‘‘cocktail’’
study is whether one or more of the individual drugs interacts with another in
the mixture. This may occur within the body through a metabolic interaction such
as inhibition of another CYP isoform’s catalytic activity, or a pharmacodynamic
interaction may occur that either affects the phenotypic trait value of another
drug or results in an undesirable clinical effect. Accordingly, it is important to
establish prior to application not only that combining two or more in vivo probes
has no effect on any of the individual phenotypic trait values but also that the
combination is safe. A second potential complicating factor is that multiple drugs
and their metabolites are present and must be analyzed in the same biological
sample. Accordingly, the involved analytical methodologies must be not only
sufficiently sensitive but also specific so that no analytical interference is pre-
sent.

A related approach to using a ‘‘cocktail’’ strategy that has been suggested
is based on measuring the metabolism of a single in vivo probe in which two or
more metabolites are formed involving different CYP isoforms. For example, the
O-demethylation of dextromethorphan (DTM) to dextrorphan (DT) is mediated
by CYP2D6, whereas CYP3A is importantly involved in the N-demethylation
pathway leading to the formation of 3-methoxymorphinan (3MM) [38]. Ac-
cordingly, it has been proposed that the urinary metabolic ratios DTM:DT and
DTM:3MM could be used to separately assess the metabolic activities of the
two involved isoforms [39,40].
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However, the demonstration that enzymes other than CYP3A may also
significantly contribute to N-demethylation raises questions as to the reliability
and validity of the DTM:3MM metabolic ratio as a measure of CYP3A activity
[41]. In principle, the stereo- and regioselective metabolism of warfarin could
also serve to assess the activity of multiple CYP isoforms. For example, S-warfa-
rin is primarily metabolized to 7-hydroxywarfarin by CYP2C9, whereas CYP1A2
is responsible for R-enantiomer’s 6- and 8-hydroxylation; also, CYP3A is impor-
tantly involved in the formation of 10-hydroxy-R-warfarin, and hydroxylation of
R-warfarin at the 8-position is mediated mainly by CYP2C19 [42,43]. However,
this approach has yet to be extended to the in vivo situation, probably because
of analytical considerations, which would be further complicated by the small
dose of warfarin that would need to be used for safety purposes in healthy subjects
undergoing such phenotyping. Nevertheless, the overall strategy of a single probe
and multiple enzymes appears to be worthwhile pursuing further.

III. CYTOCHROME P450 1A2 (CYP1A2)

The CYP1A subfamily consists of two members, CYP1A1 and CYP1A2, which
are both important in the metabolic activation of chemical procarcinogens. How-
ever, unlike its related isoform, CYP1A1 is not constitutively expressed in the
liver and is primarily an extrahepatic enzyme; moreover, it is not involved in
the metabolism of therapeutically useful drugs. Accordingly, the in vivo probes
investigated for this subfamily have been directed almost exclusively toward
CYP1A2. Drugs whose metabolism importantly involves CYP1A2 include phen-
acetin (O-de-ethylation), caffeine (N1-, N3-, and N7-demethylation), theophylline
(N1- and N3-demethylation), tacrine (1- and 7-hydroxylation), tamoxifen (N-de-
methylation), R-warfarin (6- and 8-hydroxylation), and acetaminophen (ring oxi-
dation) [44]. A number of these substrates have been studied and applied as in
vivo probes in humans.

A. Caffeine

Caffeine (1,3,7-trimethylxanthine) is one of the most widely and frequently con-
sumed xenobiotics throughout the world. The diet is the principal source of such
intake, with estimates of per capita daily consumption in Europe and North
America exceeding 200 mg/day. Following oral administration, caffeine is rap-
idly and completely absorbed, and it is then eliminated essentially completely
(�95%) by metabolism. Such metabolism is complex, with at least 17 metabo-
lites being formed and excreted in the urine. However, these arise from three
primary pathways that contribute to over 95% of the drug’s overall metabolic
clearance; N3-demethylation to form paraxanthine (80%), N1-demethylation to
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form theobromine (11%), and N7-demethylation to form theophylline (4%). C8-
Hydroxylation and C8–N9 bond scission together account for the remaining 5%
or so of caffeine’s metabolism. Subsequently, these primary metabolites are ex-
tensively further metabolized (Fig. 1). Importantly, CYP1A2 is almost exclu-
sively responsible for all three of the initial N-demethylation steps, especially
after small doses. At high in vitro substrate concentrations, CYP2E1 and possibly
other CYP isoforms are contributory, but this is of little relevance to caffeine
exposure in vivo. Not surprising, therefore, caffeine has become the most widely
used in vivo probe for assessing CYP1A2 activity [45,46].

1. Caffeine Oral Clearance

Over 95% of caffeine’s plasma clearance can be accounted for by the three N-
demethylation pathways, all of which are mediated exclusively by CYP1A2
[45,46]. Accordingly, measurement of the in vivo probe’s oral clearance is the
‘‘gold standard’’ by which this isoform’s activity can be evaluated. This notion
is supported by reasonably strong correlation (r � 0.74, p � 0.01) between this
parameter and caffeine’s intrinsic clearance with regard to N3-demethylation, as

Figure 1 Pathways of caffeine metabolism and involved CYP isoforms (abbreviations
described in text).
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estimated in vitro from liver microsomes obtained from the same subjects studied
in vivo [47]. In practice, phenotyping is a simple procedure involving the oral
administration of a single 100–200-mg dose of caffeine followed by serial blood
sampling over 12–24 hr and appropriate HPLC measurement of caffeine’s plasma
level and pharmacokinetic analysis. The caffeine may be given in the form of
an available over-the-counter formulation or as a measured amount of coffee of
known caffeine content or similarly as a cola drink. Some investigators have
administered caffeine intravenously and used systemic clearance as the pheno-
typic trait measure [48,49]. However, since caffeine is a low-clearance drug, the
potential value of this approach is not particularly great and is outweighed by
the disadvantage of administering the caffeine by intravenous injection. Because
caffeine is ubiquitous in the diet, phenotyping involves a caffeine-free period of
1–3 days prior to and also during the study period. However, if measurable caf-
feine is present in the plasma prior to administration of the in vivo probe, a
pharmacokinetically-based correction can take this into account [47]. Several
studies have demonstrated that caffeine’s oral clearance is appropriately altered
by factors that have been shown to modulate CYP1A2 activity either in vitro or
in animals, e.g., tobacco usage and administration of other inducers, oral contra-
ceptives, and mechanism-based inhibitors [46]. In addition, this phenotypic trait
value is robust and reproducible when studied in the same subjects over a 4-
month period [50]. In order to minimize the number of required blood samples,
it has been suggested that estimation of caffeine’s elimination half-life based on
three or four postabsorption plasma levels could provide an alternative pheno-
typic trait measure [51,52]. Since caffeine’s volume of distribution is similar to
total body water, such an estimate can also be used to obtain an approximate
value of the probe’s clearance [48]. However, such approaches still require that
the blood sampling period be sufficiently long to accurately define caffeine’s
elimination half-life, which ranges from about 2 to 12 hr in healthy subjects but
can be considerably longer in patients with liver disease or when CYP1A2 is
inhibited because of a drug interaction. This factor probably accounts for the
lower accuracy and higher intrasubject variability found with foreshortened sam-
pling protocols [49]. Recently, a Bayesian estimation of caffeine clearance based
on a single plasma level obtained at either 12 hr or 24 hr after intravenous admin-
istration of the probe was shown to be well correlated with the directly determined
value [49]. Further study of this simple approach would appear warranted.

Caffeine is not extensively bound to plasma proteins; therefore, it readily
distributes into saliva with a saliva:plasma concentration ratio of total drug be-
tween 0.74 and 0.94 [52,53]. Not surprisingly, therefore, a close correlation exists
between saliva and plasma caffeine levels and derived pharmacokinetic parame-
ters. Accordingly, an alternative approach for estimating caffeine’s oral clearance
following administration of the in vivo probe is to measure salivary levels of the
drug [47,52–55]. Because of its noninvasiveness, even when salivary flow rate
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is stimulated by chewing Parafilm or by the application of citric acid to the
tongue, a large number of samples may be obtained for pharmacokinetic analysis,
and collection can be extended beyond the clinical setting. Indeed, comparisons
of caffeine’s oral clearance values independently determined from plasma and
saliva concentrations are essentially the same [47,53–55].

In an attempt to further simplify the caffeine phenotyping test, a trait mea-
sure based on the plasma or salivary paraxanthine:caffeine concentration ratio
between 3 hr and 7 hr after administration of the probe has been suggested [56].
High linear correlations (�0.89) have been observed between this trait value and
caffeine’s oral clearance, and if necessary, a predicted caffeine clearance value
may be calculated from the ratio [56]. Currently, this phenotyping approach ap-
pears to be the simplest and most noninvasive means of readily assessing
CYP1A2 activity using caffeine as a probe; in addition, the method is reproduc-
ible and appears to be robust [56], despite the theoretical dependency of the trait
value on the urine flow rate [51].

2. Caffeine and Phenacetin Breath Tests

The use of radiolabeled caffeine to determine drug-metabolizing ability based on
a 14CO2 breath test was an early example of the applicability of this general ap-
proach [57,58], even before it was recognized that this was a measure of CYP1A2
activity. Generally, labeling has been at the N-3 methyl position, since this is the
site of the major pathway of caffeine metabolism; however, labeling of all three
N-methyl groups [58] and N-7 labeling has also been investigated [59]. Addition-
ally, both radio-(14C) and stable-(13C) labeling has been successfully used [57–
64]. The need for mass spectrometry-based analytical methodology in the case
of stable-labeled caffeine is in most instances outweighed by the safety issue
related to exposure to radioactivity associated with the use of radiolabeled carbon.
Other than equipment requirements, the caffeine breath test is simple to perform
and for [13C]-(N-3-methyl) caffeine a commercial kit is available for this purpose.
Typically, exhaled breath is collected at several intervals up to 1–8 hr following
an oral dose of labeled caffeine. Either the cumulative amount [57–63] or the
hourly rate [64] of labeled CO2 excretion is used as the phenotypic trait value.
The caffeine breath test appears to be reproducible, although extensive testing
of this characteristic has not been reported. However, excellent correlations (r �
0.84–0.90) have been found between the 2-hr cumulative caffeine breath test and
the drug’s oral clearance [58,62,63]. In addition, the breath test has been shown
to alter in response to modulating conditions that either decrease or increase
CYP1A2 activity [45,60,61].

The O-de-ethylation of phenacetin is CYP1A2-mediated and results in the
liberation of acetaldehyde that is subsequently metabolized to acetate and then
CO2. Thus, a breath test based on the use of phenacetin labeled with 14C in the
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1-position of the ethyl side chain could function to assess CYP1A2 activity. Early
studies demonstrated the feasibility of this approach and its potential application
to evaluating hepatic function [65,66]. No extensive validation was attempted,
so it is difficult to determine how well this test reflects the enzyme’s intrinsic
clearance, rather than perhaps some other determinant, such as liver blood flow.
However, the situation appears to be moot, since phenacetin is no longer an ap-
proved drug worldwide, because of its renal side effects following chronic dosing;
accordingly, further studies of this approach are unlikely.

3. Urinary Metabolic Ratios

Following initial N-demethylation, caffeine’s primary metabolites undergo exten-
sive further metabolism (Fig. 1). For example, the major metabolite paraxanthine
(17X) is demethylated to form 1-methylxanthine (1X), 1-methylurate (1U), and
5-acetylamino-6-formylamino-3-methyluracil (AFMU), which spontaneously de-
grades, especially under basic assay conditions, to 5-acetylamino-6-amino-3-
methyluracil (AAMU) [45]. These metabolites account for about 20%, 40%, and
15%, respectively, of the urinary recovery of caffeine-derived products. In addi-
tion, approximately 10% of 17X is excreted unchanged and another 20% is hy-
droxylated to form 1,7-dimethylurate (17U). Theobromine (37X) is in part ex-
creted unchanged (�10%), and about 20% is metabolized to 3-methylurate (37U)
and approximately 50% to 7-methylxanthine (7X). About 10–15% of theophyl-
line (13X) is excreted into urine, with about 50% of this primary metabolite being
metabolized to 1,3-demethylurate (13U) and some 23% to 1-methylurate (1U).
Finally, a small amount of caffeine is excreted unchanged in urine, and some
additional minor metabolites are formed [45,51].

CYP1A2 is primarily responsible for the N1-, N3-, and N7-monodemethyl-
ations of 17X, 37X, and 13X, respectively, and also the 8-hydroxylation of these
primary metabolites. However, other CYP isoforms, e.g., CYP2A6, CYP2E1,
and CYP3A, are also importantly involved in the formation of the various dimeth-
yluric acids (Fig. 1). Polymorphic N-acetyltransferase-2 (NAT2) mediates the
conversion of an unstable 17X intermediate to AFMU, and xanthine oxidase is
responsible for the oxidation of 1X to 1U [45,51]. Thus, the metabolism of caf-
feine results in a complex urinary recovery profile involving multiple primary
and secondary metabolites as well as unchanged drug (Fig. 1).

Because CYP1A2 is predominantly involved in caffeine’s primary and sec-
ondary metabolism, a urinary metabolic ratio approach has been applied with an
expectation that this would provide a simple and convenient noninvasive means
of assessing the isoform’s metabolic activity. Over 12 different urinary molar
metabolic ratios have been suggested as putative trait measures of CYP1A2 activ-
ity, generally based on a 0–24-hr urine collection following an oral dose of caf-
feine, although ‘‘spot’’ sampling within a shorter defined time period (2–6 hr)
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has also been used [45,51,67–69]. The most common of these are shown in Table
1. A major difficulty in the application of these phenotypic trait measures is that
they are essentially all empirical, and until recently their limitations were not
understood or, more importantly, appreciated. From the metabolic scheme shown
in Fig. 1, it is clear that CYP1A2 activity affects both the numerator and the
denominator of the metabolic ratios to a varying extent. Also, CYP isoforms
other than CYP1A2 and urine flow rate affect the excretion of caffeine and several
of its metabolites [51,70]. All of these factors exhibit intra- and interindividual
variability, so it is not surprising that in a study involving 237 healthy subjects,
the common metabolic ratios appeared to reflect three different parameters, and
no one ratio correlated particularly well with any other [68]. Ratios 1, 2, and 5
(Table 1) were the best correlated ratios (r � 0.73–0.88), but, even so, consider-
able variability was present within the relationship. A rigorous sensitivity analysis
based on a pharmacokinetic model of caffeine’s metabolism and urinary excretion
profile identified a number of confounding variables that contributed to this situa-
tion [51]. Moreover, this analysis concluded that none of the caffeine urinary
metabolic ratios are specific for CYP1A2, although Ratio 4 may be useful when
studying the modulation of CYP1A2 activity within the same subject. It was also
suggested that the plasma–saliva ratio of 17X :137X measured a short time after
caffeine administration might be a robust CYP1A2 marker. Experimental investi-

Table 1 Common Caffeine Urinary Metabolite Ratios Used as Phenotypic Measures
of CYP1A2 Activity

Refs.

Ratio 1 47,56,61,83(17X)
(137X)

Ratio 2 47,56,61,69–73,81(17U) � (17X)
(137X)

Ratio 3 69,74(AFMU) � (1X) � (1U)
(17X)

Ratio 4 45,47,54,56,69,70,75–80(AFMU) � (1X) � (1U)
(17U)

Ratio 5 68(AFMU) � (1X) � (1U) � (17X)
(137X)

Other ratios Various 51,69,78

For simplicity AFMU is used in all equations when the actual analyte is AAMU after converting all
AFMU to AAMU.
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gations have subsequently confirmed these theoretical findings. For example, sig-
nificant correlations were obtained between Ratio 4 and caffeine’s oral clearance
(r � 0.66–0.77, p � 0.002) by several different investigators [47,69,70]. By
contrast, the correlations between Ratios 1 and 2 and caffeine clearance were
generally much poorer [47,69,70]; other, less common metabolic ratios were also
found to be poor measures of caffeine clearance [69]. Thus, with the exception
of Ratio 4, the validity of other urinary metabolic ratios would appear to be
questionable; however, considerable experimental data indicates that this urinary
metabolic ratio is a robust and reproducible trait measure that is sensitive to the
modulation of CYP1A2 activity [45].

Unfortunately, many investigators have used various of the caffeine urinary
metabolic ratios without recognizing their potential limitations. As a result, con-
clusions drawn from the interpretation of such flawed data may be inaccurate.
One area where this may exist and remains a controversial issue concerns the
population distribution of inferred CYP1A2 activity. For example, several studies
using Ratio 1 or 2 have concluded that CYP1A2 activity is either bi- or trimodally
distributed within the population, and ‘‘slow,’’ ‘‘intermediate,’’ and ‘‘rapid’’
phenotypes can be identified; additionally, interethnic and racial differences in
the frequency of these putative phenotypes exist [71–73]. These observations are
in strong contrast to similar studies by other investigators, using Ratio 4 as an
index of CYP1A2 activity, where a log-normal distribution has been found
[70,75–80]. Moreover, numerous studies based on the determination of caffeine’s
plasma clearance in large numbers of subjects have not provided any evidence
of discrete subgroups with either low or high values within a log-normal distribu-
tion. Modeling analysis also indicates the likelihood that the polymodal distribu-
tion could be an artifact [51]; this is supported by the observations that despite
the fact that the frequency distributions of Ratio 4 and caffeine clearance were
unimodal, the distribution for Ratio 2 in the same subjects was bimodal [70].
Also, the effects of cigarette smoking on CYP1A2 activity, as measured by Ratio
2, was noted to depend on racial background [71,81], an observation that again
is inconsistent with data based on clearance or Ratio 4 measures and one that is
difficult to mechanistically explain. These discordances might be considered triv-
ial except for the potential value of identifying the level of CYP1A2 activity as
a possible risk factor for the development of certain types of cancer [81]. Use
of a valid in vivo probe would appear to be critical for such studies.

Although the validity of the urinary metabolic ratio approach for assessing
CYP1A2 activity is debatable, there is substantial evidence indicating that its
use for determining N-acetyltransferase-2 (NAT2) activity is appropriate. This
application is based on the involvement of NAT2 in the formation of AFMU,
and both the molar ratios of urinary AFMU:1MX and AFMU:(AFMU � 1X �
1U) have been demonstrated to be reliable phenotypic indicators that categorize
populations into three subgroups according to genotype [45–47,67,80,82–85]. In
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practice, pretreatment of the urine to convert all of the AFMU to AAMU is advis-
able to avoid misclassification [45,85]. Similarly, the molar ratios 1U:1X and
1U:(1X � 1U) have been used to determine xanthine oxidase activity [74,76,80].

The metabolism of theophylline (1,3-dimethylxanthine) is similar to that
of caffeine but less complex (vide supra). Consequently, some consideration has
been given to using it as a CYP1A2 probe. However, potential analytical sensitiv-
ity problems and, more importantly, safety considerations do not suggest that
theophylline has any advantage over caffeine for this purpose [86].

In summary, caffeine is an acceptable and validated in vivo probe for as-
sessing CYP1A2 activity in humans. The ‘‘gold standard’’ approach depends on
determination of the drug’s oral clearance following a single phenotyping dose
under dietary caffeine–free conditions. Both plasma and saliva concentrations
may be used for this purpose. Comparisons of caffeine’s elimination half-life
may be an alternative approach when within-subject changes in CYP1A2 activity
are being investigated. However, such temporal monitoring applicable to drug
interactions is probably best accomplished by the 17X:1X plasma/saliva concen-
tration ratio determined at a single time point after caffeine administration. Alter-
natively, a caffeine breath test can similarly provide such within-subject informa-
tion. Interpretation of caffeine urinary metabolic ratios is more difficult than with
other approaches, and that based on the molar ratio (AFMU � 1X � 1U):17U
(Ratio 4) is probably the best of those developed. However, given the comparable
simplicity and noninvasiveness of the salivary 17X:1X ratio, it is difficult to
justify why even urinary Ratio 4 should continue to be used.

IV. CYTOCHROME P450 2A6 (CYP2A6)

CYP2A6 appears to be the only catalytically active isoform of the CYP2A sub-
family that is expressed in humans. Activity is localized mainly in the liver;
however, extrahepatic distribution is also present, especially in the nasal epithe-
lium and lung. Such localization is likely to be critically important, since
CYP2A6 mediates the metabolism and activation of nicotine, cotinine, and
tobacco-smoke-related nitrosamines like 4-(methylnitrosamino)-1-(3-pyridyl)-1-
butanone (NNK), 4-(methylnitrosamino)-1-(3-pyridyl)-1-butanol (NNAL), and
N-nitrosonornicotine (NNN), which are among the most potent of known lung
carcinogens. CYP2A6 also activates a number of other established procarcino-
gens, many of which are also metabolized by CYP2E1 [44]. Only a small number
of drugs are currently known to be importantly metabolized by CYP2A6; these
include coumarin [87,88], methoxyflurane [89], halothane [90], valproic acid
[91], disulfiram [92], losigamone [93], letrozole [94], and (�)-cis-3,5-dimethyl-
2(3-pyridyl) thiazolidine-4-one (SM-12502) [95]. Importantly, genetic polymor-
phisms are present in the CYP2A6 gene, and, although current data is relatively
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limited, these appear to have functional consequences. At least three defective
alleles have been reported, the most prevalent of which (CYP2A6∗2) appears to
be a Leu 160 His substitution that yields an inactive enzyme [96–99]. By contrast,
a deletion mutation (CYP2A6∗4) is the most common variant (15–20%) in Asian
populations (100). Duplication of the CYP2A6 gene also occurs and appears to
be associated with increased catalytic activity (101).

The 7-hydroxylation of coumarin (1,2-benzopyrone) is a major urinary
metabolic pathway that accounts for about 60% of an orally administered dose
[102]. This pathway is almost exclusively mediated by CYP2A6 [87,88] and
forms the basis of the ‘‘coumarin index’’ or ‘‘2-hr coumarin test’’ used to mea-
sure in vivo CYP2A6 activity. The phenotypic trait measure is simply the percent-
age of a 5-mg dose of coumarin excreted in urine as 7-hydroxycoumarin over
the 0–2-hr period following oral administration in the fasted state [102]. Because
the 7-hydroxy metabolite is excreted mainly as a conjugate, urine is pretreated
with β-glucuronidase prior to analysis, and a methodology based on chromato-
graphic separation would appear to be preferable to one using solvent extraction
[103]. Application of this phenotyping procedure to various population groups
has shown that the trait measure exhibits considerable interindividual variability,
and it is unimodally distributed in a normal fashion [102–104]. While a few
individuals with lower values could be identified, no clear polymorphism was
apparent, consistent with the low frequency of the CYP2A6∗2 allele in Cauca-
sians. On the other hand, a gene dose effect has been reported with respect to
individual CYP2A6∗1 homozygotes, CYP2A6∗1/CYP2A6∗2 heterozygotes, and
CYP2A6∗2 homozygotes [105]. Accordingly, it would be expected that in the
general population all three phenotypes (extensive, intermediate, and poor) would
be present.

The ‘‘coumarin index,’’ however, has several problems that make it less
than ideal as a CYP2A6 trait measure. First, is the fact that the trait value is
entirely empirical and has been validated and characterized to only a very limited
extent. Accordingly, its sensitivity to determinants of CYP2A6 activity are
largely unknown, other than that its value is reduced by age [106] and the admin-
istration of grapefruit juice [107] but not disulfiram [108], and that it is increased
by antiepileptic drugs [109]. As expected, severe but not mild liver disease re-
duces the urinary recovery of 7-hydroxycoumarin, but, not unexpectedly, renal
dysfunction has also been found to affect the trait value [109]. A second difficulty
is that the ‘‘coumarin index’’ is an indirect measure of CYP2A6 activity, and
perhaps, more importantly, it is unlikely that it can ever be validated against a
‘‘gold standard’’ such as the formation clearance of 7-hydroxycoumarin. This is
because of the extreme analytical difficulties associated with measuring plasma
coumarin levels because of its relatively high volatility, and this problem is fur-
ther compounded by the low dose used for phenotyping (5 mg). Coumarin is also
excreted in the urine as a result of dietary and environmental exposure through
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fragrances and other sources. Such daily exposure may be as high as 25 mg [110],
which probably accounts for the finding that in certain subjects the urinary molar
recovery of 7-hydroxycoumarin exceeds the molar dose of coumarin administered
to determine the trait value [103,110]. An additional consideration, especially in
North America, is the absence of an available approved formulation containing
coumarin, which was removed from the market 45 years ago because of its hepa-
totoxicity and carcinogenic properties in animals [111]. More recently, limited
use of coumarin in certain types of cancer has been investigated [112], but the
strength of the available tablet is 100 mg, i.e., 20-fold greater than the dose used
to determine the ‘‘coumarin index.’’ Because of these problems, attempts have
been made to develop an alternative phenotyping method to assess in vivo
CYP2A6 activity.

A potential method that was recently reported is based on a metabolic ratio
approach, namely, the 2-hydroxyphenylacetic acid:7-hydroxycoumarin ratio in
a 0–8-hr urine sample following oral administration of 2 mg coumarin [110].
2-Hydroxyphenylacetic acid is the terminal metabolite of an alternative pathway
of coumarin metabolism besides 7-hydroxylation, and usually accounts for about
2.5–30% of the administered dose. The frequency distribution of this trait mea-
sured in 103 subjects identified two individuals with values markedly greater
than the remainder of the population. Moreover, within the major subgroup, there
was evidence of overlapping bimodality. Unfortunately, the CYP2A6 genotypes
of the subjects were not determined to show that the apparent phenotypes re-
flected the genetic polymorphism. Future studies will undoubtedly investigate
this possibility and demonstrate the value of this urinary metabolic ratio as an
indicator of CYP2A6 activity.

The major human urinary metabolites of nicotine are cotinine, nicotine N′-
oxide, and trans-3′-hydroxycotinine [113]. CYP2A6 appears to be the major en-
zyme responsible for formation of an iminium ion that is the first step in the C-
5 oxidation of nicotine to cotinine and also the subsequent 3-hydroxylation of
this metabolite [114,115]. These facts, coupled with the known acute safety pro-
file and wide use of nicotine through tobacco smoking, suggests that appropriate
measurement of the drug’s metabolism might provide a means to assess in vivo
CYP2A6 activity. One reported approach is based on the 30-min intravenous
infusion of a 50:50 mixture (2 µg base/kg) of 3′,3′-dideuterium-labeled nicotine
and 2,4,5,6-tetradeutero cotinine followed by serial blood sampling over the fol-
lowing 96 hr and a 0–8-hr urine collection [116,117]. Using gas chromatogra-
phy–mass spectrometric–based assays, the levels of nicotine and cotinine derived
from each stable-labeled form are measured. Appropriate pharmacokinetic analy-
sis then allows estimation of nicotine’s formation clearance to cotinine and also
the latter’s clearance. To date, this methodology has been applied primarily to
investigating nicotine’s metabolism within the context of cigarette smoking and
addiction [116,117]. It should be noted, however, that an individual deficient in
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the CYP2A6-mediated conversion of nicotine to nicotine was identified using
this approach [118]. Clearly, substantial further research is required before a sim-
ple and routine nicotine/cotinine-based phenotyping procedure for CYP2A6 is
established. Despite the need for stable-labeled drugs and the associated sophisti-
cated instrumentation for their measurement, such an approach would provide a
‘‘gold-standard’’ against which alternative trait measures such as the ‘‘coumarin
index’’ or others could be evaluated and validated. Possibly, a simpler, single-
point plasma- or urine-based measure could be developed using nicotine/cotinine.
Finally, if the new drug candidate SM-12502 ever becomes clinically available,
it is possible that an appropriate phenotyping measure could be developed using
this drug since a genotype:phenotype relationship appears to be present [95,100].

V. CYTOCHROME P450 2C (CYP2C)

Four closely related CYP2C9 genes have been definitively identified in humans:
CYP2C8, CYP2C9, CYP2C18, and CYP2C19. However, additional genes/gene-
like sequences are present. At one time, CYP2C10 was thought to be a discrete
protein but is now considered to be an allelic variant of CYP2C9 or possibly
a cloning artifact. Little information is currently available regarding CYP2C8,
especially substrates that are preferentially metabolized by this isoform. One such
reaction is the 6α-hydroxylation of taxol, and the 4-hydroxylations of retinol and
retinoic acid also appear to be CYP2C8-mediated. CYP2C18 appears to be a
minor member of the CYP2C subfamily; to date, no metabolic reactions have
been demonstrated to be selectively catalyzed by this enzyme [44]. On the other
hand, many drugs are substrates of CYP2C9 and CYP2C19, and in many in-
stances the involved metabolic reactions are highly specific. Accordingly, these
two isoforms have received the most attention with regard to the development
and application of in vivo probes.

A. Cytochrome P450 2C9 (CYP2C9)

CYP2C9 is importantly involved in the oxidation of a large number of drugs,
many of them widely used in clinical practice. Such drugs for which the isoform
catalyzes the formation of a principal metabolite include phenytoin, tolbutamide,
fluoxetine, losartan, S-warfarin, torsemide, valproic acid, and many nonsteroidal
anti-inflammatory agents (diclofenac, ibuprofen, naproxen, piroxicam, suprofen,
and tenoxicam). Thus, most, but not all, CYP2C9 substrates are weak acids with
pKa values between 3.8 and 8.1 [119]. Increasing evidence indicates that genetic
polymorphisms are present in the CYP2C9 gene that have functional conse-
quences. Three alleles resulting from Arg → Cys and Ile → Leu substitutions at
amino acids 144 and 359 have been noted. CYP2C9∗1 (Arg144/Ile359) represents
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the wild-type protein, whereas CYP2C9∗2 (Cys144/Ile359) and CYP2C9∗3 (Arg144/
Leu359) appear to be relatively rare variants. As with many other genetic polymor-
phisms, population frequency distributions differ according to racial ancestry;
for example, CYP2C9∗2 has not yet been found in Asian groups (Chinese and
Japanese), and its prevalence is also very low in African-Americans [119].

In vitro studies with human liver microsomes and expressed CYP2C9 al-
lelic variants have found markedly impaired catalytic activity of CYP2C9∗3 com-
pared to CYP2C9∗1 [119]. Furthermore, this difference has also been noted to
be present in patients receiving warfarin therapy, where a gene-dose effect leads
to reduced clearance of the anticoagulant’s S-enantiomer [120–122]. As a result,
a dangerously exacerbated therapeutic response to normal doses of racemic war-
farin is produced in CYP2C9∗3/CYP2C9∗3 homozygotes [120]. Similarly, an
individual identified as a poor metabolizer of tolbutamide was also subsequently
found to be homozygous for CYP29∗3 [123]; in the clinical trials associated with
the development of losartan, two subjects, corresponding to �1% of the study
population, had markedly impaired conversion of the drug to an active metabolite
and both were CYP2C9∗3/CYP2C9∗3 homozygotes [124]. Comparable informa-
tion regarding CY2C9∗2 is currently less definitive, since in vitro studies provide
conflicting data on the effect of the Arg 144 Cys substitution [119]. And, while
the median warfarin maintenance dose was 20% lower in CYP2C9∗1/CYP2C9∗2
heterozygotes compared to homozygous wild-type patients, there was consider-
able overlap in the dosage requirements [125].

Thus, valuable information on CYP2C9 activity in vivo has been obtained
through studies of warfarin’s metabolism, and it has even been suggested that the
drug’s S :R enantiomeric concentration ratio in plasma could be used to identify
homozygous CYP2C9∗3 patients [121]. However, for safety and analytical rea-
sons it is unlikely that the anticoagulant could be used as an in vivo probe in
healthy subjects. A similar safety issue also would appear to apply to phenytoin,
despite the fact that its major route of metabolism, viz, 4-hydroxylation, is medi-
ated by CYP2C9. Moreover, the plasma clearance of phenytoin exhibits nonline-
arity due to saturable metabolism, and a urinary 4-hydroxyphenytoin:phenytoin
metabolic ratio has been shown to be overly variable and of limited usefulness
as a phenotypic trait measure of CYP2C9 activity [126]. Accordingly, efforts
have been directed toward other potential drugs.

1. Tolbutamide

The metabolism of tolbutamide (1-butyl-3-p-tolysulfonylurea) in humans in-
volves a single pathway, with the initial and rate-limiting step being tolyl methyl-
hydroxylation to form hydroxytolbutamide, which is further oxidized to carboxy-
tolbutamide by alcohol and aldehyde dehydrogenases. Overall, this pathway of
metabolism accounts for up to 85% of tolbutamide’s clearance and is exclusively
mediated by CYP2C9 [119]. Accordingly, determination of tolbutamide’s (frac-
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tional) clearance following a single oral dose (500 mg) has been used as a pheno-
typic trait value for assessing in vivo CYP2C9 activity [127]. Since the drug’s
half-life ranges between 4 and 12 hr, this approach requires not only multiple
blood samples but collection over a considerable time period (24–36 hr). An
alternative and simpler metabolic ratio approach has also been developed based
on the relative recovery of metabolites and unchanged drug excreted into urine
over the 6–12-hr period following a 500-mg oral dose of tolbutamide. Initially,
this ratio—(hydroxytolbutamide � carboxytolbutamide): tolbutamide—was
shown to be sensitive to the inhibition of CYP2C9 activity by pretreatment with
sulfaphenazole [128]. Subsequently, the trait measure was shown to be unimod-
ally distributed in an Australian population of 106 healthy subjects [129], which
is not surprising given the low frequency of the CYP2C9∗3 allele (vide supra).
Also, a previously identified poor metabolizer, who was later shown to be a
CYP2C9∗3 homozygote [123], was found to have a markedly lower value than
the reference population [129]. It therefore appears that tolbutamide is a useful
in vivo probe for CYP2C9. However, such use is not without problems, in particu-
lar, the safety issue associated with the hypoglycemic response produced by tol-
butamide administration. This is not usually a problem in subjects who have been
fed. However, in fasted individuals, blood glucose levels may be significantly
reduced by tolbutamide and require reversal using glucose supplementation
[130]; use of a lower dose (250 mg) may obviate this problem. Clearly, this limits
application of the test to a controlled clinical situation.

2. Nonsteroidal Anti-Inflammatory Agents (NSAIDs)

The NSAIDs are relatively safe drugs, and, since CYP2C9 is a major determinant
in the metabolism of many of these agents, measurement of the involved pathway
in principle could serve as an indicator of the isoform’s activity. For example,
the oral clearance of diclofenac, which reflects primarily CYP2C9-mediated 4′-
hydroxylation, was found to be reduced following pretreatment with fluvastatin,
an established in vitro inhibitor of the enzyme [131]. A decrease was also noted
in a urinary metabolic ratio (4′-hydroxydiclofenac:diclofenac) based on a 0–4-hr
collection period but not over 4–8 hr. Unfortunately, validation of neither of
these putative trait measures using diclofenac has been reported. More recently,
the 4′-hydroxylation of flurbiprofen has been investigated in a similar fashion,
with the intent to develop this drug as a CYP2C9 in vivo probe [132]. Such
preliminary information will obviously require appropriate substantiation before
the described trait measures will be widely accepted.

B. Cytochrome P450 2C19 (CYP2C19)

The enzyme now known as CYP2C19 [133,134] was first identified because of its
major involvement in the 4′-hydroxylation of the S-enantiomer of mephenytoin
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[22,23]. Although, its substrate specificity was originally thought to be limited
to related anticonvulsant agents, the in vivo metabolism of an increasing number
of structurally unrelated drugs appear to be mediated by this isoform. These in-
clude R-mephobarbital (4′-hydroxylation) [135], hexobarbital (3′-hydroxylation)
[136], proguanil (ring cyclization) [137], omeprazole and related proton pump
inhibitors (5′-methylhydroxylation) [138–140], diazepam (N-demethylation)
[141], certain tricyclic antidepressants (N-demethylation) [142–144], carisoprodil
(N-dealkylation) [145], citalopram (N-demethylation) [146], moclobemide (C-
hydroxylation) [147], propranolol (side-chain oxidation) [148], and nelfinavir
(methylhydroxylation) [149]. A major characteristic of CYP2C19 is the presence
of a genetic polymorphism that subdivides populations into ‘‘poor’’ metabolizers
(PMs) and ‘‘extensive’’ metabolizers (EMs) [150]. The molecular genetic basis
of such phenotypes is now well recognized. The two most common defects in-
volve null alleles arising from G → A base pair mutations in exon 5
(CYP2C19∗2) and exon 4 (CYP2C19∗3), respectively [3], and they account for
over 99% of defective alleles in populations with Asian ancestry but only in
about 87% in individuals of Caucasian origin [151–153]. A transition mutation
in the initiation codon (CYP2C19∗4) accounts for an additional 3% of defective
alleles in Caucasian PMs [154], and three rare mutations (CYP2C19∗5,
CYP2C19∗6, and CYP2C19∗7) have also been identified [155–158]. Not unex-
pectedly, the population allelic frequencies [159] and phenotypes, i.e., EMs, rep-
resentative of both wild-type homozygotes and heterozygotes, and PMs (homozy-
gous mutants), varies according to racial/geographical origin. For example, in
populations of European descent the frequency of the PM phenotypes ranges from
1.3 to 6.1%, with a mean value of about 3.5% [160]. A similar low prevalence rate
is also present in Africans and African Americans [161–163]. By contrast, a
much higher frequency (13–23%) is found in indigenous populations living in
Southeast Asia, such as Chinese, Japanese, and Koreans [138,164–168]. Impor-
tantly, the impaired metabolism present in PMs is often associated with marked
differences in a substrate’s disposition and pharmacokinetics [150]. Moreover,
drug interactions involving CYP2C19 can occur only in individuals with the EM
phenotype, since no enzyme is present in PMs (169). These factors have led to
the development of in vivo probes to classify individuals according to phenotype.

1. Mephenytoin

The genetic polymorphism in CYP2C19 was first discovered serendipitously dur-
ing clinical studies to investigate the enantioselective metabolism of racemic
mephenytoin at Vanderbilt University [150]. Subsequently, two alternative phe-
notyping procedures were developed that have been widely used throughout the
world by numerous investigators. Both of these are based on the fact that
CYP2C19 metabolizes racemic mephenytoin to its 4′-hydroxy metabolite, and
this is essentially complete and stereospecific for the S-enantiomer.
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a. Urinary S :R Enantiomeric Ratio. The 4′-hydroxylation of S-mepheny-
toin is not only extensive but also rapid, and this is in contrast to metabolism of
the R-enantiomer, which involves mainly N-demethylation [150]. Accordingly,
only a small fraction of an administered oral dose of racemic mephenytoin (50–
100 mg) is excreted into urine over 0–8 hr as the unchanged S-enantiomer in
EMs, whereas a much larger amount of R-mephenytoin is excreted. In the absence
of CYP2C19 activity, i.e., PMs, impaired metabolism of S-mephenytoin by 4′-
hydroxylation results in increased excretion of this enantiomer; Because the me-
tabolism of R-mephenytoin is not different between EMs and PMs, the S :R enan-
tiomeric concentration ratio in a 0–8-hr urine sample is increased [23]. Thus, the
S :R ratio ranges from less than 0.03 to 0.8 in EMs and 0.9 to 1.2 in PMs [150].
The pharmacokinetic basis of the trait measure has been described, and studies
have confirmed that the urinary S :R ratio is the same as the comparable ratio of
the areas under the plasma concentration–time profiles of the enantiomers during
the collection period, which in turn reflects the relative intrinsic clearances of
the two isomers [169]. Also, this trait value has been found to be reproducible
in individuals over a long period of time [170]. Although the S :R ratio is widely
used, it has a reciprocal and, therefore, rectangular hyperbolic relationship with
CYP2C19 activity. For this reason, there is some merit in using the R :S ratio,
which is linearly related to such activity, so the smaller its value, the lower the
4′-hydroxylating activity [21,171].

A minor route of metabolism of S-mephenytoin results in the formation
and urinary excretion of an acid-labile conjugate that is probably a cysteinyl
derivative [172]. This pathway appears to be associated with CYP2C19, since it
is present only in EMs [173]. The significance of this urinary metabolite is that
it is easily hydrolyzed back to S-mephenytoin, and this can occur to an unpredict-
able extent during sample storage, even at �20°C [173]. The resulting artifactual
S :R ratio value may, therefore, misclassify an individual’s phenotype. Several
approaches have been used to obviate or minimize this problem. The most widely
used procedure is to obtain a repeat S :R value but following acid hydrolysis of the
urine sample prior to analysis. The enantiomeric ratio is significantly increased by
such pretreatment in EMs but remains essentially unchanged in PMs [173–175].
Another approach [176] includes measurement of the S :R ratio in a urine sample
collected 24–32 hr after drug administration, since little or no acid-labile metabo-
lite is present at this time. However, the S :R ratio in EMs at this later time is
smaller (0.16–0.5) than that in a 0–8-hr sample, whereas the value in PMs is
still close to unity. Also, it is possible to extract the collected urine immediately
after collection and store the dried extract at �20°C until subsequent analysis
[176].

The major advantage of using the urinary S :R ratio as a phenotypic trait
for assessing CYP2C19 activity is that the method is fairly robust with regard
to any incompleteness of urine collection or noncompliance with respect to dose
administration. This is because the R-enantiomer serves as an in vivo ‘‘internal
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standard.’’ On the other hand, the required enantiospecific assay uses chiral capil-
lary column gas chromatography with a nitrogen-specific detector, and such in-
strumentation is not commonly available. For this reason, an alternative pheno-
typic trait measure based on the formation and urinary elimination of 4′-
hydroxymephenytoin has also been frequently used.

b. Urinary 4′-Hydroxymephenytoin Excretion. After its formation, 4′-
hydroxymephenytoin is glucuronidated and excreted in this form into the urine.
Accordingly, the aglycone must be liberated prior to determination of the amount
of CYP2C19-mediated metabolite formed, using either β-glucuronidase pretreat-
ment or acid hydrolysis [176]. In EMs, the 0–8-hr urinary recovery of 4′-hydroxy-
mephenytoin is between 5 and 52% (25–240 µmol) of the administered 100-mg
(460 µmol) phenotyping dose of racemic mephenytoin (mean 18–20%) [150].
By contrast, in PMs from undetectable to 3% of the dose (mean 0.5–0.8%) is
excreted [150]. An alternative phenotypic trait measurement based on excretion
of the 4′-hydroxy metabolite is the mephenytoin hydroxylation index (HI):

HI �
molar doses of S-mephenytoin (230 µmol in 100-mg racemic dose)

µmol 4′-hydroxymephenytoin excreted in 0–8 hr
(3)

In EM individuals this value ranges from about 0.6 to 20, whereas a much higher
value (30–2500) is observed in PMs [22,23,150]. Importantly, the metabolite’s
concentration in urine samples from PM subjects is often close to the lower limit
of sensitivity of the HPLC-based assay. Thus, an antimodal value that discrimi-
nates between the two phenotypes cannot be defined with absolute precision and
varies between laboratories. As a result, phenotypic misclassification may occur
when the 0–8-hr urinary recovery is in the range of about 15 to 25 µmol. A
further interpretive difficulty is the trait’s dependency on a complete 0–8-hr urine
collection, since a low recovery of the 4′-hydroxy metabolite can also reflect poor
subject compliance. Some investigators, therefore, confirm the completeness of
urine collection in putative PMs by measurement of the amount of creatinine in
the sample (�50 mg in 0–8 hr). Alternatively, the phenotype is determined by
combining the information provided by both the excretion of 4′-hydroxymephen-
ytoin and the urinary S :R ratio.

Despite the described approaches and precautions, the trait values of a small
number of individuals may not be consistent with genotypic information or are
uninterpretable based on the assumption that only two phenotypes are present.
One reason for this is the very low frequency of ‘‘intermediate metabolizers’’
who have an S :R enantiomeric ratio consistent with the PM phenotype (�0.9)
but who excrete more (20–60 µmol) of the 4′-hydroxy metabolite than would
be expected if this was the case but at a rate less than that in EMs [176]. It
is likely that such rare individuals have an as-yet-unidentified allelic variant of
CYP2C19 with reduced catalytic activity compared to the wild-type enzyme, as
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occurs with CYP2D6 (Sec. VI). It is possible that the urinary S :R ratio measured
at 24–32 hr may also identify such individuals, since occasional subjects have
been noted to have values between 0.2 and 0.5, whereas in most EMs this trait
value is about 0.1 [175,177].

Mephenytoin has been extensively used for phenotyping purposes; how-
ever, such use is not without practical problems. For example, sedation is often
observed in PMs, especially those of small body size, e.g., children and Southeast
Asians, following administration of a 100-mg dose usually used for phenotyping
[178]. Accordingly, a dose of 50 mg mephenytoin is often used to phenotype
such individuals. A further complicating factor is that racemic mephenytoin
(Mesantoin, Sandoz/Novartis) is not available in many parts of the world. For
these reasons, other in vivo probes have been investigated.

2. Omeprazole

The 5′-hydroxylation of omeprazole cosegregates with CYP2C19 activity both
in vitro using human liver microsomes [179–181] and in vivo in several different
populations [138,182]. In addition, the drug has a short elimination half-life
(1–2 hr) and has a far wider therapeutic ratio than mephenytoin, resulting in
better tolerability by subjects. Accordingly, trait measures reflective of in vivo
CYP2C19 activity have been investigated.

In general, phenotyping has been performed following oral administration
of a single 20-mg oral dose of omeprazole and obtaining a single blood sample
for determination of the plasma concentrations of omeprazole and its 5′-hydroxy
metabolite by HPLC. However, different sampling times and trait values have
been used by different investigators. A metabolic ratio (omeprazole:5′-hydroxy-
omeprazole) determined 3 hr after administration of the probe was able to identify
EMs who had trait values between 0.05 and 5.6, whereas individuals with the
PM phenotype had larger ratios [183]. In fact, the presence of metabolite in the
plasma was not always detectable in PMs. A metabolic ratio of about 7 appeared
to be the antimode of the population distribution curve in 160 Swedish Caucasians
[184]. A similar approach, but based on sampling at 2 hr after omeprazole admin-
istration and using the logarithm of the metabolic ratio—termed the ‘‘omeprazole
hydroxylation index’’—was also able to discriminate, using an antimode of 1,
between the two CYP2C19 phenotypes in 85 healthy subjects of various racial
backgrounds [185,186] and 77 African Americans [163]. A third trait value, using
a single 4-hr blood sample, has also been used: (omeprazole � omeprazole sul-
fone):5′-hydroxyomeprazole [187]. Again, phenotypic classification was possible
based on an antimode value of 12. Regardless of the precise trait value used,
concordance was noted in the various studies between the measured CYP2C19-
mediated omeprazole metabolism and the urinary S :R ratio for mephenytoin and
also the genotype of the individual. This suggests that measurement of omepra-
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zole’s 5′-hydroxylation using a single time-point plasma metabolic ratio is a valid
approach for CYP2C19 phenotyping. However, wider application of the methods
will probably be necessary before omeprazole replaces mephenytoin as the ‘‘gold
standard’’ in vivo probe for assessing CYP219 activity. For example, analytical
sensitivity issues may limit omeprazole’s wider application, since in one popula-
tion study 23 of 100 subjects could not be phenotyped because of unmeasurable
concentration of omeprazole and/or its 5′-hydroxy metabolite [185,186]. Also,
omeprazole sulfone formation is mediated primarily by CYP3A [180], which
exhibits considerable interindividual variability in its activity (Sec. VIII). Accord-
ingly, the metabolic ratio incorporating this metabolite’s concentration into its
estimation would be affected by this factor and presumably altered if CYP3A
was inhibited or induced by drug administration in addition to the in vivo probe
[187].

3. Proguanil

The antimalarial effects of proguanil (chloroguanide) are dependent on its meta-
bolic activation to cycloguanil. This pathway is mediated in large part by
CYP2C19, and the formation clearance of the metabolite cosegregates with the
mephenytoin phenotype [188]. Furthermore, the relative amounts of cycloguanil
and unchanged drug excreted in urine collected 0–8 hr after an oral dose of
200 mg proguanil has been shown to be dependent on the CYP2C19 phenotype
[137,189–194]. Also, a good correlation (r � 0.96) was found between the uri-
nary proguanil :cycloguanil metabolic ratio and the formation clearance of 4-
proguanil to cycloguanil [195], and an antimode of 10 was able to discriminate
between EMs and PMs [190,192]. However, in other studies this value did not
necessarily separate the two phenotypes [191,193], and a better antimode was
suggested to be 15 [196]. More recent studies based on genotype:phenotype rela-
tionships have found a gene-dose effect in the proguanil metabolic ratio
[197,198]. However, there was substantial overlap in the metabolic ratio in sub-
jects of different CYP2C19 genotypes [198], and it was difficult to define an
exact antimode [197]. Additional reservations about this phenotyping approach
have also been expressed based on the observation that no correlation was found
between the proguanil metabolic ratio and mephenytoin’s hydroxylation index
[199,200]. This may reflect the fact that the cyclization of proguanil to cyclogua-
nil is mediated not only by CYP2C19 but also by CYP3A [201]. Such consider-
ations indicate that the proguanil urinary metabolic ratio approach may have limi-
tations as the method of choice for CYP2C19 phenotyping.

VI. CYTOCHROME P450 2D6 (CYP2D6)

CYP2D6 is the most thoroughly investigated human CYP isoform because of its
genetic polymorphism and involvement in the metabolism of many drugs of clini-
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cal importance. Accordingly, a plethora of reports and reviews addressing various
aspects of the enzyme have been published (for example, Refs. 202 and 203).
The genetic polymorphism was discovered independently by three groups of in-
vestigators, two studying the metabolism of debrisoquine [204,205] and another
interested in sparteine [206]. With both drugs, a bimodal frequency distribution
was observed in the urinary excretion of measured metabolites and unchanged
drug, and the subgroups were termed EMs and PMs. More recently, based on
genetic analysis, an ‘‘intermediate’’ metabolizer phenotype (IM) has been defined
[207], and in addition, ‘‘ultrarapid’’ metabolizers (UMs) have been described
[208]. The molecular genetic bases of the CYP2D6 polymorphism are now well
established. Currently, some 48 mutations resulting in 53 alleles are known, and
additional rare ones continue to be identified [203,207,209]. However, the five
most common alleles represent over 95% of the variants [209], and a formal
nomenclature scheme has been adopted [210]. Many types of null mutations re-
sult in impaired CYP2D6 activity, and homozygosity is associated with the PM
phenotype, e.g., CYP2D6∗3, CYP2D6∗4, CYP2D6∗5, and CYP2D∗6. Other
variant alleles, such as CYP2D6∗9, CYP2D6∗10, and CYP2D6∗17, lead to an
enzyme with reduced catalytic activity compared to the wild-type allele
(CYP2D6∗1). Finally, gene duplication and amplification up to 13 copies
(CYP2D6∗2XN, where N indicates the number of genes) is associated with ul-
trarapid metabolism [210].

Considerable heterogeneity is present in the frequencies of these various
alleles in different worldwide populations, dependent upon racial/geographic fac-
tors [203,207]. Consequently, the frequencies of CYP2D6 phenotypes differs
among these groups. Most information is available on the PM phenotype, which
is present in about 4–10% (mean 7.4%) of populations of European descent [160].
By contrast, a lower frequency, 0.6–1.5%, has been observed in Southeast Asians,
such as Japanese [165], Chinese [166], and Koreans [167]. Also, the population
distribution curve of CYP2D6 activity is shifted to the right in Chinese and Kore-
ans, compared to Caucasians, as a consequence of the lower frequency of
CYP2D6∗4 and the increased prevalence of CYP2D6∗10 alleles. In general, a
similar low phenotypic frequency also appears to be the case with populations
of African descent, due to the fact that CYP2D6∗17 is more common than
CYP2D6∗4 [211–213]. However, considerable heterogeneity also appears to be
present among various African populations (Sec. VI.E).

A large number of drugs, estimated to be over 50, have been shown to be
metabolized by CYP2D6. These include, for example, β-adrenoceptor blockers
(metoprolol, propranolol, timolol), antiarrhythmic agents (sparteine, propafen-
one, mexilitene, encainide, flecainide), antidepressants (tricyclics, selective
serotonin reuptake inhibitors), neuroleptics (haloperidol, perphenazine, thiorid-
azine, zuclopenthixol), opioids (codeine, dihydrocodeine, dextromethorphan),
amphetamines (methamphetamine, methylenedioxymethylamphetamine—‘‘ec-
tasy,’’ fenfluramine), and various other drugs [202]. Although such drugs exhibit
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diverse chemical structures, a critical characteristic appears to be a basic nitrogen
atom, which is ionized at physiological pH and interacts with an aspartic acid
residue in the active site of CYP2D6. In those cases where CYP2D6-mediated
metabolism is of major importance in the overall elimination of a drug, differ-
ences in drug disposition and pharmacokinetics is present between the two pheno-
types, and this may be quite marked [202]. The clinical consequences in PMs of
such differences [202] include a higher propensity to develop adverse drug reac-
tions following a conventional dose or a reduced clinical effect because an active
metabolite is not formed, e.g., the conversion of codeine to morphine [214]. In
addition, therapeutic failure may occur in UMs as a result of inefficacious drug
levels [215]. These clinical considerations and general interest in the CYP2D6
genetic polymorphism have resulted in the development and application of a
number of in vivo probes for assessing the enzyme’s activity.

A. Sparteine

A polymorphism in sparteine metabolism was initially identified because of the
involvement of CYP2D6 in the formation of 2- and 5-dehydrosparteine [206].
This led to the development of a urinary metabolic ratio type of phenotypic trait
measure (sparteine:dehydrosparteines) based on a 0–8-hr or 0–12-hr urine col-
lection following oral administration of 100 mg sparteine. Such a phenotyping
approach is robust and has been applied to several thousand individuals. An anti-
mode value greater than 20 appears to reliably distinguish PMs from EMs. More
recently, subphenotyping within the conventional EM phenotype has been sug-
gested [2]. For example: a sparteine metabolic ratio of 2–20 reflects the IM phe-
notype, who are generally CYP2D6∗2/CYP2D6 null heterozygotes; a value from
0.2 to 2 is indicative of wild-type homozygotes and some heterozygotes; and
values below 0.2 are usually associated with UMs who have duplicated/amplified
genes. However, overlap in the trait values between the various subphenotypic
groups does not permit any useful predictability of genotype from the sparteine
metabolic ratio, or vice-versa.

Unfortunately, sparteine is not marketed and approved for clinical use in
many countries, including North America and the United Kingdom, and analyti-
cal reference compounds required for the GLC analytical procedure are not
readily available. Accordingly, the use of sparteine for CYP2D6 phenotyping has
had limited use outside a small number of mainly European investigators.

B. Debrisoquine

CYP2D6 mediates the alicyclic hydroxylation of debrisoquine at the 1-, 3-, and
4-positions [216]. However, formation of 4-hydroxydebrisoquine is quantita-
tively the most important of these pathways, accounting for between 1 and 30%
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of an administered dose, depending on genotype, and the metabolite is almost
exclusively of the S-enantiomer configuration [19]. This urinary metabolic profile
led to the empirical development of the commonly used CYP2D6 trait measure
of the 0–8-hr urinary metabolic ratio (debrisoquine:4-hydroxydebrisoquine) de-
termined following an oral 10-mg dose of debrisoquine [204,205]. An alternative
‘‘urinary recovery ratio’’ (4-hydroxydebrisoquine: (debrisoquine � 4-hydroxy-
debrisoquine)) has also been used, but to a far lesser extent [21,35]. In most
populations, a metabolic ratio above 12.6 has generally been used to discriminate
PMs from EMs. Also, within the latter phenotype, there is a general trend for
the metabolic ratio to decrease as the number of functional alleles increases, and
IM (2.0–12.6), EM (0.1–2.0), and UM (�0.1) subphenotypes may be defined
[19,217]. However, there is considerable overlap in the phenotypic trait value
between the various subgenotypes, so the debrisoquine metabolic ratio cannot be
used to identify a particular genotype, and vice-versa.

Many thousands of individuals worldwide have been phenotyped with de-
brisoquine. This extensive experience by numerous investigators has established
that it is safe even in PMs, and it provides a reproducible and robust method for
determining in vivo CYP2D6 activity [170]. Moreover, the metabolic ratio ap-
pears to be sufficiently sensitive to modulation of CYP2D6 activity for it to be
used to identify determining factors [202]. However, a significant practical prob-
lem associated with debrisoquine (Declinax, Hoffman La-Roche) is its lack of
availability and regulatory approval in several countries, including the United
States. As a result, alternative drugs suitable for in vivo CYP2D6 phenotyping
in such places have been investigated.

C. Metoprolol

Over 95% of an administered dose of metoprolol is metabolized in humans to a
number of metabolites, including α-hydroxymetoprolol, which accounts for up
to 10% of the eliminated dose [218]. Considerable interindividual variability is
present in the β-adrenoceptor blocker’s oral clearance, and this was found to be
determined by the CYP2D6 polymorphism as assessed by debrisoquine [219]
and sparteine metabolic ratios [220]. These observations led to the development
and application of a 0–8-hr urinary metoprolol :α-hydroxymetoprolol metabolic
ratio approach for CYP2D6 phenotyping following an oral dose of 100 mg meto-
prolol tartrate [221,222]. A good correlation was observed between this ratio and
the debrisoquine metabolic ratio, with an antimode value of about 12.5, clearly
separating EMs from PMs. Although metoprolol’s urinary excretion may be af-
fected by urinary pH [218] and the drug’s metabolism exhibits stereoselectivity
[223], neither of these factors appears to be an important variable in the trait
measure, which has been shown to be reproducible with respect to phenotypic
assignment [220]. A single-point, 3-hr postdose metabolic ratio approach has also
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been suggested based on its good agreement with the equivalent urinary trait
measure [224]; however, its use has been limited.

Despite the relative safety of metoprolol and its general availability for
clinical studies, the metoprolol metabolic ratio has been used to only a limited
extent as an in vivo probe for assessing CYP2D6 activity. Such use has been
directed mainly toward the investigation of racial/geographic differences in
CYP2D6 and the dissociation between measures of such activity provided by
different in vivo probes (Sec. VI.E). One reason for this limited use has been the
application of an even safer and more widely used drug for phenotyping purposes,
namely, dextromethorphan.

D. Dextromethorphan

Dextromethorphan (3-methoxy-17-methylmorphinan) is a widely used and effec-
tive non-narcotic antitussive. After oral administration, it is rapidly and exten-
sively metabolized in humans by O- and N-demethylation to form dextrorphan
and 3-methoxymorphinan; a small amount of secondary metabolite, 3-hydroxy-
morphinan, is also formed. N-Demethylation is mediated mainly by CYP3A,
whereas the formation of the major metabolite, dextrorphan, is determined by
CYP2D6 [38]. This dependency led to the suggestion that the conversion of dex-
tromethorphan to dextrorphan could be used to assess in vivo CYP2D6 activity
[225]. Moreover, its high safety profile and global availability would permit its
universal application, even in subjects where use of unapproved drugs like sparte-
ine and debrisoquine was not possible (e.g., children, pregnant women).

A 0–8-hr urinary metabolic ratio (dextromethorphan:dextrorphan) is usu-
ally used as the trait measure following an oral dose of 15–40 mg dextromethor-
phan hydrobromide in a solid dosage form or as cough syrup. Because dextror-
phan is conjugated prior to excretion, hydrolysis of the urine by pretreatment
with β-glucuronidase is usually performed, although some investigators have sug-
gested that this may not be necessary [226]. Using the conventional approach,
an antimode of 0.3 is able to discriminate between EMs and PMs [225]. Pharma-
cokinetic studies have substantiated that the urinary metabolic ratio reflects the
plasma levels of the unchanged drug to its metabolite [227], and possible factors
affecting the trait measure have been investigated [228]. It is also possible to
determine a single time-point, dextromethorphan metabolic ratio in plasma within
2–5 hr after an oral dose or in a 6-hr saliva sample [229,230]; however, neither
of these alternative approaches has been widely used.

In general, excellent agreement has been obtained between CYP2D6 phe-
notypic assignment based on the use of dextromethorphan compared to debriso-
quine, both in vitro [231,232] and in vivo [38,225,233]. Furthermore, concor-
dance between EM and PM CYP2D6 genotypes and dextromethorphan’s
metabolic ratio has more recently been established [217,233–235]. On the other
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hand, this trait measure appears less suitable for defining subphenotypes within
the EM phenotype, since there is considerable overlap in the trait value between
the groups [217]. Accordingly, it is not possible to identify ultrarapid or interme-
diate metabolizers. However, the dextromethorphan urinary metabolic ratio is
modulated by factors that alter CYP2D6 activity, such as inhibition by quinidine
and substrates like selective serotonin-reuptake inhibitors [236,237].

E. Correlations Between Different CYP2D6 Probes

In populations of European descent, good agreement in the CYP2D6 phenotype
has generally been found regardless of the particular in vivo probe that has been
used. For example, a high correlation (r � 0.81) was observed in a white British
population between the metabolic ratios of debrisoquine and metoprolol [221].
In Japanese, similar good relationships (r � 0.78–0.83) were obtained between
alternative probes [238]. However, discordances have been noted in other popula-
tions, especially African. For example, in Ghanaians and Zambians much lower
correlations (r � 0.41 and 0.60) were found between the urinary metabolic ratios
of sparteine, metoprolol, and debrisoquine [239,240]. Also, in another study the
correlation between the metabolic ratios of debrisoquine, sparteine, and dextro-
methorphan were considerably weaker in Ghanaians compared to Caucasians and
Chinese [241]. Moreover, no polymorphism was apparent in the population distri-
bution curve in Nigerians using either debrisoquine or sparteine [212,242], and no
significant relationship (r � 0.31) was found between debrisoquine and sparteine
metabolic ratios [243]. Studies in black Africans of the Venda have also indicated
dissociations between the various in vivo CYP2D6 probes, namely, a log-normal
distribution of the sparteine metabolic ratio with no evidence of a PM subgroup,
whereas phenotyping with debrisoquine identified a 4% prevalence of this pheno-
type [244,245]. However, the metoprolol metabolic ratio indicated a PM inci-
dence of 7.4% [246]. Similarly, only 1 of 18 PMs in a San Bushmen population
in South Africa phenotyped with debrisoquine [247] were subsequently found to
have impaired metabolism of metoprolol [246], and a similar discordance was
noted in Zimbabweans [211]. It has been speculated that such dissociations might
reflect poor patient compliance with the clinical protocol or that the antimode
value established in populations of European descent does not always apply to
other populations. However, a more likely explanation, which is also consistent
with the shift to the right of the frequency distribution curve of the phenotypic
trait measure in African populations compared to those of European descent,
involves differences in allele frequency, especially CYP2D6∗17. This variant
allele, which expresses a protein with reduced catalytic activity compared to the
wild-type gene [248,249], is not present in Europeans but is common among
black African populations [203,207,248]. Significantly, such decreased CYP2D6
activity is associated with reduced affinity for some CYP2D6 substrates and al-
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tered substrate specificity [249], which could also account for the insensitivity
of Africans to the effect of quinidine on CYP2D6 [241]. Alternatively, a presently
unidentified CYP2D6 variant may be present in such populations.

In summary, any of the described in vivo probes and associated trait mea-
sures provide safe, simple, and practical approaches for identifying CYP2D6 EMs
and PMs, and these have been validated and successfully applied by numerous
investigators, especially in non-African populations. The choice of probe depends
mainly on the local regulatory situation and the availability of the particular drug
and its metabolites. Debrisoquine and sparteine appear to be more suitable than
dextromethorphan for subphenotyping within the EM population. However, in
neither case does it appear possible to identify an individual’s genotype on the
basis of the subphenotypic trait value. Just as important is the reverse situation,
namely, the CYP2D6 genotype does not predict the level of CYP2D6 catalytic
activity within EMs, which can be established only by phenotyping. Likewise,
modulation of such activity requires the use of an in vivo probe, and all three of
the widely used approaches appear to be sufficiently sensitive for this purpose.
The situation in various African and possibly other populations [250,251] is less
clear because of the high prevalence of CYP2D6∗17, which appears to have
different substrate and inhibitor specificities than other allelic variants. As a re-
sult, identification of PMs in such groups by phenotyping is not as clear-cut as
in European- and Southeast Asian–derived populations; this problem is com-
pounded by the low prevalence of this subgroup in these populations. This would
appear to be one situation in which putative classification as a PM requires con-
firmation by genotyping.

VII. CYTOCHROME P450 2E1 (CYP2E1)

CYP2E1 is importantly involved in the metabolic activation of a large number
of environmental xenobiotics many of which have carcinogenic or toxic effects,
for example, N-nitrosamines, benzene, styrene, and halogenated hydrocarbons.
Thus, along with CYP2A6 (Sec. IV) this isoform is considered to be important
in the etiology of and individual susceptibility to disease states associated with
exposure to such agents. CYP2E1 also mediates the metabolism of a small num-
ber of drugs, which include ethanol, acetaminophen, chlorzoxazone, and certain
fluorinated anesthetic agents [44,252]. The regulation of CYP2E1 is complex and
can be affected by both physiological and exogenous factors, such as drug-in-
duced inhibition and induction. Thus, in vivo CYP2E1 activity varies quite mark-
edly within a population, with the basal variability being about 4- to 5-fold; how-
ever, this can be greater if obese individuals and chronic alcoholics are included
[25,28]. In addition, CYP2E1 activity is normally distributed; to date, no evidence
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of polymorphism or rare individuals with unexplained impairment have been
described [28].

Several genetic polymorphisms have been identified in the CYP2E1 gene
[253–256]. This has led to considerable speculation regarding their possible
involvement as risk factors in, for example, alcoholic liver disease and cancer.
Efforts to address such issues are complicated by the fact that the frequencies of
the polymorphisms vary substantially according to the racial/geographic charac-
teristics of the study population. As a result, such molecular epidemiological
findings have become controversial, since the resulting data is often conflicting
and suffers from low statistical power. The latter problem also applies to popula-
tion studies attempting to relate genotype to phenotype. In general, CYP2E1 ac-
tivity as measured both in vitro [256–259] and in vivo [28,259,260] by the 6-
hydroxylation of chlorzoxazone does not appear to be under genetic regulation
by the various identified allelic variants. However, a recent study investigating
the RsaI restriction fragment length polymorphism in the 5′-regulatory sequence
of the CYP2E1 gene (C1019T) found that chlorzoxazone’s oral clearance was
greatest in homozygous wild-type individuals (c1/c1) and decreased with the
number of variant c2 alleles [261]. However, the difference in CYP2E1 activity
between the two homozygous groups was less than 2-fold. In addition, a recent
report has described a further mutation in the 5′-regulatory region that appears
to be involved in the inducibility of CYP2E1 activity [255]. It is also not clear
what role, if any, such genetic factors may have in the 30–40% lower CYP2E1
activity noted in populations of Japanese ancestry and possibly other Southeast
Asians compared to those of European descent [259,261].

The only in vivo probe developed and used for assessing human CYP2E1
activity has been chlorzoxazone, based on the finding that this isoform selectively
mediates the drug’s 6-hydroxylation [262]. Subsequent studies also found that
CYP1A1 was able to catalyze this reaction [263,264]; however, this is not a
constitutive isoform, and its affinity for chlorzoxazone is much less than that of
CYP2E1. Accordingly, its overall role in vivo is likely to be very minor [264].
This probability is supported by the observation that chlorzoxazone’s metabolism
is similar in nonsmokers and smokers in whom CYP1A1 would be expected to
be induced [25]. Preliminary in vitro evidence has been presented showing that
recombinant CYP1A2 also mediates chlorzoxazone’s 6-hydroxylation [265], but
this has not been confirmed [264]. Similarly, it is not clear whether CYP3A has
a role in the in vivo formation of chlorzoxazone’s 6-hydroxy metabolite as has
been suggested by studies in vitro [266]. Overall, the current available evidence
indicates that the in vivo 6-hydroxylation of chlorzoxazone in humans is predomi-
nantly, if not exclusively, mediated by CYP2E1, and its measurement provides
a valid estimate of the enzyme’s activity.

Chlorzoxazone (5-chloro-2(3H)-benzoxazolone) is a skeletal muscle relax-
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ant that has been approved for clinical use for over 40 years. Single-dose (250
mg) oral administration is safe and well tolerated, and 6-hydroxylation is the
major pathway of elimination, accounting for about 50–80% of the dose [25,28].
This metabolite is rapidly conjugated; therefore, determination of its concentra-
tion in either plasma or urine requires pretreatment with either β-glucuronidase
or acid, respectively [25,267,268]. The ‘‘gold standard’’ for assessing CYP2E1
activity is estimation of chlorzoxazone’s fractional oral clearance to its 6-hydroxy
metabolite, following an overnight fast, based on determination of the drug’s
plasma level–time profile over 8 hr and measurement of the metabolite’s 0–8-
hr or 0–12-hr urinary recovery [28,259,269]. Because ethanol is an inhibitor of
CYP2E1 while present in the body and an inducer after chronic use, it is important
that alcoholic beverages not be consumed for about 72 hr prior to phenotyping.
Such a clearance approach has been validated in humans by a number of studies
demonstrating that factors known to alter CYP2E1 activity in animals or in vitro
also modulate chlorzoxazone’s clearance in an appropriate fashion. These include
mechanism-based inhibition by disulfiram [269], chlormethiazole [270], and phy-
tochemicals in watercress [271], as well as induction by obesity [267] and pre-
treatment with isoniazid [272,273]. Importantly, the last interaction is masked
by the antitubercular agent’s inhibition of CYP2E1 while it is present in the body.
In contrast to findings in animals, fasting over 36 hr reduces CYP2E1 activity
compared to a standard 8–12-hr overnight fast [267]. The main practical disad-
vantage of this clearance approach is the need to obtain multiple blood samples
over 8 hr to define the plasma concentration–time profile along with collection
of urine for 8–12 hr. Because 6-hydroxylation is the major route of elimination
of chlorzoxazone, use of the probe’s oral clearance is probably as informative as
the formation clearance estimate. Besides simplifying the phenotyping procedure,
another advantage of this latter trait measure is that it reduces the error of the
value’s estimation associated, for example, with incomplete collection of urine.
However, extensive blood sampling is still required; for this reason, a simpler
metabolic ratio approach has been advocated.

Chlorzoxazone is generally rapidly absorbed, with a peak value approxi-
mately 2 hr after oral administration, and plasma levels of the 6-hydroxy metabo-
lite are detectable prior to this time [25,28]. Thus, a single-time-point, plasma
metabolic ratio (6-hydroxychlorzoxazone:chlorzoxazone) is readily determin-
able. Different investigators have used different times to determine this trait mea-
sure. Many employ a value determined 2 hr after oral chlorzoxazone administra-
tion, based on a high correlation (r � 0.88) between it and the clearance of
chlorzoxazone to its 6-hydroxy metabolite [25,268]. Also, the ratio of the areas
under the plasma concentration–time curves for the chlorzoxazone and its 6-
hydroxy metabolite has been found to correlate with the metabolic ratio [25].
Others have suggested that a 4-hr sampling time point is more optimal and simi-
larly have reported a high correlation (0.89) between the two trait measures [26].
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However, in larger population studies such correlations have been found to be
much lower; for example, r � 0.42–0.53 [28]. Nevertheless, chlorzoxazone’s
plasma metabolic ratio undoubtedly reflects CYP2E1 activity and is reduced by
inhibition, e.g., chlormethiazole [274] and liver disease [275,276], and increased
by induction, e.g., ethanol [25,277]. Moreover, it has been demonstrated to pro-
vide a simple method for investigating temporal aspects associated with changes
in CYP2E1 activity, as, for example, following the effects of ethanol withdrawal
in chronic alcoholics [277].

Phenotypic trait measures based solely on the urinary excretion of 6-
hydroxychlorzoxazone have also been reported based on the amount of me-
tabolite excreted in 0–8 hr [278], or a ‘‘hydroxylation index’’ approach [279],
or estimating the elimination half-life of the metabolite [280]. However, the va-
lidity of these approaches is highly questionable, so they have not been widely
applied.

VIII. CYTOCHROME P450 3A (CYP3A)

The human CYP3A subfamily includes at least three functional proteins,
CYP3A4, CYP3A5, and CYP3A7; however, the last one is not found in signifi-
cant amounts in adults. The substrate specificities of CYP3A4 and CYP3A5 are
in general similar, although some important distinctions do exist; for example,
erythromycin and quinidine do not appear to be metabolized by CYP3A5, al-
though they are good CYP3A4 substrates [44,281]. Because of this and the cur-
rent difficulty in distinguishing between the individual CYP3A isoforms, which
may be present in different amounts in the same tissue, they are collectively
referred to as CYP3A. Importantly, CYP3A is the most abundant of all of the
human CYP isoforms and constitutes, on average, about 30% of total CYP protein
in the liver. CYP3A is also present in the small intestinal epithelium, particularly
in the apical region of mature enterocytes at the tip of the microvillus, where it
accounts for about 70% of total CYP protein and is present at about 50% of the
hepatic level. Catalytic activity, mainly associated with CYP3A5, is also present
in the kidney [44,281].

The substrate specificity of CYP3A is very broad; accordingly, an ex-
tremely large number of structurally divergent chemicals are metabolized by a
variety of different pathways, often in a regio- and stereo-selective fashion [44].
Estimates, based primarily on in vitro studies, suggest that the metabolism of
about 40–50% of drugs used in humans involves CYP3A, and frequently such
biotransformation is extensive. Moreover, because of its localization in the intes-
tinal epithelium and liver, CYP3A is an important factor in the first-pass metabo-
lism of drugs following their oral administration [282]. A further characteristic
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of CYP3A is the large interindividual variability in activity, which reflects both
genetic and environmental factors. Basal variability appears to be about 5-fold,
but this range can be significantly increased by inhibition or induction. In this
respect, CYP3A is extremely prone to both types of interactions [281]. Further-
more, the distribution of CYP3A activity is unimodal, and to date no evidence
of a functional polymorphism has been reported. Recently, it has been recognized
that the substrate/inhibitor specificity of CYP3A overlaps with that of the mem-
brane efflux transporter termed P-glycoprotein [283]. However, this overlap is
not complete, and it is probably a fortuitous one that reflects the broad substrate
specificities of the individual proteins [284]. In fact, several important CYP3A
substrates, such as nifedipine and midazolam, are not transported by P-glycopro-
tein [284]. Nevertheless, the colocalization of the two proteins at important sites
for drug disposition, such as the enterocyte and hepatocyte, results in an interrela-
tionship that functions in a concerted fashion to reduce the intracellular drug
concentration. Thus, the hepatic elimination, for example, of erythromycin—a
substrate for both P-glycoprotein and CYP3A—is determined by both proteins.
In addition, the coadministration of two CYP3A substrates can result in drug
interactions that reflect inhibition of metabolism alone, reduced P-glycoprotein
efflux only, or a combination of both effects [281].

The overall importance of CYP3A in human drug metabolism and the pro-
pensity of this isoform’s activity to be readily modulated by drug interactions
have resulted in considerable effort to identify a suitable in vivo probe. In princi-
ple, any of the many drugs metabolized by CYP3A could be used to determine
the enzyme’s activity in the body. This, of course, is the approach used to deter-
mine whether a significant interaction occurs between a specific CYP3A substrate
and a known inhibitor or inducer. On the other hand, investigation of whether a
new drug candidate interacts with CYP3A and studying determinants of the en-
zyme’s activity require a more focused approach. It is now recognized that mea-
surement of the endogenous 6-β-hydroxylation of cortisol does not fulfill this
requirement (Sec. I), and therefore alternative approaches have been investigated
[285].

A. Dapsone

Dapsone (4,4′-diaminodiphenylsulfone) has been widely used for phenotyping
with respect to acetylation by NAT-2; however, the drug is also N-hydroxylated.
Formation of the hydroxylamine metabolite by human liver microsomes was
found to be selectively mediated by CYP3A [286]; this led to the development
of a 0–8-hr urinary metabolic recovery ratio approach (dapsone hydroxylamine:
dapsone � dapsone hydroxylamine) to quantitatively assess this pathway of me-
tabolism [287,288]. Subsequently, the trait measure has been applied as part of
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a ‘‘cocktail’’ approach [35] in a number of studies investigating the putative
role of CYP3A as a risk factor in cancer [289–291] and other disease states
[288,292,293].

Attempts to correlate the dapsone recovery ratio to other measures of
CYP3A activity have, however, been disappointing [11,294]. This lack of success
is not surprising, since it is now recognized that several CYP isoforms besides
CYP3A contribute to dapsone’s N-hydroxylation, including CYP2E1 [295] and
CYP2C9 [296]. Furthermore, CYP3A is involved to a major extent only at high
concentrations that are not achieved in vivo [295]. Additionally, it has been found
that the dapsone urinary recovery ratio is not altered by pretreatment with keto-
conazole, even though this markedly affects CYP3A activity as measured by the
erythromycin breath test [297]. Collectively, this evidence strongly suggests that
the dapsone recovery ratio is not a useful trait measure to selectively measure
CYP3A activity. Nevertheless, there may be some merit in continuing its use as
an in vivo probe in certain types of investigations, since a high trait value appears
to be associated with a reduced risk of developing aggressive bladder cancer
[289–291].

B. Erythromycin

CYP3A selectively N-demethylates erythromycin, and if [14C]-N-methyl drug is
used, the carbon of the methyl group is eventually excreted as 14CO2. Measure-
ment of radioactivity present in a breath sample collected after intravenous ad-
ministration and expressing this as a fraction of the dose excreted per hour is the
basis of the erythromycin breath test [285]. Since the first introduction of this
phenotyping procedure, the sampling schedule has changed from multiple collec-
tions over 1–2 hr [31,298,299] to a single sample 20 min after drug administration
[300–303]. Considerable validation and application of this simple and rapid phe-
notyping approach have been reported [31,285,298–304], and there is no question
that the erythromycin breath test provides a measure of CYP3A activity under
certain circumstances and for some types of investigation.

A limiting factor of this breath test is that it appears to measure only
CYP3A4-mediated metabolism and not that involving CYP3A5; thus, overall
CYP3A activity is underestimated, especially in the 25–30% of individuals with
significant hepatic levels of this isoform [281]. More important, however, is the
fact that the erythromycin breath test reflects predominantly CYP3A4 activity
only in the liver and, therefore, metabolism in the intestinal tract is not measured.
This is an obvious limitation with respect to an orally administered drug and may
account, in part, for the relatively poor correlation between this trait measure and
the oral clearance of several other CYP3A substrates [10,11,294]. Similar poor
relationships have also been observed with regard to the breath test and the sys-
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temic clearance of drugs that are CYP3A substrates [12,305], which is somewhat
unexpected, since the intravenous route of administration is common to both
these estimates of drug metabolism. It is, therefore, unclear what the erythromy-
cin breath test is exactly measuring. Clearly this is not erythromycin’s clearance
or the CYP3A-mediated formation clearance to the N-demethylated metabolite,
since the antibiotic’s half-life is 1–2 hr and breath sampling is at 20 min. The
recent findings that erythromycin is a substrate for P-glycoprotein [284,306] and
that this probably contributes to the significant biliary excretion of erythromycin
[307] further complicate the situation.

Despite these questions and limitations, the erythromycin breath test pro-
vides a practical and useful means of assessing CYP3A activity, especially in
studies involving its potential modulation. For example, serial monitoring of rela-
tive CYP3A activity has proven of value in the drug development process for
identifying whether a drug candidate or a new drug affects CYP3A activity and
would, therefore, potentially produce a drug interaction with other CYP3A sub-
strates. Even though the findings reflect only hepatic CYP3A4, they should be
sufficient evidence that an interaction does [302,304,308] or does not [309,310]
occur. Only in the former situation would further targeted studies with additional
CYP3A substrates be necessary. However, the need for an in vivo probe that takes
into account the CYP3A activity involved in presystemic metabolism related to
the oral first-pass effect has led to the investigation of approaches other than the
erythromycin breath test.

C. Midazolam

In humans, midazolam is rapidly and almost completely metabolized to its pri-
mary 1′-hydroxy metabolite and, to a much lesser extent, to 4-hydroxymidazo-
lam. Both of these pathways are selectively mediated by CYP3A [311,312]. In
addition, both intestinal and hepatic microsomes exhibit high midazolam hy-
droxylation activity, which in the case of the liver is significantly correlated with
the drug’s systemic clearance [313]. Moreover, scale-up of such in vitro measures
[282] was found to provide an excellent prediction of the in vivo extraction ratios
of the two organs [313,314]. Liver dysfunction markedly impairs midazolam’s
elimination [315,316], and plasma levels during the anhepatic phase of liver
transplantation are elevated [317]. A further characteristic of midazolam’s metab-
olism is that it is readily altered by administration of known CYP3A inhibitors
(e.g., azole antifungal agents, certain macrolide antibiotics, HIV protease inhibi-
tors, grapefruit juice) and inducing agents (e.g., anticonvulsants and rifampin)
[281]. Collectively, these characteristics fulfill most of the criteria usually ac-
cepted for validation of an in vivo probe (Sec. II.C).

A plasma-metabolic-ratio (1′-hydroxymidazolam:midazolam) approach
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based on a single time-point value at 30 min following an intravenous dose of the
probe has been considered as a possible simple phenotypic trait value [313,318].
However, this trait measure now appears to be less valid and useful than originally
suggested [314]. Accordingly, a clearance approach is currently the only available
way to assess CYP3A activity with this in vivo probe. Ideally, a formation clear-
ance, involving measurement of the amount of 1′-hydroxy metabolite formed and
eliminated as conjugate in the urine, provides the ‘‘gold standard.’’ However,
simply using the drug’s plasma clearance without ‘‘partitioning’’ this into its
individual pathways would also appear to be a valid approach, since midazolam’s
metabolism and systemic elimination appear to be predominantly, if not exclu-
sively, mediated by CYP3A.

Since midazolam’s elimination half-life is only 1–2 hr, phenotyping con-
sists of determining the drug’s plasma concentration–time curve by obtaining
multiple samples for 6–8 hr following administration of a suitable dose and, if
required, a 0–8-hr or 0–12-hr urine collection. If midazolam is given by the oral
route, then the measure of CYP3A activity reflects both intestinal and hepatic
CYP3A activity. Thus, the phenotypic trait allows quantification of CYP3A func-
tion in a way that can be related to therapeutic situations involving oral drug
administration. So long as the oral midazolam dose is 5–7.5 mg, adverse effects
associated with the drug’s sedative effect are generally minimal, unless CYP3A
activity is impaired, when a lower dose should be used. Significantly, midazo-
lam’s oral clearance is very sensitive to modulation of CYP3A and, therefore,
is capable of detecting small changes/differences in the level of activity. For
example, rifampin pretreatment was found to reduce the area under the drug’s
plasma concentration–time curve by 96% [319], whereas ketoconazole increased
this parameter by 15-fold [320]. Accordingly, the full range of CYP3A activity
that is possible in vivo is several 100-fold. Moreover, more modest changes [281],
including no effect at all [321–323], can be readily detected.

Midazolam may also be safely administered in doses below about 2 mg
by the intravenous route, but in some subjects this is accompanied by mild seda-
tion, which requires appropriate clinical monitoring. Thus, estimation of the
drug’s systemic clearance resulting from CYP3A-mediated metabolism is possi-
ble, and in contrast to the drug’s oral clearance, this measure appears to reflect
predominantly hepatic elimination; i.e., the contribution of extrahepatic CYP3A
is relatively small [317]. This probably reflects the fact that intestinal CYP3A is
localized in the apical region of the enterocytes and, therefore, access of drug in
the systemic blood is limited. Moreover, midazolam is extensively bound to
plasma proteins (�98%), which further impairs midazolam’s distribution to this
site. Accordingly, a second CYP3A trait measure is available that focuses mainly
on the enzyme’s activity in the liver. By appropriate analysis of both of these
clearance values determined in the same individual, it is possible to further char-
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acterize CYP3A activity by estimating the separate contributions of the intestine
and the liver to the overall metabolism of midazolam [314]. These two clearance
estimates may be obtained by serially administering midazolam by the two routes
of administration on separate occasions. However, a more desirable approach,
which removes any error associated with intrasubject variability in CYP3A activ-
ity, employs the simultaneous administration of a stable-labeled [15N3] form of
the drug along with unlabeled drug by the other route. Recent applications of
this elegant approach have found that CYP3A in the intestine contributes almost
equally to midazolam’s first-pass metabolism after an oral dose [314]. Also, the
inhibition of CYP3A activity by pretreatment with clarithromycin affects mainly
the intestinal enzyme, which in turn is the major determinant of the drug’s interin-
dividual variability and not hepatic CYP3A activity [324]. The potential to obtain
further mechanistic understanding about drug:drug interaction involving CYP3A
using this approach would appear to be considerable.

Both the erythromycin breath test and estimation of the oral and/or in-
travenous clearances of midazolam appear to provide practical and useful in-
formation of the in vivo level of CYP3A activity. However, it is clear that
these different phenotypic trait values reflect different aspects of such activity.
Accordingly, selection of the more appropriate approach depends to a large ex-
tent on the particular question being addressed. In general, the erythromycin
breath test provides a simple but relative measure that is well suited for tem-
poral monitoring of hepatic CYP3A4 activity, as would be applicable to detect
alterations in this enzyme’s activity associated with inhibition or induction
caused by a drug interaction. On the other hand, the use of midazolam provides
a more absolute measure, and, in the case of the drug’s oral clearance, this
finding can be quantitatively extrapolated to other CYP3A substrates when these
are used in a therapeutic situation. Attempts have been successfully made to
combine the use of the two in vivo probe drugs by administering them concur-
rently [325]. However, the simultaneous administration of midazolam by the oral
and intravenous routes would appear to be a more rigorous and informative
approach [314,324], providing the necessary analytical instrumentation is avail-
able.

IX. PERSPECTIVES

Over the past decade, considerable progress has occurred in the development
and application of in vivo probes suitable for assessing the catalytic activity of
individual CYP isoforms in human subjects. CYP2C19 and CYP2D6 have bene-
fited most from this effort, which has focused mainly on phenotypic classification
because of the extremely large interindividual variability in enzyme activity
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across the population distribution curve, i.e., from ultrarapid/extensive to poor
metabolizers. It is likely that a similar level of investigation will occur with the
other isoforms that have more recently been shown to have rare or polymorphic
variant alleles, e.g., CYP2A6, CYP2C9, and CYP2E1. Undoubtedly, molecular
genetic approaches will continue to identify new genomic polymorphisms for
these and possibly other CYP isoforms, similar to the situation that has been
found with the more established genetic polymorphisms. A future critical issue,
therefore, will be to establish any functional significance of these mutant alleles
by appropriate in vitro approaches and, importantly, to confirm that a geno-
type:phenotype relationship exists and is important in the in vivo setting. Such
studies will be facilitated by the availability of new, simple, reliable, and valid
phenotypic trait measures for the isoforms of interest.

In general, the in vivo activity of most of the characterized and expressed
CYP isoforms that are important in the metabolism of drugs and other xenobiotics
of toxicologic interest can currently be assessed, at least at the level of the whole
organism. The exception is CYP2B6; an isoform whose role and importance in
the metabolism of xenobiotics has yet to be adequately defined. Recent studies
suggest that CYP2B6 may be more important than previously considered, despite
the fact that it is a minor hepatic CYP [326,327]. However, identification of a
selective probe, even for in vitro studies, has been problematic [326,328], al-
though the N-demethylation of S-mephenytoin to nirvanol shows promise in this
regard [328,329]. Unfortunately, the substrate concentrations used with this puta-
tive probe make it unsuitable for in vivo phenotyping, since they are rarely en-
countered in humans [329]. CYP2B6 was the only one of 10 recombinant ex-
pressed human CYP isoforms able to trans-hydroxylate the investigational drug
RP 73401 [330]. Since this is the primary route of metabolism of this compound
in vivo, it is possible that a suitable phenotypic trait measure for CYP2B6 could
be developed using RP73401, if the drug becomes clinically available.

All of the available in vivo probes and associated trait measures appear to
be sufficiently sensitive and suitable for evaluating changes/differences in the
particular isoform’s level of activity. Accordingly, they may be applied to investi-
gating the presence or absence of a drug interaction and provide insight into its
mechanism. Selection of the most appropriate approach, when several in vivo
probes or trait measures are available for a particular isoform, depends to a large
extent on the purpose of the study. Indirect trait values based on a single point
determination such as a saliva/plasma/urine metabolic ratio are well suited to
screening studies designed to answer the question of whether an interaction oc-
curs or not. Incorporating several in vivo probes into a ‘‘cocktail’’ strategy further
facilitates this goal. On the other hand, more quantitative questions related to the
extent to which metabolism is inhibited or induced and to sites of interaction
(intestine versus liver) may require the use of trait values based on more direct
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measures, such as clearance approaches. Regardless, interpretation of any change
in the trait measure is critically dependent on an understanding of its basis and
limitations. Finally, it should be appreciated that the in vivo evaluation of enzyme
activity is in most cases complementary to information obtained by applying the
approaches of molecular genetics. However, it has the added advantage that it
also reflects the contributions of other determinants, including the effects of envi-
ronmental factors and disease states; moreover, in many instances, phenotyping
has direct therapeutic relevance.
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145. P Dálen, G Alvan, M Wakelkamp, H Olsen. Formation of meprobamate from car-
isoprodol is catalyzed by CYP2C19. Pharmacogenetics 6:387–394, 1996.

146. SH Sindrup, K Brøsen, MGJ Hansen, T Aaes-Jørgensen, KF Overø, LF Gram.
Pharmacokinetics of citalopram in relation to the sparteine and the mephenytoin
oxidation polymorphisms. Ther Drug Monit 15:11–17, 1993.

147. LF Gram, TW Guentert, S Grange, K Vistisen, K Brøsen. Moclobemide, a substrate



492 Wilkinson

of CYP2C19 and an inhibitor of CYP2C19, CYP2D6, and CYP1A2: a panel study.
Clin Pharmacol Ther 57:670–677, 1995.

148. SA Ward, T Walle, UK Walle, GR Wilkinson, RA Branch. Propranolol’s metabo-
lism is determined by both mephenytoin and debrisoquine hydroxylase activities.
Clin Pharmacol Ther 45:72–79, 1989.

149. JH Lillibridge, CA Lee, YK Pithavala, TM Sandoval, EY Wu, KE Zhang, EL Maza-
bel, M Zhang, BM Kerr. The role of CYP2C19 in the formation of nelfinavir hy-
droxy-t-butylamide (M8): in vitro/in vivo correlation. ISSX Proc 13:55, 1998.

150. GR Wilkinson, FP Guengerich, RA Branch. Genetic polymorphism of S-mepheny-
toin hydroxylation. Pharmac Ther 43:53–76, 1989.

151. SMF de Morais, GR Wilkinson, J Blaisdell, K Nakamura, UA Meyer, JA Goldstein.
The major genetic defect responsible for the polymorphism of S-mephenytoin in
humans. J Biol Chem 269:15419–15422, 1994.

152. SMF de Morais, GR Wilkinson, J Blaisdell, K Nakamura, UA Meyer, JA Goldstein.
Identification of a new genetic defect responsible for the polymorphism of S-
mephenytoin metabolism in Japanese. Mol Pharmacol 46:594–598, 1994.

153. K Brøsen, SMF de Morais, UA Meyer, JA Goldstein. A multifamily study on the
relationship between CYP2C19 genotype and S-mephenytoin oxidation phenotype.
Pharmacogenetics 5:312–317, 1995.

154. RJ Ferguson, SMF deMorais, S Benhamou, C Bouchardy, J Blaisdell, G Ibeanu,
GR Wilkinson, TC Sarich, JM Wright, P Dayer, JA Goldstein. A novel defect in
human CYP2C19: mutation of the initiation codon is responsible for poor metabo-
lism of S-mephenytoin. J Pharmacol Exp Ther 284:356–361, 1998.

155. GC Ibeanu, J Blaisdell, BI Ghanayem, C Beyeler, S Benhamou, C Bouchardy,
GR Wilkinson, P Dayer, AK Daly, JA Goldstein. An additional defective allele,
CYP2C19∗5, contributes to the S-mephenytoin poor metabolizer phenotype in Cau-
casians. Pharmacogenetics 8:129–135, 1998.

156. Z-S Xiao, JA Goldstein, H-G Xie, J Blaisdell, W Wang, C-H Jiang, F-X Yan, N
He, S-L Huang, Z-H Xu, H-H Zhou. Differences in the incidence of the CYP2C19
polymorphism affecting the S-mephenytoin phenotype in Chinese Han and Bai pop-
ulations and identification of a new rare CYP2C19 mutant allele. J Pharmacol Exp
Ther 281:604–609, 1997.

157. GC Ibeanu, JA Goldstein, U Meyer, S Benhamou, C Bouchardy, P Dayer, BI Gha-
nayem, J Blaisdell. Identification of new human CYP2C19 alleles (CYP2C19∗6
and CYP2C19∗2B) in a Caucasian poor metabolizer of mephenytoin. J Pharmacol
Exp Ther 286:1490–1495, 1998.

158. GC Ibeanu, J Blaisdell, RJ Ferguson, BI Ghanayem, K Brøsen, S Benhamou, C
Bouchardy, P Dayer, GR Wilkinson, JA Goldstein. A novel transversion in intron
5 donor splice junction of CYP2C19 and a sequence polymorphism in exon 3 con-
tribute to the poor metabolism of the anticonvulsant drug S-mephenytoin. J Pharma-
col Exp Ther 290:635–640, 1999.

159. JA Goldstein, T Ishizaki, K Chiba, SMF de Morais, D Bell, PM Krahn, DAP Evans.
Frequencies of the defective CYP2C19 alleles responsible for the mephenytoin poor
metabolizer phenotype in various Oriental, Caucasian, Saudi Arabian and American
black populations. Pharmacogenetics 7:59–64, 1997.

160. G Alván, P Bechtel, L Iselius, U Gundert-Remy. Hydroxylation polymorphisms of



In Vivo Probes of CYP Enzymes in Humans 493

debrisoquine and mephenytoin in European populations. Eur J Clin Pharmacol 39:
533–537, 1990.

161. C Masimirembwa, L Bertilsson, I Johnansson, JA Hasler, M Ingelman-Sundberg.
Phenotyping and genotyping of S-mephenytoin hydroxylase (cytochrome P450
2C19) in a Shona population of Zimbabwe. Clin Pharmacol Ther 57:656–661,
1995.

162. TI Edeki, JA Goldstein, SMF de Morais, L Hajiloo, M Butler, P Chapdelaine, GR
Wilkinson. Genetic polymorphism of S-mephenytoin 4′-hydroxylation in African-
Americans. Pharmacogenetics 6:357–360, 1996.

163. JS Marinac, JD Balian, JW Foxworth, SK Willsie, JC Daus, R Owens, DA Flock-
hart. Determination of CYP2C19 in phenotype in black Americans with omepra-
zole: correlation with genotype. Clin Pharmacol Ther 60:138–144, 1996.

164. M Jurima, T Inaba, D Kadar, W Kalow. Genetic polymorphism of mephenytoin
p(4′)-hydroxylation: difference between Orientals and Caucasians. Br J Clin Phar-
macol 19:483–487, 1985.

165. K Nakamura, F Goto, WA Ray, CB McAllister, E Jacqz, GR Wilkinson, RA
Branch. Interethnic differences in genetic polymorphism of debrisoquin and me-
phenytoin hydroxylation between Japanese and Caucasian populations. Clin Phar-
macol Ther 38:402–408, 1985.

166. L Bertilsson, Y-Q Lou, Y-L Du, Y Liu, T-Y Kuang, X-M Liao, K-Y Wang, J
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225. B Schmid, J Bircher, R Preisig, A Küpfer. Polymorphic dextromethorphan metabo-
lism: co-segregation of oxidative O-demethylation with debrisoquin hydroxylation.
Clin Pharmacol Ther 38:618–624, 1985.

226. NE Basci, A Bozkurt, SO Kayaalp, A Sayal, A Isimer. Omission of the deconjuga-
tion step in urine analysis and the unaltered outcome of CYP2D6 phenotyping with
dextromethorphan. Eur J Drug Metab Pharmacokinet 23:1–5, 1998.

227. DA Capon, F Bochner, N Kerry, G Mikus, C Danz, AA Somogyi. The influence
of CYP2D6 polymorphism and quinidine on the disposition and antitussive effect
of dextromethorphan in humans. Clin Pharmacol Ther 60:295–307, 1996.

228. A Küpfer, B Schmid, G Pfaff. Pharmacogenetics of dextromethorphan O-demethyl-
ation in man. Xenobiotica 16:421–433, 1986.

229. Z-Y Hou, LW Pickle, PS Meyer, RL Woosley. Salivary analysis of determination of
dextromethorphan metabolic phenotype. Clin Pharmacol Ther 49:410–419, 1991.

230. O Y-P Hu, H-S Tang, H-Y Lane, W-H Chang, T-M Hu. Novel single-point plasma
or saliva dextromethorphan method for determining CYP2D6 activity. J Pharmacol
Exp Therap 285:955–960, 1998.

231. P Dayer, T Leemann, R Striberni. Dextromethorphan O-demethylation in liver mi-
crosomes as a prototype reaction to monitor cytochrome P-450 db1 activity. Clin
Pharmacol Ther 45:34–40, 1989.

232. NL Kerry, AA Somogyi, F Bochner, G Mikus. The role of CYP2D6 in primary
and secondary oxidative metabolism of dextromethorphan: in vitro studies using
human liver microsomes. Br J Clin Pharmac 38:243–248, 1994.

233. WE Evans, MV Relling. Concordance of P450 2D6 (debrisoquine hydroxylase)
phenotype and genotype: inability of dextromethorphan metabolic ratio to discrimi-
nate reliably heterozygous and homozygous extensive metabolizers. Pharmacoge-
netics 1:143–148, 1991.



498 Wilkinson

234. C Funck-Brentano, G Thomas, E Jacqz-Algrain, J-M Poirier, T Simon, G Béréziat,
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I. INTRODUCTION

Biotransformation enzymes catalyze various metabolic reactions in xenobiotic
and endogenous compounds, e.g., oxidation, reduction, and conjugation reac-
tions. In order to get more insight into the mechanism of action of an enzyme,
the substrate selectivity of an enzyme, and the factors determining whether or
not a compound will be metabolized by a certain enzyme, a detailed description
of the shape and the physicochemical properties of the active site is a prerequisite
[1]. As the crystal structure of only a few biotransformation enzymes is available,
there are many different strategies to characterize the mechanisms of actions and
the active sites of these enzymes, such as (a) chemical modification and affinity
labeling, (b) site-directed mutagenesis, (c) spectroscopic techniques, (d) crystal-
lography, (e) structure-activity relationships, and (f) pharmacophore and homol-
ogy modeling. For cytosolic glutathione S-transferase all of these approaches
have been applied, as previously reviewed [1]. In cases of membrane-bound en-
zymes such as cytochromes P450 (CYPs), crystallography, one of the most valu-
able techniques to elucidate protein structures, has not yet been as successful for
the enzyme systems. In recent years, this lack of knowledge has resulted in the
prediction of various enzymes structures using computer-aided molecular model-
ing techniques.
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The primary aim of this chapter is to summarize and discuss the require-
ments and the assumptions for the various computer modeling techniques used,
predict the substrate selectivity of enzymes, elucidate the drawbacks and limita-
tions of these modeling techniques, and indicate some of the possible experimen-
tal methods to validate the modeled structures of the proteins and, specifically,
the active sites. One important class of enzymes will be used to illustrate these
aspects, viz the cytochromes P450 (CYPs). In addition, we discuss some of the
best known computational methods to predict toxicities.

The cytochromes P450 constitute a large superfamily of heme-containing
enzymes capable of oxidizing and reducing substrates of endogenous and exoge-
nous origin. The CYPs belong to a separate family when the primary sequence
homology with any other family is equal to or less than 40% [2]. For mammalian
CYP amino acid sequences within the same subfamily, the identity is usually
over 55% [2].

Cytochromes P450 generally detoxify potentially dangerous compounds,
but in a number of cases nontoxic compounds are bioactivated to toxic reactive
intermediates, and procarcinogens are activated into their ultimate carcinogens
[3]. The CYPs also catalyze key reactions in steroidogenesis in animals, and
many yield resistance in insects and plants or affect flower coloring [4]. The
metabolic activities of CYPs can be divided into (1) monooxygenase activity,
usually resulting in the incorporation of an oxygen atom into the substrate, (2)
oxydase activity, resulting in the formation of superoxide anion radicals and hy-
drogen peroxide (uncoupling of the catalytic cycle [5]), and (3) reductase activity,
usually producing free radical intermediates under anaerobic conditions [5–7].

The CYPs can also be classified according to the electron transfer chain
delivering the electrons required for the one-electron reductions from NAD(P)H:
class I CYPs are found in the mitochondrial membranes of eukaryotes and in
bacteria and require a flavin adenine dinucleotide (FAD) containing reductase
and an iron-sulfur protein (putidaredoxin) [4,8], while class II CYPs are bound to
the endoplasmic reticulum and interact directly with a cytochrome P450 reductase
[containing FAD and flavin mononucleotide (FMN)] [4,9].

II. METHODOLOGICAL ASPECTS OF PHARMACOPHORE
MODELS

One possibility to derive a model for the active site of an enzyme is the creation
of a small molecule model, or pharmacophore model. With this technique, infor-
mation on the active site is derived (indirectly) from the shape, electronic prop-
erties, and conformations of substrates, inhibitors, or metabolic products. Vari-
ous substrates, inhibitors, or metabolic products are aligned by superimposing
chemically similar groups. By using this approach a template is created that de-
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Figure 1 General procedure for the construction of a small molecule (pharmacophore)
model.

scribes the size of the active site and the electrostatic distribution therein. The
general procedure followed to construct a pharmacophore model is depicted in
Fig. 1. A pharmacophore model for substrates will be used as an example, al-
though pharmacophore models for inhibitors or metabolites can be obtained in
a similar manner.

A. Requirements

In order to build a pharmacophore model for substrates of a specific enzyme, a
main requisite is a template molecule upon which the model will be built. The
template molecule is usually a substrate which ideally: (a) is specifically metabo-
lized by the (iso)enzyme under investigation, (b) is large, (c) is relatively rigid,
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in order to limit conformational freedom, (d) contains essential functional groups,
and (e) is regio- and/or stereoselectively metabolized. Further requisites are the
availability of appropriate enzyme kinetic and metabolic data concerning a vari-
ety of additional substrates, which are specifically metabolized by the (iso)en-
zyme under investigation and computer programs containing the molecular
forcefield parameters required for modeling the substrates under investigation.

After selection of a template molecule, additional substrates are superim-
posed onto the template molecule. Some predefined fit criteria have to be met;
otherwise the fit onto the template is rejected. When the fit is accepted, an energy
calculation is performed in order to determine the energy difference between the
global minimum energy conformation and the fitted conformation. If this energy
difference (∆E) is within a predefined range, the fit of the compound on the
template molecule is accepted in the model [10,11].

B. Assumptions

The construction of the pharmacophore model would not be possible without
taking certain assumptions into account. The primary assumption for pharmaco-
phore modeling is that all substrates will be oriented in a similar manner (both
electronically and sterically) in the active site of the enzyme. The second assump-
tion is that the geometry of the substrates obtained from energy-minimization
corresponds to the geometry necessary for the biologically active geometry. This
is true for in vacuo generated geometries only when (1) the active site of the
enzyme is mainly hydrophobic in nature, (2) charge stabilization by the apoprot-
ein is not significant during the reaction, and (3) the metabolic reaction of the
substrate is ‘‘chemical-like’’ and does not strictly require specific interactions
between the substrate and the apoprotein, thereby altering the geometry of the
substrate [13,14]. Geometries derived from crystal structures, on the other hand,
are usually influenced by crystal-packing effects. The geometries used, derived
either from calculations or from crystal structures, do not necessarily correspond
to the biologically active conformation.

C. Drawbacks of Pharmacophore Models

In pharmacophore models, steric, electronic, and other interactions with the pro-
tein are not explicitly modeled. However, if a substrate can be accommodated
in a pharmacophore model but experimentally the formation of a certain metabo-
lite does not occur, this does not necessarily imply a steric (or electronic) restric-
tion that is neglected by the model. Possibly, other metabolic pathways and/or
(iso)enzymes compete with the specific metabolic reaction of the (iso)enzyme
for the substrate under the experimental conditions applied. The absence of a
certain (predicted) metabolite may also be due to kinetic rather than thermody-
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namic effects [13], for example, when the specific metabolic conversion is very
slow compared to other metabolic reactions.

Substrate geometries taken directly from the CSD [12] are usually influ-
enced by packing effects that are absent in a biological environment. In a similar
way, the geometries of the substrates/inhibitors obtained by using semiempirical
or ab initio optimizations are not necessarily identical to the geometries in a
biological environment (as indicated earlier).

Pharmacophore models for inhibitors are generally more difficult to con-
struct compared to substrates or metabolic products. The specific site of reaction
(e.g., oxidation or conjugation) is lacking in inhibitor models and can therefore
not be used as an easily identifiable site to be superimposed.

D. Experimental Validation

After building a pharmacophore model, metabolic predictions can in principle
be made using the model. In order to validate the model and its predictions,
experiments can be designed to test the hypotheses. Generally, the predicted me-
tabolites of a substrate have to be identified in incubations using the purified or
heterologously expressed (iso)enzyme. When using microsomes for such experi-
ments, other (iso)enzymes can be responsible for the metabolites as well. The
metabolite pattern found in the metabolism experiments can subsequently be
compared with the predicted metabolites. In case the predicted metabolite is not
detected experimentally, this does not unequivocally indicate that the pharmaco-
phore model is erroneous (as indicated in Sec. II.c).

Several easily accessible parameters, such as Michaelis–Menten constants
(Km), inhibition constants (Ki), and binding constants (Ks) do not appear very
useful for the validation of pharmacophore models. The most useful constant is
Ks, for a pharmacophore model can give information only on the binding of sub-
strates and not on overall reaction rates. However, for a series of substrate of rat
glutathione S-transferase (see later [15]), recent experiments indicated that al-
though the Km values appeared to correlate well with differences observed in the
pharmacophore model, the differences in Ks (and to a lesser extent the differences
in Ki) were almost indistinguishable for the various substrates.

III. PHARMACOPHORE MODELS FOR CYTOCHROME
P450 ISOENZYMES

Pharmacophore models have been derived for only a limited number of P450
isoenzymes. In recent years, more elaborate computational techniques were used,
compared to the relative simple calculations performed in the 1980s.
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Figure 2 (a) Steric model of the active site of CYP1A1 based on the metabolism of
benzo[a]pyrene. The binding site is asymmetrically positioned toward the activated oxy-
gen species bound at the iron atom [16]. (b) Expansion of model (a) in order to accommo-
date several other PAHs [17,18]. (c) Proposed model in which some flexibility in the angle
of the oxygen addition to the substrate is allowed [16]. (From Ref. 19.)

A. CYP1A1

A very simple pharmacophore model for rat CYP1A1 was first derived by Jerina
and coworkers [16] using benzo[a]pyrene and a variety of other polycyclic aro-
matic hydrocarbons (PAHs) (Fig. 2a). Benzo[a]pyrene is converted stereoselec-
tively via 7,8-epoxidation by CYP1A1, via hydration by epoxide hydrolase, and
via 9,10-epoxidation by CYP1A1 to the ultimate carcinogen benzo[a]pyrene
7(R),8(S)-diol 9(S),10(R)-epoxide. Based on the PAH substrates used, this model
described the active site of CYP1A1 as a hydrophobic cleft, asymmetrically ori-
ented relative to the heme. This original model of CYP1A1 substrates was later
extended to accommodate several other PAHs [17,18]. The original model had
to be extended considerably (Fig. 2b), or a certain degree of flexibility in the
position of the substrates had to be incorporated (Fig. 2c).

Rat CYP1A1 is also known to metabolize, in a regio- and stereoselective
manner, a variety of small non-PAH substrates, such as 7-ethoxycoumarin and
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Figure 3 Pharmacophore model for CYP1A1 for small non-PAH substrates. 7-Ethoxy-
coumarine (solid line) and zoxazolamine (dashed line) are shown when superimposed onto
the steric model for PAHs as shown in Fig. 2a [16] with (1) the site of oxidation, (2) the
region of presumed π–π interactions between substrates and protein, and (3) the location
of heteroatoms in the substrates proposed to form a hydrogen bonding interaction with
the protein. (From Ref. 19.)

zoxazolamine [19]. The binding and orientation of these small substrates in the
active site of CYP1A1 was suggested to be the result of a hydrogen bonding
interaction and aromatic interactions with protein [19]. The sites of oxidation and
the heteroatoms responsible for the hydrogen bonding interaction with the protein
were superimposed, as indicated in Fig. 3 [19]. The combination of the model
for PAHs [16,18] and the model for pharmacophores [19] presents a rough phar-
macophore model that can accommodate many substrates of rat CYP1A1.

B. CYP1A1/1A2

Computational analysis of compounds oxidized by rat CYP1A1 and 1A2 indi-
cated that these isoenzymes preferentially catalyze the hydroxylation of essen-
tially flat molecules, further characterized by a small depth and a large area/depth
ratio [20,21]. These studies used substrate geometries from crystal structures and
from MINDO/3 semiempirical calculations [20]. Because crystal structures may
be influenced by crystal-packing effects, a direct comparison is, however, not
necessarily warranted (see Sec. II.A). The substrates were fitted onto each other,
based on only size and shape; no functional groups within the substrates were
superimposed [20].
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C. CYP2B1/2B2

A simple computational analysis of compounds metabolized by rat CYP2B1 and
2B21 suggested these substrates to be rather bulky, nonplanar molecules charac-
terized by small area/depth ratios and a larger flexibility in molecular conforma-
tion, when compared to substrates of the rat CYP1A1 and 1A2 [20,21]. Again
crystal structures and MINDO/3 optimized geometries were used interchange-
ably. The substrates were not superimposed in this study, and only sizes and
shapes were compared [20].

D. CYP2C9

Human CYP2C9 is an isoenzyme involved in the metabolism of a large number
of antiinflammatory drugs, which exist as anions at physiological pH [21]. Based
on 12 substrates, a pharmacophore model for CYP2C9 has been derived pheny-
toin and (S)-warfarin, as templates [21]. The geometries of the substrates were
derived partially from crystal structures and partially from molecular mechanical
calculations using the ‘‘consistent valence forcefield’’ [21]. It was possible to
superimpose the substrates with their sites of hydroxylation and to bring all an-
ionic heteroatoms in the various substrates at a distance between 3.5 Å and 4.8
Å from a common (hypothetical) cationic interaction site within the CYP2C9
protein [21] (Fig. 4). Since the positions of the anionic heteroatoms were rather
different for the various substrates, a hydrogen bond to the protein was suggested
not to be possible with all the substrates. Instead, a purely cation–anion interac-
tion was presumed [21]. This model was updated to reflect studies done with
sulfaphenazole (a very potent inhibitor of 2C9), thus including a hydrophobic
zone between the hydroxylation site and the cationic site of the protein. This
indicated that the tight binding of sulfaphenazole was due to a ligand interaction
between the aniline nitrogen of sulfaphenazole and the heme iron [21]. A second
2C9 pharmacophore model was first described by Jones et al. [43] and later up-
dated by overlaying 8 substrates and 1 inhibitor, using phenytoin as the template
molecule and ensuring sites of metabolism and the hydrogen bond donor were
superimposed [44]. In contrast to the purely cation-anion interaction suggested
by Mancy et al. [21], this model used a hydrogen bond donor–hydrogen bond
acceptor interaction and results in a larger active site cavity for CYP2C9 [44].

E. CYP2D6

Human CYP2D6 is a polymorphic member of the CYP superfamily and is absent
in 5–9% of the Caucasian population as a result of a recessive inheritance of
gene mutations [22,23]. This results in deficiencies in drug oxidations known as
the debrisoquine/sparteine polymorphism that affect the metabolism of numerous
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Figure 4 Superposition of the hydroxylation sites and hydroxylated aromatic rings of
warfarin, phenytoin, and tienilic acid. Possible interaction of their anionic sites with a
cationic site of CYP2C9 (C�) is shown. (From Ref. 21.)

drugs. A decreased metabolism of these drugs is found in poor metabolizers that
have two nonfunctional CYP2D6 alleles, compared to extensive metabolizers
with at least one functional allele. Pharmacophore models predicting the involve-
ment of CYP2D6 may identify potential problems for poor metabolizers when
either a drug is not metabolized or a prodrug is not activated due to the depen-
dence on the lacking CYP2D6.

The first substrate models were based on substrates containing a basic nitro-
gen atom at a distance of either 5 Å (Fig. 5a) [24] or 7 Å [27] from the site of
oxidation and an aromatic ring system, which was coplanar in both models
[24,27]. In the 5-Å model no substrates were actually fitted onto each other [24].
The main problem of these initial models was that neither could explain the other
group of substrates.

An extended model was derived by Islam et al. [28] who combined these
models by indicating a distance between a basic nitrogen atom and the site of
oxidation between 5 and 7 Å. This pharmacophore model also contained the
heme moiety and the crystal structure of CYP101 (CYPcam [29]) with an oxygen
atom bond to the iron of the heme moiety. Above this moiety the template mole-
cule of this pharmacophore model (debrisoquine) was positioned arbitrarily [28],
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Figure 5 (a) Initial 5-Å pharmacophore model for CYP2D6. Debrisoquine is shown at
the active center, with the basic nitrogen atom attached to a carboxyl group and the site
of oxidation adjacent to the iron-oxo complex. The heavy line and six circles denote a
hydrophobic region (From Ref. 24). (b) Initial 7-Å pharmacophore model for CYP2D6.
Juxtaposition of dextromethorphan and bufuralol, with N: basic nitrogen atom, P: lipo-
philic plane, and O: oxidation site (From Ref. 28). (c) Combined 5-Å–7-Å pharmacophore
model for CYP2D6 [11]. Oxidation sites (3) of all molecules are superimposed. Basic
nitrogen atoms are fitted either on the basic nitrogen atom of debrisoquine (2) or onto
that of dextromethorphan (1) and interact with one of the carboxylic oxygen atoms (O1

or O2) (From Ref. 19). (d) Refined pharmacophore model for CYP2D6, containing the
heme moiety (gray) and aspartic acid residue 301 derived from a protein model for
CYP2D6 [31]. (Adapted from Ref. 10.)

in a manner resembling the orientation of camphore in the CYP101 crystal struc-
ture [30]. A set of 15 compounds was fitted onto the template debrisoquine onto
which some of the known substrates of CYP2D6 (e.g., sparteine and amitripty-
line) could not be fitted [28]. One prediction based on this model, that NNK (4-
(N-methyl-N-nitrosamino)-1-(3-pyridyl)-1-butanone) is not a substrate for
CYP2D6, was experimentally confirmed using human liver microsomes [28].
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Another pharmacophore model for CYP2D6 was derived by Koymans et
al. [11]. This model suggested a hypothetical carboxylate group within the protein
to be responsible for a well-defined distance of either 5 Å or 7 Å between the
basic nitrogen atom and the site of oxidation within the substrate. This model used
debrisoquine and dextromethorphan as templates for the 5 Å and 7 Å compounds,
respectively. The oxidation sites of the two templates were superimposed, and
the areas next to the sites of oxidation were fitted coplanarily, while the basic
nitrogen atoms were placed 2.5-Å apart, interacting with different oxygen atoms
of the postulated carboxylate group in the protein. The final model (Fig. 5c)
consisted of 16 substrates, accounting for 23 metabolic reactions, with their sites
of oxidation and basic nitrogen atoms fitted onto the sites of oxidation of the
templates and one of the basic nitrogen atoms of the template molecules, respec-
tively. The model was verified by predicting the metabolism of four compounds
giving 14 possible CYP-dependent metabolites. In vivo and in vitro metabolism
studies with these substrates showed that 13 out of 14 predictions (3 positive and
10 negative predictions) were correct [11], indicating the relatively high pre-
dictive value of the model. More recently, the predictive value of the model
was further confirmed as two metabolites of 1-[-2[bis(4-fluoro-phenyl)methoxy]-
ethyl]-4-(3-phenyl-propyl)-piperazine (GBR 12909) were also correctly pre-
dicted and shown to be formed by heterologously expressed CYP2D6 [14]. The
relatively large GBR 12909 extended considerably from the region described by
the pharmacophore model, indicating an extension of the model in certain direc-
tions to be necessary [14].

In a next step, the actual positions of the heme moiety and the I-helix,
containing Asp301 (derived from a protein model of CYP2D6; see later) [31]
were added to this pharmacophore model, thereby incorporating some steric re-
strictions and orientational preferences into the pharmacophore model [10].
Involvement of Asp301 in substrate binding was initially predicted using homol-
ogy modeling techniques [32] and recently confirmed, with site-specific mutation
and expression experiments, to be important for the activity of CYP [33]. In this
refined pharmacophore model, an aspartic acid residue is coupled to the basic
nitrogen atom of the substrates, thus enhancing the pharmacophore model with
the direction of the hydrogen bond between the aspartic acid in the protein and
the (protonated) basic nitrogen [10] using debrisoquine and dextromethorphan
again as template molecules. The site of oxidation above the heme moiety was
one of the two possible sites of oxidation, as suggested by the recently derived
protein model for CYP2D6 (see later) [31], and is located above pyrrole ring B
of the heme moiety. In this model the sites of hydroxylation or O-demethylation
in the substrates were fitted onto the defined oxidation site above pyrrole ring B
of the heme moiety, while the Cα and Cβ atoms of the attached aspartic acid
moiety were fitted onto the Cα and Cβ atoms of Asp301, respectively [10]. A
schematic representation of the refined pharmacophore model of CYP2D6 is
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given in Figure 5d. A variety of substrates fitted in the original substrate model
for CYP2D6 [11,14,34] were successfully fitted into the refined substrate model
(for example, GBR 12909), indicating that the refined substrate model for
CYP2D6 (with extra steric and directional restraints) can accommodate the same
variety in molecular structures as the original substrate model. The refined phar-
macophore model also gives a more accurate description of the active site of
CYP2D6. This model was recently used successfully to design a novel and selec-
tive CYP2D6 substrate suitable for high-throughput screening [127] and to pro-
vide an understanding of the hydroxylation of debrisoquine [58]. A similar phar-
macophore model containing 40 substrates with 57 different metabolic pathways
has been combined with a protein homology model of CYP2D6 [35]. This com-
bined model demonstrated a high level of complementarity of the model with the
CYP2D6 substrate binding site which underlines the justification to use pharmaco-
phore models for metabolism predictions. A second substrate pharmacophore has
been derived specifically for 14 substrates that are N-dealkylated by CYP2D6
[36]. This pharmacophore was also successfully merged with the protein 2D6
model and showed a more important role for the interaction of the aromatic region
in the N-dealkylated substrates with Phe481, compared with the hydroxylated O-
demethylated substrates. It was speculated that this aromatic–aromatic interaction
contributes more significantly to CYP2D6 binding because the N-dealkylated sub-
strates lack an interaction of a basic nitrogen atom with Asp301.

Parallel to the substrate models for CYP2D6, an inhibitor model has been
derived using 6 strong reversible inhibitors of CYP2D6 fitted onto each other at
template [25]. The basic nitrogen atoms were superimposed and the aromatic
planes of these inhibitors were fitted coplanar. All inhibitors used were relatively
flexible, resulting in various low-energy conformations. The final template con-
sisted of those conformations of ajmalicine, quinidine, chlorpromazine, trifluper-
idol, prodipine, and lobeline that could be fitted relatively well onto each other
[37]. Consecutively, other inhibitors, such as derivatives of ajmalicine and quini-
dine, were fitted onto the derived template. The derived preliminary pharmaco-
phore model consisted of a tertiary nitrogen atom (protonated at physiological
pH) and a flat hydrophobic region [37]. Furthermore, there appeared to be a
region in which functional groups with lone pairs seemed to cause enhanced
inhibitory potency, while in another region hydrophobic groups seemed to be
allowed but caused no enhanced inhibitory effect [25]. The inhibition data was
obtained from experiments using human liver microsomes and bufuralol as sub-
strate [25]. The uncertainties in both the template used and the inhibition experi-
ments used to verify this model were relatively large [11,14]. The features derived
for this inhibitor-based pharmacophore model [25] were very similar to the fea-
tures of the proposed substrate models of CYP [10,11,28]. For this reason it is
not unlikely that the substrate-based and inhibitor-based pharmacophore models
can be combined.
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Figure 6 Separate pharmacophore models for CYP2D6 catalyzed hydroxylation and
O-demethylation reactions (top left: dark gray substrates with oxidation sites colored light
gray) [35] and for N-dealkylation reactions (top right: light gray substrates with nitrogen
atoms colored dark gray). All 51 substrates have been energy minimized in the active site
of a CYP2D6 protein homology model and combined in one pharmacophore model. Sites
of oxidation are indicated by white arrows. (From Ref. 36.)

F. CYP3A4

To gain better understanding and find a good description of the active site of
CYP3A4, Ekins and coworkers recently built a pharmacophore of CYP3A4 sub-
strates using the program Catalyst [130]. In this study, a three-dimensional quan-
titative structure—activity relationship model was constructed based on the struc-
tures and Km values of 38 substrates measured in human liver microsomal
CYP3A4. After validation of the model by randomizing the activity values and
the substrate structures, a significant representation of the CYP3A4 substrate site
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was generated. The resulting CYP3AF pharmacophore consisted of four features:
two hydrogen-bond-acceptor groups, one hydrogen-bond-donor group, and one
hydrophobic region. These results correspond relatively well with the results from
docking studies into a CYP3A4 protein model using a large number of substrates,
as performed by Lewis et al. [129] (see also Sec. IV.F.4). In that study, it was
concluded that CYP3A4 substrates are characterized by the presence of an elec-
tronegative atom lying between 5.5 and 7.8 Å from the site of metabolism and
that some substrates contain an aromatic ring between 2 and 4 Å from the electro-
negative atom, optimal for aromatic stacking within the CYP3A4 binding site
[129]. The Catalyst substrate 3D model has been validated further by predicting
the Km values of a test set of 12 substrates not used for constructing the model.
The residuals of the predictions were all within 1 log unit from the experimental
values using the fast fitting method of Catalyst, demonstrating a successful exam-
ple of in silico prediction from a pharmacophore model.

G. Summary

A wide variety of substrates specifically metabolized by a given CYP isoenzyme
is generally available. This usually enables the selection of a suitable template
for the pharmacophore model. When suitable template molecule is available, a
combination of several structurally different compounds may also be successfully
used as a template. The earliest reported substrate models for CYPs are relatively
crude pharmacophore models, while the more recently derived models are much
more advanced and are constructed using more sophisticated computational mod-
eling techniques. The latter models demonstrate a clear potential to predict the
possible involvement of specific CYP isoenzymes in the metabolism of selected
substrates and the nature of hypothetical interaction sites in the active site of the
protein. For the polymorphic isoenzyme CYP2D6, pharmacophore models have
already been used to predict its involvement, in order to identify potentially large
interindividual differences between extensive and poor metabolizers. This may
pose risks to poor metabolizers in case either a drug is not metabolized or a
prodrug is not activated due to dependence on a lacking CYP2D6.

IV. PROTEIN MODELS

A. Introduction

Another computer-assisted approach to obtain structural information on the active
site of a protein (e.g., an enzyme) is the construction of a homology model (direct
modeling). Homology modeling yields information on the active site by con-
structing a three-dimensional model of the protein based on the amino acid se-
quence and the crystal structure of one or more similar proteins. This method
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Figure 7 General procedures for the construction of homology (protein) models. Left-
hand side: ‘‘Cut-and-paste’’ method. Right-hand side: Automated modeling using homol-
ogy restraints as implemented in CONSENSUS [38] or in MODELLER [39].

affords a three-dimensional representation of the protein and more specifically
of its active site, as well as information on amino acids (potentially) involved in
binding and on catalysis [13]. Briefly, there are two methods for constructing
protein homology models, as depicted in Figure 7: the ‘‘cut-and-paste’’ method
and ‘‘comparative protein modeling by satisfaction of homology restraints’’ as
included in CONSENSUS [38] or in MODELLER [39].
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In both cases, an alignment is made between the amino acid sequences of
the unknown structure and one or more crystallized template proteins, ideally
supplemented with structural or biochemical data. In the ‘‘cut-and-paste’’ proto-
col, homologous regions present in both the crystal structure(s) and the unknown
structure are copied directly from the crystal structure(s) to the homology model,
while the nonidentical parts are calculated for the model or subtracted from loop
structure databases (Fig. 7, left-hand side). In the case of comparative homology
modeling (Fig. 7, right-hand side), many distance and dihedral restraints on the
target sequence are calculated from the alignment with the template X-ray struc-
tures. Several slightly different 3D structures of the target protein that all satisfy
the large set of spatial restraints can then be obtained using distance geometry
[38] or a simulated annealing protocol [39]. The variability among these models
can be used to estimate the errors in the corresponding regions of the fold.

In both methods presented in Figure 7 the homology model is energy-mini-
mized in the last step using molecular mechanical methods. In the minimized
homology model, substrates, inhibitors, or metabolites can be docked. The con-
structed homology model can also be validated and refined with experimental
data (e.g., from site-directed mutagenesis and/or site-specific modification exper-
iments).

Although a good amino acid alignment between similar proteins is a prereq-
uisite for the construction of a protein model, it is not our aim to discuss the
various methods and software programs used to obtain (automatic) alignments.

B. Requirements

In order to build a homology model of a protein, at least one crystal structure
of a similar protein is required, as well as an alignment describing corresponding
amino acids in the protein under investigation and the crystallized protein(s). The
crystal structure(s) should preferably have a high resolution (1.5–2.5 Å) and a
high (primary sequence) homology with the protein under investigation. Ideally,
the crystallized protein(s) belong(s) to the same family of proteins [(iso)en-
zymes]. The reliability of the alignment depends on the homology between the
crystal structure(s) used and the protein under investigation. When the homology
is relatively low, the alignment will contain parts of questionable reliability, and
consequently various alignments will be possible for such regions. In the case of
low homology, the algorithm used to derive the alignment also has an important
influence on the final homology model, because different algorithms give rise to
different alignments and, consequently, to different protein models. Generally,
an automatically generated alignment needs to be adjusted manually based on
available additional information, such as site-directed mutagenesis [40]. Use of
multialignment techniques and secondary-structure predictions can also help
aligning specific regions with a very low homology [41].
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C. Assumptions

The most important assumption inherent to homology modeling is that the three-
dimensional structure of the protein constructed is similar to that of the crystal-
lized protein used as a ‘‘template.’’ The validity of this assumption, of course,
depends on the specific protein under investigation and the availability of homol-
ogous crystal structures.

An important factor determining the quality of a homology model is the
forcefield used for the molecular mechanical calculations. Various programs, em-
ploying a variety of forcefields, can be used to build a homology model, to en-
ergy-minimize the model, and to dock the substrates, inhibitors, or metabolites.
Because the energy terms and parameters in the different forcefields are not iden-
tical, no direct comparison can generally be made of total energies obtained for
homology models of the same protein by different programs. Structural compari-
sons can be made to a certain extent. However, differences in the forcefields
employed will usually have consequences for the final geometry of the protein
model. When selecting a forcefield, one should first determine whether that spe-
cific forcefield gives an appropriate description of all aspects of the protein model
under construction, e.g., that it contains the correct parameters, in the case of
CYPs, for example, for the description of a heme moiety. Ab initio calculations
would circumvent the dependency of homology models on forcefields, but
protein/enzyme structures are generally far too large for ab initio approaches.

D. Drawbacks of Homology Models

The drawbacks of homology models are closely related to the assumptions men-
tioned earlier. A homology model will to a certain extent resemble the crystal
structure from which it was derived. This resemblance might be real or merely a
consequence of the methodology used. When the homology between the available
crystal structure(s) and the protein/enzyme for which the model is constructed
is relatively low, the alignment of the respective sequences is not straightforward.
In the modeling studies mentioned in Sec. III, several alignment programs were
used. Most of the automated alignments were manually adjusted to incorporate
additional information (e.g., site-directed mutagenesis data) and to remove errors
(e.g., insertions or deletions in α-helices). Although these manual adjustments
introduce uncertainties, different authors have nevertheless independently de-
rived almost identical alignments [9,31,40].

The dependence of the geometry of the final protein model on the forcefield
used is another drawback. It is therefore advisable to perform the geometry opti-
mization calculations used to construct and optimize the homology model also
on the crystal structure(s) used as a template, and to determine first the changes
occurring in the template structure(s) due to this procedure. As several homology
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modeling programs and forcefields have been used to geometry-optimize the re-
sulting protein models, a comparison of the various models has to be considered
carefully. Even when identical software is used, the forcefield parameters used
in the various optimization procedures are not always identical and, unfortu-
nately, often not mentioned in publications.

E. Experimental Validation

The validation of protein models has to come from crystallization experiments or
from other methods, such as three-dimensional NMR. Often, however, homology
modeling techniques are used when protein structure determinations using three-
dimensional NMR or crystallization have not been successful. Predictions as to,
e.g., the possible role of specific amino acids in binding of substrates and/or
inhibitors and in the mechanism of catalysis can often be verified experimentally
using site-directed mutagenesis experiments or site-specific modification experi-
ments. Predictions concerning available space in the active site above different
pyrrole rings can be assessed using reactions between arylhydrazines or aryldia-
zenes with heme proteins, leading to different iron N-arylporphyrins [44]. Such
information can be derived from NMR spin-relaxation studies as well, as per-
formed recently for a number of CYP2D6 substrates [45].

F. Homology Models for CYP Isoenzymes

1. Overview

Despite extensive efforts, no eukaryotic, membrane-bound CYPs have been crys-
tallized so far. However, crystal structures have been resolved for several soluble
bacterial CYPs: thus CYP101 (CYPcam, schematically shown in Fig. 8a) without
substrate [23,26] with camphor as bound substrate [30], with adamantanone, ada-
mantane, camphane, norcamphor, or thiocamphor as bound substrate analogs
[26,46], with metyrapone or 1-, 2-, or 4-phenylimidazole as bound inhibitors [47],
with both enantiomers of a chiral, multifunctional inhibitor bound [48], and with
5-exo-hydroxycamphor as bound catalytic product [49]. Later on, crystal struc-
tures of CYP102 (CYPBM3, schematically shown in Fig. 8b) without substrate
[8,37,50], CYP 107A (CYPeryF) with 6-deoxyerythronolide B as bound substrate
[51,52], and CYP108 (CYPterp) without substrate [37,53] and the CYP51 in M.
tuberculosis [59] have been described as well. Also, a crystal structure has been
published for a soluble eukaryotic Fusarium oxysporum CYP55 (CYPnor) [54]
that in contrast to other CYPs does not possess mono-oxygenase activity, but
reduces nitric oxide instead [55]. Furthermore, the crystal structures of the rabbit
CYP2C5/3, a solubilized mammalian chimera, has recently become available
[132,133]. The core region of CYPs, containing the D-, E-, I-, and L-helices and
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Figure 8 Schematic diagram of (left) CYP101 and (right) CYP102. Helices are repre-
sented as rods and β-sheets as flat arrows. (From Ref. 55.)

the heme coordination region, of all available crystal structures is very similar
[4,9,52,56,57], indicating that the three-dimensional structure of these regions is
well conserved despite a low sequence homology, while other regions (e.g., the
active site region containing the B′-helix [4,52,57], the loops between the C- and
D-helices, the region spanning the F- and G-helices, and some parts of the β-
sheets) are less similar [4,9,52,56,57]. For this reason, the core region of homol-
ogy models of CYPs based on these crystal structures will likely be a reliable
representation, while other parts will remain speculative.

Table 1 summarizes homology models built so far based on the available
CYP crystal structures. In principle, a crystal structure of a membrane bound
CYP would be the best starting point for a homology modeling study on a mem-
brane bound CYP. In the absence of such a crystal structure, CYP102 and
CYP2C5/3 represent the best starting points for homology modeling.

The most reliable homology models so far have been constructed based on
multiple alignments and use site-directed mutagenesis data to enhance the reli-
ability of the alignment [61,62]. Some models have been experimentally validated
by site-directed mutagenesis experiments, while in other cases the site-directed
mutagenesis experiments were based on initial predictions from the homology
models. Recently, a set of protein models for CYP2D6 was reported that incorpo-
rated distance restraints derived from NMR data in order to enhance the quality
of these models [45,63,64]. Although several homology models are based on
multiple alignments methods, site-directed mutagenesis data is less widely used
[13,31,45,65–69].

Examples of recently constructed homology models using all available
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Table 1 Overview of Homology Models Built for Cytochromes P450, the Crystal Structure(s) Used as a Template, and Some
Specifications of the Homology Models

Enzyme model Template CYP(s) Specificationa and reference(s)

CYP1b 101 Complete CYP model. Little specific information about this model is indicated [102].
CYP1A1 101 Complete CYP model [103]. Alignment in conflict with experimental data for CYP2A4/

2A5.
CYP1A1 101 Complete CYP model [104].
CYP1A1/1A2 102 Complete CYP model [105].
CYP1A1/1A2/1A6 102 Complete CYP model [109].
CYP1A2 102 Complete CYP model [107].
CYP1A2 102 Complete CYP model [108].
CYP1A2 101/102/107A/108 Complete CYP model. Comparison with CYP2D6 and CYP3A4 [83].
CYP2A1/2A4/2A5 102 Complete CYP models [69].
CYP2A6 102 Complete CYP model. Incorporates data from a variety of site-directed mutagenesis studies

to improve/adjust the alignment. A limited amount of specific information about this
model is indicated [68].

CYP2A6 102 Complete CYP model [106].
CYP2Bb 101 Complete CYP model. Little specific information about this model is indicated [102].
CYP2B1 101 Complete CYP models, which do not explain all site-directed mutagenesis results [67].
CYP2B1 102 Complete CYP model, including a suggestion for membrane attachment [78].
CYP2B1/2B4 102 Complete CYP model. Incorporates data from a variety of site-directed mutagenesis studies

to improve/adjust the alignment [68].
CYP2B4 101/102/107A/108 Complete CYP model [110].
CYP2B1/2B4/2B5 102/2C5 Complete CYP models. In agreement with site-directed mutagenesis antibody-recognition

site residues associated with binding redox partner residues [77,60].
CYP2B6 101/102/107A/108 Complete CYP model [111].
CYP2C3/2C9 102 Complete CYP model. Incorporates data from a variety of site-directed mutagenesis studies

to improve/adjust the alignment. A limited amount of specific information about this
model is indicated [68].
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CYP2C9 101 Complete CYP model. Site-directed mutagenesis data used to improve the multialignment of
the 2-family [13].

CYP2C9 101/102/107A/108 Complete CYP models [112].
CYP2C9/2C18/ 101/102/107A/108 Complete CYP models [113].

2C19
CYP2C9/2C19 102 Complete CYP models [90,91].
CYP2D1/2D6 102 Complete CYP models. Incorporates data from a variety of site-directed mutagenesis studies

to improve/adjust the alignment. A limited amount of specific information about this
model is indicated [68].

CYP2D6 101 Preliminary CYP model, containing only active site regions of the protein (11 segments). In-
dicated Asp301 as an important amino acid for catalytic activity [32].

CYP2D6 101/102/108 A set of 13 complete CYP models. Uses structural alignment method, multiple alignment
(16 CYP sequences), and NMR-derived distance restraints [45].

CYP2D6 101/102/108 Semicomplete CYP model containing active site region and well-conserved regions (three
segments, only highly variable loops omitted). Uses structural alignment method and mul-
tiple alignment (66 CYP sequences). Incorporates data from site-directed mutagenesis re-
sults concerning the 2-family to improve/adjust the alignment [31].

CYP2D6 102 Complete CYP model. Incorporates data of allelic variants and site-directed mutagenesis
studies [114].

CYP2D6 101/102/107A/108 Complete CYP models [63,64].
CYP2D6 101/102/108 Complete CYP model including 51 docked substrates [35,36].
CYP2D6 101/102/107A/108 Complete CYP model. Comparison with CYP1A2 and CYP3A4 [83].
CYP2E1 102 Complete CYP model. Includes data of species differences between rat, mouse, and man

[115,116].
CYP3A4 (CYPNF) 101 Complete CYP model. Only partially geometry optimized [117].
CYP3A4 102 Complete CYP model [129].
CYP3A4 101/102/107A/108 Complete CYP model [61,62].
CYP3A4 101/102/107A/108 Complete CYP model. Comparison with CYP1A2 and CYP2D6 [83].
CYP4A1/4A4/ 102 Complete CYP model. Incorporates data from a variety of site-directed mutagenesis studies

4A11 to improve/adjust the alignment [118].
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Table 1 Continued

Enzyme model Template CYP(s) Specificationa and reference(s)

CYP4A11 102 Complete CYP model [119].
CYP5 (TXAS) 101 or 102 Complete CYP models. Comparisons of models derived from CYP101 or CYP102 [60].
CYP11A (CYPSCC) 101 Complete CYP model [120].
CYP17 (CYP17α) 101 Complete CYP model [84].
CYP17 (CYP17α) 101 Complete CYP model [66].
CYP17 (CYP17α) 101 or 102 Complete CYP models. Comparisons of models derived from CYP101 or CYP102 [121].
CYP17 (CYP17α) 101 Complete CYP model [122].
CYP19 (CYParom) 101 Partial CYP model containing only heme region and I-helix [65].
CYP19 (CYParom) 101 Complete CYP model. Little specific information about this model is indicated [102].
CYP19 (CYParom) 101 Complete CYP model [84].
CYP19 (CYParom) 101/102/108 Semicomplete CYP model [56].
CYP19 (CYParom) 101/102/108 Partial CYP model containing heme moiety, I-helix, and C-terminus [123].
CYP19 (CYParom) 101 or 102 Complete CYP models. Comparisons of models derived from CYP101 or CYP102 [88].
CYP51 (CYP14α) 101 Complete CYP model [49].
CYP51 (CYP14α) 101 Complete CYP model [124].
CYP51 (CYP14α) 102 Complete CYP model [125].
CYP105A1/B1 101 Complete CYP models generated with different alignments [126].

(CYPSU1/SU2)

a Complete CYP model � model constructed for complete enzyme, including regions with (very) low homology; partial CYP model � regions with low
homology have been omitted; semicomplete/preliminary CYP model � regions with low homology, nonessential for catalytic activity, have been omitted.

b Specific isoenzyme not given.



Molecular Modeling to Predict Drug Metabolism 527

CYP crystal structures and a variety of site-directed mutagenesis data (Table 1)
will be discussed next: CYP2B1 [40], CYP2D6 [31], CYP3A4 [61,62], and
CYP19 [56].

2. CYP2B1

CYP2B1 is one of the most active and versatile cytochromes CYP in the rat,
which catalyzes the 16 β-hydroxylation of androstenedione with a high degree
of specificity [70]. A homology model for CYP2B1 was constructed using a
consensus modeling method in which the coordinates of the model are weighted
averages of the coordinates of the three crystal structures [40]. The alignment of
the sequences of the three crystal structures was done using a structure-based
alignment [9], in which positions of secondary structure elements were aligned
based on a structural superposition rather than on primary amino acid sequences.
Molecular mechanical and molecular dynamical techniques were used to optimize
the protein model [40]. The substrates androstenedione and progesterone were
docked into the active site area of the protein model, and all site-directed muta-
genesis data available for CYP2B1 could be explained by this model, in contrast
to previous homology models constructed based on CYP101 alone [67]. This
indicates the superiority of homology models that use all available crystal struc-
tures and combine these with site-directed mutagenesis experiments or other pro-
tein biochemistry data, relative to models constructed solely from the crystal
structure of CYP101. A stereo view of androstenedione docked into the active
site of the homology model for CYP2B1 [40] is shown in Figure 9.

The active site could be distinguished in an upper part containing residues
Ile114 and Ile290 (not shown in Fig. 9) and a lower part with residues Gly478
and Ile480, which were shown to be important for activity [70–76]. These two
groups of residues could not interact with the substrate androstenedione simulta-
neously when it is docked in a 16α- or 16β-binding orientation. The key amino
acids indicated by site-directed mutagenesis experiments were changed in the
model, after which androstenedione was docked into the mutant protein model
in 16α-, 16β-, and 15α-binding orientations, thereby confirming key roles of
residues Ile114, Phe206, Ile290, Thr302, Val363, and Gly478, in agreement with
site-directed mutagenesis data [70–76] and with the previously derived homology
model for CYP2B1 [67]. Other complete models of CYP2B1 based on CYP102
have also been described [77,78]. Recently, the first protein homology models
of CYP2B1, 2B4, and 2B5 based on the new crystal structure of mammalian
CYP2C5 [132/133] have been published [60]. This molecular modeling and mu-
tagenesis study has revealed a molecular basis for difference in inhibition of
CYP2B1, 2B4, and 2B5 by 4-phenylimidazole showing the importance of resi-
dues Ile114, Ser294, Ile363, and Val367 in the active site of CYP2B1 (Fig. 9)
[60].
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Figure 9 Cytochrome P450 homology models of CYP2B1 (a), CYP2B4 (b) and
CYP2B5 (c) based on the recently published crystal structure of mammalian CYP2C5
[132,133]. Together with results from mutation studies, the homology models reveal that
amino acids 114, 294, 363, and 367 in the active sites of the CYP2B enzymes are responsi-
ble for observed differences in inhibition constants of 4-phenylimidazole. The view is
perpendicular to the heme group shown as ‘‘lines,’’ 4-phenylimidazole is shown as ‘‘ball-
and-stick’’ with the dark gray nitrogen atom close to the heme iron. (From Ref. 60.)

3. CYP2C8, 9, 18, and 19

Characteristic substrates of the CYP2C subfamily are anions or polar hydrogen-
bond-accepting substrates of a variety of shapes and sizes. Among these are war-
farin, phenotoin, tolbutamide, and thienilic acid [131]. Substrate binding to P450
2C isoenzymes is believed to involve hydrogen and ion-pair interactions with a
significant selectivity for substrate recognition between the various 2C-isoen-
zymes. Recently, 3D-homology models of CYP2C9 [112], 2C18, and 2C19 [113]
were built, assessed, and used to explain substrate selectivities. Unconstrained
molecular dynamics (MD) simulations were used to test the stability of the protein
models and to calculate sites of hydroxylation in the 2C-substrates.

4. CYP2D6

A homology model was recently constructed for human CYP2D6, a polymorphic
member of the CYP superfamily absent in 5–9% of the Caucasian population
[22,23,79]. First, the sequences of the crystal structures of the bacterial CYP101,
CYP102, and CYP108 isoenzymes were structurally aligned [31] using a method
similar to that described by Hasemann et al. [9]. Then a multialignment for 66
members of the CYP2-family was constructed [31], which facilitated the align-
ment of CYP2D6 with the structural alignment of the three crystal structures.
This multialignment also enabled the use of site-directed mutagenesis data of
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other members of the CYP2 family to improve the alignment between CYP2D6
and the structural alignment of the sequences of the three crystal structures [31].
Molecular mechanical calculations were used to optimize the constructed homol-
ogy model [31]. The active site consisted of the heme moiety, the F-, I-, and K-
helices, the loop between helices B and B′, the loop between the B′ and the C-
helix, and β-sheets 3 and 5. Three known substrates (debrisoquine, dextromethor-
phan, and GBR 12909) and one inhibitor (ajmalicine) were docked into the active
site of the CYP2D6 model [31], indicating the protein model to be able to accom-
modate large substrates, which extended considerably the boundaries of the previ-
ously derived pharmacophore model for CYP2D6 [11,14] described in a previous
section.

The orientation of the substrates relative to each other when docked into
the active site, the position of the heme moiety, and the position of the I-helix
containing Asp301 (an amino acid proposed [32] and shown [33] to be crucial for
the catalytic activity of CYP2D6) were used to improve the previously described
pharmacophore model for CYP2D6 substrates (see Figs. 5c [11] and 5d [10].
The two amino acids in CYP2D6 for which site-directed mutagenesis data is
available, namely, Asp301 [33] and Val374 [80,81], were indeed part of the active
site of the derived protein model [31]. Asp301 is an especially important residue
for catalytic activity because it forms a hydrogen bond with the basic nitrogen
atom present in the substrates of CYP2D6 (as indicated earlier). Because no fur-
ther site-directed mutagenesis data is available for CYP2D6 as yet, no validation
could be given of the importance of other amino acids in the active site of
CYP2D6 indicated by the model. The homology model indicated a region of the
active site to be a hydrophobic envelope in which only planar substrates could
be accommodated, in close agreement with previously derived pharmacophore
for CYP2D6 [10,11,27,29,82]. Recently, 51 substrates were docked and evaluated
in a refined model of CYP2D6 explaining 72 metabolic pathways catalyzed by
CYP2D6. It appeared that this model could predict correctly six out of eight
metabolites observed in a ‘‘test set’’ of seven compounds [30,35,36]. A compara-
ble complete CYP2D6 model was recently published together with models of
CYP1A2 and CYP3A4 based on four bacterial crystal structures [83]. In total,
14 CYP2D6 substrates and four nonspecific substrates known to be metabolized
by CYP2D6 were successfully docked into the active site. It was found that al-
most all substrates have important VDW interactions with Val370, Phe483, and
Leu484 in the active site, whereas Asp301 is always involved in charge-rein-
forced hydrogen bonds with the protonated nitrogen atom of the substrates. This
chapter also gives a suggestion for membrane attachment of mammalian CYPs
1A2, 2D6, and 3A4 [83] (Fig. 10).

One of several succesful applications of substrate and protein modeling in
the case of CYP2D6 was recently reported, i.e., the design, and subequent synthe-
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Figure 10 Sketch of the CYP2D6 model after De Rienzo et al. [83]. Labels indicate
some of the relevant protein regions. The heme group is represented as a black-capped
stick model. The gray spheres indicate the active site cavity. A hypothetical membrane
topology is presented showing the N-terminal helix and the HF/HG loop in contact with
the hydrophobic membrane environment. (From Ref. 83.)

sis and experimental validation of 7-methoxy-4-(aminomethyl)coumarin as a
novel and very selective substrate for high-throughput screening purposes
(MAMC, Fig. 11) [127]. In line with computational predictions using the sub-
strate and protein models of CYP2D6, the affinity of MAMC was very high for
CYP2D6 when compared to nine other human CYPs; moreover, the metabolic
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Figure 11 Substrate and protein modeling in the case of CYP2D6 has lead to the design
of 7-methoxy-4-(aminomethyl-coumarin (MAMC, right). MAMC has been superimposed
on debrisoquine and dextromethorphan (left). (From Ref. 127.)

product, anticipated from the computer models, was fluorescent, thus making
metabolic assays and drug–drug interaction assays feasible in a microplate reader
setup.

5. CYP3A4

Cytochrome P450 enzymes of the CYP3 family are associated with the metabo-
lism of a large variety of structurally diverse chemicals with considerable varia-
tions in molecular size, ranging from steroids like testosteron (MW � 288) and
progesterone (MW � 314), carcinogens like aflatoxin B1 (MW � 312), and drugs
like nifedipine (MW � 346) to large antibiotics like erythromycin (MW � 734)
and cyclosporin A (MW � 1202). Therefore, the CYP3A4 binding site is consid-
ered to be relatively large and open in order to accomodate such large substrates.
A first molecular model of the CYP3A4 was built by Ferenczy et al. shortly after
the first crystal structure of bacterial CYP101 (P450 cam) [117,30], describing the
modeled orientations of nifedipine, testosterone, quinidine, and S-benzphetamine
within the binding site. Another CYP3A4 model was built later based on the
crystal structure of CYP102 (P450BM3), being a class II cytochrome P450 [129].
In this 3A4 model, the heme pocket is also characterized by a relatively large
and open substrate-binding site. A ‘‘palisade’’ of aromatic residues (Phe 181,
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Phe 263, and Tyr 266) reside on one side of the pocket, allowing the binding of
relatively planar molecules, such as aflatoxin B1 and benz(a)pyrenes. As more
crystal structures of CYP appeared, a consensus homology modeling strategy
was used by Sklarz and Halpert and recently by De Rienzo et al. to build CYP3A4
using the coordinates of four bacterial CYPs: CYP101, CYP102, CYP107, and
CYP108 [61,62,83]. According to the authors, especially the inclusion of
CYP107 (P450cryF) as a template resulted in a structure of the B′-helix that pro-
vided an enlarged 3A4 active site that enables the enzyme to accommodate large
substrates such as erythromycin. From these studies, several active site residues
are indicated to be interesting for site-directed mutagenesis studies [61,62,83].

6. CYP19

CYP19 (CYP aromatase) catalyzes the conversion of C19 steroids to estrogens.
A model for CYP19 [56] was constructed using the core structure of the three
crystallized bacteria CYPs using a structure-based alignment [9] based on a combi-
nation of previously reported alignments from Hasemann et al. [53] and Ravichan-
dran et al. [8]. Molecular mechanics and molecular dynamics were used to opti-
mize the homology model [56]. The active site was formed by the heme moiety,
the loop between helices B′ and C, the I-helix, and β-sheets 1 and 4 [56]. The
loop between helices B and B′ was not in the active site of this homology model
[56], in contrast with an earlier homology model for CYP19 [84] based solely on
CYP101 and in contrast with the homology model for CYP2D6 [31] based on
the crystal structures of CYP101, CYP102, and CYP108, as described earlier.
Two enantiomers of vorozole, a known inhibitor of CYP19, were docked into the
active site of the protein model, explaining experimentally observed results [56],
like the necessity for a kink in the I-helix, which can be accomplished by either
a proline residue or two glycine residues. Residues indicated by site-directed muta-
genesis experiments to be important for catalytic activity, i.e., Glu302 [65],
Asp309 [85,86], Thr310 [85,86], and Ile474 [87], were indeed part of the active
site [56]. Regions important for binding of CYP19 and its redox partner were also
predicted, indicating that CYP19 cannot be classified as a class I or a class II
CYP, but is an intermediate CYP type [56]. Two other complete models of CYP19
based on CYP101 and CYP102, respectively, have also been constructed [88].
Three steroidal inhibitors, four nonsteroidal inhibitors, and two flavone phytoes-
trogens were docked into the active sites. In this case, the authors preferred to
evaluate the results based on the CYP101 template, where the F- and G-helices
have more important contributions to the structure of the active site [88].

G. Summary

All homology models of mammalian CYPs based on crystal structures presently
available indicate certain regions in the CYP isoenzymes that can be modeled
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with relative ease and high accuracy (e.g., the oxygen-binding domain near the
heme, the helices D, E, I, and L, and some β-sheets) [31,40,56], and certain
regions in which the models are less reliable due to large differences between
the available bacterial CYP crystal structures in these four regions (e.g., the B′-
helix, the loops between the C- and D-helices, the region spanning the F- and
G-helices, and some parts of the β-sheets) [31,40,56].

Generally, very useful information concerning amino acids important for
substrate and/or inhibitor binding can be obtained using homology models, al-
though due to the relative low homology in the substrate/inhibitor binding site
region between the various CYPs, these predictions should always be considered
carefully and verified experimentally. Homology models can therefore be very
useful to guide site-directed mutagenesis or site-specific modification experi-
ments, but they cannot completely replace them. Concerning amino acids respon-
sible for the catalytic activity of a certain CYP, homology models can merely
be used to verify whether the observed differences can be rationalized using the
modeled structure, because kinetic information on catalytic activities can as yet
not be obtained from theoretical interaction studies.

V. COMPUTATIONAL PREDICTION OF TOXICITY

Out of almost 2 million substances registered in the Chemical Abstracts, only
5000 are included in the Royal Society of Chemistry’s Dictionary of Substances
and Their Effects [89]. DOSE contains data on metabolism and pharmaco-/toxic-
okinetics, acute and subacute and long-term toxicity, carcinogenicity, teratogenic-
ity, and reproductive effects, etc. Therefore, and because it is generally felt that
toxicological animal tests have to be replaced by fast, reliable and cheaper ap-
proaches predicting toxic effects, several toxicological endpoints have been de-
scribed using so-called computational predictive toxicology (CPT) methods.
Chemical carcinogenesis has been the main focus in this regard. The available
CPT techniques range from statistical modeling techniques to methods based on
mechanistic knowledge derived from a wide range of sources.

A. Selected Computational Predictive Toxicology Methods

A Computer-Optimized Molecular Parametric Analysis of Chemical Toxic-
ity (COMPACT) program has been developed at the School of Biological
Sciences of the University of Surrey (Table 2). COMPACT predictions of toxic-
ity are based on mechanisms of activation and on induction of cytochrome
CYP1A and 2E, resulting in mutagens and reactive oxygen species that can initi-
ate and promote tumors. The approach is based on relatively simple computer-
calculated molecular descriptors such as: area/dept2, collision diameter, ∆E
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Table 2 COMPACT Flowchart

1. Construct molecule
2. Minimize geometry
3. Measure molecular geometry
4. Calculate electronic structure
5. Compare molecular parameters with training set (2D or 3D)
6. Predict CYP isoenzyme selectivity
7. Predict potential toxicity

Source: Adapted from Ref. 92.

(LUMO-HOMO), and log P. Cluster analysis on these descriptors, for a 100-
compound training set, yielded structural requirements for active compounds.
Criteria for CYP1A, 2B, 2E substrates and inducers have been described by
COMPACT. Results obtained with COMPACT have been combined with Hazar-
dExpert predictions to improve the predictability by including metabolism [90–
92].

The authors relate CYP selectivity to potential toxicity mechanisms:
CYP1A, strong evidence of toxicity (reactive intermediates); CYP2E, suspected
toxicity (oxygen radicals); CYP3A, possible weak toxicity; CYP4A, likely rodent
toxicity (peroxisome proliferation); and CYP2B, low level of toxicity. A rigid
evaluation of the predictive value of COMPACT is still missing, however.

The Computer Automated Structure Evaluation (CASE) program was de-
veloped by Klopman et al. in early 1980 at Case Western University in Cleveland,
based on methods developed by Cramer et al. and Hodes et al. [93–95]. It uses
topological descriptors found statistically relevant to correlate with toxicological
properties. Substructural fragments derived from training sets are used to describe
toxicological properties or to predict such properties for compounds outside the
training sets. A quantitative form of CASE, in which the toxicity of compounds
was provided in CASE units on a continuous scale, was presented in 1985. Prese-
lected descriptors were evaluated in a linear regression analysis to produce
QSARs. In later versions of CASE, calculated log P and (log P)2 as well as
(imported) quantum mechanical molecular parameters were used to derive
QSARs. In the early 1990s, CASE was superseded by MultiCASE, which con-
tains CASE as an option and handles databases in a hierarchical way. MultiCASE
uses the concepts of biophores and modulators and breaks up training sets into
subsets closer to premises used by a chemist than CASE does [95]. With the
introduction of MultiCASE, the cis-/trans-geometry of fragments, fragment envi-
ronments, and expanded and composite fragments were introduced [95]. An ex-
ample describing the mutagenicity of pyrene is given in Figure 12. CASE and
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Figure 12 CASE prediction for mutagenicity of pyrene showing activating (right, top)
and deactivating (right, bottom) fragments. (Redrawn from Ref. 128.)

MultiCASE have been compared as to their ability to predict carcinogenicity
when trained on the same database.

The Toxicology Prediction by Komputer Assisted Technology (TOPKAT)
program was initially developed by Health Design Inc. [96] and later taken over
by Oxford Molecular Group Inc. TOPKAT utilizes QSTR methodology for as-
sessing specific adverse health effects, e.g., rodent carcinogenicity, Ames muta-
genicity, developmental toxicity, skin sensitization, daphnia magna EC50s. The
program computes probable toxic effects of chemicals solely from their chemical
structure. The data (chemical structure, CAS numbers, experimental toxicity val-
ues, reference citations) used to develop the models has been accumulated, evalu-
ated, and standardized by statisticians, toxicologists, computational chemists, and
computer programmers specializing in QSTR/QSARs. The descriptors used in
TOPKAT models quantify the electronic (E-states), shape (14 indices per mole-
cule), and symmetry (7 indices per molecule) attributes of a molecular structure.
TOPKAT computes probability values for the toxicity of a chemical using a linear
QSTR equation. TOPKAT does not consider inorganic compounds, organometal-
lic compounds, or mixtures of compounds. TOPKAT has been implemented with
the TSAR QSAR package from Oxford Molecular enabling a general toxicity
estimate with QSARs. A typical TOPKAT prediction for lidocaine is presented
in Figure 13 [96].
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Figure 13 TOPKAT prediction sheet of the rat oral LOAEL for lidocaine. (Redrawn
from Ref. 96.)

The Deductive Estimation of Risk from Existing Knowledge (DEREK) sys-
tem was initially developed by Sanderson and Earnshaw [97] and was based on
the LHASA synthesis-planning program developed by Corey’s group at Harvard
University. DEREK is interactive and rule based. The rule starts with references
to toxicophores, and the second part of the rule concerns a ‘‘computational’’
description of rule. The DEREK rule base can be separated into three subsets of
rules describing several toxicological endpoints.

HazardExpert (HEX) is another program, by CompuDrug intially devel-
oped in 1987 as ‘‘a model of chemical toxicity in a compartimentalized system’’
and to predict toxicity of chemicals. Originally, a knowledge base collected by
the EPA was used to predict several classes of toxicity, including oncogenicity,
mutagenicity, and neurotoxicity, in various biosystems, e.g., including mammals,
fish, and plants. The knowledge base has been further developed based on lists
of toxic fragments reported by more than 20 leading experts. The values used
by HEX can be set by the user to create additional biosystems and rules [92]. To
predict toxicity, HEX uses an active fragment approach. CompuDrug meanwhile
developed other expert systems, notably MetaboloExpert and Prolog P, to predict
metabolites and log P values, respectively. Initially, these programs were based
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on artificial intelligence languages. But more recently, HEX was combined with
neural network technology to form a ‘‘hybrid’’ system. Rigid validation tests of
HEX have not yet been reported, although recently 456 compounds have been
pulled through HEX evaluation using experimental carcinogenicity data taken
from an IARC database. Although HEX has been presented as a quantitative
form of DEREK, its toxicity predictions are semiquantitative, predicting one of
five concern levels.

Very recently, SciVision offered a comprehensive toxicological informa-
tion system, TOXSYS. TOXSYS contains a wealth of toxicological information
on over 230,000 compounds. It also uses neural net analysis to predict potential
toxicity of compounds. Because of its size and potential applicability TOXSYS
is worthwhile mentioning here, although the experience with this program in
toxicological research is minimal so far (www.scivision.com).

B. Comparison of Different Computational Predictive
Toxicology Methods

The most well-known methods presently available make use of some sort of a
noncongenericity correction and can then roughly be divided into two groups,
i.e., rule-based and correlative methods. In Table 3, a comparative description
of the CPT methods briefly discussed is presented. The CASE/MultiCASE and
TOPKAT methods are both based on correlative models. The CASE and
MultiCASE programs are developed as data-mining systems to find (new) SARs.
MultiCASE is particularly useful as a discovery tool, while TOPKAT is more
aimed at validated assessments of toxicity [96]. The philosophy of the ADAPT
system is more closely related to that of CASE/MultiCASE than to TOPKAT
and is using standard techniques with descriptors that can also be applied to
predict properties other than toxicity, such as retention times on a column [98–
100].

DEREK, HazardExpert, and OncoLogic [101] are all rule-based systems,
but their specific background as well as their applicability differ. DEREK and
HazardExpert are semiquantitative, and no further description of the supposed
toxicity mechanism is needed. DEREK and HazardExpert include rules on sev-
eral toxicological endpoints, while OncoLogic [101] just describes carcinoge-
nicity.

Ideally, the goals for CPT methods should be: (1) to generate with a known
reliability or confidence limit, (2) to be applicable to all types of potentially toxic
agents (including organic, inorganic, polymeric compounds, minerals, and mix-
tures, and (3) to accelerate the performance of risk assessment and the experimen-
tal toxicity-assessment programs. As yet there is no ideal CPT method available,
however. Moreover, a solid evaluation and validation of the various CPT methods
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Table 3 Brief Description of Some Computational Predictive Toxicology
(CPT) Methods

Name Modeling type Method Ref.

CASE Derives (Q)SARs via fragment-based auto- Correlative 95
MultiCASE matic data mining; previously derived

models can be used for predictions
TOPKAT Uses topologically based (Q)SARs derived Correlative 96

by expert guided data mining
ADAPT Uses fragment-based human guided Correlative 98–100

pattern-recognition modeling tools
DEREK Expert system based on (bioactivating) tox- Rule based 97

icophores
Oncologic Expert system utilizing a wide range of Rule based 101

user-provided compound properties
HazardExpert Expert system using positive and negative Rule based 92

conditions/toxicophores supported by
metabolism data and calculated log P,
pKa, and log D values

COMPACT Expert-derived SARs of toxicities medi- Correlative � 90
ated by cytochrome P450 metabolism. rule based

TOXSYS Toxicological information system with Correlative
neural net analysis to predict toxicity

is not yet available. Negative predictions are neither appropriately evaluated nor
validated at this moment, mainly because of lack of knowledge in general or of
knowledge on negative indicators of toxicity. As long as this is the case, CPT
methods will not become a major tool in decision-making processes in drug dis-
covery or environmental risk assessment. The current status of the various CPT
methods seems to divide investigators into believers and nonbelievers, as can be
derived from several reports in the literature.

VI. CONCLUSIONS

A number of pharmacophore models have been derived for CYPs, based either
on suitable template molecules or on a variety of substrates or inhibitors when
a single compound was inappropriate as a template molecule. Several of these
pharmacophore models have been shown to have a good predictive value con-
cerning metabolism and substrate/inhibitor selectivity, a property especially rele-
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vant for isoenzymes that are subject to genetic polymorphisms (e.g., CYP2D6
[10,11,25]. Despite the potential benefits (especially for the chemical and pharma-
ceutical industry), the development of small molecule (pharmacophore) models
for biotransformation enzymes has received relatively little attention so far, in
contrast to pharmacophore models for receptor ligands.

The homology models for CYPs indicate that certain regions in the proteins
can be modeled with relative ease and high accuracy (e.g., the oxygen-binding
domain near the heme, the helices D, E, I, and L, and some β-sheets
[31,34,40,56], while in certain other regions the homology models are less reli-
able due to large differences between available crystal structures and the modeled
CYPs (e.g., the B′-helix, the loops between the C- and D-helices, the region
spanning the F- and G-helices, and some parts of the β-sheets [31,34,40,56]. The
topology of homology models is generally prejudiced by the template crystal
structure. However, due to crystal-packing effects, the crystal structure conforma-
tion might differ from the conformation of the protein in solvent. For this reason
additional information from three-dimensional NMR techniques would be useful
to supplement the crystal structures.

Generally, useful information concerning amino acids important for sub-
strate and/or inhibitor binding can be obtained using homology models, although
due to the relatively low homology in the case of CYPs in the substrate binding
site region these predictions have to be considered carefully and should be veri-
fied experimentally. Homology models can be used to guide site-directed muta-
genesis and site-specific modification experiments, but cannot completely replace
them. As for the role of amino acids in the catalytic activity of a certain CYP,
homology models can merely be used to verify whether the observed differences
can be rationalized using the modeled structure, since information on catalytic
activities cannot be obtained from these theoretical interaction studies. Cautious
indications of substrate selectivity can be given in specific cases, although these
predictions also have to be considered carefully and verified experimentally.

For the purpose of computational predictions of toxicity, there are multiple
computer programs as well. Ideal programs, i.e., generating predictions with a
high reliability, possessing a broad applicability, and really accelerating the risk
assessment programs, however, are not available yet. Comparison of programs
and validation (including sufficient negative predictions) are still missing as well.
As long as this is the case, CPT methods will probably not become a major tool
in drug discovery and risk assessment processes. Generally speaking, it may be
concluded that computational approaches (often named in silico or in computro
approaches as well), parallel to high(er)-throughput experimental technologies,
are gradually becoming one of the newer and faster-developing approaches in
drug metabolism, drug discovery, and toxicology. When new links with other
recent developments, such as in neural network computing, genomics, pro-
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teomics, and bioinformatics, can be created, in silico methods to predict drug
metabolism and toxicity are likely to be of great scientific and practical
utility.
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I. INTRODUCTION

The primary tool available to minimize patient exposure to interacting drug com-
binations has traditionally been memorization of interacting drugs. Monographs,
handbooks [1], charts, and databases were compiled by physician, pharmacists,
nurses, and dentists to assist them to retrieve dangerous drug combinations, but
unfortunately the availability of these tools did not alleviate the problem [2]. In
the last decade, the developing field of metabolically based drug interactions (see
previous chapters) has opened new possibilities. There now exists a framework,
based on in vitro studies, to anticipate some drug interactions. It became apparent
to scientists in the pharmaceutical industry that the most effective approach to
decrease the interaction potential of a drug candidate is during the earliest stages
of drug development—at the level of drug discovery. New guidelines were issued
in 1997 by regulatory agencies in the United States [3] and Europe outlining the
need for in vitro studies for any new chemical entity and the possibility of provid-
ing ‘‘class labeling.’’ The pharmaceutical industry created new programs in the
early phases of drug discovery and development to characterize, decrease, and,
in some cases, eliminate the drug interaction potential of drug candidates.

549
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These changes have had an impact on a broad array of health care providers
and scientists. For clinicians, a new enzyme-based approach to drug interactions,
with all its intricacies and nuances, has to be learned in order to take advantage
of the rational, class-labeling system [4]. For scientists in academia, regulatory
agencies, and the pharmaceutical industry, the progress accomplished in the pre-
diction of metabolically based in vivo drug interactions means that research has
to be undertaken to define the boundaries of quantitative predictions based on in
vitro data. Implementation of the new approach requires rapid access to a decade
of new literature on metabolic isozymes, substrates, inducers, and inhibitors. For
example, those working in discovery need to understand whether inhibition of a
particular metabolic enzyme (i.e., CYP2C9) with an IC50 in the micromolar range
implies that a drug candidate should not be considered further. Those performing
in vitro studies with human tissue fractions or cloned enzymes must resolve issues
pertaining to incubation conditions: amount of enzyme, substrate/inhibitor deple-
tion, microsomal binding, mechanisms of inhibition, inhibition parameters, and
substrate independence of inhibition [5]. Scientists designing protocols for repre-
sentative drug interaction studies in healthy subjects or patients must question
the relative usefulness of different enzyme probes [6]. All this information is
spread in a large body of literature that is relatively recent but expanding at a
fast pace.

Changes in the field of drug interactions have drastically altered the need
for and functions of drug interaction databases [7]. The metabolic drug interaction
(MDI) database pioneered at the University of Washington utilizes an object-
oriented approach. A prototype, which includes in vitro and in vivo inhibition
models and information from approximately 500 peer-reviewed published arti-
cles, has been built. The utility of the prototype, as well as examples of queries
and sample outputs of the MDI database, are presented in this chapter.

II. DATABASE DESIGN

A. Defining the Problem

A fundamental issue in database construction is to define endpoints of informa-
tion management. The primary purpose of this database is to serve as a tool for
researchers and clinicians interested in correlating in vitro and in vivo findings
on interactions associated with metabolic enzymes (cytochromes P450, UDP-
glucuronosyl transferase [UDPGTs]) and transporters (P-glycoprotein). The unit
of information is the original research article. In vitro studies define the role of
particular metabolic enzymes in the various metabolic pathways of substrates
and the inhibition and induction spectra of drugs toward metabolic enzymes.
Particular attention is paid to experimental conditions—enzyme kinetic parame-
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ters, including Km, Ki, and IC50. In vivo studies include pharmacokinetic studies
with blood level measurements, pharmacokinetic-pharmacodynamic studies, as
well as case reports.

B. Technical Approach: Object-Oriented vs. Relational
Databases

Data has been collected and stored in computers for over 30 years. Gleaning
knowledge from an accumulated data store has remained the domain of informa-
tion technology professionals well versed in SQL (Sequel Query Language) and
other retrieval languages. The relational data model, developed in the 1970s, was
designed for the most important task at that time, which was data collection.
Currently, the focus has turned to ‘‘mining’’ these vast collections of data for
knowledge; the retrieval methods of the relational model are no longer sufficient.

A basic tenet of database design is that databases are optimized for ease
of data entry or ease of knowledge extraction but not both. This is because a
database designed to facilitate data entry must minimize possible contention be-
tween multiple users by having thousands or millions of small records, thereby
decreasing the chance that multiple users will access the same record at the same
time. The records are then ‘‘normalized’’ by the process of breaking the data
into its smallest practicable unique elements. The relational model then connects
these records by common keys stored in the separate records for related data ele-
ments. Thus, the contextual relationships among the data are dismantled and are
reconstructed according to a defined set of rules only when queried by the user.

The relational model is therefore an efficient way to collect and store large
quantities of data. It facilitates multiple-user entry, and eases the propagation of
data updates throughout all of the records. However, the relational model be-
comes less efficient when users attempt to retrieve meaningful, contextual infor-
mation from the accumulated store. In part, this is because the retrieval process
assumes the user understands the dismantled relationships among the data and
is able to formulate an SQL-type query that will correctly reconstruct and filter
the data. This implies that the user needs to anticipate the expected answer to
the question before asking it. Since a malformed query can return an empty set
of results, the user may be led to conclude that the actual answer to the question
is empty. This type of query design is therefore not conducive to extracting scien-
tific knowledge because a user cannot anticipate all possible outcomes of a ques-
tion.

The Contiguous Connection Model (CCM) (Applied Technical Systems,
Bremmerton, WA) [8] is an object-oriented database that takes a different ap-
proach to data storage. Rather than decomposing the data and rebuilding the
relationships according to a set of rules, CCM relies on maintaining and storing
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the relationships among the data elements for quick retrieval. That is, CCM stores
the data description in conjunction with the data value. This conjunctive relation-
ship is referred to as a data instance. The relationships among the data instances
(description and value) are then represented as a hierarchical tree, where the level
of indenture signifies the dependencies of the data relationships. This is in con-
trast to the relational model, where the data description is stored separately in
an accompanying data dictionary.

The CCM structure is flexible, powerful, and conducive to ‘‘mining’’ the
accumulated store of published metabolic drug interaction literature. After the
literature data has been collected and the hierarchical models determined, mean-
ingful and contextual information can be extracted. For example, any descriptive
parameter, such as Ki value, is always hierarchically connected to its source article
and, therefore, to all other information contained in the source article. Since each
article acts as a unit of information, and data relationships are maintained, the
common data relationships among articles can then be gathered and compiled.
This allows a multidimensional search across several articles and simultaneously
within several articles for any descriptive parameter, such as Ki. Furthermore,
relating Ki, for example, only to a particular drug or enzyme can refine the data
even more. Cataloging articles in this way allows the scientific context to be
retained.

This design provides the ability to accommodate the requirements for or-
ganizing and managing a growing and complex knowledge base. The use of a
World Wide Web platform allows for easy access to the database as well as
facilitating information upgrades. Display is dependent on the user’s choice of
Internet browser.

C. Connectivity Models and Data Collection

Connectivity models were developed to allow multidimensional ‘‘mining’’ of the
database according to CCM. The articles belong to one or many of several catego-
ries: in vivo case reports; single-drug pharmacokinetics; pharmacokinetic interac-
tions; pharmacodynamic effects; in vitro enzymatic information on cytochromes
P450 involved in metabolism of individual drugs; enzymes affected by inducers,
inhibitors, and activators; interactions associated with transporters (e.g., P-glyco-
protein). Each article is assigned an Accession Number, i.e., a unique identifier
that matches the Medline Accession Number. The first two digits represent the
year the article became electronically available, and they can be used to organize
articles in chronological order.

The appropriate descriptive parameters to capture in vitro and in vivo stud-
ies are defined as follows:
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Comment: Text associated with the content of an article. Comments are
either summary points as presented by the author or directly related to
the method of information extraction. Editorial comments will be noted
as such.

Object: A compound that acts as the modified agent (i.e., substrate).
Precipitant: A compound that acts as the causative agent. A precipitant can

be an inhibitor, an inducer, or an activator or may have no effect at all.

The use of object/precipitant language allows the user to examine a drug in multi-
ple roles.

The category overall effect was introduced and defined differently for in
vitro and in vivo interactions:

Overall effect in vitro applies to each object, precipitant, enzyme grouping.
Overall effect in vivo is defined to distinguish precipitants that exhibited

an effect �20% from those that did not. It describes the overall effect
of the precipitant on the object, i.e., a change in area under the curve
(AUC) or total body clearance (Cl).

Linking an overall effect in vivo to a given enzyme can be problematic.
Because Cl is often dependent on multiple enzymes, it was decided that the over-
all effect could not be attributed to individual enzymes unless metabolites were
quantified and there was independent evidence that the formation of a given me-
tabolite was attributable to a specific enzyme. The attributed enzyme category
was introduced for studies involving in vivo probes such as (S)-mephenytoin,
(S)-warfarin, theophylline, and midazolam, which reliably reflect the activity of
specific enzymes. Attributed could also be assigned to transporters such as P-
glycoprotein in cases where there is strong supporting in vitro evidence (e.g.,
digoxin/quinidine [9,10] or digoxin/itraconazole [11]).

Some assumptions were made for the inhibition models:

The in vitro cutoff for classification as an inhibition interaction applies to
object/precipitant pairs that show �25% inhibition. For example, sparte-
ine, diclofenac, and caffeine at a concentration of 60 µM were shown
to inhibit terfenadine metabolism, but only to 16%, 10%, and 13% of
control, respectively [12]. These three precipitants were classified as non-
inhibitory in vitro. If a Ki was determined, then the interaction is labeled
as inhibitory, even if the experiment was conducted at heroic concentra-
tions.

The in vivo cutoff for classification as an inhibition interaction applies to
object/precipitant pairs that show (unless otherwise noted) statistically
significant inhibition greater than 20%. This value is based on AUC dif-
ferences considered significant in bioavailability studies.
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III. EXAMPLES OF QUERIES AND OUTPUT

To access information, users launch their Internet browser, connect to the MDI
database, and then choose from three possible modes of entry. First, there is a
set of standard queries, as illustrated in the Query Designer screen (Fig. 1). These
queries represent common questions and cover a range of information that ap-
proaches the data from many different perspectives. For example, a user may
ask for a list of enzymes involved in the metabolism of a particular drug, a list
of precipitants affecting a particular object, or a list of interactions between an
object/precipitant pair. There is also a Word Wheel mechanism. The Word Wheel
lists all of the data categories in the database, such as journal, metabolite, and
author. The user can select a category and then display an alphabetical list of all
of the items within the category, or go directly to the item of interest within the
list. A user may also construct specialized queries and save them for reuse in an
individual user profile.

A. Standard Query

As an illustration of how the MDI Database functions, let us assume that a user
is interested in inhibitors of CYP2C19 in vitro. The user can enter the database

Figure 1 Query Designer screen from the Metabolic Drug Interaction Database proto-
type.
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through the first standard query: ‘‘Find drugs which are precipitants of Enzyme
CYP2C19 in vitro.’’ The query results are displayed in a browser window, with
hierarchically arranged folder icons. For example, the Enzyme: CYP2C19 folder
icon contains a list of precipitants that were tested for inhibitory properties against
CYP2C19 (Fig. 2). Additionally, each precipitant in the list has its own folder
icon containing more detailed information about each precipitant, such as whether
or not it was found to inhibit CYP2C19. The Accession Number of the source
article is also displayed. The list of precipitants includes both inhibitors and non-
inhibitors. Additionally, the user can at any time click the View Text button to
view the abstract, the Drug List button to examine reference information (e.g.,

Figure 2 List of Precipitants of Enzyme CYP2C19 as displayed by the Metabolic Drug
Interaction Database prototype.
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therapeutic concentration, plasma binding), or the back or forward browser button
or return to Query Designer to ask another query or pursue a different approach.
The user has the option to begin with a more refined query, which will perform
filter operations to customize the results display.

From the precipitant list, the user can continue to pursue the answer to the
original query: ‘‘Find drugs which are precipitants of Enzyme CYP2C19 in
vitro.’’ In this example, we will assume that the user wishes to explore the effect
of the last drug on the list, ticlopidine, on CYP2C19 [13]. The user opens the
ticlopidine folder icon (Fig. 2). The display shows that ticlopidine is classified
as an inhibitor and the Accession Number is given. By clicking directly on the
source article number, the user is then transported directly to the contents of that
article. Once the user reaches the article of interest, folder icons within the article
can be hierarchically opened to provide progressively more detailed information.

For example, the user can view the citation information for the article (au-
thors, title, etc.) and also the list of objects that were used with the precipitant
ticlopidine (i.e., (S)-mephenytoin and tolbutamide). The use of these probes of
CYP2C19 and CYP2C9, respectively, is logical because the article pertains to
an interaction with phenytoin, which is metabolized by both enzymes. By pursu-
ing the hierarchy further, the user will find that the Ki of ticlopidine found in this
study for CYP2C19 (3.7 µM) is within the drug’s therapeutic range (1–3 µM),
while the Ki toward CYP2C9 is an order of magnitude higher than the therapeutic
plasma concentrations of ticlopidine. In the comment, the authors conclude that
the interaction between ticlopidine and phenytoin can be attributed principally
to inhibition of CYP2C19.

B. Word Wheel Query

In addition to compiling information to answer specific queries, the MDI Data-
base provides a convenient way to navigate other branches of information. From
the Word Wheel, the user can select a data category of interest (under data type)
and then select a particular value (under data value) from the list of all of the
data instances in that category. For example, from the Word Wheel, the user
may select Therapeutic Class as a data category. The values associated with this
category are then shown in alphabetical order (Fig. 3). The user can then select
the data value of interest, e.g., Hypnotics and Sedatives. The query is then submit-
ted to the database and a list of all Hypnotics and Sedatives and their respective
roles as objects or precipitants is displayed.

C. Specialized Query

The foregoing example with ticlopidine and CYP2C19 illustrated a one-dimen-
sional use of the MDI Database; a particular inhibitor of interest was pursued in
an individual article and followed to a singular conclusion. Let us assume that
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Figure 3 View of the Word Wheel query page that lists data values of Therapeutic
Class as displayed by the Metabolic Drug Interaction Database prototype.

the user wishes to gain a broader perspective of the inhibitory effects of com-
pounds on CYP2C19 in vitro and perhaps examine the inhibition by ticlopidine
in the context of other inhibitors of CYP2C19. The user can return to the Query
Designer and ask a more advanced, multidimensional query such as; ‘‘Find inhib-
itory compounds of CYP2C19 and list their respective Ki values in vitro.’’

The display as shown in Figure 4 provides a list of inhibitory precipitants
of CYP2C19 with (S)-mephenytoin as the object and their respective Ki values.
The Ki value for each precipitant is displayed by opening the respective folder
icon, as shown for sertraline (Ki � 2.0 µM [14]) and clozapine (Ki � 69 µM
[15]). As elsewhere in the database, the user can click the Drug List button to
examine in vivo information (e.g., therapeutic plasma concentrations, extent of
protein binding) for any of the compounds listed. Other observations can be ex-
tracted from this list of Ki values. For example, there are three different Ki values
listed for omeprazole, 2.0 µM [16], 4.1 µM [15], and 3.1 µM [17], as reported
in three different articles. At one glance, the user can acquire a grasp of the range
of reported Ki values for a particular inhibitor.

D. Hopping: The Ability to Roam

Like other Web applications, the MDI database uses hyperlinks, so the user can
at any time ‘‘hop’’ onto a drug of choice simply by clicking on the highlighted
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Figure 4 List of inhibitory precipitants of CYP2C19 with (S)-mephenytoin as the object
and their respective Ki values as displayed by the Metabolic Drug Interaction Database
prototype.

name of the drug. In the previous ticlopidine example, we clicked on the folder
icon to provide more detailed information about a particular pathway. But by
clicking on the actual name of the drug, we expand the information by asking
the database for all information about that drug. For example, from the list of
Hypnotics and Sedatives, we can click on the drug name alprazolam and obtain
a list of all articles in the database that have alprazolam as an object. Now, from
this list of alprazolam articles, the user may decide to ‘‘hop’’ onto another com-
pound. For example, the user may now be interested in fluoxetine. By clicking
on the drug name fluoxetine, the user is then given a list of all articles in the
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database that contain fluoxetine as a precipitant. So, although the user entered
the database using the Word Wheel for Hypnotics and Sedatives, the hopping
option led to examination of articles related to fluoxetine.

This feature is available throughout the database and can be executed at
any time simply by clicking on any highlighted link. Hopping is a quick way to
navigate through the database or to compile sets of information (e.g., a list can
be compiled of all studies that were performed using a particular in vitro system
such as reconstituted enzyme simply by clicking on reconstituted enzyme).

E. In Vivo Examples

All of the foregoing features are also applicable to in vivo studies. As shown in
Figure 2, the first query can be useful to select compounds that have been tested
clinically as objects or precipitants of a particular isozyme. If the user asks the
query, ‘‘Find drugs which are precipitants of enzyme CYP3A4 in vivo,’’ the query
result (Fig. 5) provides an alphabetical list of all the drugs that have been used
as precipitants. By opening the first folder, the user can immediately determine

Figure 5 List of precipitants of enzyme CYP3A4 in vivo and their overall inhibitory
effect as displayed by the Metabolic Drug Interaction Database prototype.
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whether an effect of more than 20% was observed, i.e., a change of more than
20% in the pharmacokinetic parameters of the object.

As in the previous examples, by clicking on an Accession Number, the user
gains access to the individual article that reveals all the information extracted
from the article and entered in the database. For in vivo articles, this includes
a description of the study design and protocol, study population (e.g., healthy
volunteers, patients, number of subjects), details of treatment administration
(route, dose, duration of treatment, time), pharmacokinetic and pharmacodynamic
results, and reported side effects. As described earlier, the user may also ‘‘hop’’
onto other hyperlinks, such as study design. In that case, the database provides
a list of all studies with the same design as the hyperlink ‘‘hop.’’ Information
from both in vitro and in vivo studies can also be accessed though an enzyme
search using the second standard query (Fig. 1).

IV. DISCUSSION

To date, the MDI Database at the University of Washington has been developed
to the prototype stage for inhibition-based drug interactions. It contains in vitro
and in vivo studies and is intended to serve as a tool for researchers and health
care providers interested in the evolving field of in vitro/in vivo correlations. As
a research tool, it can contribute to the investigation of several unresolved issues.
For example, ‘‘What is the degree of substrate independence for inhibition of a
given isozyme by certain inhibitors?’’ This question has both an in vitro and an
in vivo dimension. In vitro, the mechanism of inhibition must be evaluated. In
the case of in vivo studies, evaluating substrate independence includes an analysis
of various in vivo probes for a given isozyme. Additionally, the degree of sub-
strate independence may be inhibitor specific. Similarly, the assignment of en-
zymes to the formation of given metabolites is another issue that requires the
projection of data obtained in vitro to an in vivo situation. Evaluating the contri-
bution of minor enzymes in given drug interactions is particularly challenging
for induction as well as inhibition interactions.

In the area of quantitative prediction of inhibition interactions based on in
vitro Ki values, it is necessary to know whether a given microsomal Ki value
takes into consideration the extent of nonspecific binding or whether plasma con-
centrations of the inhibitor have been measured and the value of the fraction
unbound in plasma. Known values for fraction unbound, therapeutic concentra-
tions, and fractions metabolized can be found in the reference table by clicking
the Drug List button. Information about nonspecific binding in vitro is extracted
from the article. Accurate quantitative prediction of inhibition interactions also
requires knowledge of whether the inhibitor is the sole inhibitory species or
whether circulating metabolites are present, and whether or not their inhibitory
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potential has been evaluated. This information is abstracted from the article and
included in the display or is commented upon. Comments are written and re-
viewed by senior investigators. Users also act as reviewers by testing the stability
and reproducibility of query results, and are able to report errors or alternative
interpretations of the literature.

The design choice of the MDI database for Web accessibility has several
advantages. Users can access the database via Web interface; this permits access
from any computer with an Internet connection. It also allows for real-time dis-
course among users about articles in the database and their implications to the
field of study. Each user will have the option to post comments about a particular
article or issue and examine other opinions while simultaneously viewing a con-
glomerate of actual data. Web accessibility will also allow instantaneous up-
grades of information so that information upgrades can be transmitted to users
without delay. Furthermore, with the increase in electronic availability of infor-
mation, additional links to online journals and other databases are anticipated.
Users may wish to export the compiled lists of data from the query results from
their Web browser into a desktop application, such as a spreadsheet for mathemat-
ical manipulation or graphical representation. The design analysis for this upcom-
ing feature involves the selection of a suite of desktop applications to determine
the standards for output formatting.

The flexibility of a Web application allows for multiple views of the same
data. Depending on the interest of the user, customized data displays can be
built to show the desired snapshots of the data. This necessitates the creation of
individual user profiles that are password protected and customized for the user’s
needs. In a user’s profile, there will be information about her group association,
customized standard queries, and previously saved specialized queries. An addi-
tional feature of the customized user profile will be to provide direct links to
electronic journals or other databases that the user frequently visits. Information
about users is kept in strict confidence.

Unresolved issues regarding the growth of scientific knowledge databases
still remain, the most prominent being limited public access to data. At present,
the MDI database includes only published, peer-reviewed information. It is not
clear whether unpublished studies and negative results that pharmaceutical com-
panies have available in their own databases should be included. The value of a
database, which encompasses a large knowledge base, including negative and
positive data associated with failed compounds and unpublished studies, would
be increased. Additionally, in many cases a considerable time delay exists be-
tween the time that studies are conducted and the time they are published. As
electronic technology grows, the gap between traditional and electronic publish-
ing should be exponentially decreased.

A database should be dynamic and unbiased and have the ability to quickly
evolve with advances in research and computer technology. Additionally, as the
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number of independent specialized databases increases, the capability to link to
other databases via an accessible, user-friendly interface will become increasingly
important. Consideration must also be given to the ease with which new informa-
tion can be incorporated into the database. An object-oriented model, as chosen
for the MDI Database, can incorporate new attributes, such as chemical structure,
without being dependent on the details of the attribute itself. Our immediate goals,
however, focus on populating the MDI Database one isozyme at a time, beginning
with the most recent CYP2C9 and CYP2C19 literature.
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I. INTRODUCTION

During the last 15–20 years the general problem of pharmacokinetic drug interac-
tions has received increasing attention. Over this period a number of new and
unique classes of medications have been introduced into clinical practice. These
include the selective serotonin reuptake inhibitor (SSRI) and related mixed-mech-
anism antidepressants, the azole antifungal agents, newer macrolide antimicrobial
agents, and the highly active antiretroviral therapies (HAART) used against hu-
man immunodeficiency virus (HIV) infection and the acquired immunodeficiency
syndrome (AIDS). While these and other classes of agents have had a major
beneficial impact on the therapy on some serious and life-threatening illnesses,
many of the agents have the secondary pharmacologic property of inducing or
inhibiting the human cytochrome P450 (CYP) enzymes responsible for oxidative
metabolism of most drugs used in clinical practice (Table 1) [1–16]. As such,
pharmacokinetic drug interactions have become a clinical issue of increasing con-
cern.

One principal objective of the drug development process is the generation
of scientific information on drug interactions so that treating physicians will have
the data necessary to proceed with safe clinical treatment involving more than one
medication. However, complete attainment of this objective is seldom possible,
because the number of possible drug interactions is very large, and time and
resources available for implementation of controlled clinical pharmacokinetic
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Table 1 Representative Drugs Having Large and
Clinically Important Effects on the Human Cytochrome
P450 (CYP) Enzymes

Inhibition of: Induction of:

Azole antifungals
Ketoconazole CYP3A
Itraconazole CYP3A
Fluconazole CYP3A, 2C9
Terbinafine CYP2D6
Antidepressants
Fluoxetine CYP2D6
Paroxetine CYP2D6
Fluvoxamine CYP1A2, 2C19
Nefazodone CYP3A
Anticonvulsants
Carbamazepine CYP3A
Anti-infectives
Erythromycin CYP3A
Clarithromycin CYP3A
Ciprofloxacin CYP1A2
Rifampin CYP3A CYP3A
Viral protease inhibitors
Ritonavir CYP3A CYP3A
Non-nucleoside reverse

transcriptase inhibitors
Delavirdine CYP3A
Nevirapine CYP3A
Cardiovascular agents
Quinidine CYP2D6
Antiulcer agents
Cimetidine CYP3A
Omeprazole CYP2C9

studies are inevitably limited. Some needed drug interaction studies will therefore
be postponed until after a new drug is marketed, and some studies may be by-
passed altogether. As such, in vitro data are becoming increasingly important
as an approach to identifying which drug interactions are probable, possible, or
unlikely, and thereby allow more informed planning of actual clinical studies
[9,10,17–29].
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II. CLINICAL CONSIDERATIONS IN EVALUATION
OF DRUG INTERACTIONS

A. Nomenclature

A useful although legalistic nomenclature system refers to the agent causing the
drug interaction as the ‘‘perpetrator,’’ while the drug being affected by the inter-
action is the ‘‘victim’’ (Fig. 1). A pharmacokinetic drug interaction implies that
the perpetrator causes a change in the metabolic clearance of the victim, in turn
either decreasing or increasing concentrations of the victim drug in plasma and
presumably also at the site of action. This change may or may not alter the clinical
activity of the victim drug. A pharmacokinetic interaction ‘‘variant’’ is one in

Figure 1 Schematic representation of the mechanism of pharmacokinetic drug interac-
tions. Plasma concentrations of the ‘‘victim’’ drug are determined by its dosing rate and
metabolic clearance. Plasma levels, in turn, determine drug concentrations at the receptor
site and ultimately its pharmacodynamic effect. A pharmacokinetic drug interaction in-
volves the effect of the ‘‘perpetrator’’ on the metabolic clearance of the victim. When the
perpetrator is an inducer, clearance of the victim is increased, plasma levels diminish,
and pharmacological effect is reduced. Conversely, when the perpetrator is an inhibitor,
clearance of the victim is reduced, plasma levels increase, and pharmacodynamic effect
is enhanced.
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which the perpetrator does not change the systemic clearance or plasma levels
of the victim, but rather modifies the access of the victim to its pharmacologic
receptor site. A familiar example is the antagonism of benzodiazepine activity
by flumazenil; a less familiar example is benzodiazepine receptor antagonism by
ketoconazole [30].

A pharmacodynamic interaction involves either inhibition or enhancement
of the clinical effects of the victim drug as a consequence of similar or identical
end-organ actions. Examples are the increase or decrease of the sedative-hypnotic
actions of benzodiazepines due to coadministration of ethanol or caffeine, respec-
tively.

B. Inhibition vs. Induction of Metabolism

Mechanistically different processes are involved in drug interactions involving
inhibition as opposed to induction of metabolism mediated by CYP enzymes
(Table 2) [9,10,21,22,31–35]. Chemical inhibition is an immediate phenomenon.
The effect becomes evident as soon as the inhibitor comes in contact with the
enzyme, and is in principle reversible when the inhibitor is no longer present (an
exception is ‘‘mechanism-based’’ inhibition, see Chap. 10) [13,36]. The magni-
tude of inhibition—that is, the size of the interaction—depends on the concentra-
tion of the inhibitor at the site of the enzyme relative to the intrinsic potency of
the inhibitor. Inhibition potency can be measured using in vitro systems yielding
quantitative estimates such as the inhibition constant (Ki) or the 50% inhibitory
concentration (IC50). Methods of calculating Ki and IC50, including the limitations
and drawbacks inherent in the calculations, are reviewed elsewhere [9,10,17–
22,29,35]. Our current technological capacity to determine Ki or IC50 using in
vitro systems is more advanced than our understanding of how to apply the num-
bers to quantitative predictions of drug interaction in vivo, which require knowl-
edge of the effective concentration of inhibitor that is available to the enzyme.
A generally applicable scheme to relate total- or unbound-plasma concentrations

Table 2 Mechanistic Comparison of CYP Inhibition and Induction

Inhibition Induction

Mechanism Direct chemical effect Indirect effect through enhanced
on enzyme quantities of CYP protein

Onset and reversibility Rapid Slow
Immediate exposure Needed Not needed
Prior exposure Not needed Needed
In vitro study Straightforward Difficult
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of inhibitor to effective enzyme-available concentration has not been established.
Nevertheless it now is abundantly clear, based on numerous examples, that the
theoretical assumption of equality of unbound-plasma concentrations and en-
zyme-available intrahepatic concentrations is incorrect in reality and will fre-
quently yield underestimates of observed in vivo drug interactions by as much
as an order of magnitude or even more [18,29,37,38].

Induction of CYP-mediated metabolism requires prior exposure to a chemi-
cal inducer of the hepatocyte’s CYP-synthesis mechanism. The inducer signals
the synthetic mechanisms to upregulate the production of one or more CYP iso-
forms, a process that takes time. Consequently, evidence of increased CYP activ-
ity is of slow onset following initiation of exposure to the inducer, and conversely
slowly reverts to baseline after the inducer is removed. Enhancement of CYP
expression/activity due to chemical induction therefore reflects prior but not nec-
essarily current exposure to the inducer. The quantitative extent of CYP induction
depends on the dosage (concentration) of the inducer and on the duration of
exposure. However, the induction process, in contrast to inhibition, is not straight-
forwardly studied in vitro, since induction requires intact cellular protein synthe-
sis mechanisms as available in cell culture models [39–41].

Inducers and inhibitors of CYP3A can be expected to influence both hepatic
and gastrointestinal CYP3A (see Chap. 9), although not necessarily to the same
extent [22,42]. Nonetheless, profound changes in both hepatic and gastrointesti-
nal CYP3A will be caused by very strong inhibitors (such as ketoconazole) or
very strong inducers (such as rifampin). A uniquely complex situation arises for
drugs such as ritonavir that are both inhibitors and inducers of CYP3A. Interac-
tions of ritonavir with CYP3A substrate drugs will be time dependent. Initial
exposure to ritonavir will produce CYP3A inhibition. But as the duration of expo-
sure proceeds, CYP3A induction may counterbalance the inhibitory effects of
acute exposure [43,44]. The net outcome may be unpredictable and variable
among individuals.

C. Clinical Importance of Drug Interactions

Given the prevalence of polypharmacy in clinical practice, noninteractions of
drugs are far more common than interactions. The usual outcome of coadministra-
tion of two drugs is no detectable pharmacokinetic or pharmacodynamic interac-
tion. That is, the pharmacokinetic disposition and clinical activity of each drug
proceed independent of each other. Less common is the occurrence of a kinetic
interaction that is detectable using controlled study design methods but is of no
clinical importance under usual therapeutic circumstances because (1) the interac-
tion, while statistically significant, is not large enough in magnitude to produce
a clinically important change in dynamics of the victim drug; (2) the therapeutic
index of the victim drug is large enough that even a substantial change in plasma
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levels of the victim will not alter therapeutic effects or toxicity; or (3) kinetics
and response to the victim drug is so variable that changes in plasma levels due
to the drug interaction are far less important than inherent variability. Even less
common are clinically important interactions that require modification in dosage
of the perpetrator, the victim, or both. The most unusual consequences of a drug
interaction is a situation in which the drug combination is so hazardous as to be
contraindicated, as in the case of ketoconazole and terfenadine. These situations
are rare, but unfortunately they receive disproportionate attention in the public
media.

Many secondary sources are available to clinicians as guidelines to antici-
pate and avoid drug interactions. These compendia often serve as excellent and
comprehensive collections of published data on drug interactions, but they gener-
ally are less helpful to clinicians in critically sorting out the literature and deciding

Figure 2 Mean (�SE) plasma concentrations of triazolam (left) or alprazolam (right)
in a series of healthy individuals who participated in a clinical pharmacokinetic study. In
one phase of the study, they ingested a single 0.25-mg oral dose of triazolam with ketoco-
nazole, 200 mg twice daily, or with placebo to match ketoconazole (control). In the second
phase of the study, they took 1.0 mg of alprazolam orally, either with the same dosage
of ketoconazole or with placebo to match ketoconazole (control). Note that ketoconazole
increases AUC and reduces clearance of both triazolam and alprazolam. For triazolam (a
high-extraction compound), the effect is evident as reduced presystemic extraction, in-
creased Cmax, and prolonged half-life. However, for alprazolam (a low-extraction com-
pound) the effect of ketoconazole is evident only as a prolongation of half-life. (Adapted
in part from Ref. 46.)



Drug–Drug Interactions: Clinical Perspective 571

what interactions are actually of real concern in the course of drug therapy. A
useful general guideline for clinicians is that drug interactions are more likely
to be important when (1) the perpetrator drug produces a very large change in
the kinetics and plasma levels of the victim drug, that is, the perpetrator is a
powerful inducer or inhibitor; (2) the therapeutic index of the victim is narrow.
Case (1) is exemplified by powerful inducers or inhibitors of CYP3A (ketocona-
zole, ritonavir, rifampin) coadministered with CYP3A substrates, or powerful
inhibitors of CYP2D6 (quinidine, fluoxetine, paroxetine) coadministered with
CYP2D6 substrates. Case (2) is exemplified by victim drugs such as phenytoin,
warfarin, and digoxin, for which small changes in plasma levels could have im-
portant clinical consequences.

The intrinsic kinetic properties of the victim drug also influence the poten-
tial clinical consequences of an interaction. For orally administered medications
that undergo significant presystemic extraction, impairment of clearance by a
CYP inhibitor may produce increases in bioavailability (reduced presystemic ex-
traction) as a consequence of reduced clearance [18,21,22,31,35,42]. The effects
may be particularly dramatic for CYP3A substrates (such as triazolam or midazo-
lam) that undergo both hepatic and gastrointestinal presystemic extraction
[44,45]. As an example, coadministration of the CYP3A inhibitor ketoconazole
with triazolam produced very large increases in area under the plasma concentra-
tion curve (AUC) and increases in peak plasma concentration (Cmax) of triazolam
(Fig. 2). Cotreatment of ketoconazole with alprazolam, also a CYP3A substrate,
produced a large increase in AUC for alprazolam [46]. However, alprazolam is
a low-extraction compound, with bioavailability ordinarily in the range of 90%.
As such, the reduction in alprazolam clearance caused by ketoconazole was evi-
dent mainly as prolonged elimination half-life but without a significant change
in Cmax.

III. INTEGRATING KINETIC AND DYNAMIC
STUDY OBJECTIVES

A. Background

Clinical pharmacokinetic drug interaction protocols are increasingly incorporat-
ing pharmacodynamic endpoints into the study design such that the dynamic
consequences of drug interactions may be estimated concurrently with the usual
pharmacokinetic outcome measures. The level of complexity of an integrated
kinetic-dynamic study depends on the nature of the pharmacodynamic actions of
the drug under study as well as the type of pharmacodynamic outcome measures
that are required. A number of methodological principles and dilemmas are illus-
trated by kinetic-dynamic design options for drug interaction studies involving
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Table 3 Options for Pharmacodynamic Endpoints in Kinetic-Dynamic Studies of GABA-Benzodiazepine Agonists

‘‘Blind’’
Relevance to primary Influence Influence of conditions

Classification (with examples) therapeutic action of placebo adaptation/practice needed Quantitative approach

Subjective
Global assessments; rating Close Yes Yes Yes Transformation of ratings into

scales numbers
Semi-objective
Psychomotor function tests; Linked to adverse Yes Yes Yes Test outcomes are quantitative

memory tests effect profile
Objective
Electroencephalography Not established No No No Fully objective computer-

determined quantitation
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sedative-hypnotic and anxiolytic drugs acting on the GABA-benzodiazepine re-
ceptor system [47]. For this category of drugs, a variety of outcome measures is
available, but the approaches may differ substantially in their relevance to the
principal therapeutic actions of the drug, the stability of the measure in terms of
response to placebo or changes caused by practice or adaptation, the objective
or subjective nature of the quantitative assessment, and the comparability of re-
sults across different investigators and different laboratories (Table 3). The extent
to which the various pharmacodynamic measures provide unique information, as
opposed to being overlapping or redundant, is not clearly established. For this
reason most kinetic-dynamic studies of GABA-benzodiazepine agonists utilize
multiple parallel dynamic outcome measures.

Figure 3 Rates of formation of 4-OH-triazolam from triazolam (250 µM) by human
liver microsomes in vitro. Each point is the mean (�SE) of four microsomal preparations.
Reaction velocities when preparations were preincubated with the macrolide agents are
expressed as a percentage of the control velocity with no inhibitor present (Inhibitor �
0). Mean 50% inhibitory concentrations (IC50) were: troleandomycin (TAO), 3.3 µM;
erythromycin, 27.3 µM; clarithromycin 25.2 µM; azithromycin, �250 µM. (Adapted in
part from Ref. 48.)
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B. Clinical Application

The kinetic and dynamic interaction of the triazolobenzodiazepine triazolam with
various macrolide antimicrobial agents illustrates a number of these principles
[48]. The ‘‘victim’’ drug in this model, triazolam, is established as a relatively
‘‘pure’’ substrate for human CYP3A isoforms [49,50] and is extensively pre-
scribed in clinical practice as a hypnotic agent. The principal biotransformation
pathways for triazolam involve parallel hydroxylation at two sites on the mole-
cule, yielding α-OH-triazolam and 4-OH-triazolam as principal metabolites. Pre-
vious studies have established that triazolam biotransformation is strongly inhib-
ited in vitro and in vitro by CYP3A inhibitors such as ketoconazole, itraconazole,
ritonavir, and nefazodone [44,50–55]. Some, but not all, of the macrolide antimi-
crobial agents also are CYP3A inhibitors [12]. The mode of inhibition by this
class of compounds is described as ‘‘mechanism-based,’’ in that the parent com-
pound binds to the metabolically active site on the CYP3A enzyme, yielding a
metabolic intermediate that irreversibly inactivates the enzyme [36].

Figure 4 Schematic representation of the design of the clinical study.



Drug–Drug Interactions: Clinical Perspective 575

An in vitro model, using human liver microsomes, provided data that was
qualitatively predictive of the clinical findings, as discussed shortly. Varying con-
centrations of four macrolide antimicrobial agents (troleandomycin [TAO], eryth-
romycin, clarithromycin, azithromycin) were preincubated with liver microsomes
and appropriate cofactors, followed by addition of a fixed concentration (250
µM) of triazolam. At the completion of the 20-minute incubation period, samples
were processed and concentrations of α-OH- and 4-OH-triazolam determined by
HPLC [50,51]. Rates of formation of the metabolites with coaddition of inhibitor
were expressed as a percentage of the control velocity with no inhibitor present.
The reaction velocity ratio versus inhibitor concentration relationship was used
to determine a 50% inhibitory concentration (IC50). TAO, erythromycin, and clar-
ithromycin all produced significant in vitro inhibition of triazolam hydroxylation

Figure 5 Mean plasma triazolam concentrations following a single 0.125-mg oral dose
of triazolam administered in Trials B, C, D, and E, as described in the text and in Fig.
4. Abbreviations: TRZ, triazolam; CLAR, clarithromycin; ERY, erythromycin; AZ,
azithromycin; PL, placebo. (From Ref. 48.)
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and would appear to have the potential to produce a significant interaction with
triazolam in vivo (Fig. 3). However, azithromycin was a very weak inhibitor of
triazolam in vitro, and is anticipated to produce no significant interaction in vivo.

The clinical pharmacokinetic-pharmacodynamic study had a double blind,
randomized, five-way crossover design, with at least 7 days elapsing between
trials. Twelve healthy volunteers participated and the treatment conditions were:

A. Triazolam placebo plus macrolide placebo
B. Triazolam (0.125 mg) plus macrolide placebo
C. Triazolam (0.125 mg) plus azithromycin
D. Triazolam (0.125 mg) plus erythromycin
E. Triazolam (0.125 mg) plus clarithromycin

Dosage schedules of the coadministered macrolides were chosen to be consistent
with usual dosage recommendations (Fig. 4).

Following each dose of triazolam (or placebo to match triazolam), multiple
venous blood samples were drawn over a period of 24 hours, and multiple phar-

Figure 6 Mean changes over baseline in observer-rated sedation during each of the five
trials, as described in the text and in Fig. 4. Abbreviations are as given in Fig. 5. (From
Ref. 48.)
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macodynamic testing procedures were performed. These included subjective
measures (observer’s ratings and subjects’ self-ratings of sedation and mood), a
semiobjective measure of psychomotor performance (the digit-symbol substitu-
tion test, or DSST), and the fully objective quantitative of electroencephalo-
graphic (EEG) amplitude falling in the ‘‘beta’’ (13–30 cycles per second) fre-
quency range [46–48,50]. Note that for purposes of a kinetic-dynamic study of
a CNS-active agent, Trial A is necessary, whereas for a purely pharmacokinetic
study, Trial A would not be necessary. Even so, the five-way crossover design
still does not rule out the possibility, although very unlikely, of CNS pharmacody-
namic effects attributable to the macrolide agents alone. This would have required
three additional trials: triazolam placebo plus azithromycin, triazolam placebo
plus erythromycin, and triazolam placebo plus clarithromycin.

Triazolam plasma concentrations were determined by gas chromatography
with electron capture detection [50,56]. The pharmacokinetic results demon-
strated that mean clearance during Trials B and C were nearly identical (413 and
416 ml/min, respectively); that is, coadministration of azithromycin had no effect
on the pharmacokinetics of triazolam (Fig. 5). However, triazolam clearance was

Figure 7 Mean changes over baseline in scores on the digit-symbol substitution test
(DSST) during each of the five trials, as discussed in the text and in Fig. 4. Abbreviations
are as given in Fig. 5. (From Ref. 48.)
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Figure 8 Mean changes over baseline in percentage of EEG amplitude falling in the
beta frequency range (13–30 cycles/sec) during each of the five trials, as discussed in the
text and in Fig. 4. Abbreviations are as given in Fig. 5. (From Ref. 48.)

significantly reduced to 146 ml/min by erythromycin (Trial D) and to 95 ml/min
by clarithromycin (Trial E). Thus, the in vivo kinetic results are highly consistent
with the in vitro data.

The pharmacodynamic data indicated that the benzodiazepine agonist ef-
fects of triazolam plus placebo (Trial B) and of triazolam plus azithromycin (Trial
C) were similar to each other and greater than the effects of placebo plus placebo
(Trial A). However, coadministration of erythromycin (Trial D) or clarithromycin
(Trial E) augmented the pharmacodynamic effects of triazolam when compared
to Trials B and C. The outcome was similar based on subjective measures, a
semiobjective measure (the DSST), or the fully objective measure (the EEG)
(Figs. 6–8). Kinetic-dynamic modeling indicated that the augmentation in benzo-
diazepine agonist effects of triazolam caused by coadministration of erythromy-
cin or clarithromycin was fully consistent with the increase in triazolam plasma
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Figure 9 Mean changes over baseline in percentage of EEG amplitude falling in the beta
frequency range (normalized for placebo-associated changes) in relation to mean plasma
triazolam concentrations at corresponding times. The line represents a function of the form
y � Bx A determined by nonlinear regression. (From Ref. 48.)

concentrations (Fig. 9). As anticipated, there was some redundancy among the
various pharmacodynamic measures, in that the changes in these outcome mea-
sures at corresponding times were significantly intercorrelated (Fig. 10).

IV. COMMENT

The basic and clinical scientific issues underlying pharmacokinetic drug interac-
tions are becoming increasingly complex as polypharmacy becomes more com-
mon and more drugs with enzyme-inducing or -inhibiting properties are intro-
duced into clinical practice. A well-planned, integrated approach is needed to
address the clinical problems. Ideally the approach should incorporate the collab-
orative participation of individuals with expertise in molecular pharmacology,
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Figure 10 Mean changes over baseline in percentage of EEG amplitude falling in the
beta frequency range in relation to mean changes over baseline in DSST score at corre-
sponding times. Both measures were normalized for placebo-associated changes. The line
represents a function of the form y � Bx A determined by nonlinear regression. (From
Ref. 48.)

cytochrome biochemistry, in vitro metabolism, clinical pharmacokinetics-phar-
macodynamics, and clinical therapeutics.
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I. INTRODUCTION

One of the major problems facing the pharmaceutical industry is unanticipated
adverse drug reactions after the introduction of a new drug into clinical practice.
Although in most cases the new drug itself is metabolically activated to a haptenic
product that leads to immunotoxicity, in some cases the new drug may be the
precipitator or perpetrator of toxicity of another drug by altering its metabolism
and/or disposition, or the new drug may be the object or victim of altered metabo-
lism and/or disposition caused by a drug already on the market. In many in-
stances, the object or victim is a drug with a narrow therapeutic index, window,
or ratio (for a recent discussion, see Ref. 1). Several definitions have been applied
to this terminology, including the qualitatively simple one of a drug ‘‘for which
relatively small changes in systemic concentrations lead to marked changes in
pharmacodynamic response’’ [2]. The FDA has defined narrow therapeutic ratio
to include those drugs for which there is less than a twofold difference in median
lethal dose (LD50) and median effective dose (ED50), or for which there is less
than a twofold difference in the minimum toxic concentrations and minimum
effective concentrations in the blood, or for which safe and effective use of the
drug requires careful titration and patient monitoring [3].

This chapter will focus on those metabolic drug–drug interactions that have
led or can lead to serious toxicological consequences in humans. Most of the
chapter will describe examples of metabolic drug–drug interactions that have
caused serious toxicities. As discussed in Chapter 15, the majority of drug–drug
interactions of clinical significance have occurred through interactions at the level
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of cytochromes P450. Since substantial information is now either available or
readily obtainable about induction and inhibition of these enzymes, as well as
the kinetic parameters associated with the metabolism of drugs and other probe
substrates, many metabolic drug–drug interactions can be predicted prior to clini-
cal trials. However, because the situation in vivo is complicated by a variety of
genetic and environmental factors that affect drug absorption, distribution, and
metabolism, and because the physiological response to a toxic insult may vary
from one individual to another, it is often difficult to predict that a particular
drug–drug interaction will lead to a toxic insult. Nonetheless, the results of pre-
clinical studies should provide the basis for more informed planning of clinical
studies.

II. DRUGS AND CLASSES OF DRUGS AS OBJECTS
(VICTIMS) OF CYTOCHROMES P450-MEDIATED
DRUG–DRUG INTERACTIONS THAT LEAD
TO TOXICITIES

A. Warfarin

Because of its narrow therapeutic window and extensive oxidation to inactive
metabolites by cytochromes P450, warfarin (and the closely related drug aceno-
coumarol) is subject to many metabolic drug–drug interactions that can place
patients at severe risk of either hyper- or hypocoagulability. Drug interactions
with warfarin have recently been reviewed [4,5], and it is clear that most interac-
tions occur through either induction or inhibition of CYP2C9, which forms the
major 7-hydroxylation metabolite of the most active (S)-warfarin enantiomer [6].

Several inducers of cytochromes P450, including rifampin, several barbitu-
rates, aminoglutethimide, primidone, phenytoin, and carbamazepine increase re-
quirements for warfarin dosing, though mechanisms for most of these interactions
have not been thoroughly investigated [4,5]. Clinically, this becomes manifest
either when a patient stabilized on warfarin adds one or more of these drugs to
his or her therapy or, more commonly, when the patient removes one of these
drugs from his or her therapy after stabilization on the combination therapy. Ri-
fampin induces several P450s, including CYP2C9, and has been shown to in-
crease the formation clearance of the major hydroxylated metabolites of (S)-war-
farin [7]. Substantial clinical and other indirect data implicates enhanced
clearance of (S)-warfarin by CYP2C9 as one mechanism of the interaction [8],
though increased glucuronidation may also play a role.

Several inhibitors of cytochromes P450 can substantially decrease require-
ments for warfarin dosage that, if not attended to, can lead to life-threatening
bleeding episodes. Some drugs, such as sulfaphenazole, metronidazole, danazol,
cotrimoxazole (trimethoprim-sulfamethoxazole), miconazole, and fluconazle,
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contain heterocyclic rings with sp2-hybridized nitrogen, a structural unit known
to bind to the heme iron of P450s, and investigations implicate inhibition of
CYP2C9 oxidation of (S)-warfarin as the mechanism for the drug–drug interac-
tions caused by several of these drugs [5].

However, the presence of a nitrogen-containing heterocyclic ring in a drug
is not sufficient for potent inhibition of CYP2C9. Cimetidine contains an imidaz-
ole moiety, but it is a much better inhibitor of the metabolism of (R)-warfarin
[9], the least potent enantiomer, such that only at high doses of cimetidine is an
effect on warfarin therapy observed [10]. Also, other potent inhibitors of CYP2C9
that inhibit (S)-warfarin metabolism and thereby increase the hypoprothrombi-
nemic response to warfarin, such as phenylbutazone, sulfinpyrazone, and amio-
darone [5], do not contain such structures. Although many case reports have
appeared of interactions between warfarin and a variety of other drugs with many
different drug structures [11], only a few of these have resulted in serious toxic
effects, and mechanisms are largely unknown. Because of their increased use,
further investigations with some of these drugs, such as tamoxifen [12,13], seems
warranted.

B. Theophylline

General aspects of the drug–drug interactions involving theophylline are similar
to those described for warfarin, because it too is a drug with a narrow therapeutic
index. Increases in its rate of metabolism, either by some inducers of cytochromes
P450 or by removal of an inhibitor of those P450s given concomitantly with
theophylline, leads to diminution of therapeutic effect, resulting in increased dys-
pnea. Conversely, decreases in its rate of metabolism by inhibitors of P450s in-
volved in the metabolism of theophylline or removal of an inducer given concom-
itantly can lead to serious toxicities, including convulsions and heart arrhythmias
that can be serious enough to cause death.

The major P450 involved in the oxidation of theophylline to inactive metab-
olites is CYP1A2 (see Ref. 14 for a review). Interestingly, there are no reports of
serious toxicity resulting from interactions of CYP1A2 inducers, such as cigarette
smoking, even though theophylline clearance is increased [15]. Several case re-
ports have appeared of increased theophylline clearance by barbiturates, carbama-
zepine, phenytoin, and rifampin, which are thought to induce CYP3A4 with little
effect on CYP1A2, and adjustments to theophylline dosage are often required
for optimal therapeutic effect.

In contrast, decreases in theophylline metabolism by selective inhibitors of
CYP1A2, such as fluoxamine and some quinolone antibiotics, or by selective
and potent inhibitors of CYP3A4, such as the macrolide antibiotics, decrease the
metabolism of theophylline and have resulted in serious theophylline toxicity
[14]. It is postulated that taken over time, the macrolide antibiotics act as mecha-
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nism-based inhibitors of CYP isoforms other than just CYP3A4. Some nonselec-
tive inhibitors of P450s, such as cimetidine, some beta-blockers and calcium
channel blockers, and others [11,14], also appear to inhibit the metabolism of
theophylline enough to cause toxicity.

C. Nonsedating Antihistamine Drugs

Terfenadine and astemizole were removed from the market in 1997 and 1999,
respectively, because of drug interactions that led to QT interval prolongation
[16]. Both of these drugs are prodrugs that are metabolized primarily by CYP3A4
to their therapeutically active metabolites (for a review, see Ref. 17). Inhibition
of CYP3A4 by azole antifungal agents [17,18] and most macrolide antibiotics
[17,19] can lead to sufficient increases in terfenadine concentrations to cause
torsades des pointes as a result of the prodrug’s ability to inhibit delayed rectifier
potassium currents [20]. Similar interactions occur with astemizole [17,21]. Nei-
ther loratidine nor cetirizine, nor the active metabolites of terfenadine (fexofena-
dine) and astemizole (norastemizole), cause this cardiotoxic effect to any signifi-
cant extent [17].

D. Cisapride

More recently, the promotility agent cisapride was removed from the market
because of over 300 reports of heart rhythm abnormalities similar to those caused
by terfenadine, including 80 deaths [22]. Cisapride also is metabolized exten-
sively by CYP3A4, and the same macrolide antibiotics, azole antifungal agents,
and other inhibitors of this enzyme, such as grapefruit juice [23,24], sustain high
enough concentrations of the parent drug to cause heart problems such as torsades
des pointes.

E. Cyclosporine

The widely used immunosuppressive agent cyclosporine is significantly metabo-
lized by CYP3A4 (and to a lesser extent by CYP3A5) in human intestine and
liver [25], and therefore it is subject to similar metabolic drug–drug interactions
as described for terfenadine. However, in the case of cycloporine, induction of
its metabolism can lead to loss of its immunosuppressive activity to the point of
transplant organ rejection, and inhibition of its metabolism can lead to kidney
damage as a major toxicity. Cyclosporine is also pumped out of intestinal epithe-
lial cells by P-glycoprotein, and many of the drugs that inhibit or induce CYP3A4
also inhibit or induce this transporter [25,26]. Thus, this effect also contributes,
in part, to many of the observed drug–drug interactions with cyclosporine. It is
noteworthy that ketoconazole, an azole antifungal agent that increases
cyclosporine blood concentrations by its inhibition of CYP3A4 and P-glycopro-
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tein, can be used concurrently to decrease the high cost of cyclosporine therapy
in transplant recipients [27]. Tacrolimus, a newer immunosuppressive agent re-
lated to cyclosporine, apparently is subject to similar drug interactions as
cyclosporine, though it has not been in use as long, and limited data is available
[25].

F. The Statins

Of the statin HMG-CoA reductase inhibitors on the market in the United States,
lovastatin, simvastatin, atorvastatin, and cerivastatin are metabolized mainly by
CYP3A4, whereas fluvastatin is metabolized by CYP2C9, and pravastatin by
phase II pathways [28,29]. Most toxic drug interactions caused by the statins
(myopathies and rhabdomyolysis) are related to supratherapeutic concentrations
achieved as a result of inhibition of CYP3A4 by macrolide antibiotics, the azole
antifungal agents, and cyclosporine [28,29], though some have resulted from
combined therapy with other lipid-lowering agents, such as niacin and gemfi-
brozil [30]. Most recently, mibefradil, a unique benzimidazole-containing cal-
cium channel blocking drug, was removed from the market because of its potent
inhibition of the metabolism of several drugs and resultant toxicities, including
life-threatening rhabdomyolysis in patients on lovastatin and simvastatin [31]. In
fact, lovastatin and simvastatin are the two drugs that achieve the highest blood
concentrations and appear to be the most susceptible to these kinds of drug inter-
actions and resultant toxicity [29,32].

G. Calcium Channel Blockers

The dihydropyridine class of calcium channel blockers undergoes extensive first-
pass oxidation by CYP3A isoforms to their pyridine metabolites, and several
studies have shown that inducers and inhibitors of these P450s respectively de-
crease and increase the blood concentrations of the active dihydropyridine struc-
tures [33]. The calcium channel blockers verapamil and diltiazem are unrelated
structures that also undergo significant metabolism by cytochromes P450 of the
CYP3A family [33]. However, apparently in only very few cases has this caused
significant enough loss of antihypertensive activity (in the case of concomitant
administration of inducers of CYP3A isoforms) or hypotension and edema (in
the case of concomitant administration of inhibitors of CYP3A isoforms) to cause
toxic drug reactions [11,33]. More commonly, it is the ability of these drugs to
inhibit CYP3A isoforms that leads to toxicities caused by some other object drug.

H. Sedative-Hypnotic and Anxiolytic Agents

The benzodiazepine derivatives are the most widely used drugs in this class,
and most are metabolized extensively by enzymes of the CYP3A family, except
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oxazepam, lorazepam, and temazepam, which are mostly glucuronidated [34].
Again, several studies have shown that inducers and inhibitors of CYP3A can
markedly alter plasma concentrations of some benzodiazepines, but in only a few
cases have toxic effects, such as deep unconsciousness, been reported [11,34,35].
Nonetheless, patients on these drugs should probably be monitored carefully,
particularly the elderly, who may suffer severe physical injury as a result of falls
suffered from impairment of psychomotor function.

I. Antidepressants

Toxicities associated with antidepressant drugs have been most commonly re-
ported for the tricyclic antidepressants as a result of inhibition of cytochromes
P450, particularly CYP2D6 [36]. They include bradycardia, seizures, and delir-
ium. Inhibitors of CYP2D6, such as paroxetine, fluoxetine, perfenazine, quini-
dine, and β-blockers, have all been shown to significantly increase plasma con-
centrations of tricyclic antidepressants such as imipramine and desipramine, in
some cases with overt signs of toxicity [36–38]. However, in other cases toxicity
is minimized, either because other pathways of metabolism involving CYP3A4,
CYP2C19, and CYP1A2 are not affected or because of genetic polymorphisms
of CYP2D6 [39–41] that decrease its activity.

J. �-Blockers

The β-adrenoceptor antagonists (β-blockers) are widely used drugs that are me-
tabolized by cytochromes P450, particularly CYP2D6 [42]. Fortunately, these
drugs have a rather large therapeutic index, and only a few instances of severe
toxicity have been reported, which in part may be related to CYP2D6 polymor-
phism [43]. Reports of cardiac effects ranging from significant decreases in heart
rate to orthostatic hypotension to cardiac arrest have occurred with β-blockers
when combined with inhibitors of P450 metabolism, such as amiodarone [44],
quinidine [45], propafenone [46], and fluoxetine [47]. The over-the-counter anti-
histamine diphenhydramine has recently been shown to cause bradycardia and
other hemodynamic changes in subjects on metoprolol who were CYP2D6 exten-
sive metabolizers but not poor metabolizers [48].

K. Anesthetics

The volatile ‘‘flurane’’ anesthetics are metabolized primarily by CYP2E1, with
lesser involvement by CYP2A6 and CYP3A4 [49]. A severe idiosyncratic im-
mune-mediated toxic effect of most of these agents is liver necrosis as a result
of oxidative dehalogenation of the anesthetics by CYP2E1 to form acyl halides
that acylate hepatic proteins yielding antigens [50–52]. Thus, it might be antici-
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pated that inducers of CYP2E1 would increase the risk of hepatotoxicity caused
by the flurane anesthetics, and inhibitors of CYP2E1 would decrease the risk.
The only evidence to support this is that obesity induces CYP2E1 activity [53]
and is an increased risk factor for halothane hepatitis [54]. Obesity also leads to
increased halothane oxidation in humans [55]. An interesting suggestion has been
put forth to use disulfiram, a CYP2E1 inhibitor, in patients administered fluranes,
because it markedly decreases the oxidation of halothane in humans to the pro-
posed toxic metabolite [56].

The only other anesthetic to cause serious toxicity for which a metabolic
drug interaction has been reasonably well characterized is the local anesthetic
and antiarrhythmic agent lidocaine. Amiodarone decreased lidocaine systemic
clearance in a patient (primarily by inhibition of CYP3A4 N-dealkylation of lido-
caine) and yielded concentrations of lidocaine that led to seizures [57,58].

L. Antiepileptics

1. Carbamazepine

Carbamazepine is considered a relatively safe antiepileptic drug that is subject
to dose-related neurologic toxicities (e.g., drowsiness, vertigo, loss of coordina-
tion) in adults and children [59]. Since a major route of elimination of carbama-
zepine is via epoxidation catalyzed by CYP3A4 [60], there are several reports
and studies that demonstrate CNS toxic effects of carbamazepine in individuals
who also take CYP3A4 inhibitors [61].

The most serious toxicities associated with carbamazepine use are idiosyn-
cratic skin rashes, hematological disorders, hepatotoxicity and teratogenicity [59].
Based on studies in mice, teratogenicity is most likely related to formation of
arene oxide and/or quinone-like metabolites of carbamazepine [62], and studies
in humans suggest that a reactive iminoquinone of 2-hydroxystilbene is formed
[63]. It is known that coadministration of cytochrome P450 inducers (e.g., pheno-
barbital) with carbamazepine increases the risk of serious toxic effects [64–66].

2. Phenytoin

Phenytoin, like carbamazepine, causes dose-related neurological toxicities [67].
Since phenytoin is cleared mostly via CYP2C9 and CYP2C19 aromatic oxidation
to p-hydroxyphenytoin [68], inhibitors of CYP2C9 (e.g., pyrazole nonsteroidal
antiinflammatory agents, some azole antifungal agents, amiodarone, isoniazid,
and sulfa drugs) and inhibitors of CYP2C19 (e.g., cimetidine, felbamate, omepra-
zole, and ticlopidine) can increase concentrations of phenytoin and increase the
incidence of CNS-related toxicities [61].

As with carbamazepine, phenytoin also causes idiosyncratic toxic effects,
including hematological and connective tissue toxicities, hepatotoxicity, and tera-
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togenicity [67]. Although some of these toxicities have been hypothesized to be
caused by P450 oxidative metabolism [69–70] or peroxidase-mediated reactions
[71–72], mechanisms for these toxic effects in humans are unknown.

3. Valproic Acid

The two most serious toxic effects of valproic acid are hepatocellular injury [73]
and teratogenesis [74]. Since CYP2A6 and CYP2C9 are known to oxidize val-
proic acid to a 4-ene metabolite that is hepatotoxic, inducers of these isoforms,
including other antiepileptic agents, are likely to increase the risk of hepatotoxic-
ity [75]. However, valproic acid also is metabolized by several other pathways
that may be involved in causing its toxicities [76].

M. Antineoplastic Agents

Several drugs used to treat cancer are metabolized by cytochromes P450, and it
would be anticipated that if the parent drug were the cytotoxic species, inhibition
of its metabolism would enhance cytotoxicity, which could either be beneficial
if controlled or cause severe toxicity to bone marrow, the nervous system, etc.,
if concentrations of the parent drug became to high [77].

Alternatively, P450 inducers may decrease therapeutic effectiveness of the
drugs [78]. Interestingly, only a few cases of toxicities to patients due to such
drug–drug interactions have been reported, probably because most chemotherapy
regimens are administered until some undesired toxic effect (e.g., leukopenia)
limits the dosing. CYP3A isoforms appear to play the most significant role in
the metabolism of many of the drugs (including paclitaxel, docetaxel, vincristine,
vinblastine, etoposide, teniposide, cyclophosphamide, and tamoxifen), and in
many cases P-glycoprotein transport is also affected [79]. For example, (R)-vera-
pamil is an inhibitor both of CYP3A isoforms and of P-glycoprotein, and it sig-
nificantly reduces the clearance and increases the hematological toxicity of pacli-
taxel [80]. The same reasoning applies to cases of severe neurotoxicity when
itraconazole is administered with vincristine [81,82].

III. DRUGS AND CLASSES OF DRUGS AS OBJECTS
(VICTIMS) OF NONCYTOCHROME P450-MEDIATED
PHASE I DRUG–DRUG INTERACTIONS THAT LEAD
TO TOXICITIES

A. Antidepressant Serotonergic Drugs and
Sympathomimetics

These two classes of drugs are subject to life-threatening interactions (e.g., mania,
convulsions, hypertension, heart arrythmias) with MAO inhibitors, such as iso-
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carboxazide, phenelzine, selegiline, and tranylcypromine, because they inhibit
the metabolism of serotonin and sympathomimetic amines [11,83]. This is one
of the earliest toxic drug–drug interactions to be recognized; however, these inter-
actions are not often observed because the MAO inhibitors are now used spar-
ingly.

B. Digoxin

Digoxin is a narrow therapeutic index drug whose primary drug–drug interactions
appear to involve the P-glycoprotein transporter [84]. An additional drug–drug
interaction may occur at the level of reduction of the lactone ring double bond by
intestinal microbial reductases that yields an inactive metabolite. Some antibiotic
drugs can kill these microbes and lead to increases in digoxin concentrations
[85].

C. Arylamine Sulfonamides and Hydrazine Drugs

Several of these drugs can cause immune-mediated idiosyncratic toxicities, such
as immune hemolysis, agranulocytosis, aplastic anemia, drug-induced lupus, and
severe skin rashes [86,87]. It is well known that for most drugs in these classes
acetylation of the amine or hydrazine group protects against the toxic effects
based on significantly higher incidences of toxicity in individuals that genetically
are slow acetylators [88]. However, there are no reported drug–drug interactions
with the N-acetyltranferases. Oxidation products of the arylamino or hydrazine
groups are implicated as the haptenic reactive metabolites [86–94], and both
cytochromes P450 and peroxidases have been implicated in the oxidation process
[87,92,93]. Although it might be anticipated that inducers and inhibitors of these
enzymes would affect toxicities associated with the drugs, no reports of such
drug–drug interactions on toxicity have appeared. The idiosyncratic nature of the
toxicities make them very difficult to study.

D. 6-Mercaptopurine and Azathioprine

Both of these drugs are metabolized by xanthine oxidase, and concomitant admin-
istration of the xanthine oxidase inhibitor allopurinol leads to elevated plasma
concentrations of 6-mercaptopurine that can cause significant bone marrow de-
pression [95,96].

IV. DRUG–DRUG INTERACTIONS WITH PHASE II
METABOLIC ENZYMES THAT LEAD TO TOXICITIES

There are only a few published reports of serious toxicities caused by drugs as
a result of drug–drug interactions with Phase II metabolic enzymes. This in part
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may reflect less attention given to these enzymes and/or lesser extents of induc-
tion and inhibition of these enzymes by drugs (Chap. 4).

In addition to being cleared by xanthine oxidase (see Sec. III.D), 6-mercap-
topurine, is cleared by S-methylation catalyzed by the genetically polymorphic
thiopurine methyltransferase [97]. This enzyme is inhibited by the drug sulfasa-
lazine, leading to bone marrow suppression as a result of increased 6-mercaptopu-
rine concentrations [98,99].

Valproic acid is extensively glucuronidated, and the coadministration of
valproate with other drugs eliminated extensively by glucuronidation, such as la-
motrigine [100] and zidovudine [101] can significantly decrease the clearance of
these latter two drugs with resultant toxicities. Sertraline has been found to cause
a similar effect with lamotrigine [102], and fluconazole with zidovudine [101].

V. DRUG–DRUG INTERACTIONS THAT AFFECT
HEPATOTOXICITY CAUSED BY ACETAMINOPHEN:
A COMPLEX EXAMPLE

Acetaminophen is a widely used analgesic-antipyretic agent, and several in-
stances of drug interactions have been reported [103]. However, in only a few
cases have these interactions apparently increased the risk of hepatotoxicity, the
major serious toxicity observed in humans who ingest this drug [104]. In part,
this may be a consequence of multiple pathways of metabolism for acetamino-
phen and in part because relatively high concentrations of the drug (�1 mM)
are usually required to cause hepatotoxicity, which is an order of magnitude
greater than therapeutic concentrations.

The major toxic metabolite of acetaminophen is N-acetyl-p-benzoquinone
imine (NAPQI), which is an oxidation product formed by several human cyto-
chromes P450 (for a review see Ref. 104). Therefore, it would be anticipated that
inducers of cytochromes P450 would increase the rate of formation of NAPQI and
thereby increase the risk for hepatotoxicity. Surprisingly, only a few cases of
hepatotoxicity, caused by the use of normal doses of acetaminophen in patients
on anticonvulsant drugs that are inducers of cytochromes P450, have been re-
ported [105–107]. This may be due to the ability of these same drugs to induce
glucuronosyl transferases, which would increase the formation of acetaminophen
glucuronide, a nontoxic metabolite [108,109].

Human CYP2E1 is one of the most efficient P450s to catalyze the oxidation
of acetaminophen to NAPQI [110–112]. Ethanol and isoniazid cause a time-
dependent inhibition and induction of acetaminophen oxidation to NAPQI in hu-
mans [113,114] that can decrease risk for hepatotoxicity over the interval of con-
current administration and increase risk for hepatotoxicity a few hours after
removal of ethanol or isoniazid. The latter induction phase of CYP2E1 may in
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part be responsible for cases of acetaminophen hepatotoxicity associated with
the use of ethanol [115–118] or isoniazid [119–121]. However, the induction is
modest (2–3-fold); therefore, other factors, such as decreased glutathione stores
and nutritional status, are likely to play an important role as well [122–124].

VI. SUMMARY

Toxicities caused by drugs often limit their usefulness, and drug–drug interac-
tions can cause enough of a change in tissue concentrations of some drugs, partic-
ularly those with a narrow therapeutic index, to cause serious toxic effects. Most
of these interactions occur at the level of metabolism, though interactions with
transporters, such as P-glycoprotein, are also becoming better recognized.

Unfortunately, we still do not have a good enough understanding either of
the metabolism of some drugs or of mechanisms of toxicity (particularly immune-
mediated idiosyncratic toxicities) to be able to predict whether or not a drug will
cause toxic effects and under what conditions. For example, several nonsteroidal
anti-inflammatory drugs have caused idiosyncratic toxicities that may be related
to acyl glucuronide formation and/or cytochrome P450 activation [125–127].
Therefore, it would be anticipated that other drugs that affect these pathways
might either increase or decrease the risk of toxicities, but no data is available
because of the idiosyncratic nature of the toxicities and lack of understanding
of immune-mediated mechanisms of drug-induced toxicity. The same reasoning
applies to hepatic injury caused by the recently released drugs trovofloxacin [128]
and troglitazone [129]. There is very little published information about whether
it is the drugs themselves or their metabolites that are responsible for the observed
toxicity.

On the other hand, in cases like that of mibefradil, the basic science of
drug–drug interactions has progressed enough to make informed benefit/risk de-
cisions. Thus, it is important to continue basic and clinical investigations of drug–
drug interactions as well as studies of mechanisms of toxicity to effect safer drug
therapy.
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48. BA Hamelin, A Bouayad, J Methót, J Jobin, P Desgagnés, P Poirier, J Allaire, J
Dumesnil, J Turgeon. Significant interaction between the nonprescription antihista-
mine diphenhydramine and the CYP2D6 substrate metoprolol in healthy men with
low or high CYP2D6 activity. Clin Pharmacol Ther 67:466–477, 2000.

49. ED Kharasch, AE Ibrahim. Volatile, intravenous, and local anesthetics. In: RH
Levy, KE Thummel, WF Trager, PD Hansten, M Eichelbaum, eds. Metabolic Drug
Interactions. Philadelphia: Lippincott Williams and Wilkins, 2000, pp. 271–
295.

50. LR Pohl, H Satoh, DD Christ, JG Kenna. The immunologic and metabolic basis
of drug hypersensitivities. Annu Rev Pharmacol Toxicol 28:367–387, 1988.

51. LR Pohl. An immunochemical approach to identifying and characterizing protein
targets of toxic reactive metabolites. Chem Res Toxicol 6:786–793, 1993.

52. M Bourdi, W Chen, R Peter, JL Martin, JTM Buters, SD Nelson, LR Pohl. Human
cytochrome P450 2E1 is a major autoantigen associated with halothane hepatitis.
Chem Res Toxicol 9:1159–1166, 1996.

53. D O’Shea, SN Davis, RB Kim, GR Wilkensen. Effect of fasting and obesity in
humans on the 6-hydroxylation of chlorzoxazone, a putitive probe of CYP2E1 ac-
tivity. Clin Pharmacol Ther 56:359–367, 1994.

54. MJ Cousins, JL Plummer, PM Hall. Risk factors for halothane hepatitis. Aust NZ
J Surg 59:5–14, 1989.

55. JB Bentley, RW Vaughan, AJ Gandolfi, RC Cook. Halothane biotransformation in
obese and nonobese patients. Anesthesiology 57:94–97, 1982.

56. ED Kharasch, D Hankins, D Mautz, KE Thummel. Identification of the enzyme
responsible for oxidative halothane metabolism: implications for prevention of hal-
othane hepatitis. Lancet 347:1367–1371, 1996.



Drug–Drug Interactions: Toxicological Perspectives 599

57. JB Siegmund, JH Wilson, TE Imhoff. Amiodarone interaction with lidocaine. J
Cardiovasc Pharmacol 21:513–515, 1993.

58. HR Ha, R Candinas, B Steiger, UA Meyer, F Follath. Interaction between amiodar-
one and lidocaine. J Cardiovasc Pharmacol 21:533–539, 1996.

59. GL Holmes. Carbamazepine toxicity. In: RH Levy, RH Mattson, BS Meldrum, eds.
Antiepileptic Drugs. 4th ed. New York: Raven Press, 1995, pp 567–579.

60. BM Kerr, KE Thummel, CJ Wurden. Human liver carbamazepine metabolism. Role
of CYP3A4 and CYP2C8 in 10,11-epoxide formation. Biochem Pharmacol 47:
1969–1979, 1994.

61. GG Mather, RH Levy. Anticonvulsants. In: RH Levy, KE Thummel, WF Trager,
PD Hansten, M Eichelbaum, eds. Metabolic Drug Interactions. Philadelphia: Lip-
pincott Williams and Wilkins, 2000, pp 217–232.

62. BM Amore, TF Kalhorn, GL Skiles, AP Hunter, GD Bennett, RH Finnell, SD
Nelson, JT Slattery. Characterization of carbamazepine metabolism in a mouse
model of carbamazepine teratogenicity. Drug Metab Dispos 25:953–962, 1997.

63. C Ju, JP Uetrecht. Detection of 2-hydroxy iminostilbene in the urine of patients
taking carbamazepine and its oxidation to a reactive iminoquinone intermediate. J
Pharmacol Exp Ther 288:51–56, 1999.

64. D Lindhout, RJEA Hoppener, H Meinardi. Teratogenicity of antiepileptic drug
combinations with special emphasis on epoxidation of carbamazepine. Epilepsia
25:77–83, 1984.

65. S Kaneko, K Otani, Y Fukushima, Y Ogawa, Y Nomura, T Ono, Y Makane, T
Teranishi, M Goto. Teratogenicity of antiepileptic drugs: analysis of possible risk
factors. Epilepsia 29:459–467, 1988.

66. JGC Omzigt, FJ Los, JWA Meijer, D Lindhout. The 10,11-epoxide-10,11-diol path-
way of carbamazepine in early pregnancy in maternal serum, urine, and amniotic
fluid: effect of dose, comedication, and relation to outcome of pregnancy. Ther
Drug Monit 15:1–10, 1993.

67. J Bruni. Phenytoin toxicity. In: RH Levy, RH Mattson, BS Meldrum, eds. Antiepi-
leptic Drugs. 4th ed. New York: Raven Press, 1995, pp 345–350.

68. M Bajpai, LK Roskos, DD Shen, RH Levy. Roles of cytochrome P4502C9 and
cytochrome P4502C19 in the stereoselective metabolism of phenytoin to its major
metabolite. Drug Metab Dispos 24:1401–1403, 1996.

69. JS Leeder, RJ Riley, J Cook, S Spielberg. Human anti-cytochrome P450 antibodies
in aromatic anticonvulsant induced hypersensitivity reactions. J Pharmacol Exp
Ther 263:360–366, 1992.

70. LX Zhou, B Pihlstrom, JP Hardwick, SS Park, SA Wrighton, JL Holtzman. Metabo-
lism of phenytoin by the gingiva of normal humans: the possible role of reactive
metabolites of phenytoin in the initiation of gingival hyperplasia. Clin Pharmacol
Ther 60:191–198, 1996.

71. S Kubow and P Wells. In vitro bioactivation of phenytoin to a reactive free radical
intermediate by prostaglandin synthase, horseradish peroxidase and thyroid peroxi-
dase. Mol Pharmacol 35:1–8, 1989.

72. J Uetrecht. Drug metabolism by leukocytes and its role in drug-induced lupus and
other idiosyncratic drug reactions. Toxicology 20:213–235, 1990.

73. DJ Porubek, MP Grillo, RK Olsen, TA Baillie. Toxic metabolites of valproic acid:



600 Nelson

inhibition of rat liver acetoacetyl-CoA thiolase by 2-n-propyl-4-pentenoic acid (∆4-
VPA) and related branched chain carboxylic acids. In: RH Levy, JK Penry, eds.
Idiosyncratic Reactions to Valproate: Clinical Risk Patterns and Mechanisms of
Toxicity. New York: Raven Press, 1991, pp 53–58.

74. U Bojic, MMA Elmazaar, R-S Hauck, H Nau. Further branching of valproate-re-
lated carboxylic acids reduces the teratogenic activity, but not anticonvulsant effect.
Chem Res Toxicol 9:866–870, 1996.

75. AJM Sadeque, MB Fisher, KR Korzekwa, FJ Gonzalez, AE Rettie. Human
CYP2C9 and CYP2A6 mediate formation of the hepatotoxin 4-ene-valproic acid.
J Pharmacol Exp Ther 283:698–703, 1997.

76. TA Baillie, PR Sheffels. Valproic acid chemistry and biotransformation. In: RH
Levy, RH Mattson, BS Meldrum, eds. Antiepileptic Drugs, 4th ed. New York:
Raven Press, 1995, pp 589–604.

77. HL McLeod. Clinically relevant drug–drug interactions in oncology. Brit J Clin
Pharmacol 45:539–544, 1998.

78. MV Relling, C-H Pui, JT Sandlund, GK Rivera, ML Hancock, JM Beyett, EG
Schuetz, WE Evans. Adverse effect of anticonvulsants on efficacy of chemotherapy
for acute lymphoblastic leukemia. Lancet 356:285–290, 2000.

79. JB Mangold, V Fischer. Antineoplastic agents. In: RH Levy, KE Thummel, WF
Trager, PD Hansten, M Eichelbaum, eds. Metabolic Drug Interactions. Philadel-
phia: Lippincott Williams and Wilkins, 2000, pp 545–554.

80. AW Tolcher, KH Cowan, D Solomon. Phase I crossover study of paclitaxel with
R-verapamil in patients with metastatic breast cancer. J Clin Oncol 14:1173–1184,
1996.
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I. INTRODUCTION

Change in one or more safety and efficacy outcomes of a drug by concomitant
administration of another drug that interacts with it has become of increasing inter-
est in the last decade. This increased interest has arisen in part because of many
documented adverse clinical consequences of drug–drug interactions, coupled with
improved understanding as to their cause. Interest in drug–drug interactions has
also increased because of the rise in polypharmacy, where patients may take many
drugs in the course of a day. The following regimen would not be uncommon
today in patients over 50 years of age: one or more antihypertensive agents, a
lipid-lowering drug, a hypnotic, an antihistamine, an antidepressant, one or more
oral hypoglycemics, several over-the-counter (OTC) agents, and, if the patient
is female, hormone replacement therapy, possibly with another drug to prevent
osteoporosis. Depending on various short-term conditions, an antibiotic, antifun-
gal, antiarrhythmic, analgesic, antianginal, or platelet inhibitor might be added.

To avoid serious harm, health care practitioners must be aware of and man-
age potential important interactions. To provide optimum information in product
labeling for practitioners and patients, drug development and regulatory scientists
should work cooperatively to ensure that each approved new drug is well charac-
terized with respect to its metabolic vulnerability as a substrate and its action as
an inhibitor or inducer. Further, product labeling for older drugs should be up-
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dated as additional information about their potential for manifesting important
drug–drug interactions becomes available.

Pharmacokinetic drug–drug interactions result from alteration in the dose/
systemic exposure relationship, as reflected in a blood or plasma concentration–
time curve, when an interacting drug induces or inhibits one or more routes of
elimination of a substrate drug. Inhibition of metabolism may be associated with
increased blood levels and pharmacological activity of the substrate, but if the
substrate is a prodrug, pharmacological activity may be reduced; in some cases,
when the parent drug and its metabolite have equal effects, there may be no
change in pharmacological activity despite large changes in blood levels of parent
and metabolite (Chaps. 1 and 15). The magnitude of clinical effect of an inhibitor
depends on the magnitude of the effect of the inhibitor on clearance of the sub-
strate, which in turn depends on the extent of inhibition and the extent to which
the substrate is cleared by the affected pathway. A well-known interacting drug
is ketoconazole, a powerful inhibitor of cytochrome P450 3A4 metabolism that
has recently also been shown to inhibit transport mechanisms [1]. Coadministra-
tion of ketoconazole or a similar drug, itraconazole, increases the blood levels
of many drugs, including dihydropyridine calcium channel blockers, short-acting
benzodiazepines, some HMG Co-A reductase inhibitors, astemizole, and cisa-
pride [2–4]. Drugs that induce metabolic pathways and reduce systemic exposure
may result in loss of effectiveness (Chaps. 1 and 6).

While most literature reports have focused on metabolic drug–drug interac-
tions involving the cytochrome P450 enzyme systems, every possible clearance
pathway for a substrate may be altered by an interacting drug, including active
renal secretion, drug degradation in the gut, biliary excretion, and secretion based
on cellular transport mechanisms (Chaps. 5 and 8). Examples include the inhibi-
tion of the renal tubular secretion of penicillins by probenecid, which results in
major increases in penicillin blood levels [5], or the increase in digoxin blood
levels by the coadministration of quinidine, presumably by the inhibition of di-
goxin renal tubular secretion through inhibition of the P-glycoprotein transporter
[6]. While these nonmetabolic examples of drug–drug interactions may be com-
mon, clearance pathways by the cytochrome P450 enzymes of the liver and gut
have proved especially vulnerable and are the focus of this chapter. Many of the
drug–drug interactions that result in large (�50%) changes in exposure do so
through inhibition or induction of cytochrome P450 enzymes in liver or gut.

Less commonly recognized than pharmacokinetic interactions—perhaps
because fewer studies have been performed to detect them—are pharmacody-
namic drug–drug interactions, changes in response to a drug caused by alteration
in exposure/response relationships. This type of drug–drug interaction may arise
when the substrate and interacting drug affect the same physiologic system or
when one drug prevents an appropriate response to the other. As an example of
the former, both organic nitrates and sildenafil inhibit NO-mediated vasoconstric-
tion and together cause marked hypotension [7]. As an example of the latter,
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marked hypotension was observed in patients switched from the calcium channel
blocker mibefradel to a dihydropyridine calcium channel blocker, apparently be-
cause residual mibefradil inhibited the usual compensatory tachycardia caused
by the dihydropyridine. The effect may have been exaggerated by the increased
levels of the dihydropyridine resulting from mibefradil’s inhibition of the
CYP3A4 route of elimination [8]. Both pharmacokinetic and pharmacodynamic
drug–drug interactions are not unexpected and should be considered when two
or more drugs are administered concurrently.

In considering many drug development and public health policy issues, it
is important to focus on: (1) what the primary question is; (2) what may be
assumed in addressing the question based on prior knowledge; and (3) how much
confidence is needed in the answer. For drug–drug interactions, the primary ques-
tion is: Does the dose of a substrate drug need to be adjusted in the presence of
the interacting drug? More specifically, is the pharmacokinetic and/or pharmaco-
dynamic change in the substrate drug in the presence of the interacting drug of
sufficient magnitude to require adjustment of the substrate dose (or avoidance of
the interacting drug)? With respect to assumptions, if we are willing (as we fre-
quently are) to assume that exposure/response relationships for the substrate drug
are undisturbed in the presence of a pharmacokinetically interacting drug, then
we can rely on systemic exposure pharmacokinetic measures such as AUC and
Cmax to determine whether the dose of the substrate needs to be altered in the
presence of the interacting drug. Further, if we assume that the dose/systemic
exposure and systemic exposure/response relationships in healthy subjects are
altered in the same way they would be in patients (again, as we frequently do),
then we can rely on pharmacokinetic studies in healthy individuals to determine
whether the substrate dosage should be adjusted in patients in the presence of
an interacting drug. Finally, how confident we need to be in the answer depends
on the nature of interaction and the consequences of error. These questions relate
importantly to the general goals of risk assessment (determination of whether an
important drug–drug interaction is present), risk management (adjustment in the
substrate dosing in the presence of the interacting drug), and risk communication
(provision of a labeling statement to indicate how to manage the risk). In terms
of risk management, the magnitude of the interaction may be so great or the
effect of the interacting drug so pervasive that special actions may be required;
e.g., one drug may be removed from the market, or labeling may state that the
interacting drug and the substrate drug should not be given concurrently.

II. METHODS TO ASSESS METABOLIC DRUG–DRUG
INTERACTIONS

Assessment of a potential drug–drug interaction begins with an understanding
of the absorption, distribution, and elimination processes for both substrate and
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interacting drugs. Based on this information, the potential importance of one or
more metabolic routes of elimination in contributing to a clinically important
drug–drug interaction can be estimated. Even when a metabolic route is impor-
tant to the elimination of a substrate and is affected by an interacting drug, addi-
tional studies may be needed to understand whether a metabolic drug–drug in-
teraction has clinical impact. Various methods may be used to develop the
requisite information, including in vitro studies, in vivo pharmacokinetic and
pharmacodynamic studies, population pharmacokinetic studies, clinical safety
and efficacy studies, and postmarketing observational studies. All of these ap-
proaches can generate useful information about potentially important drug–drug
interactions, and each has special strengths and limitations. Many of these ap-
proaches are described in three recently published FDA guidances for industry
[9–11]. Metabolic drug–drug interactions involving CYP3A4 may require spe-
cial consideration because they may occur in the wall of the gastrointestinal tract
and/or the liver. Interactions in the gastrointestinal tract can increase bioavail-
ability, as reflected in Cmax and AUC, but may cause little or no effect on half-
life. Interactions in the liver may have only a small effect on single-dose Cmax

but may alter half-life and accumulation index. Interpretation of drug–drug in-
teraction data is sometimes complicated when a substrate drug is actively trans-
ported from the serosal to the mucosal side of the gastrointestinal tract by trans-
porters such as P-glycoprotein. Like CYP3A4, these transporters are subject to
inhibition/induction.

III. GENERAL APPROACHES

As discussed in Sec. II, early in vitro and in vivo investigations can enhance the
quality and efficiency of drug development, in some cases fully addressing a
question of interest, in others providing information to guide further studies
(Chaps. 6 and 7). The early elucidation of drug metabolism, for example, permits
in vitro investigations of drug–drug interaction that in turn provide information
useful in guiding the clinical program and possibly avoiding some clinical studies.
Metabolism data can also provide information on the relevance of preclinical
metabolism and toxicological data and permit early identification of drugs that are
likely to have large interindividual pharmacokinetic variability due to genetically
determined polymorphisms in drug-metabolizing enzymes or drug–drug interac-
tions. An integrated approach is most useful, one in which evidence for and
against a drug–drug interaction is examined at all stages of drug development,
including: (1) preclinical in vitro studies of drug metabolism and drug–drug inter-
actions to determine which in vivo studies should be conducted; (2) early-phase
in vivo studies to assess the most important potential drug–drug interactions sug-
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gested by in vitro data; (3) late-phase drug development population pharmacoki-
netic studies to expand the range of potential interactions studied, including un-
expected ones, and to allow examination of pharmacodynamic drug–drug
interactions. The further sections of this chapter provide more specific informa-
tion about these approaches.

A. In Vitro Methodologies

Pharmaceutical sponsors now frequently conduct in vitro studies in the preclinical
phase of drug development programs to assess the contribution of cytochrome
P450 or other enzymes to the metabolic elimination of an investigational drug
and the ability of an investigational drug to inhibit specific metabolic pathways.
The utility of these studies has been enhanced by the availability of specific en-
zyme preparations, microsomal preparations, and liver cell preparations, together
with standard substrates and inhibitors/inducers. Information from in vitro meta-
bolic studies can suggest not only that a substrate drug is or is not likely to be
a candidate for certain metabolic drug–drug interactions but also whether a drug’s
metabolism will be affected by genetic polymorphisms.

If a drug is not metabolized or its metabolism is not mediated by cyto-
chrome P450 enzymes, in vivo metabolic drug interactions with P450 enzyme
inhibitors and inducers are not needed. If a drug does not inhibit any of the P450
enzymes, in vivo interaction studies with P450 substrate are not needed. Detec-
tion of the involvement of certain metabolic pathways, notably CYP1A2,
CYP3A4, CYP2D6, CYP2C9, and CYP2C19, from in vitro studies suggests the
possibility of important drug–drug interactions and usually results in significant
effort to detect and define them. Thus in vivo studies may be avoided through
an in vitro study showing that an investigational drug metabolism is not affected
by furafylline (CYP1A2), ketoconazole (CYP3A4), quinidine (CYP2D6), sulfa-
phenazole (CYP2C9) (no potential effect on the substrate) and that the drug does
not affect the metabolism of caffeine (CYP1A2), midazolam (CYP3A4), dextro-
methorphan (2D6), S-warfarin (CYP2C9), or S-mephenytoin (2C19) (no potential
inhibition/induction). An April 1997 FDA guidance for industry entitled Drug
Metabolism/Drug Interactions in the Drug Development Process: Studies in
Vitro [9] describes the techniques and approaches to in vitro study of metabolic-
based drug–drug interactions, in vitro and in vivo correlations, the timing of these
studies, and the labeling of drug products based on in vitro metabolism and drug–
drug interaction data. This guidance emphasizes the value of in vitro studies
in human biomaterials in ruling out important metabolic pathways in a drug’s
metabolism or the possibility of the drug’s ability to affect certain enzyme sys-
tems. The guidance further notes, however, that in vitro studies cannot define
the clinical importance of an observed effect of an interacting drug on other
therapy or of other therapy on the drug.
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Previous chapters have detailed the relative advantages and disadvantages
of various in vitro techniques in providing information pertinent to drug–drug
interactions. These include the following preparations:

1. Cellular-based in vitro models, such as isolated hepatocytes and preci-
sion-cut liver preparations

2. Subcellular elements, such as microsomes or S9 (cytosolic) fractions
3. Expressed human drug-metabolizing enzymes

These systems can be used to define a drug’s metabolic pathway, to assess its
potential to inhibit the metabolism of other drugs, and to determine whether other
drugs influence its metabolism.

The complex interrelationship of cellular transport mechanisms and drug-
metabolizing enzymes, particularly CYP3A, in mediating systemic drug avail-
ability and drug–drug interactions is under increasing study. P-Glycoprotein is
the best-understood cellular transporter. It is abundantly present in the intestinal
epithelium and serves as an efflux pump for a variety of drugs and xenobiotics.
It is also highly expressed in bile cannaliculi, the apical membrane of the renal
tubule epithelium, and other tissues. Many inhibitors of P-glycoprotein also in-
hibit CYP3A metabolism, and many, although not all, substrates for CYP3A are
also actively transported by P-glycoprotein. For this reason, the relative contribu-
tion of P450 and transporter effects to a drug–drug interaction may be difficult
to quantify. In vitro models currently available allow investigation of transporter-
mediated drug–drug interactions, including a human colon carcinoma cell line,
Caco-2.

B. In Vitro–In Vivo Correlation

A complete understanding of the relationship between in vitro findings and in
vivo results of metabolism/drug–drug interaction studies is still emerging. Quan-
titative prediction of the magnitude of clinical drug–drug interactions based on
in vitro methodologies has been the topic of numerous publications and is de-
scribed in earlier chapters. Although excellent quantitative concordance of in
vitro and in vivo results has been shown, in some cases in vitro data may also
under- or overestimate the clinical effect [12], and at present an observed in vitro
effect needs further elucidation in in vivo studies. The bases for in vitro/in vivo
disassociations have been described and include: (1) irrelevant substrate concen-
trations and inappropriate in vitro model systems; (2) mechanism-based inhibi-
tion; (3) activation/induction phenomena; (4) physical-chemical effects on ab-
sorption; (5) parallel elimination pathways that decrease the importance of the
in vitro–assessed pathway; and (6) modulation of an important cellular transport
mechanism.
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C. Specific Clinical Investigations

If metabolism is an important mechanism of clearance and in vitro studies suggest
that metabolic routes can be inhibited, or if they suggest the drug may inhibit
important clearance pathways of other drugs, in vivo studies are needed to evalu-
ate the extent of these potential interactions. A 1999 FDA guidance for industry
entitled In Vivo Drug Metabolism/Drug Interaction Studies—Study Design, Data
Analysis and Recommendations for Dosing and Labeling [10] provides recom-
mendation on study design, study population, choice of interacting drugs, route
of administration, dose selection, and statistical considerations for clinical drug–
drug interaction studies. As with in vitro studies, in vivo studies can often use
a screening approach involving probe drugs. For example, if ketoconazole, a
powerful CYP3A4 inhibitor, does not have a significant effect on the pharmacoki-
netics of a drug with some evidence of CYP3A4 metabolism in vitro, further
interaction studies with other CYP3A4 inhibitors are not necessary. Similarly, if
the drug does not affect the pharmacokinetics of a sensitive CYP3A4 substrate,
such as midazolam, it will not pose problems with other CYP3A4-metabolized
drugs. Where interactions are found, the studies of probe drugs and other drugs
will provide a basis for specific recommendations on product labeling as to what
concomitant uses should be avoided or what dosage adjustments to make. A
critical determination for substrate effects is the size of the effect, measured in the
in vivo interaction study, and the importance of the effect. Thus a 50% increase in
blood levels of a well-tolerated drug with little dose-related toxicity may require
no dosage adjustment. The same degree of increase for a drug with a narrow
therapeutic range might require careful adjustment in dose or avoidance of coad-
ministration. The issues in the areas of study design and data analysis are dis-
cussed in more detail in the following section.

If in vitro studies and other information suggest a need for in vivo metabolic
drug–drug interaction studies, the following general issues and approaches
should be considered. Depending on the study objectives, the substrate and inter-
acting drug may be investigational agents or approved products.

1. Study Design

In general, interaction studies compare substrate levels with and without the inter-
acting drug. Several different study designs have been used to study drug–drug
interactions. Any may be suitable, depending on the specific objectives of the
study and the desired outcome. The study may use a randomized crossover (Ta-
bles 1 and 2), a one-way (fixed sequence) crossover (Table 3), or a parallel design
(Table 4). Depending on circumstances, the studies can use various durations of
exposure for substrate and interacting drug: single dose/single dose, single dose/
multiple dose, multiple dose/single dose, and multiple dose/multiple dose. The
details of the study design depend upon a number of factors for both the substrate
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Table 1 Example of Randomized
(Two-Way) Crossover Design

Sequence Period 1 Period 2

1 S S � ID
2 S � ID S

S: substrate; ID: interacting drug.

and interacting drug, including: (1) pharmacokinetic and pharmacodynamic char-
acteristics of the substrate and interacting drugs; (2) the need to assess induction
as well as inhibition (induction generally needs longer study duration); and (3)
safety considerations, including whether the substrate is likely to be a narrow
therapeutic range (NTR) or non-NTR drug. In general, the inhibiting/inducing
drugs and the substrates should be dosed so that the exposure of both drugs is
relevant to their clinical use. The following specific examples may be useful in
choosing among study designs.

a. A substrate drug intended for chronic administration should generally
be given until steady state is attained, with assessment of pharmacokinetics over
one or more dosing intervals followed by administration of the interacting drug,
also given until steady-state concentration is reached, again with collection of
pharmacokinetic data on the substrate. The studies of erythromycin–terfenadine
and ketoconazole–terfenadine interactions in healthy volunteers [13–14] are ex-
amples of this one-way, or fixed-sequence, crossover design.

b. If the substrate drug has a long half-life and accumulates, the probabil-
ity of seeing an effect may be enhanced by giving the substrate drug as a single
dose while the interacting drug is given as multiple doses. One example of this
design is the study of the effect of terfenadine on the pharmacokinetics of buspir-
one, a CYP3A4 substrate, where a randomized two-way crossover design was
utilized [15]. Note that although sensitivity to detecting inhibitory effect may be

Table 2 Example of Randomized
(Three-Way) Crossover Design

Sequence Period 1 Period 2 Period 3

1 S S � ID ID
2 S � ID ID S
3 ID S S � ID

S: substrate; ID: interacting drug.
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Table 3 Example of Fixed
(One-Sequence) Crossover Design

Sequence Period 1 Period 2

1 S S � ID
2 S S � placebo

S: substrate; ID: interacting drug.
Sequence 2 (optional) can be used as a con-
trol to ensure that no time-dependent changes
occur between periods 1 and 2; if this is al-
ready established, comparison of periods 1
and 2 within sequence 1 is used as a basis
for the evaluation of an interaction.

increased, it could be argued that effect on steady-state Cmax and AUC is more
relevant.

c. When the substrate has complex metabolism (e.g., a long-acting active
metabolite) or the interacting drug has a long half-life or active metabolite, attain-
ment of steady state may pose problems. Multiple-dose studies would generally
be necessary to be sure that relevant metabolites can be assessed and that the
relevant dose of the interacting drug is used, but special approaches may also be
useful. For example, a loading dose of the potential inhibitor may allow relevant
levels to be obtained more rapidly and selection of a one-way (fixed-sequence)
crossover or a parallel design, rather than a randomized crossover study design,
may also help. Using a one-way crossover design, a recent study [16] showed
that multiple-dose administration of sertraline inhibited the clearance of desipra-
mine to a considerably greater extent than did a single-dose administration (Fig.
1). The long half-lives and the nonlinear accumulation of sertraline and its des-
ethyl metabolite, both of which are CYP2D6 inhibitors, appeared to have contrib-
uted to the higher exposure of these two components and thus greater inhibition
effects after multiple dosing.

Table 4 Example of
Parallel Design

Sequence Period 1

1 S
2 S � ID

S: substrate; ID: interacting
drug.
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Figure 1 AUC values of imipramine (I) or desipramine (DI) when 50 mg of I or DI
was given with sertraline (150-mg single dose or 8 daily doses of 150 mg/day) and when
given alone. The percent values shown indicate the percentage increase in the AUC values
of DI or I when DI or I was given with sertraline as compared to when given alone. (Data
from Ref. 16.)

d. The dosing duration depends on whether inhibition or induction is to
be studied. Inducers may take several days or longer to exert their effects, while
inhibitors generally exert their effects more rapidly. For this reason, a more ex-
tended period of exposure to interacting drug may be necessary if induction is
to be assessed. The study design should also allow assessment of how long the
inhibition or induction effect will last after an interacting drug has been removed
from the dosing regimen. This can be observed in the randomized crossover de-
sign and in the one-sequence or parallel designs by adding an additional period
in which the interacting drug is withdrawn. A recent publication [8] describing
serious adverse events (including one death) observed when dihydropyridine cal-
cium channel blockers (CYP3A4 substrates) were given to patients immediately
after mibefradil (a CYP3A4 inhibitor) was withdrawn illustrates the importance
of this consideration.

e. For an inhibitor drug that induces its own metabolism, a multiple-dose
study design should be used so that the extent of interaction is not overestimated.
Multiple doses of ritonavir have been shown to have smaller inhibitory effects
on other CYP3A substrates [17–18] than a single dose. This may be partially
explained by the lower exposure to ritonavir after multiple doses than after a
single dose.

f. When a pharmacodynamic effect is also being measured, attainment of
steady state for the parent or metabolite, whose pharmacodynamic effects are
being measured, is important. In addition, inclusion of a period of the interacting
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drug alone in the sequence (Table 2) is often advisable so that its contribution
to the pharmacodynamic effects can be assessed. For example, erythromycin is
known to prolong Q-T intervals at some doses. The assessment of Q-T interval
change due to substrate accumulation resulting from erythromycin inhibition of
CYP3A4 metabolism cannot be evaluated without an erythromycin-alone group
to examine the effect of erythromycin in the population.

g. Studies can usually be open label (unblinded), unless pharmacody-
namic endpoints (e.g., adverse events whose interpretation is potentially subject
to bias) are part of the assessment of the interaction.

2. Study Population

Clinical drug–drug interaction studies can generally be performed in healthy vol-
unteers unless safety considerations preclude their participation. Sometimes, use
of subjects/patients for whom the substrate drug is intended offers advantages,
including the opportunity to study pharmacodynamic endpoints not present in
healthy subjects. If metabolic polymorphisms for a pathway being studied exist,
the availability of genotype or phenotype information may be important, for in-
hibitors or inducers may have no effect or little effect in slow metabolizers, an
observation that is particularly important for substrates eliminated by the
CYP2D6, CYP2C9, and CYP2C19 pathways.

3. Choice of Substrates and Interacting Drugs

A recent survey [19] reviewed the interacting drugs used in 89 clinical drug
interaction studies included in 14 New Drug Applications (NDAs) of new molec-
ular entities to be marketed in oral, immediate-release formulations that were
submitted to the FDA between December 1995 and November 1996. Forty-nine
interacting drugs were used in these 89 studies. The most common substrates
studied were digoxin (8 NDAs, or 57%), warfarin (7 NDAs, or 50%), oral contra-
ceptives and nifedipine (4 NDAs each, or 28%), theophylline, terfenadine, and
atenolol (3 NDAs each, 21%). The most commonly used interacting drug was
cimetidine (7 NDAs, 50%). The selection of the substrates appeared to be based
on whether coadministration was likely and the clinical consequences of an inter-
action, were there to be one, as well as past FDA guidance [20–21] that suggested
a particular interest in digoxin, warfarin, and oral contraceptives. While past ex-
perience revealed a reasonable number of interactions with such drugs as digoxin
and warfarin, the drugs used in these interaction studies generally did not indicate
a clear understanding of interaction potential related to P450 enzyme inhibition.
Improved understanding of the metabolic basis of drug–drug interactions allows
the use of more informative approaches to choosing substrates and potential inter-
acting drugs. Figure 2 describes a decision-making process [19] for the conduct
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Figure 2 Integrated approach in the evaluation of drug–drug interactions. *Additional
population pharmacokinetic analysis may assist the overall evaluation. (Reproduced from
Ref. 19.)

of in vivo drug interaction studies once a new drug is characterized as a substrate
for a particular metabolic pathway or an inhibitor of that pathway.

a. Substrates for an Investigational Drug to Test Inhibition or Induction.
In studying an investigational drug as the interacting drug (inhibitor or inducer),
the choice of substrates for initial in vivo studies depends on the P450 enzymes
affected by the drug. In testing for inhibition, the initial substrate selected should
be one whose metabolism by a specific enzyme is markedly inhibited by known
inhibitors (i.e., an especially sensitive substrate should be chosen). Examples
include: (1) midazolam, buspirone, simvastatin, or lovastatin for a CYP3A4 in-
hibitor; (2) theophylline for a CYP1A2 inhibitor; (3) warfarin for a CYP2C9
inhibitor; and (4) desipramine for a CYP2D6 inhibitor. Tables 5–6 show some
reported AUC ratios of these substrates with and without inhibitors. If the initial
study of these sensitive substrates shows inhibition, further studies of other sub-
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Table 5 AUC Ratios of Substrates for CYP3A4 When Given with Inhibitors and
When Given Alone

P450 enzyme Substrate Inhibitors AUC ratios Refs.

CYP3A4 Midazolam Ketoconazole 16 27
Itraconazole 11 27
Erythromycin 4 28

Buspirone Itraconazole 19 29
Erythromycin 6 29
Verapamil 3 30
Diltiazem 6 30
Fluvoxamine 2.4 31

Lovastatin Itraconazole 20 (20) 32
Diltiazem 4 33

Simvastatin Itraconazole 10 (19) 34
Erythromycin 6 35
Verapamil 4.6 35

Triazolam Ketoconazole 11, 22 36, 37
Itraconazole 27 37
Diltiazem 2, 3 38, 39

Alprazolam Ketoconazole 3 36
Felodipine Itraconazole 6 40

Erythromycin 2.5 41

Values in parentheses are AUC ratios of the statin acid metabolite.

Table 6 AUC Ratios of Substrates for Various Cytochrome P450 Enzymes When
Given with Inhibitors and When Given Alone

P450 enzyme Substrate Inhibitors AUC ratios Refs.

CYP1A2 Theophylline Enoxacin 2.1 47
Ciprofoxacin 1.3 47

CYP2C9 Warfarin Fluconazole 3 48
Losartan Fluconazole 1.7, 1.3 49, 50
Phenytoin Fluconazole 1.8 51

CYP2D6 Desipramine Quinidine 7 52
Fluoxetine 11 53
Sertraline 1.5 16
Fluvoxamine 1.1 54
Paroxetine 5.2 55
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strates may be useful, representing a range of substrates based on the likelihood
of coadministration. For example, possible substrates for further study of a
CYP3A4-inhibitory drug might include dihydropyridine calcium channel block-
ers and triazolobenzodiazepines or, for a CYP2D6-inhibiting investigational
drug, might include metoprolol. If the initial study is negative with the most
sensitive substrates, less sensitive substrates may also be presumed to be unaf-
fected and no further studies would be needed.

b. Investigational Drug as Substrate for P450 Enzymes. In testing an
investigational substrate drug for the possibility that its metabolism is inhibited
or induced, selection of the interacting drugs should be based on in vitro or other
metabolism studies identifying the enzyme systems that metabolize the drug. The
choice of interacting drug should then be based on known, important inhibitors
or inducers of the pathway under investigation. For example, if the investigational
drug is shown to be metabolized by CYP3A4, the choice of inhibitor and inducer
could be ketoconazole and rifampin, respectively, because of the powerful effects
of these interacting drugs on CYP3A4 metabolism (i.e., they are the strongest
inhibitor and inducer recognized). If they show no inhibition or induction, further
studies are not needed, and the substrate drug can be identified as having no
clinically important drug–drug interaction for the pathway studied. If the clinical
study of the most potent specific inhibitor/inducer is positive and the sponsor
wishes to show a lack of an interaction between the test drug and less potent
inhibitors or to give advice on dosage adjustment, further clinical studies would
be needed. Tables 5 and 7 show reported inhibition and induction effects of sev-

Table 7 AUC Ratios of Substrates for CYP3A4 Enzymes When Given with
Inducers and When Given Alone

Substrate Inducers AUC ratios Reference

Midazolam (15 mg) Rifampin 0.04 42
Triazolam (0.5 mg) Rifampin 0.05 43

Dexamethasone 0.81 44
Nifedipine (20 mg) Rifampin 0.07 45
Buspirone (30 mg) Rifampin 0.09 46
Ethinyl estradiol (35 µg) Rifampin 0.34 56

Rifabutin 0.65 56
Norethindrone (1 mg) Rifampin 0.49 56

Rifabutin 0.87 56

Rifampin dose was given as 600 mg/day for 5 days (14 days for the ethinyl estradiol and norethin-
drone studies).
Dexamethasone was given as 1.5 mg/day for 4 days.
Rifabutin was given as 300 mg/day for 14 days.
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eral commonly used CYP3A4 inhibitors and inducers. Certain approved drugs
are not optimal selections as the interacting drug. For example, cimetidine, while
frequently used, is not an optimal choice, because it inhibits multiple pathways.

4. Route of Administration

For an investigational agent used as either an interacting drug or substrate, the
route of administration should generally be the one being studied in trials. If only
oral dosage forms will be marketed, studies with an intravenous formulation are
not usually necessary, although information from oral and intravenous dosings
may be useful in discerning the relative contributions of alterations in absorption
and/or presystemic clearance to the overall effect observed for a drug interaction.
For example, the interaction studies conducted of clarithromycin and intravenous
or oral doses of midazolam enabled Gorski et al. to estimate the changes in the
intestinal and hepatic availability of midazolam in the presence of clarithromycin
[22]. Sometimes the use of certain routes of administration may reduce the utility
of information from a study. For example, intravenous administration of a sub-
strate or inhibitor would not reveal an effect on intestinal CYP3A activity that
markedly altered oral bioavailability.

5. Dose Selection

For both substrate and interacting drug, testing should maximize the possibility
of finding an interaction. In general, the maximum doses of the interacting drug
should be used. Doses smaller than those to be used clinically may be needed for-
substrates on safety grounds and should provide an adequate assessment of an in-
teraction. The differential effects of different doses of ritonavir on the plasma lev-
els of saquinavir [17] (Fig. 3) demonstrate the dose effect of an interacting drug.

6. Endpoints

a. Pharmacokinetic Endpoints. The following measures and parameters
are recommended to assess changes in substrate pharmacokinetic endpoints: (1)
systemic exposure measures, such as AUC, Cmax, time to Cmax (Tmax), and others
as appropriate; and (2) pharmacokinetic parameters such as clearance, volumes
of distribution, and half-lives. In some cases, these measures may be of interest
for the inhibitor or inducer as well, notably where the study is intended to assess
possible interactions between both study drugs. Additional measures may help
in steady-state studies (e.g., trough concentration, Cmin) to demonstrate that dosing
strategies were adequate to achieve steady state before and during the interaction.
In certain instances, an understanding of the relationship between dose, blood
levels, and response may lead to a special interest in particular pharmacokinetic
measures/parameters. For example, if a clinical outcome is most closely related
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Figure 3 AUC values of saquinavir (S, 400 or 600 mg) when given with ritonavir (R,
200, 300, or 600 mg) and when given alone. The AUC ratios of S with and without R
are shown in the graph. (Data from Ref. 17.)

to peak concentration (e.g., tachycardia with sympathomimetics), Cmax or another
early-exposure measure might be of particular interest. If the clinical outcome is
related more to the extent of absorption, AUC would be more important. The
frequency of sampling should be adequate to allow accurate determination of the
relevant measures/parameters for the parent and metabolites. For the substrate,
determination of the pharmacokinetics of both active and toxic metabolites is
important.

b. Pharmacodynamic Endpoints. Pharmacodynamic measures can pro-
vide information about the consequences of the interaction when a pharmaco-
kinetic/pharmacodynamic relationship for the substrate is not established or when
pharmacodynamic changes do not result solely from pharmacokinetic interactions
(e.g., additive cardiovascular effect of quinidine and tricyclic antidepressants).
When an approved drug is studied as a substrate, the impact of a given change
in blood level (Cmax, AUC) caused by an investigational drug should be well
known, although this may not always be the case for older drugs.

7. Sample Size and Statistical Considerations

For both investigational drugs and approved drugs, when used as substrates and/
or interacting drugs in drug–drug interaction studies, the general objective of the
analysis should be to conclude that a certain type of drug–drug interaction is or
is not present and, if present, to describe its magnitude. These conclusions should
be based on the use of pharmacokinetic measures most relevant to understanding
the relationship between exposure and therapeutic outcome. A confidence interval
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approach, as opposed to a significance test, is preferred, to understand the magni-
tude of metabolic drug–drug interactions. Selection of the number of subjects
for a given study will depend on how small an effect it is clinically important
to detect or rule out. These should be known from information on the therapeutic
range, concentration–response relationships, and the degree of the pharmacoki-
netic variability already present from factors other than interactions. In general,
the sponsor should be able to recommend specific therapeutic equivalence bound-
aries based on information available for both the investigational agent and the
approved drugs used in the studies. If the 90% confidence interval of the ratio
of the pharmacokinetic measures/parameters with and without the interacting
drug falls completely within the therapeutic equivalence boundary, a conclusion
may be reached that no clinically significant drug–drug interaction was present.
In the absence of other information to determine a therapeutic equivalence bound-
ary, a standard interval of 80–125% may be employed for both the investigational
drug and the approved drugs used in the interaction studies. When large intrasub-
ject variability is present in the pharmacokinetic parameters that cause the ob-
served equivalence interval to fall outside the standard interval without em-
ploying a large number of subjects, a scaled equivalence interval may be
considered [23].

D. Population Pharmacokinetic Screens

Population pharmacokinetic analyses of data obtained from blood samples col-
lected infrequently (sparse sampling) in clinical studies [20–21] conducted in the
later phase of drug development can be valuable in detecting unsuspected drug–
drug interactions. Because population pharmacokinetic studies are conducted as
part of phase 2–3 clinical trials where comedication is expected to occur, they
may provide added clinically relevant information. Population pharmacokinetic
data can also be valuable in confirming the absence of a metabolic drug–drug
interaction when interactions are not suggested by in vitro metabolism studies.
The use of sparse sampling strategies to detect drug–drug interactions has been
infrequent to date, and it is unlikely that population analysis can be used to prove
the absence of an interaction that is strongly suggested by information arising
from in vitro or in vivo studies specifically designed to assess a drug–drug inter-
action. Sparse plasma sampling approaches allow examination of the impact of
a variety of covariates (age, sex, race, concomitant illness or concomitant drug
use) on the pharmacokinetics of a drug. The quality of a population pharmacoki-
netic study depends on the number of samples, the precision of dosing and sam-
ple-collection time information, and the number of patients with relevant covari-
ates. With attention to these factors, population pharmacokinetic data can provide
definitive evidence of drug–drug interactions (or lack of them) that may not have
been studied formally in specific clinical studies. In some cases, results for a
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population study may suggest a need for further, more definitive investigations.
A February 1999 FDA guidance for industry entitled Population Pharmacokinet-
ics [11] describes when to use a population pharmacokinetic approach in drug
development and considers pragmatic issues, such as study design and execution,
data handling and analysis, and use of the information in labeling.

IV. REGULATORY CONSIDERATIONS

Information gathered in properly conducted in vitro and clinical studies of drug
metabolism, drug absorption, and drug–drug interactions provides critical data
for drug development decisions. For example, early knowledge that a candidate
drug with a relatively narrow therapeutic range has high interindividual variabil-
ity in pharmacokinetics due to oxidative metabolism by a polymorphically dis-
tributed cytochrome P450 enzyme might influence the decision to invest in fur-
ther development. Increasingly, also, these factors can affect the regulatory
decision to approve such a drug and/or how it is labeled. Section 505 of the Food
Drug and Cosmetic Act requires that, for approval, a drug must be demonstrated
to be both effective and safe when used as labeled. Safety is not an absolute
measure but rather it reflects a conclusion that the drug’s benefits outweigh its
risks. Among the risks that must be considered is the presence of individuals
who are at particular risk because of individual characteristics (e.g., poor metabo-
lizers) or because of concomitant drug administration. It is striking that several
important drugs—terfenadine, mibefradil, astemizole, and cisapride—have been
removed from the market at least partly because of drug–drug interaction prob-
lems [24–26]. The importance of both mean and between- and within-individual
variability must be assessed in light of many factors. These include the toxicity
of the drug (wide therapeutic range drugs may not be harmful even if their phar-
macokinetics are very variable, e.g., propranolol, loratidine), the disease being
treated, the availability of alternative therapy, the value of treatment, and the
consequences of treatment failure resulting from inadequate drug concentrations.
Thus, development of a drug to treat seasonal allergic rhinitis that shows signifi-
cant cardiac toxicity when taken with a CYP3A4 inhibitor would not be prudent.
In the context of a non-life-threatening condition for which numerous safe and
effective alternative therapies exist, such a drug would be unlikely to be approved
for marketing today. In contrast, the potential for serious toxicities due to drug
interactions is not an insurmountable impediment for drugs intended to treat se-
vere or life-threatening conditions, particularly when alternative treatments are
not available. In these instances, close attention to labeling and other aspects of
risk management will be needed to inform practitioners and patients about the
likelihood and consequences of interactions and the ways to avoid them.
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V. LABELING

Labeling for drug products in the United States must be in the format specified
in the Code of Federal Regulations (21 CFR 201.56). Drug absorption, metabo-
lism, and excretion and drug–drug interaction information appears, as appro-
priate, in some or all of the following sections of the approved product label:
Clinical Pharmacology, Contraindications, Precautions, Warnings, Adverse Re-
actions, or Dosage and Administration. Certain basic pharmacokinetic informa-
tion is almost always included (e.g., bioavailability, food effects, clearance, and
half-life), as is all available information about drug–drug interactions, often in-
cluding negative results. Clinically important interactions are emphasized and
discussed in more detail. Potential interactions based on metabolic pathways may
also be included. Recently approved product labels have reflected the increased
understanding of the pathways and consequences of drug metabolism by health
care practitioners. Newer labels almost always include mention of the drug’s
effect on specific cytochrome P450 enzymes as well as the clinical consequences
of their perturbation on coadministered drugs and the influence of concomitantly
administered drugs on the drug itself. The following section describes the appro-
priate location for drug metabolism and drug–drug interaction information. The
role of P-glycoprotein and other transporter mechanisms and their relationship
to drug-metabolizing enzymes remain to be fully understood, and the effects on
P-glycoprotein-mediated transport is often not reflected in labeling at this time.
It is easy to envision, however, that the role of transporters and the clinical conse-
quences of their modulation will soon be better understood and studied such that
information on these systems will begin to appear in labeling.

A. Information Appropriate for the Approved
Product Label

1. Drug Metabolism Information

In vitro and in vivo information on the metabolic pathways and metabolites is
described briefly in the Clinical Pharmacology section of the labeling. Important
clinical consequences of this information would be placed in Warnings, Precau-
tions, and Dosage and administration sections, as appropriate.

2. Metabolic Drug–Drug Interactions

Results of in vitro and in vivo metabolic drug–drug interaction studies describing
the drug’s effects on other substrate drugs and the effects of inhibitors and in-
ducers on the drug should be presented in some detail in the Drug–Drug Interac-
tions section of the labeling in the Clinical Pharmacology section. It is important
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to include both positive and important relevant negative findings. Ideally, the
types of studies on which statements are based should be identified briefly in the
labeling. If findings indicate a known or potential interaction of clinical signifi-
cance or lack of an important interaction that might have been expected, these
should be mentioned briefly in the Clinical Pharmacology: Interactions section
and described more fully in the Interaction section under Precautions, with advice
on how to adjust treatment placed in Warnings, Precautions, Dosage and Admin-
istration, and Contraindications, as appropriate. For example, results of a study
of a drug–drug interaction involving an antihistamine that shows increased expo-
sure and consequently increased somnolence would be described in brief under
Clinical Pharmacology: Interactions. The clinical implications of this finding
would then be described under Warnings and Precautions, citing the potential
influence on driving or cognitive performance, with a further recommendation
in the Dosage and Administration sections to lower the dose in the presence of
an interacting drug. If there were no satisfactory way to adjust dose and the
adverse events resulting from the interaction were important, there would gener-
ally be a Contraindication to concomitant use, if the drug were approved.

In certain cases, information in Warnings and Precautions could be based
on extrapolation from other studies. For example, a strong inhibitor of CYP3A4
does not need to be tested with all CYP3A4 substrates to include a Warnings
against an interaction of the inhibitor with CYP3A4 substrates. Similarly, a sub-
strate strongly affected by one CYP3A4 inhibitor would be presumed to be altered
by other inhibitors and appropriate warnings provided.

B. Drug Metabolism/Drug–Drug Interaction Outcomes and
Appropriate Representation in Labeling Sections

1. Clinical Pharmacology Section; Drug–Drug Interaction
Section

Case 1. In vivo drug–drug interaction studies adding the new drug to a
prototypical substrate indicate little or no pharmacokinetic effect of the new drug:

〈Labeling Representation〉: Data from a drug–drug interaction study involv-
ing (the new drug) and (the prototypical CYP3A4 substrate) in
patients/healthy individuals indicate that the pharmacokinetics of (the proto-
typical CYP3A4 substrate) are not altered when the drugs are co-adminis-
tered. This indicates that (the new drug) does not inhibit CYP3A4 and will
not alter the metabolism of drugs metabolized by this enzyme.

〈Rationale〉: The use of a highly specific and sensitive substrate and the clini-
cal finding of no interaction allow extrapolation to other substrates of the
same P450 enzyme.
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Case 2. In vivo drug–drug interaction studies adding the new drug to a
prototypical inducer/inhibitor indicate little or no pharmacokinetic effect of the
new drug:

〈Labeling Representation〉: Data from a drug–drug interaction study involv-
ing (the new drug) and (the prototypical CYP3A4 inducer/inhibitor)
in patients/healthy individuals indicate that the pharmacokinetics
of (the new drug) is not altered when the drugs are coadministered. This
indicates that inhibitors/inducers of (CYP3A4) do not affect (the new drug).

〈Rationale〉: The use of a potent inhibitor/inducer of a specific CYP enzyme
and the clinical finding of no interaction allow extrapolation to other
inhibitor/inducer of the same P450 enzyme.

Case 3. In vivo drug–drug interaction studies adding the new drug to a
prototypical substrate indicate a clinically significant pharmacokinetic interac-
tion:

〈Labeling Representation〉: The effect of (the new drug) on the pharmacoki-
netics of (the prototypical CYP3A4 substrate) has been studied in
patients/healthy subjects. The Cmax, AUC, half-life, and clearances of (the
prototypical CYP3A4 substrate) were increased/decreased by % (90%
confidence interval: to %) in the presence of (the new drug).
This indicates that (the new drug) can inhibit/induce the metabolism of drugs
metabolized by CYP3A4 and can increase/decrease blood concentrations of
such drugs. [Depending on the seriousness of the interaction, CYP3A4-me-
tabolized drugs might also be labeled to warn of the interaction.]

〈Rationale〉: The use of a highly specific and sensitive substrate allows a
reasonable suspicion that the clinical finding of a positive interaction may be
extrapolated to other substrates of the same P450 enzyme. This is particularly
important information if the clinical consequences of such an interaction are
important and/or the likelihood of coadministration is high. As appropriate,
this information and the extrapolated conclusions should be represented in
the Contraindications, Warnings, Precautions, and Dosage and Administra-
tion sections of the inhibiting/inducing and substrate drugs.

Case 4. In vivo drug–drug interaction studies adding the new drug to
a prototypical inhibitor/inducer indicate a clinically significant pharmacokinetic
interaction:

〈Labeling Representation〉: The effect of (the prototypical inhibitor/inducer)
on the pharmacokinetics of (the new drug) has been studied in
patients/healthy subjects. The Cmax, AUC, half-life, and clearances of (the
new drug) were increased/decreased by % (90% confidence inter-
val: to %) in the presence of (the prototypical inhibitor/in-
ducer). This indicates that the blood concentrations of (the new drug) may
be increased in the presence of other inhibitors/inducers of CYP3A4. [De-
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pending on the seriousness of the interaction, other inhibitors/inducers of
CYP3A4 might also be labeled to warn of the interaction.]

〈Rationale〉: The use of a potent inhibitor/inducer allows a reasonable suspi-
cion that the clinical finding of a positive interaction may be extrapolated
to other inhibitors/inducers of the same P450 enzyme. This is particularly
important information if the clinical consequences of such an interaction are
important and/or the likelihood of coadministration is high. As appropriate,
this information and the extrapolated conclusions should be represented in
the Contraindications, Warnings, Precautions, and Dosage and Administra-
tion sections of the inhibiting and substrate drugs.

Case 5. In vitro interaction has been studied, but no in vivo studies have
been conducted to confirm or refute the in vitro finding.

a. In vitro interaction has been demonstrated:

〈Labeling Representation〉: In vitro drug metabolism studies reveal that the
metabolism of (the new drug) is by CYP3A4 and can be inhibited by the
CYP3A4 inhibitor ketoconazole. No clinical studies have been performed to
evaluate this finding. Based on the in vitro findings, it is likely that ketocona-
zole, itraconazole, and other CYP3A4 inhibitors will lead to substantial in-
crease in blood concentrations of (the new drug).

〈Rationale〉: In vitro drug metabolism and interaction data characterizing the
enzyme responsible for the metabolism of the candidate drug and demonstrat-
ing an interaction with a specific enzyme modulator allow a reasonable suspi-
cion that known modulators of that enzyme are likely to affect the pharmaco-
kinetics of the new drug. This is particularly important information if the
clinical consequences of such an interaction are important and/or the likeli-
hood of coadministration is high. As appropriate, this information and the
extrapolated conclusions should be represented in the Contraindications,
Warnings, Precautions, and Dosage and Administration sections.

b. In vitro interaction has not been demonstrated:

〈Labeling Representation〉: In vitro drug interaction studies reveal no inhi-
bition of the metabolism of (the new drug) by the CYP3A4 inhibitor keto-
conazole. No clinical studies have been performed to evaluate this finding.
However, based on the in vitro findings, a metabolic interaction with ketoco-
nazole, itraconazole, and other CYP3A4 inhibitors is not anticipated.

〈Rationale〉: The finding of no interaction with a specific and potent enzyme
inhibitor is strong evidence that there would be no metabolism-based interac-
tion with other less potent and specific enzyme inhibitors.

Case 6. Through in vitro investigations, specific enzymes have been iden-
tified as metabolizing the test drug, but no in vivo or in vitro drug interaction
studies have been conducted:
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〈Labeling Representation〉: In vitro drug metabolism studies reveal that (the
new drug) is a substrate of the CYP enzyme. No in vitro or clinical
drug interaction studies have been performed. However, based on the in vitro
data, blood concentrations of (the new drug) are expected to increase in
the presence of inhibitors of the CYP enzyme such
as , , or .

〈Rationale〉: In vitro metabolism data characterizing the sole or primary en-
zyme responsible for the metabolism of the drug in question allows a reason-
able suspicion that known modulators of that enzyme are likely to affect drug
concentrations, especially if metabolism constitutes the major elimination of
the new drug. Depending on the clinical consequences of increased concen-
trations and the likelihood of coadministration, this information and the ex-
trapolated conclusions could be represented in the Contraindications, Warn-
ings, Precautions, and Dosage and Administration sections.

Case 7. Neither in vitro nor in vivo drug–drug interaction studies have
been conducted, and there is no significant metabolism of the drug:

〈Labeling Representation〉: Neither in vitro nor in vivo drug–drug interaction
studies have been conducted. Because (the new drug) is minimally metabo-
lized (approximately 90% of the administered dose of (the new drug) is ex-
creted in the urine as unchanged drug), metabolic interactions would not be
expected. Whether (the new drug) can inhibit or induce metabolic enzymes
or whether other drugs may influence the pharmacokinetics of (the new drug)
through other mechanisms (e.g. effects on absorption or elimination) is not
known.

〈Rationale〉: The absence of in vitro and in vivo metabolism information is
usually not important for drugs whose clearance is largely by renal elimina-
tion, perhaps excepting unusual cases in which there is a very narrow thera-
peutic range. It should be remembered, however, that even renally excreted
drugs (e.g., fluconazole) can inhibit P450 enzymes, and that not all drug–
drug interactions are metabolism based, and the possible effects of trans-
porter modulation are potentially very significant. For this reason, if the new
drug has a relatively narrow therapeutic range or significant toxicities at
higher exposures, more information (e.g., in vitro metabolism, clinical drug–
drug interactions, etc.) usually will be needed.

2. Contraindications, Warnings, and/or Precautions Sections

Case 1. An interacting drug causes increased levels of the substrate, but
it is important to be able to use both drugs, and a dose adjustment that allows
safe and effective concomitant use has been defined. Results of the studies are
described in ‘‘Clinical Pharmacology, Drug–Drug Interactions, Warnings, and/
or Precautions.’’
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〈Labeling Representation〉: (Drug /class of drug) causes significant
increases in concentrations of (the new drug) when coadministered, so that
dose of (the new drug) must be adjusted (see Dosage and Administration).

Case 2. An interacting drug causes significant risk by increasing concen-
trations of the substrate, and there is no documented reliable way to adjust the
dose of substrate so that it can be used safely and effectively. After describing
the interaction in the Clinical Pharmacology section, there should be a Contraindi-
cations section and possibly a boxed warning if the risk is serious.

〈Labeling representation〉: Drug /class of drug can cause significant
increases in concentrations of drug when coadministered. The two
drugs/drug and members of the class should not be used together.

3. Dosage and Administration Section

Case 1. An interacting drug causes increased risk because of increased
concentrations of the substrate, but dosage adjustment will allow safe and effec-
tive use of both drugs.

〈Labeling representation〉: (Drug /class of drug) leads to significant
increases in blood concentrations of (the new drug) by %. The dose
of (the new drug) should be decreased by % when the patient is
also taking ( or other drug in this class).

VI. SUMMARY

In vitro and in vivo metabolism and drug–drug interaction data are critical for
the complete evaluation and labeling of a drug. The information provided by
these studies needs to be appreciated and understood by prescribers and utilized
in individualizing pharmacotherapy. An integrated approach to studying and eval-
uating drug–drug interactions during the drug development and regulatory review
process and incorporating language into labeling has been described. This inte-
grated approach should be based on good understanding and utilization of the
primary question, our willingness to rely on in vitro and in vivo pharmacokinetic
and pharmacodynamic data, and our understanding of the degree to which an
observed change in substrate measures caused by an interacting drug is or is not
clinically important. Future efforts in assessing, managing, and communicating
the risks of drug–drug interactions may focus on: (1) improved uses of in vitro
tests, e.g., to rule in or rule out induction of the metabolism of a substrate by an
interacting drug; (2) better use of in vitro data as a surrogate for in vivo findings,
e.g., through in vitro/in vivo correlations; (3) better use of pharmacokinetic and
pharmacodynamic data in understanding the clinical consequences of drug–drug
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interactions; and (4) better ways to communicate information about important
drug–drug interactions to patients and practitioners.
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I. INTRODUCTION

The number of drugs available to treat patient illness is steadily increasing as drug
development benefits from advances in molecular biology and from increasing
automation of drug screening through the use of robotics and combinatorial chem-
istry. This ever-expanding pharmaceutical arsenal is available to physicians to
treat a large number of diseases (both human and veterinary). As the mean age
of industrialized nations increases, in part due to advances in medical care, the
need to treat multiple disease processes simultaneously increases the probability
that large numbers of people will receive concomitant therapy with multiple
drugs. Consequently, there is an increased risk of adverse drug–drug interactions
as more drugs are used to treat a variety of conditions in the same patient.

Identifying the potential for adverse drug–drug interactions is increasingly
difficult when patients are cared for by multiple specialists, each primarily con-
cerned with one organ system, without overall coordination of the patient’s man-
agement by one person. In many situations, the potential for drug–drug interac-
tions can be minimized by appropriate choices of agents, particularly when
options exist with different mechanisms of action, sites of metabolism, and routes
of excretion. There are, unfortunately, situations where interactions may not be
avoidable and the risks and benefits must be carefully assessed. For instance,
the treatment of cancer, AIDS, or other life-threatening diseases might require
treatment with a drug known to inhibit enzymes that metabolize other drugs (e.g.,
HIV protease inhibitor inhibition of cytochrome P450 3A4). Thus, drug–drug
interactions must be evaluated in light of the therapeutic class and the risk/benefit
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ratio. These interactions can have a significant impact on the marketing of drugs.
This chapter will focus on drug–drug interactions and their effect on the market-
place.

II. MARKET SIZE

The prescription drug market is large and continuously growing. Prescription
drug sales (retail pharmacies) in the United States in 1997 totaled $81.2 billion
[1]. Each of the ten top-selling prescription drugs in 1997 had U.S. sales of over
$800 million and ranged from $804.8 million for Augmenting to $2.28 billion
for Prilosec. Prilosec became the first prescription drug to exceed $5 billion,
with worldwide sales in 1998 of $5.14 billion [2]. The six top-selling drugs in
1997 (Prilosec, Prozac, Zocor, Epogen, Zoloft, and Zantac) each had
U.S. sales greater than $1 billion. New products launched in 1997 produced $3.28
billion in U.S. sales, led by Lipitor ($587 million) and Rezulin ($325 million).
In 1998, U.S. retail pharmaceutical sales were $86.6 billion, and 25 drugs
achieved worldwide annual sales of at least $1 billion. Worldwide (North
America, Europe, Japan, Latin America, Australia) retail pharmacy sales totaled
more than $185 billion in 1998 [3].

This enormous market is influenced by a complex array of factors. Among
the most significant of those factors are the efficacy and safety of a given drug.
Those two factors are the most important considerations in the process by which
drugs receive approval from regulatory agencies to allow their marketing. Those
factors are also important for drugs after they gain entry to the market, together
with additional factors, such as dosing convenience and cost when more than
one drug is available to treat the same condition.

There are many ways in which drugs can interact to produce adverse events.
Perhaps the most common type of interaction is where one drug alters the pharma-
cokinetics of a second drug. Alteration of pharmacokinetics can include inhibition
by one drug of the metabolism of a second drug (e.g., erythromycin inhibition
of warfarin metabolism), leading to accumulation of the second drug with its
resultant toxicity [4]. Conversely, induction of metabolism of one drug by another
can also produce untoward effects if plasma levels of the second drug become
subtherapeutic. An example of such an interaction was the reported interaction
of rifampin with oral contraceptives containing ethinyl estradiol, where concomi-
tant use of rifampin accelerated the metabolism of ethinyl estradiol, resulting in
decreased efficacy as a contraceptive and unwanted pregnancies [4].

Since 1964, approximately 60 drug products have been withdrawn from
the U.S. market because they were found to be ineffective or unsafe [5]. Most
of the compounds withdrawn primarily for safety had toxicities directly attribut-
able to the compound. Only two of these drugs (terfenadine and mibefradil) were
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withdrawn primarily for their high incidence of adverse drug–drug interactions.
The discussion that follows will describe the experience with these two drugs
and the experience with cimetidine where drug–drug interactions have had a
significant impact on its market position.

A. Terfenadine

Terfenadine was introduced into the marketplace as the first nonsedating hista-
mine-1 (H1) receptor antagonist. It was launched in the United States in 1985
under the brand name Seldane. Its patent protection was near expiration when
the drug was voluntarily withdrawn from the antihistamine market in 1997.

1. Clinical Background

During its early development, terfenadine was found to act as a competitive an-
tagonist for histamine binding to the H1 receptor with a 50% inhibitory concentra-
tion (IC50) of 0.7 µM. It was thought that the antihistaminic effect of terfenadine
was due to direct interaction with the H1 receptor. Subsequent studies revealed
that terfenadine was completely metabolized in vivo to fexofenadine, a metabolite
entirely responsible for the antihistaminic effect [6]. The unique property of fexo-
fenadine compared to first-generation antihistamines (diphenhydramine, chlor-
pheniramine) was its inability to cross the blood–brain barrier, thereby avoiding
the sedation seen with the first-generation antihistamines. Terfenadine was indi-
cated for use in allergic rhinitis (both seasonal and perennial), and the recom-
mended dose was 60 mg twice daily.

2. Clinical Pharmacology

Terfenadine is at least 70% absorbed after oral administration but is rapidly me-
tabolized by first-pass metabolism to fexofenadine (terfenadine carboxylate) and
an inactive dealkylated product. Metabolism appears to be mediated entirely by
the cytochrome P450 (CYP3A4). Fexofenadine is about 70% protein bound and
exhibits biphasic elimination with an initial plasma half-life of 3.5 hours and a
terminal plasma half-life of 6–12 hours. Fexofenadine is excreted mostly un-
changed (80% in feces, 12% in urine), with �10% converted to inactive metabo-
lites [7]. Fexofenadine excretion can be affected by compounds (e.g., ketocona-
zole) that interact with the P-glycoprotein transporter because fexofenadine is a
substrate for this transporter [8].

3. Drug–Drug Interactions

Terfenadine itself has no effect on CYP activity and thus does not affect metabo-
lism of other CYP substrates. The drug–drug interactions of significance were



636 Petty and Vega

due to inhibition of CYP3A4 by other drugs, leading to toxic accumulation of
terfenadine in plasma where it normally would only be found in trace amounts
[9,10].

4. Adverse Experiences

The first published report of a serious adverse event due to an interaction of
terfenadine with another drug was that of a young woman who was taking terfena-
dine and who subsequently began taking ketoconazole. Within a few days after
beginning ketoconazole therapy, she experienced syncopal episodes and was
found to have torsade de pointes (polymorphic ventricular tachycardia) [11]. Tor-
sade de pointes was also seen in patients with liver failure who took terfenadine
and in patients who simultaneously received erythromycin and terfenadine [12].
Based on the initial reports of torsade with terfenadine, a ‘‘Dear Doctor’’ letter
was issued by the manufacturer of Seldane in 1990. A retrospective analysis
of concomitant drug use within a large cohort of Medicaid patients revealed that
there was a significant correlation between terfenadine toxicity and concomitant
use of either erythromycin or ketoconazole (both potent CYP3A4 inhibitors) [13].
Additional reports of torsade de pointes in 1992 prompted the need for the manu-
facturer to incorporate a black box warning in the Seldane label that contraindi-
cated concomitant use of terfenadine with CYP3A4 inhibitors, including the azole
antifungals (ketoconazole, itraconazole) and macrolide antibiotics (erythromycin,
clarithromycin, troleandromycin), and use in patients with hepatic insufficiency.

The occurrence of cardiac toxicity was closely correlated with terfenadine
use, and subsequent in vitro studies confirmed that terfenadine (but not fexofena-
dine) efficiently blocks cardiac potassium channels [14]. A study in healthy vol-
unteers treated concomitantly with terfenadine and ketoconazole found a linear
relationship between trough terfenadine concentrations and QTc intervals. The
QTc interval lengthened up to 110 msec at the highest plasma concentrations of
�45 ng/ml [9]. Thus, the direct inhibitory effect of terfenadine on cardiac potas-
sium channels results in prolongation of cardiac repolarization, which is a well-
known cause of ventricular arrhythmias. In one death in which terfenadine was
implicated, plasma level of the drug was 55 ng/ml several hours after the last
ingestion of the drug (when it normally should be undetectable).

While fexofenadine is also metabolized primarily by CYP3A4 and its levels
can be elevated in the presence of potent inhibitors of CYP3A4, its lack of effect
on cardiac potassium channels allows for higher fexofenadine levels to be safely
tolerated without QTc interval prolongation and without an increased risk of ven-
tricular arrhythmias.

5. Market Dynamics

Seldane held market exclusivity as a nonsedating antihistamine from its launch
in 1985 until 1989, when astemizole (Hismanal) entered the market. Hismanal
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did not penetrate significantly into the market because of perceived inferior effi-
cacy (longer onset of action) and cardiac toxicities similar to Seldane [7]. Based
on its nonsedating property, efficacy, and convenient dosing, Seldane main-
tained market leadership, with a ranking of the fifth most commonly prescribed
drug in the United States in 1990. In 1991, 17 million prescriptions were issued,
and there were more than 100 million users of Seldane worldwide. It had peak
U.S. retail pharmacy sales of $540 million and 54% market share in 1992 (com-
bined antihistamine and cold markets). Despite the black box warning, Seldane
had worldwide sales of $700 million in 1994 and held up to 29% market share
in the United States in 1995. With the launch of Zyrtec in 1996 (promoted as
safer and equally effective), market share of Seldane plummeted to 2.5% in
1997, when it was withdrawn from the market.

When it was recognized that fexofenadine was the active metabolite, efforts
were begun to register it as a separate entity. Due to existing patent coverage of
fexofenadine by Sepracor, Hoechst obtained the licensing rights for its develop-
ment. Fexofenadine was approved (as Allegra) for marketing in the United
States in July 1996.

B. Mibefradil

Mibefradil (Posicor) was launched in the United States in June 1997 by Roche.
It was promoted as a unique calcium channel blocker (CCB) that affected both
transient (T) and long (L) calcium channels. At the time of launch, it was pro-
jected to eventually provide 1–3% of Roche’s sales. It was withdrawn from the
market in June 1998.

1. Clinical Background

Mibefradil is a tetralol derivative developed as a unique calcium channel blocker.
Its efficacy as an antihypertensive was demonstrated in phase III trials where
doses of 50–100 mg were compared to other calcium channel blockers (nifedipine
SR, diltiazem CD, nifedipine GITS, amlodipine). Mibefradil was shown to be
equally effective as or more effective than nifedipine SR, diltiazem CD, nifedi-
pine GITS, or amlodipine in reducing blood pressure in mild to moderate hyper-
tension. Average reductions of diastolic blood pressure of as much as 15 mm
Hg were seen with the 100-mg dose. It was also found to be effective in the
treatment of chronic stable angina. Thus, it was indicated for use in hypertension
and stable angina at doses of 50 or 100 mg once daily [15].

Studies to support its registration included 2636 patients. It was reported
to be well tolerated, with the most common adverse experiences being headache,
leg edema, dizziness, and fatigue at incidences similar to those with placebo. The
incidence of leg edema with mibefradil was found to be lower than with other
CCBs, which was an attribute important in its registration and marketing.
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Compared to other CCBs, mibefradil was found to have more negative
chronotropic effects, with a significant incidence of dose-dependent first-degree
AV block and sinus bradycardia. No effect on QT intervals was detected in the
phase III studies.

2. Clinical Pharmacology

Oral bioavailability of mibefradil is dose dependent and ranges from 37% to over
90% with doses of 10 mg or 160 mg, respectively. The plasma half-life is 17–
25 hours after multiple doses, and it is more than 99% protein bound [15]. The
metabolism of mibefradil is mediated by two pathways: esterase-catalyzed hydro-
lysis of the ester side chain to yield an alcohol metabolite and CYP3A4-catalyzed
oxidation. After chronic dosing, the oxidative pathway becomes less important
and the plasma level of the alcohol metabolite of mibefradil increases. In animal
models the pharmacological effect of the alcohol metabolite is about 10% com-
pared to that of the parent compound. After metabolic inactivation, mibefradil
is excreted into the bile (75%) and urine (25%), with less than 3% excreted un-
changed in the urine.

Studies in human liver microsomal preparations have demonstrated that
mibefradil is a powerful inhibitor of liver CYP3A4, with both competitive and
mechanism-based effects on this enzyme at therapeutically relevant concentra-
tions [16]. In particular, the potency of competitive inhibition of CYP3A4 is such
that the IC50 value (�1 µM) falls within the therapeutic plasma concentrations
of mibefradil and is comparable to that of ketoconazole. However, the inhibition
of CYP3A4 by mibefradil, unlike that of ketoconazole, is at least partially irre-
versible. Based on the in vitro results, mibefradil is one of the most potent mecha-
nism-based inhibitors of CYP3A4 reported to date. Therefore, it should have
been anticipated that clinically significant drug–drug interactions would likely
ensue when mibefradil was coadministered with the large number of agents me-
tabolized primarily by CYP3A4. In addition, in vitro studies by the manufacturer
demonstrated an inhibitory effect of mibefradil on CYP2D6 and CYP1A2, thus
suggesting the possibility of additional potential drug–drug interactions.

3. Clinical Drug–Drug Interactions

Prior to registration, several clinical drug–drug interaction studies were done. In
those studies, mibefradil or its metabolites were found to inhibit CYP3A4 and
CYP2D6 but not CYP1A2. Coadministration of mibefradil with metoprolol (a
substrate for CYP2D6) in healthy subjects resulted in a twofold increase in the
peak plasma concentrations of total (R- and S-enantiomeric) metoprolol and a
four- to fivefold increase in AUC. Coadministration of terfenadine (a substrate
for CYP3A4) and mibefradil in healthy subjects resulted in elevated plasma con-
centrations of terfenadine up to 40 ng/ml.
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Twice-daily dosing of 60 mg terfenadine increased the mean QTc interval
12%. The levels of cyclosporine A (another CYP3A4 substrate) increased about
twofold with concomitant treatment with 50 mg mibefradil for 8 days. In healthy
volunteers, elevations in peak quinidine (a CYP3A4 substrate) plasma levels (15–
19%) and in AUC (50%) were found during coadministration of single doses of
mibefradil at doses of 50 mg and 100 mg. Despite in vitro evidence of inhibition
of CYP1A2, no pharmacokinetic interaction was observed with theophylline, a
CYP1A2 substrate. It was also reported that no clinically important interaction
was seen between mibefradil and cimetidine, digoxin, angiotensin-converting en-
zyme (ACE) inhibitors, nonsteroidal anti-inflammatory agents, long-acting ni-
trates, or warfarin [15].

4. Adverse Experiences

Within several weeks of its launch, numerous serious adverse events involving
mibefradil were being reported on a regular basis. These included severe brady-
cardia when used concomitantly with β-blockers, cardiogenic shock when switch-
ing from Posicor to dihydropyridine CCBs [17], and rhabdomyolysis when used
with HMG CoA reductase inhibitors [18].

On the basis of these postmarketing adverse experiences, the manufacturer
issued a ‘‘Dear Doctor’’ letter in which it was mentioned that mibefradil was
found to interfere with the metabolism of 26 other medicines and that concomitant
use of mibefradil with several of these medications was contraindicated.

In a second ‘‘Dear Doctor’’ letter in June 1998, mibefradil was voluntarily
withdrawn from the market by Roche due to ‘‘complexities’’ of drug interactions.
The withdrawal apparently was precipitated by the analysis of the results of a
study of �2500 patients with congestive heart failure (Mortality Assessment in
Congestive Heart failure or MACH-1 trial). This was a three-year study in which
patients were treated with mibefradil, an ACE inhibitor, or placebo. The study
reportedly found no difference between mibefradil and placebo in treating CHF
but it ‘‘provided further information on drug interactions’’ [19]. It is likely that
most of the interactions involved drugs metabolized by CYP3A4 and 2D6, but
details of the study and its results have not yet been published.

5. Market Dynamics

Although the CCB market is sizable (more than $4 billion in U.S. retail sales in
1998), it is occupied by a variety of compounds, both branded and generic. Thus,
Posicor was launched in a very competitive market, and it had virtually no
impact on that market. Before its withdrawal, it had been prescribed to �200,000
patients worldwide and generated �$27 million in U.S. retail sales during its
brief time on the market.
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C. Cimetidine

Cimetidine was the first histamine-2 (H2) receptor antagonist in the antiulcerant
market. It was introduced to the U.S. market as Tagamet in 1977, and its patent
expired in May 1994. It was approved for over-the-counter (OTC) marketing in
September 1995, and it currently remains available on both the prescription and
OTC markets.

1. Clinical Background

Cimetidine is a specific antagonist of the H2 receptor. It binds to the H2 receptor
on gastric parietal cells and competitively blocks the action of histamine in the
signaling pathway that regulates gastric acid secretion (both basal and stimu-
lated). It is indicated for the treatment of duodenal and gastric ulcers, gastroesoph-
ageal reflux disease (GERD), and hypersecretory conditions such as Zollinger–
Ellison syndrome and systemic mastocytosis. It is also indicated for prevention
of upper gastrointestinal bleeding in critically ill patients.

Controlled clinical trials supporting the registration of cimetidine found
that it was significantly better than placebo in achieving healing of duodenal
ulcers. Subsequent studies also found cimetidine was effective in controlling
symptoms of peptic ulcer disease and GERD. In addition, it significantly de-
creased the duration of GI bleeding in patients with peptic ulcers [20]. During
phase III studies, cimetidine was generally well tolerated. A variety of adverse
experiences were reported with cimetidine but not an incidence greater than pla-
cebo. Drug–drug interactions were not significant when cimetidine was used con-
comitantly with sedatives, analgesics, thiazide diuretics, bronchodilators, di-
goxin, or propranolol in the phase III studies.

More extensive experience with cimetidine showed that it was reasonably
well tolerated. Postmarketing adverse experiences included dizziness and somno-
lence, reversible confusional states (in severely ill patients), mild diarrhea, gyne-
comastia, impotence, neutropenia, thrombocytopenia, increased hepatic transami-
nases, and increased serum creatinine (due to competition by the drug of renal
tubular secretion of creatinine). Most of these adverse experiences are uncommon
(occurring in �1% of patients) and dose related. Gynecomastia has been reported
in as many as 4% of patients taking prolonged high doses of cimetidine for hyper-
secretory conditions (Zollinger–Ellison syndrome).

2. Clinical Pharmacology

Cimetidine is over 90% absorbed with �50% bioavailability after oral adminis-
tration. The plasma half-life is 2 hours with a volume of distribution of 1 L/kg.
In patients with renal failure, plasma half-life is prolonged to �5 hours. It has
relatively low plasma protein binding (13–25%) and is readily removed by hemo-
dialysis. Nearly 50% of the drug is excreted unchanged in urine after an oral
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dose, and 75% is excreted unchanged in the urine after an intravenous dose. The
remaining drug after oral dosing is metabolized primarily to cimetidine sulfoxide
and to a lesser extent to 5-hydroxymethyl cimetidine and guanylurea cimetidine,
which are excreted in urine. Less than 2% of the drug is excreted unchanged in
bile.

Although cimetidine itself dose not appear to be a significant substrate for
cytochrome P450 (CYP) enzymes, it has been shown to inhibit several enzymes
to varying degrees, including CYP1A2, 2C19, and 3A4. The inhibitory effect of
cimetidine on these enzymes is the basis for its drug–drug interaction profile.

3. Drug–Drug Interactions

Drugs metabolized by CYP that interact with cimetidine include, but are not
limited to, the following: lidocaine, quinidine, midazolam, triazolam, nifedipine,
verapamil, and fentanyl [4]. In each instance, inhibition of CYP by cimetidine
results in reduced metabolic clearance and increases in serum concentrations of
the other drug, which can lead to the expected toxicity and adverse experiences
characteristic of the other drug.

4. Market Dynamics

Cimetidine was launched in the United States as a first-in-class compound in
1977. It held virtually 100% of the U.S. prescription antiulcerant market from
1977 to 1981. In 1982, Carafate captured 4% of the U.S. market, and it was not
until 1983 that the second H2 antagonist (Zantac) became available. The market
share of Tagamet decreased steadily from 1983 until it went off patent in 1994
(Fig. 1). The U.S. retail pharmacy sales of Tagamet peaked at $534 million in
1986, when it comprised 56% of the dispensed prescriptions in the U.S. market.
Zantac held the greatest U.S. market share of dispensed prescriptions from 1988
(44%) through 1996 (33%), with peak sales of $1.95 billion in 1994. The U.S.
prescription antiulcerant market is currently led by Prilosec, which has been
the largest-selling drug in the world from 1996 through 1998.

Several factors contributed to Tagamet’s market decline. Dosing conve-
nience (twice a day) made Zantac much more attractive than Tagamet (four
times a day) to physicians and patients. Tagamet was eventually approved for
twice-daily dosing, but not in time to prevent the market uptake of Zantac.
However, the adverse drug–drug interactions attributed to Tagamet also played
a prominent role in the marketing strategy and success of Zantacand other com-
petitors. Despite being the first H2 blocker in the prescription market and the first
to apply for approval for OTC marketing, the approval for OTC marketing for
Tagamet did not occur until September 1995 (more than one year after patent
expiration), and another H2 receptor antagonist (Pepcid) actually launched first
in the OTC market. The concern of drug–drug interactions continues to be a
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Figure 1 Antiulcerant market share, 1979–1997. The market share (expressed as per-
cent of total prescriptions dispensed) of the antiulcerant market is shown over the period
from 1979 to 1997. Only four products (Tagamet, Zantac, Pepcid, and Prilosec)
are shown. Other products in this market not shown here are Carafate, Axid, Cytotec,
Propulsid, Prevacid, and generic cimetidine and ranitidine. Note that the initial in-
crease in market share for Zantac (1983–1986) came exclusively at the expense of Taga-
met and that further erosion of Tagamet market share occurred as additional products
were introduced into the market. Patent expiration for Tagamet was in 1994, at which
time it held 10% of the market. (Data derived from the National Prescription Audit, IMS
America.)

factor in marketing efforts against cimetidine in both the prescription and OTC
markets.

III. CONCLUSIONS

Drug–drug interactions have always been important in the development of safe
and effective drug therapies. The increasingly competitive marketplace requires
that every possible advantage be highlighted, particularly with the more extensive
use of direct-to-consumer advertising. The potential impact of drug–drug interac-
tions must be considered at all phases of drug development.
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