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Notably, one of the most influential scientific achievements of the last century concerns the structural 
 elucidation of DNA by Watson, Crick, Franklin and Wilkins in 1953 [1]. As was foreseen in their seminal 
papers, the structure of DNA had profound implications on molecular biology:

“We wish to suggest a structure for the salt of deoxyribose nucleic acid (D.N.A.). This structure has novel features 
which are of considerable biological interest.”

Since then, the role of DNA in biology has been accepted as that of the bearer of the genetic code, and many 
genomic sequences have been deciphered, including the human genome. However, the story is far from 
over, and many questions still remain to be answered, in particular, the details of how DNA works to fulfil 
its duties, including the sequence dependent local structure, protein binding to DNA, regulation of gene 
 expression (including methylation and selective unwinding from histones), to name but a few. Also, although 
knowledge of the three‐letter genetic code allows for the identification of genes, and comparison between 
species to find similarities and heritage, it also raises the question of the exact role of the non‐ coding regions 
of the genomes.

Not long after the huge biological importance of DNA had been understood, the fascinating features of this 
self‐assembled biopolymer began to inspire synthetic chemists, analytical specialists, biophysicists and even 
computer programmers to devote their research efforts to oligonucleotide‐based systems.

The basic principle of the workings of DNA is simple: the molecule forms a well‐understood double helix 
through the complementary base pairing of two antiparallel strands. Yet there is far more to DNA than just 
this concept. DNA can act both as a rigid stick (duplex) with a persistence length of about 40–50 nm, and as 
a flexible glue (single strand), giving rise to a Lego‐like building block system for the creation of architectures 
with nanometre precision. In addition, more complex tertiary structures such as loops, triple strands, quadru-
plexes and various junctions, many of which have been found in vivo, add to the countless possibilities of 
creating DNA structures with functions beyond those of just information storage and heredity. The plethora 
of non‐duplex tertiary structures is even more pronounced in the RNA context.

By taking DNA out of its biological environment, new systems have emerged that are beginning to play a 
major role in materials science, electronics, diagnostics, medicinal chemistry and much more. The supramo-
lecular aspects of DNA have seen significant advances in the past few decades, particularly with the inclusion 
of modified nucleotides.

Organic synthesis has and will remain a key aspect of DNA chemistry. The concept of phosphoramidite 
chemistry for automated solid‐phase synthesis (SPS) of DNA, as first described by Caruthers in 1981 [2], has, 
on the whole, remained unaltered, as it has proven to be a most versatile approach. In principle, any diol can 
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be used for the stepwise build‐up of functional molecules, as the concept is not restricted to nucleosides, 
provided the other functional groups that are present are compatible with the strongly acidic, basic and 
 oxidising environment in SPS, although milder conditions are also available. In addition, nucleosides can be 
chemically functionalised with almost any additional group, be it small organic molecules or large metal 
complexes. The combination of all accessible building blocks has lead to a system that is now being explored 
in almost all areas of science, as mentioned earlier.

The chapters in this book present an excellent collection of state‐of‐the‐art reviews covering research that 
is currently being carried out. The chapters are devoted to the most important fields being studied:

1. (Non‐) covalently modified DNA with novel functions
2. DNA wires and electron transport through DNA
3. Oligonucleotides in sensing and diagnostic applications
4. Conjugation of DNA with biomolecules and nanoparticles
5. Alternative DNA structures, switches and nanomachines

Each chapter is devoted to a specialised topic within the larger context of DNA chemistry, and will give 
the reader both an introduction to the field and the relevant technologies, and a more focussed description 
of the  authors’ own research and viewpoint. General conclusions and outlooks for the future are also 
given. We are in the very lucky position of having been able to attract many of the key players in the 
relevant areas to devote their time to writing what we believe is an outstanding collection of well written 
and up‐to‐date  chapters. As the field is growing so rapidly, it would be beyond the scope of any textbook 
to include everyone currently working in this field, or to mention the excellent new ideas of every research 
group. This demonstrates that applied DNA technology has reached the level at which it is playing a key 
role across the board.

Nucleotide technology is a fast moving area, where research is advancing rapidly. However, these 
chapters will certainly remain a key collection for some years to come. Even though the systems will 
steadily improve, the basic technologies presented and discussed here will remain the same for the 
 foreseeable future, as can be seen from the basic SPS principles. The book is intended to give the novice 
an introduction and a basic overview of all aspects of nucleotide technology, including strategies,  concepts 
and visions. The experienced reader will have an up‐to‐date volume at hand where – through the amalgamation 
of very different ideas – novel applications and concepts may be conceived. We are therefore convinced 
that this collection will be very useful to scientists at all levels, and we hope that it will indeed trigger the 
emergence of new research.

It is generally difficult, if not impossible, to predict where the future will take us, as new results are being 
published on a daily basis, sometimes in unrelated fields where the impact on one’s own research may not be 
immediately evident. Many of the approaches used today could not have been predicted ten years ago, as 
some of the key technologies were not available then (e.g. DNA origami). DNA technology will continue 
to be important at both the giving and receiving ends: DNA bio-nanotechnology will influence material, 
medicinal and biological sciences, whereas inventions and demands from those fields will have an impact on 
the direction of the development of DNA technology.

We give great thanks to all contributors to this book and hope that the reader will enjoy it as much as we 
did during the editorial stages.

Eugen Stulz
Guido H. Clever
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1.1
DNA‐Based Construction of Molecular 

Photonic Devices

1.1.1 Introduction

Controlling the spatial arrangement of photonic materials reproducibly and with nanoscale precision is of 
fundamental importance for the development of optoelectronic devices and sensors of the future. Over the 
past 30 years, industry has made phenomenal progress in the fabrication of optoelectronic circuits and devices 
with a high level of accuracy and reproducibility. ‘Top down’ nanolithography has been the major driver in 
these developments, producing devices and circuits with resolution levels ranging from tens [1] to hundreds 
of nanometres [2]. Top down photolithographic approaches such as Extreme Ultraviolet Lithography (EUV) 
have been the predominant methods used to fabricate optoelectronic devices with sub‐50 nm resolution lev-
els. One of the major drawbacks in the further development of higher resolution circuits fabricated using 
EUV is the rising cost of the equipment required to produce smaller devices with sub‐22 nm resolution [3]. 
The more recent development of Nanoimprint Lithography (NIL), for example, can replicate high‐resolution 
patterns as small as 2.4 nm and is one of the leading contenders for the fabrication of sub‐22 nm circuitry 
[1a], yet technological hurdles such as the defectivity and process variability of the resultant device platforms 
requires further development [4].

As a consequence of the increasing technological as well as economic challenges involved in fabricating 
devices through purely lithographic approaches, alternative methods and strategies of fabrication are now 
being investigated from both a fundamental as well as an applied perspective [5]. Building circuits and 
devices from functional molecular building blocks, that is, a ‘bottom up approach’, is a particularly attractive 
method for achieving molecular‐scale precision [6]. There is increasing interest in using supramolecular 
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assembly principles to form functional optoelectronic devices and sensors for device applications [7], yet 
despite a number of seminal advances in this area [8], a significant challenge still remains, that of fabricating 
precisely defined and error‐free nanomaterials over micron‐scale surface areas with complete 3D control and 
sub‐nanometre resolution in a reproducible fashion de novo [9]. In contrast, Nature is astute at preparing 
micron‐scale, self‐assembled nanostructures via the use of a template‐driven process to direct both the 
 formation and the control of the growth of the overall nanostructure [10]. For example, the protein ferritin 
can be used as a template for the controlled biomineralisation of nanostructures [11]. Peptides can also be 
programmed to assemble in nanostructures and even act as templates for the assembly of non‐natural func-
tional materials; however, the ability to form bespoke functional materials is still restricted by our limited 
understanding of the rules that govern their self‐assembly [10].

Of the biomacromolecules available in Nature, DNA molecules and their structural analogues have 
emerged as excellent templates to guide the synthesis [12] as well as the assembly of functional nanomateri-
als from the ‘bottom up’ (Figure 1.1.1a) [13]. By exploiting the predictable base‐pairing rules of DNA and 

Figure 1.1.1 (a) Watson–Crick base‐pairing is used in Nature to store genetic information and in DNA nano-
technology to direct the assembly of sophisticated multi‐dimensional nanostructures. DNA analogues such as 
Peptide Nucleic Acids (PNA) have also been used to direct the assembly of DNA nanostructures. (b) Schematic 
representation of DNA origami. A single‐stranded DNA template is weaved in two‐ and three‐dimensional 
DNA  nanostructures using a variety of oligodeoxyribonucleotide (ODN) staple strands. (c) Triplex Forming 
Oligonucleotides (TFOs) offer an alternative directing modality through the formation of triplex structures
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the high density of information embedded in its structure, DNA‐programmed self‐assembly can form sophis-
ticated multi‐dimensional assemblies ranging from 3D crystals [14], micron‐scale 2D [15] and 3D [15b, 16] 
DNA nanostructures, as well as dynamic nanostructures [17], which can be reconfigured to release a thera-
peutic cargo in response to molecular cues [18].

The principal aim of this chapter is to highlight the recent developments in the use of DNA‐programmed 
self‐assembly to guide the construction of discrete photonic nanostructures. The advantages and disadvan-
tages of using DNA‐programmed self‐assembly to construct arrays of organic fluorophores and proteins will 
be presented. The second half of the chapter will review efforts focusing on different modes of DNA‐pro-
grammed self‐assembly to fabricate optoelectronic circuits and light‐harvesting complexes. For specific 
applications of DNA‐directed assembly for the construction of supramolecular photosynthetic mimics, the 
reader is directed to a recent review by Albinsson, Hannestad and Börjesson [19]. DNA‐programmed assem-
bly of metallic and semiconductor nanoparticles is another rapidly expanding area of DNA nanotechnology. 
This has been the subject of recent reports and will not be discussed herein [13a, 13c, 20].

1.1.2 Using DNA as a template to construct discrete optoelectronic nanostructures

DNA is a unique self‐assembling molecular system. This uniqueness arises from the inherent program-
mability of Watson–Crick base‐pairing of Adenine (A) hydrogen‐bonding with Thymine (T) and Guanine 
(G) hydrogen‐bonding with Cytosine (C) [13b]. Both the programmability and flexibility of these  pairing 
rules can be used to form a variety of structures ranging from simple duplexes through to more complex 
four‐stranded Holliday junctions. Further enhancement of the stiffness of DNA nanostructures is also 
possible as a consequence of the development of double and triple cross‐over motifs [13b]. The high 
level of programmability of DNA is also underpinned by the availability of pre‐designed sequences – 
both short and long. This is a key aspect of DNA nanotechnology and sets it apart from other self‐ 
assembling biomolecules as both short and long DNA sequences can be prepared, and amplified to 
produce suitable amounts of the template for fundamental investigations. For example, solid‐phase syn-
thesis can produce modified oligodeoxyribonucleotides (ODNs) up to ~120 nucleotides in length [21], 
whereas longer DNA sequences of up to 20 kilobases in length can be prepared using the Polymerase 
Chain Reaction (PCR) [22].

Taken collectively, both the availability of material, the predictability of self‐assembly rules and the more 
recent advent of computer software to facilitate the design of DNA nanostructures has spurred on the con-
struction of sophisticated two‐ and three‐dimensional nanostructures. One of the most successful exemplars 
of this has been ‘DNA origami’, which weaves a long single‐stranded DNA template with the help of a series 
of shorter ODN strands (Figure 1.1.1b) [15a]. Since modified ODNs with a precise functionalisation pattern 
can be prepared by solid‐phase synthesis, the insertion of non‐natural functionality at precise locations in 
an origami‐design DNA‐programmed array can be realised [21, 23], and has been used with great effect to 
template a vast array of functional materials along a DNA nanostructure [21, 24].

Traditional strategies to construct DNA nanostructures have focused on utilizing Watson–Crick base pair-
ing between two complementary DNA strands. A less investigated strategy to control the addressability of 
optical functionality is to exploit the topological features of higher order DNA structures (Figure 1.1.2a). 
With its 2 nm diameter, repetitive helicity of 3.4 nm, arrangement of base‐pair ‘bits’ of information every 
0.34 nm and its widespread occurrence in DNA nanostructures, B‐type double‐stranded DNA (dsDNA) 
offers an auxiliary mode to address optoelectronic materials. For example, the large surface area and solvent 
accessible major groove is the primary site for DNA‐binding domains found in Transcription Factors [25]. 
Minor‐groove binding small molecules such as Hoechst 33258 (1) and DNA‐binding polyamides (PAs, 2, 
Figure 1.1.2b) [26] offer an alternative mode of duplex DNA binding in the deep, hydrophobic minor groove [27]. 
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Tethering functionality to specific sites on these molecules can therefore be used to direct optoelectronic 
materials to a specific dsDNA sequences within nanostructures.

Nucleic acid analogues such as Peptide Nucleic Acids (PNA) and Triplex Forming Oligonucleotides 
(TFOs) are another family of molecules that can bind to dsDNA in a sequence‐selective fashion. PNA, for 
example, has a number of binding modes, ranging from strand invasion of dsDNA through to triplex forma-
tion (Figure 1.1.1a) [28]. The different PNA binding modes are influenced by the DNA target sequence, 
which allows one to develop binding strategies that are contextualised by sequence and the mode of binding. 
In contrast, TFOs form triplex structures with dsDNA via the recognition of the edges of Watson–Crick base‐
pairs protruding into the major groove (Figure 1.1.1c) [29].

Finally, more generic binding modes can also be exploited for binding to duplex DNA (Figure 1.1.2a). For 
example, the hydrophobic interior of dsDNA enables aromatic and positively charged molecules such as 
cryptolepine (3) and YO‐PRO (4), which can intercalate between base‐pairs (Figure 1.1.2b) [30]. Electrostatic 
interactions can also play an important role in templating functional materials. The highly charged anionic 
phosphodiester backbone can be used to template a wide range of cationic polymers [31] and polyamines [32] 
through electrostatic attraction, albeit in a non‐sequence specific manner. Both of these modes do not possess 
the equivalent level of programmability of minor‐ or major‐groove binders; however, they do provide the 
potential to interface with DNA nanostructures in a more generic fashion if programmability is not an essen-
tial requirement.

Currently, there are two major categories of DNA binding used to construct DNA‐programmed assemblies 
and arrays:

i. Construction of arrays that utilise single‐stranded DNA (ssDNA) as a template. These multi‐
chromophoric assemblies typically utilise modified ODNs and Watson–Crick base‐pairing to direct 
the construction of higher order supramolecular arrays [33].

ii. Construction of arrays that utilise dsDNA as the template. This strategy exploits the topological 
 characteristics of DNA duplexes to place optoelectronic materials in precise locations along a DNA 
architecture. These binding modes include the use of intercalators [34] and minor‐groove binding ligands 
[35] to direct positional assembly within DNA nanostructures.

Figure 1.1.2 (a) Structure of a B‐type DNA duplex and the location of ligand binding. (b) Representative  subset 
of DNA minor‐groove binder (e.g. 1 and 2) and DNA intercalators (e.g. 3 and 4)



1.1.3  Assembly of photonic arrays based on the molecular recognition of  
single‐stranded DNA templates

DNA‐programmed photonic assemblies prepared by this strategy require the use of ODNs where the position 
of fluorophores at defined sites is controlled by the primary sequence of a complementary single‐stranded 
DNA template. Although there are many reported examples of the use of Förster Resonance Energy Transfer 
(FRET) in DNA‐based assemblies [36], this section will predominantly restrict itself to the discussion of 
systems comprising more than two types of fluorescent dyes (i.e. involving at least two energy‐transfer 
steps). For a treatise of FRET in biological processes, including nucleic acids, the reader is directed to the 
review by Sapsford, Berti and Medintz [37].

Kawahara, Uchimaru and Murata reported the first use of a DNA template to produce a photonic wire in 1999 
[38]. In this design, a 25‐mer ODN 5′‐modified with 6‐carboxyfluorescein was used as the template. Sequential 
binding of two fluorophore‐modified ODNs (4,7,2′,4′,5′,7′‐hexachloro‐6‐carboxyfluorescein and 6‐carboxy‐
X‐rhodamine), whose sequence corresponded to a specific coding sequence within the template, were then 
added to produce the final photonic array (Figure 1.1.3a). Energy transfer was observed over 8 nm. Ohya et al. 
improved on this fundamental design through the construction of a longer photonic wire comprising three dif-
ferent fluorophores [39]. The absorption and emission characteristics of eosin (Eo), tetramethylrhodamine 
(TMR) and Texas Red (TR) were coupled with Förster Resonance Energy Transfer (FRET). FRET was observed 
over a maximum distance of 10 nm along a DNA duplex by exploiting a mixture of both hetero‐ and homo‐
FRET processes, starting from the initial excitation of the Eo dye and observing the emission of the TR dye. 
Two TMR ‘jumper dyes’ were used to transfer energy ultimately to the TR located at the end of a DNA duplex. 
By virtue of the narrow Stokes shift of TMR, energy transfer is achieved between the two TMR dyes by a homo‐
FRET process, whereas the first and last energy transfer steps occur via a uni‐directional hetero‐FRET process.

A similar DNA photonic model to that of Ohya et al. was utilised by Heilemann et al. but with crucial 
innovations [40]. A DNA template 5ʹ‐end‐modified with a blue Rhodamine Green (RhG) strand formed the 
basis for the complementary binding of four ODNs outfitted with fluorophores, permitting an energy cascade 
to ensure energy transfer. Using this model, Heilemann et al. demonstrated the first DNA‐based photonic 
wire where energy transfer proceeded in a truly unidirectional process over a distance of 13.6 nm and a spec-
tral range of 200 nm. High energy transfer efficiencies (~90%) of this five colour system were also reported 
using a fully assembled photonic wire model when the interchromophore distance was confined to 3.4 nm or 
one helical turn of the DNA template. However, a limitation of this design is the need to assemble multiple 
components to construct the final photonic wire. This multi‐component assembly results in poor overall 
FRET efficiencies (i.e. 10%). As a consequence of the poor yield of the final construct, energy transfer 
 efficiencies were also poor (~15%) in bulk solution relative to the high energy transfer efficiencies 
observed in single‐molecule examples where the photonic wire is fully assembled [41].

In order to address the structural heterogeneity of their original model, Heilemann et al. reported  significant 
increases in energy transfer of a five colour photonic wire through the immobilisation of the DNA scaffold to a 
solid surface by biotin–streptavidin binding [42]. In this latest design a photonic assembly using a template 
strand comprising the injector RhG dye on the 5ʹ‐end and a biotin on the 3ʹ‐end was constructed. Three com-
plementary strands incorporating the transmitting chromophores and a final emitting chromophore were then 
hybridised to form the final photonic wire assembly. Surface immobilisation of the DNA‐based photonic wire 
was then achieved using streptavidin‐coated surfaces. With this design, Heilemann et al. report homogeneous 
energy transfer with efficiencies of ~85% for a five colour photonic wire system. The key aspect for the increase 
in energy transfer is restriction of the conformational freedom of the fluorophores as a consequence of surface 
immobilisation. However, in order to increase the FRET efficiencies and improve the yield of the resulting 
array, future studies will require simplification of the complicated  sequential assembly of multiple DNA strands.

DNA‐based construction of molecular photonic devices 7
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Figure 1.1.3 Photonic wire assemblies using single‐stranded DNA templates. (a) Unidirectional energy transfer 
reported by Ohya et al. (adapted from [39]). This design utilises a single‐stranded template and three different 
ODN end‐modified with different transmitting fluorophores. Reprinted by permission of the publisher (Taylor & 
Francis Ltd, http://www.tandfonline.com). (b) Energy transfer was reported using single‐stranded DNA to tem-
plate the assembly of photoactive diaminopurine building blocks (5; Reprinted with permission from [48a], 
The Royal Society of Chemistry). (c) The formation of a DNA‐programmed seven helix bundle artificial light 
harvesting complex. Reprinted with permission from [50]. Copyright 2011, American Chemical Society (See 
 colour figure in colour plate section)

http://www.tandfonline.com


A photonic wire design first reported by Tong et al. [43], and later optimised by Vyawahare et al. [44], 
reduced the complexity of the multiple self‐assembly processes required in the models of Ohya et al. and 
Heilemann et al. by reducing the construction of the photonic assembly to a single duplex forming process. 
In this model, photonic wire assemblies using two complementary DNA strands were prepared by the site 
specific incorporation of dyes at both ends of the ODN [6‐FAM (6‐carboxyfluorescein)] as the input and Cy5 
as the output dye as well as internal positions [TAMRA (6‐tetramethylrhodamine‐5(6)‐carboxamide)]. Using 
a simple hetero‐FRET model of three fluorophores, Vyawahare et al. observed energy transfer efficiencies of 
40% for this photonic wire assembly over 6.5 nm (19 base pairs). Increasing the number of intermediary 
energy transfer steps by the incorporation of TAMRA at ten base pair intervals, energy transfer efficiencies 
of 20% were observed in DNA‐based photonic wires up to 13.6 nm in length (40 base pairs).

With each of the models aforementioned, the photonic wire assemblies involved the propagation of energy 
in a single dimension. In a recent series of studies, the Tinnefeld group reported the use of two‐dimensional 
arrays to produce directional energy transfer [45]. Using a DNA origami approach [15a], these workers 
 constructed a two‐dimensional array and ODNs end‐modified energy transmitting fluorophores. They dem-
onstrated a directional two‐step energy transfer based on the choice of ODN sequence binding to a defined 
sequence along the DNA template. Energy transfer rates of 25% from the blue injecting dye (ATTO488) 
through to the infrared dye (Alexa 750) were reported over a 9 nm distance. With further optimisation of 
DNA origami self‐assembly techniques and the choice of photoactive materials, the multi‐dimensional self‐
assembly techniques hold considerable potential for the design of future devices. Indeed Tinnefeld et al. 
have made inroads into this area by developing functional DNA‐programmed ‘nanopillars’. These highly 
rigid nanostructures can be immobilised to solid substrates and provide structural rigidity for possible multi‐
layered assembly of DNA origami tiles [46].

In these first generation models of DNA‐templated fluorophore assemblies, the typical method of 
 covalent  attachment of fluorophores to ODNs used commercially available and flexible C6‐linkers. This 
conformational flexibility allowed these fluorophores to adopt a range of unfavourable orientations and com-
peting quenching pathways, which can have a significant impact on FRET efficiencies. In order to combat 
this, rigid linkers provide a feasible solution to reduce the conformational flexibility. Elegant examples of 
conformationally fixed assemblies of DNA‐programmed chromophores have been reported and provide an 
additional level of sophistication to the construction of photonic wires and optical waveguides, however, the 
utility of these building blocks in the context of DNA‐programmed photonic assemblies await comprehensive 
characterisation [21, 24e, 47].

Ruiz‐Carretero et al. reported a different approach to the one‐dimensional assembly of DNA‐programmed 
photonic wires using single‐stranded DNA templates [48]. In this approach, diaminopurine analogues incor-
porating a naphthalene energy donor were prepared and then assembled along a poly‐T ODN sequence end‐
tagged with an energy reporter Cy3.5 dye (Tn‐Cy3.5, Figure 1.1.3b). Cy3.5 emission was observed upon 
excitation of (5). This was the first reported approach of DNA‐directed energy transfer that did not require a 
complementary DNA strand to pre‐organise photonic components [48b, 49].

The exploitation of Watson–Crick base‐pairing to construct a large array of light‐harvesting modules was 
elegantly demonstrated by Dutta et al. [50]. They used a series of ODNs internally modified with chromo-
phores using rigid linkers. An energy transfer gradient was set up using pyrene (Py) as the energy injector, 
cyanine 3 (Cy3) as the intermediate donor and finally the Alexa Fluor 647 (AF) dye as the ultimate acceptor. 
The key element of this design is the precise spatial positioning of these dyes within a seven‐helix bundle 
(Figure 1.1.3c). Upon excitation of the Py injector, energy transfer was funnelled to the centre of the self‐
assembled DNA nanostructure, thus mimicking naturally‐occurring light‐harvesting complexes, such as 
those found in purple photosynthetic bacteria [51].

DNA‐programmed light‐harvesting complexes have also been prepared by the Haener group, where the 
Watson–Crick base‐pairing of a DNA duplex was partially replaced by π‐stacked phenanthrene and Py 
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chromophores [52]. In this design, up to eight phenanthrene chromophores funnel energy towards a single 
Py chromophore embedded in a DNA duplex. The quantum yield obtained for this design was 41%, indica-
tive that a highly efficient excitation energy transfer (EET) process had taken place.

The Haener group then extended this approach to a produce a three‐dimensional light‐harvesting complex. 
In this latest design a three‐way junction (3WJ) was used to facilitate π‐stacking of the light‐collecting phen-
anthrene chromophores along one arm of a 3WJ [53]. Energy‐collecting chromophores were pre‐organised 
within close proximity to the light‐collecting modules. EET was observed in a 3WJ exemplar, which incor-
porated a Py energy accepting chromophore. Replacement of the Py with a perylenediimide within the 3WJ 
design resulted in quenching of the fluorescence, whereas the use of a Cy dye resulted in fluorescence 
 resonance energy transfer. This latest design demonstrates the potential to prepare more sophisticated DNA‐
programmed nanostructures beyond simple duplexes and to utilise other types of non‐covalent interactions in 
order to construct sophisticated artificial light‐harvesting assemblies.

1.1.4  Assembly of photonic arrays based on the molecular recognition of  
double‐stranded DNA templates

Much less attention has been given to the assembly of photonic arrays by the molecular recognition of 
dsDNA templates. In this section, the progress made towards this goal will be summarised by categorising 
assemblies according to the binding mode utilized.

1.1.4.1 Intercalation

The utility of intercalators as an energy relay in a one‐dimensional DNA‐programmed photonic wire assem-
bly was recently highlighted by Hannestad, Sandin and Albinsson [54]. These workers investigated energy 
transfer using DNA duplexes of up to 50 base pairs in length (~24 nm), by exploiting the homo‐energy trans-
fer capabilities of the oxazole yellow intercalating dye YO‐PRO. YO‐PRO exhibits attractive energy relay 
qualities for photonic wire applications, such as a narrow Stokes shift, enabling diffusive energy transfer 
along the duplex. Additionally, YO‐PRO fluorescence is switched on only when bound to DNA, providing a 
readout of the binding. The basic design of the photonic wire system is highlighted in Figure 1.1.4a. Each end 
of the duplex contains a fluorophore on the 5ʹ‐end: one end with a blue injector [Pacific Blue, (PB)] and the 
other with a red reporter Cy3 dye. Upon the addition of increasing amounts of YO‐PRO, energy transfer 
was observed from the PB injector through to the Cy3 reporter. They claim high end‐to‐end energy transfer 
efficiencies of up to 29% in a DNA wire of 50 base pairs in length or 24 nm. Moving on from simple DNA 
duplexes, Hannestad et al. have extended their one‐dimensional photonic wire design to a more sophisticated 
two‐dimensional DNA‐programmed photonic network [55].

Looking beyond DNA‐based photonic wire systems and towards constructing light‐harvesting mimics, the 
Albinsson group has recently reported a functional DNA‐programmed light‐harvesting complex embedded 
within a lipid bilayer [56]. A porphyrin‐linked uridine phosphoramidite was incorporated into a 39‐mer ODN 
sequence by solid‐phase synthesis. The porphyrin plays a dual role in this design. Firstly, it is an efficient 
acceptor for excitation energy transfer. Secondly, the hydrophobic porphyrin anchors the DNA complex 
within a lipid bilayer, thereby mimicking membrane‐bound photosynthetic complexes found in Nature 
[51,  57]. Upon addition of YO‐PRO to the DNA complex, a highly efficient energy transfer event was 
observed as a consequence of homo‐FRET processes transferring energy along each YO‐PRO and finally to 
the  porphyrin chromophore.

Özhalici‐Űnal and Armitage extended the utility of DNA‐architectures to scaffold the assembly of fluo-
rescent dyes in 3D DNA nanostructures [58]. They investigated the assembly of bis‐intercalating YOYO 



Figure  1.1.4 Photonic wire assemblies guided by dsDNA templates. (a) DNA‐programmed photonic wire 
assembly as reported by Hannestad, Sandin and Albinsson (adapted from [52]) utilises a double‐stranded DNA 
template end modified by a blue injector (PB) and a red reporter (Cy3) dye. The intercalator dye YO‐PRO (4) acts 
as an energy relay. Reprinted with permission from [52]. Copyright © 2012, WILEY‐VCH Verlag GmbH & Co. 
KGaA, Weinheim. (b) Schematic representation of a DNA‐based photonic wire assembly reported by Su et al. 
Reprinted with permission from [59]. Copyright © 2011, WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim. 
(c) Structures of PAs (7) and (8) used to construct a DNA photonic array based on a 3WJ design. (d) Schematic 
representation of a three‐dimensional photonic wire assembly based on a 3WJ. Reprinted with permission from 
[60] (See colour figure in colour plate section)
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dyes within a DNA‐based tetrahedral scaffold and provided compelling evidence of intercalation of up to 
24 YOYO molecules within the 3D scaffold. Using Cy3 end‐labelled ODNs in the construction of the 
tetrahedral DNA‐based scaffold, these workers reported highly efficient energy transfer from the YOYO 
to the Cy3 acceptor dye, thus opening the possibility of the development of three‐dimensional light 
 harvesting devices.

1.1.4.2 Minor‐groove binding

Su et al. developed a highly efficient DNA‐programmed photonic wire where the energy transfer effi-
ciency is enhanced by the use of DNA‐binding polyamides [59]. DNA‐binding PAs bind to target 
sequences of six to ten base pairs in length within the minor groove of B‐DNA [26]. Inspired by the work 
of Hannestad, Sandin and Albinsson (Figure 1.1.4a) [54, 55], a 21‐mer DNA duplex incorporating a single 
PA target sequence 5ʹ WWGGACW (where W = A/T) was designed. Both ends of DNA21 were modified 
with a PB injector and a Cy3 acceptor dye (Figure 1.1.4b). Using a PA‐tethered YO (PAYO), Su et al. 
observed a threefold increase in energy transfer efficiency (DNA21@(6), 49%) with one equivalent of 
PAYO relative to a system lacking the PA (i.e. DNA21@(6), 15%). The generality of the approach was 
also demonstrated in DNA‐based wire assemblies containing six PA binding sites with energy transfer 
observed over 27 nm.

Su et al. extended this work to programme the uni-directional transfer of excitation energy along a DNA 
three-way junction [60]. In contrast to the 3WJ design of Haener, these 3WJs incorporated two binding sites 
for PA (7) and (8), respectively (Figure 1.1.4c). Each PA was tethered to the fluorophore A488. Upon excita-
tion of the PB injector, selective routing of light energy along the left‐hand arm of the 3WJ was observed with 
the addition of (7). When PA (8) was added, light energy was routed along the right‐hand arm of the 3WJ 
(Figure 1.1.4d). This study highlighted the first example that spatial and directional control of excitation 
energy can be achieved in a three‐dimensional DNA‐programmed  nanostructure by using duplex DNA as a 
higher order addressable template within a DNA  nanostructure.

Although minor‐groove recognition is still an emergent concept in DNA nanotechnology, examples of the 
assembly of minor‐groove binders in the presence of the double stranded DNA‐templates have been reported. 
The Armitage group has reported the preparation of DNA‐programmed supramolecular aggregates of cati-
onic cyanine dyes both in one and two dimensions [61]. Cyanine dyes can self‐assemble within A‐T rich 
regions of the minor grooves, resulting in significant deviations in the optical properties of the resultant 
assemblies relative to their monomeric species. However, energy transfer investigations of these assemblies 
have not been reported to the best of our knowledge.

An innovative approach to prepare a DNA‐programmed light harvesting complex using minor‐groove 
binders was recently reported by Kumar and Duff [62]. DNA duplexes were used as templates for the 
assembly of the Hoechst 33258 minor‐groove binder (1) with calf thymus DNA (ctDNA). Compound (1) 
is highly fluorescent when in complex with A‐T rich regions of duplex DNA. A cationic version of the 
protein bovine serum albumin (BSA) was prepared and interfaced with the acceptor fluorophore 
Coumarin 540A (C540A). C540 has a high affinity for BSA resulting in a pre‐organised protein scaffold 
adorned with acceptor molecules. Electrostatic attraction of the cationic BSA‐C540 with the highly 
 polyanionic ctDNA, results in the formation of a complex. Steady state fluorescence studies revealed 
that energy transfer was only observed in the presence of ctDNA, thus confirming the significance of 
Hoechst 33258 binding dsDNA to the scaffold, and bringing the donor (Hoechst 33258) and the acceptor 
(BSA‐C540) functionalities within close enough proximity to permit energy transfer. Although these 
workers did not comment on the energy transfer  efficiency, they observed >90% quenching of Hoechst 
33258 emission.



1.1.5 Towards the construction of photonic devices

A series of fundamental exemplars of DNA‐programmed photonic nanostructures have been highlighted; 
however, in order to gain widespread use one requires the flexibility to fabricate devices in the solid state 
as well as in solution. Research on the investigation of the optoelectronic properties of DNA thin films is a 
nascent field and one that is starting to gather momentum thanks to two key innovations:

i. The availability of large amounts of DNA in sufficiently high purity. Salmon sperm is a by‐product of the 
fishing industry and is a cost‐effective source of high molecular weight DNA [63].

ii. Techniques that render DNA templates soluble in organic solvents [64]. DNA in complex with the sur-
factant cetyl ammonium chloride (DNA‐CTMA) is soluble in polar organic solvents enabling one to 
form DNA thin films derived from ethanol–chloroform solutions [63a, 64, 65].

With the availability of organic soluble DNA templates, a number of material science groups have now 
reported the use of DNA‐CTMA thin films, including the preparation of organic emitting diodes [63e], non‐
linear optics [66] and optical waveguides [67] derived from spin‐coating organic solutions of DNA‐CTMA. 
Ner et al. recently reported the utility of DNA as a scaffold for the fabrication of luminescent thin films [68]. 
These workers investigated the efficiency of FRET by doping an ethanol–chloroform (3:1) solution of 
CTMA‐DNA with the fluorescent donor Coumarin 102 (Cm102) and the acceptor 4‐(4‐dimethylaminosty-
ryl)‐1‐docosylpyridinium bromide (Hemi22). Both dyes are known to interact with DNA non‐covalently: 
Cm102 is via intercalation, whereas Hemi22 is via minor‐groove binding. Spin‐coating of CTMA‐DNA 
samples doped with varying ratios of Cm102 and Hemi22 revealed substantial energy transfer from Cm102 
to Hemi22, even at low loadings of the Hemi22 acceptor. Furthermore, Ner et al. [68] demonstrated the 
 significance of these findings from the observation that CTMA‐DNA‐Cm102‐Hemi22 nanofibres convert 
UV‐light into white light when fabricated into a light‐emitting diode (Figure 1.1.5). The significance of the 
templating effect of the DNA scaffold was apparent with very low white luminescence observed in thin films 
formed in the absence of a CTMA‐DNA scaffold. These findings demonstrate the potential of organic soluble 
CTMA‐DNA to provide a matrix that controls both spatial arrangements of donor and acceptor molecules 
for device applications [69].

1.1.6 Outlook

Directing the assembly of optoelectronic materials using DNA offers a new bottom‐up methodology 
that holds considerable potential to build functional assemblies for exploitation in the material science and 
biomedical arenas. Although by no means exhaustive, and open to interpretation, a summary of potential 
applications in which DNA‐programmed self‐assembly could directly have an impact on the photonics field 
is described below.

1.1.6.1 Optoelectronic circuits

The concept of templating of photonic components in DNA duplexes has already been applied in the fabrica-
tion of organic light emitting diodes [68], however, there is potential to move beyond this proof of concept 
study and utilise the programmability of DNA nanostructures to prepare discrete multi‐dimensional nano-
structures. Since the advent of DNA origami in 2006 [15a], structural DNA nanotechnology has rapidly 
progressed from mostly simple two‐dimensional structures formed in moderate yields to the current state of 

DNA‐based construction of molecular photonic devices 13



14 DNA in supramolecular chemistry and nanotechnology

the art in which computer programs such as caDNAno [70] facilitate the design of high yielding and 
highly sophisticated three‐dimensional structures [16a, 71].

1.1.6.2 Diagnostic platforms

The current research described here has been mainly confined to systems where the DNA architecture 
 provides a static structural framework, but dynamic processes are also possible and could open up new 
 opportunities for the investigation of biological processes interacting with the framework, such as nucleic 
acid–protein, small molecule–nucleic acid or indeed protein–protein interactions [72]. These systems are 
predicated on the precise arrangement of detection modules within the array, which in turn can detect a bind-
ing event. Indeed several groups have progressed towards this goal by using AFM as a diagnostic tool. Ke 
et  al., for example, have developed an RNA diagnostic platform using DNA origami‐based methods to 
 control the spatial arrangement of single stranded DNA sequences, which are used to detect specific RNA 
sequences [73]. Similarly, Subramanian et al. have reported a DNA origami‐based method for the detection 
of Single Nucleotide Polymorphisms (SNPs) using AFM as the readout tool [74]. Interfacing optical outputs 
using FRET or surface plasmon resonance could potentially increase both the sensitivity and throughput of 
these pioneering detection platforms [75].

Although this chapter has focused on optoelectronics and diagnostics as applications earmarked for 
growth, there could indeed be many other uses that will also start to emerge. However, in order for DNA 
nanotechnology to be considered as a fabrication tool, the cost of preparing DNA nanostructures on a large 

Figure 1.1.5 Photograph of a light emitting diode (LED) derived from DNA‐CTMA thin films doped with Cm102 
and Hemi22 (Reprinted with permission from [68]. Copyright © 2011, WILEY‐VCH Verlag GmbH & Co. KGaA, 
Weinheim). Upon irradiation with 400 nm UV‐light, the LED prepared from a dye doped DNA‐CTMA thin film 
emits an intense white luminescence (right) compared with the LED lacking DNA‐CTMA (left)



scale needs to be addressed [13a]. This might involve developing methods to use cheaper sources of DNA 
to form DNA nanostructures, such as salmon sperm DNA [63c]. Other challenges include:

1. Stability of photoactive materials. The photo‐instability of small‐molecule fluorophores, especially fluo-
rophores with absorptions in the red to far‐red regions of the visible spectrum, prevents their widespread 
application in devices. Therefore, future devices will require the preparation of assemblies with stable 
photoactive materials, such as quantum dots, metal complexes or metallic nanoparticles [76]. The prepa-
ration of DNA‐programmed quantum dot assemblies is not trivial [77] and further development to 
streamline the preparation of stabilised quantum dot‐DNA nanostructures will be required.

2. Compatibility of the DNA template. UV‐irradiation is known to damage DNA structures, producing a 
wide range of damaged bases, depurination as well as sugar adducts, which can alter the integrity of the 
double helix of DNA [78]. It is currently not known if DNA damage is exacerbated or even perturbed in 
DNA nanostructures, or if these alterations translate into differences in device performance. Another 
unanswered question is the role of the actual DNA nanostructure in mediating energy transfer events. 
Does the DNA nanostructure act merely as a passive scaffold or a conduit for energy transfer? The issue 
of whether DNA should be considered an electrical conductor, semiconductor or indeed an insulator 
remains contentious [79]. Therefore, a pertinent question that requires consideration is whether the 
DNA primary sequence as well as the secondary and tertiary structure of these assemblies facilitates 
energy/electron transfer processes and how such sequences/structures impact on device performance.

3. Robustness of the device platform. In order for these fundamental technologies to be of use in a device, 
one requires the reproducible preparation of each of the requisite components within a functional device 
platform [80]. At present, the preparation of DNA‐programmed functional components and their integra-
tion into a device platform in a reproducible fashion is still a formidable challenge. Infrastructure is now 
required that can enhance the molecular robustness of fabrication and monitor quality control.

In summary, the development of DNA‐programmed photonics is a vibrant and dynamic area of research. 
Fundamental discoveries in the design and construction of photonic assemblies and their integration into a 
device platform will undoubtedly be the next wave of exciting developments that could open up new oppor-
tunities for diverse applications in material science and biomedicine.
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1.2
π‐Conjugated DNA Binders:  

Optoelectronics, Molecular Diagnostics 
and Therapeutics

Physical Organic Chemistry Centre, School of Chemistry, Cardiff University, Cardiff, UK

1.2.1 π‐Conjugated compounds

π‐Conjugated molecules constitute a very interesting class of compounds with versatile optoelectronic 
 properties. For example, tuning π‐conjugation can result in absorption of light across the UV–visible 
 spectrum, in conductivity in π‐conjugated polymers, in fluorescence and related energy transfer processes, 
and in useful redox properties. At the same time, molecular structures, and hence interaction patterns, solubil-
ity, and so on, can be optimised for applications of interest. The rise of π‐conjugated compounds is, to a large 
extent, the result of concomitant developments in molecular electronics, organic synthesis and computational 
 property prediction.

It is hard to exaggerate the wealth of progress in the field of molecular electronics over the past two 
 decades. The development of (semi)conducting polymers has led to technologies such as OLEDs, OFETs, 
flexible displays and organic photovoltaics [1]. With myriad possible applications and the potential for 
 relatively rapid impact, industry and academia alike have been driving this field forward.

Closely related to the advances in the application of molecular electronics are advances in the synthesis of 
π‐conjugated molecular structures. Synthetic chemists can choose from reactions such as the Suzuki–Miyaura 
[2], Stille [3], Corriu–Kumada [4] and Mizoroki–Heck [5] cross‐coupling reactions, which are now rapidly 
being complemented by C–H activation processes. Numerous relevant reactants are commercially available. 
The development of MIDA (N‐methyliminodiacetic acid) esters as protective groups for boronic acids [6] 
and  solid‐phase strategies [7] even allow for iterative Suzuki cross‐coupling reactions. As a result, 



viable procedures for the synthesis of mixed π‐conjugated oligomers of, for example, thiophene, furan and 
pyrrole, are well known (see, e.g., references [8] and [9]).

At the same time, development of readily accessible and relatively user‐friendly computational tools, 
such as time‐dependent density functional theory (TD‐DFT), allows reasonable predictions of UV–visible 
absorption and fluorescence spectra as well as the associated transition dipole moments [10]. Similarly, redox 
properties of molecules can be predicted to a reasonable extent [11].

As a result of these simultaneous developments, π‐conjugated molecules have become a class of accessible 
functional components with predictable properties for (self‐assembled) optoelectronic materials, biosensors 
and therapeutics, amongst others.

1.2.2 DNA binders for different applications

For π‐conjugated DNA binders that have tunable structures and accessible properties, the desired properties 
for various applications need to be established. These properties strongly depend on the particular 
 application, although there is considerable cross‐over between the properties that are required for different 
applications, and we will explore these for π‐conjugated DNA binders for molecular diagnostics, therapeutics 
and  optoelectronics.

1.2.2.1 Molecular diagnostics

DNA is best known as the carrier of genetic information. As a result, genetic diseases and pathogens 
(for example) can be uniquely identified through the detection of an associated nucleic acid sequence. DNA 
has therefore provided a valuable target for sequence‐selective biosensors for DNA, also called ‘genosensors’ 
(see also Chapter 3.1). Detecting RNA, and messenger RNA (mRNA) in particular, is also of significant 
 interest as levels of mRNA are related to the actual expression levels of genetic information.

A frequently used approach for the selective detection of nucleic acids involves the use of a single‐stranded 
so‐called capture strand, which recognises its complementary target strand in solution. Typically, the single 
capture strand is either single‐stranded DNA (ssDNA) or a single‐stranded peptide nucleic acid (PNA). 
Sequence specificity in this type of assay is the result of the intrinsic sequence‐selectivity of DNA base pair-
ing. Figure 1.2.1 shows a cartoon representation of a genosensor involving a surface‐immobilised capture 
strand (a) hybridising with a target strand (b).

The typical use of a π‐conjugated compound in such biosensors is as a fluorescent and/or redox‐active 
label or sensitiser. The various approaches to the detection can be broadly divided into two categories, namely 
labelled and label‐free detection. The first category of sensing system involves covalent labelling of the 
potential target strands in the sample with the sensitiser. This labelling process involves potentially non‐
trivial sample preparation steps for the introduction of the label. The name of the second approach, that is 
‘label‐free’, is the slightly odd but generally accepted jargon for an assay in which the nucleic acid of interest 
does not need to be labelled covalently. Rather, the sensitiser is added as a separate species and binds non‐
covalently to the structure formed upon recognition of a target strand (event (c) in Figure 1.2.1). The approach 
where the sensitiser is added and binds non‐covalently has obvious advantages because it requires little sam-
ple pre‐treatment and has the potential to be very quick. If such an approach is combined with portable 
instrumentation, minimally trained clinical personnel at the point of care can use it.

An obvious area of application of π‐conjugated DNA binders is as sensitisers in these label‐free genosen-
sors. Sensitisers can either generate an optical response (UV–visible or fluorescence) or an electrochemical 
response. Electrochemical genosensors are of particular interest because they are miniaturised more readily 
than optical sensors and typically require small sample volumes. Developments in electrochemical DNA 
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biosensors have been reviewed in reference [12] and Chapter 3.1. The required properties of the sensitisers 
will be discussed briefly.

When discussing the general shape requirements of the π‐conjugated molecules used as sensitisers, one 
needs to consider the binding modes of small‐molecule binders with duplex DNA (other structures will be 
considered separately). The two main binding modes to duplex DNA are intercalation and minor‐groove 
binding (vide infra). Intercalators are typically fairly rigid and flat structures, such as methylene blue and 
ethidium bromide (Scheme 1.2.1). Minor‐groove binders are typically long and relatively flexible molecules, 
such as Hoechst 33258 (H33258) and cationic polythiophenes (Scheme 1.2.1).
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Figure  1.2.1 Design of a genosensor sequence selectively detecting DNA involving a duplex‐DNA binding 
 sensitiser (See colour figure in colour plate section)



For groove binders in particular, it is important that the molecule can follow the minor groove around the 
DNA. In practice this means that a curved conformation should be available to the molecule, although this is 
not essential (vide infra).

π‐Conjugated compounds are often flat and fairly hydrophobic. As a result, stacking interactions between 
such compounds are likely and these may negatively affect the solubility. For aqueous solubility, conjugated 
scaffolds carrying charged groups are therefore of interest. Positively charged groups have the advantage that 
electrostatic interactions between the DNA binder and the anionic phosphate backbone provide an additional 
driving force for binding. However, the use of relatively hydrophobic positively charged DNA binders can also 
lead to extensive non‐specific binding and precipitation as a result of charge cancellation between the DNA 
backbone phosphates and the bound ligand molecules. In addition, although charges may help  solubilise the 
DNA binders, DNA binding of π‐conjugated DNA binders is likely to be in competition with self‐aggregation of 
the binder, as has been observed for the well‐known DNA stain Hoechst 33258 (Scheme 1.2.1) for example [13].

The most sensitive sensor designs that rely on spectroscopic detection involve fluorescence. For this appli-
cation, the sensitiser requires a UV–visible absorbance for excitation above 300 nm, to avoid competing 
absorbance of light by the DNA.

For redox‐active sensitisers used in amperometric detection in combination with immobilised capture 
strands on gold electrodes, the available electrochemical window is from approximately –1 to +1 V. The lower 
limit is because DNA strands are often attached to gold electrodes through Au–S bonds, which are reductively 
broken below –1 V. The upper limit of the electrochemical window is the oxidation potential of the guanine 
base at neutral pH of 1.29 V [14]. A particularly popular redox sensitiser is methylene blue (see e.g. reference 
[15] and references therein), while the benzimidazole moiety is also known to provide useful redox proper-
ties, for example in H33258. If possible, redox‐active sensitisers acting as redox catalysts are preferred. 
If such a catalyst achieves multiple turnovers, higher currents can be achieved because the electrochemistry 
is no longer limited by the stoichiometry of the added sensitiser, but rather by the amount of a potentially 
cheap sacrificial reactant, which does not need to bind to the nucleic acid structure on the electrode.

An alternative electrochemical technique that is amenable to biosensor design involves electrochemical 
impedance spectroscopy (EIS). In an EIS‐based sensor DNA•DNA, or PNA•DNA hybridisation, is detected 
through changes in impedance of an electrode‐immobilised layer of molecules resulting from the interaction 
with the target DNA strand [16]. Typically, this involves the use of a negatively charged redox couple that 
does not bind to the DNA, such as the Fe(CN)

6
3–/Fe(CN)

6
2– couple. Strand hybridisation causes a small 

increase in the negative charge on the electrode (the increase is small because of counterion effects) and 
swelling of the electrode‐immobilised layer. Both effects impede access of the Fe(CN)

6
3–/Fe(CN)

6
2– couple to 

the electrode, resulting in a measurable increase in charge transfer resistance (R
ct
) upon hybridisation.

Signal modulation in EIS‐based genosensors can be achieved using intercalating molecules, resulting in 
further swelling of the electrode‐immobilised layer and thus an increase in resistivity [17]. Addition of cati-
onic DNA‐binders reduces the local negative charge and may also lead to contraction of the nucleic acid 
structures on the electrode, thus decreasing the observed R

ct
. A decrease in the observed signal may not seem 

ideal, but it can still be used for sensor validation purposes, in particular if the binding molecule is also redox 
active allowing simultaneous impedimetric and amperometric detection. Negatively charged DNA binders 
should in principle also give a detectable increase in the EIS signal, although electrostatic repulsion between 
the DNA and the binder would obviously make any binding weaker.

All the approaches described here exploit the natural sequence selectivity of single‐stranded nucleic acids 
for each other. As a result, sequence selectivity of the binders is not required. However, if the binders 
are  sequence‐selective, this would provide a further opportunity for sensor self‐validation. In general, 
sequence preferences may be helpful for sensor self‐validation but they are not required. If a binder displays 
sequence preference, it is important to be aware of this because this preference may result in different 
 sensitivities for different target sequences.
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1.2.2.2 Therapeutics

DNA is an interesting therapeutic target because one can attempt to address diseases at source, be it by 
 recognising a pathogen or diseased cell, or through modulation of transcription and subsequent translation 
of the genetic code. For example, one could target oncogenic transcription factors.

The development of π‐conjugated DNA binders for use in biosensors may present the challenge of requir-
ing specific structural and optoelectronic properties, but application in therapy provides a different set of 
challenges. In a biosensor, the DNA is effectively brought to the molecule. For therapeutic applications, 
however, the molecule must selectively find its target. The shape and solubility requirements on the molecule 
remain the same, but additional parameters such as target and sequence selectivity, toxicity of the parent 
compound and its metabolites (e.g. thiophene toxicity is related to bioactivation by liver enzymes, see 
 reference [18]) and cell membrane permeability become critical.

Optoelectronic properties remain important for applications such as phototherapy where π‐conjugated 
compounds need to display photoactivated reactivity. One of the more obvious possibilities is to use π‐conju-
gated compounds as a source of singlet oxygen. In this respect, it is of interest that bi‐ and terthiophenes are 
singlet oxygen photosensitisers [19]. Alternatively, π‐conjugated redox‐active compounds can be envisaged 
to lead to therapeutics that employ sensitivity to the local redox potential in cells.

Regarding cell entry, significant work has been carried out on the modification of Dervan’s hairpin 
 polyamides (vide infra) in order to make these cell-permeable using alkene isosteres for the amide linkages 
found in DHPs. This has the added advantage of generating an extended range of π‐conjugation along the 
compound [20].

Binders targeting higher order nucleic acid structures may also be of significant interest from a therapeutic 
point of view. For example, considerable effort is being made to develop binders for quadruplex DNA struc-
tures, and many currently known quadruplex DNA binders are π‐conjugated molecules. It is hoped that these 
binders can stabilise telomeric DNA in its quadruplex fold, so that the telomerase enzyme cannot extend the 
telomeres in cancer cells. Blocking the elongation of telomeres should prevent cancer cells from becoming 
immortal.

1.2.2.3 Optoelectronics

Rather than being a target for a therapeutic or a sensor, nucleic acid structures can also be considered as 
a scaffold for the construction of multicomponent self‐assembled nanoscale structures. This is essentially 
systems chemistry [21] in which the systems become more than the sum of their parts.

Of particular interest at the interface between systems chemistry and systems biology are non‐covalently 
self‐assembling systems consisting of bio(macro)molecules and purely synthetic chemical systems, such 
as  π‐conjugated molecules, displaying variable optoelectronic properties. Combining the versatility of 
the   molecules of life with technology‐defining molecular electronics in particular opens up a wealth 
of  applications, including the programmable self‐assembly of nanobioelectronic systems.

Self‐assembly of complex multicomponent systems requires input of information into the system where 
the amount of information scales with the complexity of the system. An obvious choice for an organising 
molecule carrying complex instructions for use in aqueous solutions is DNA, because it codes for the con-
trolled complexity of life with high information density and thus appears an excellent candidate in material 
science as well. Not surprisingly, many attempts have been made at harnessing the coding ability of DNA for 
the construction of (synthetic) multicomponent materials. These attempts have been fuelled by the generation 
of three‐dimensional DNA‐based structures as well as so‐called ‘DNA origami’.

DNA can be used for the programmable construction of three‐dimensional structures, following the pio-
neering work by Seeman [22] (see also e.g. references [23] and [24]). DNA‐origami, developed by Rothemund 
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[25], affords additional addressable structures (see e.g. references [23] and [26]). If (semi)conducting poly-
mers can be made to interact sequence‐selectively with DNA, these programmable three‐dimensional struc-
tures of DNA can be ‘wired’ in a precisely predictable manner and three‐dimensional nanocircuitry can be 
 assembled, fulfilling one of the promises of DNA nanotechnology [27].

There are two main routes for using DNA for self‐assembly and both routes have been the subjects of sev-
eral reviews (see e.g. reference [28]). The first route covalently attaches molecular fragments with properties 
of interest to single‐stranded oligonucleotides. The oligonucleotides recognise a single‐stranded template 
through the intrinsic sequence selectivity of DNA duplex formation. This approach has, for example, recently 
been employed for the construction of a seven‐fluorophore FRET cascade [29] in which energy is transferred 
unidirectionally through fluorescence resonance energy transfer (FRET). This approach is associated with 
good predictability and, typically, good aqueous solubility of the components. Drawbacks include the  synthetic 
cost and the risk of oligonucleotide modifications affecting DNA duplex stability. The second route uses mol-
ecules with DNA‐sequence selectivity involving either molecular fragments with sequence selectivity cova-
lently attached to a molecular fragment with properties of interest, or sequence‐selective duplex‐DNA binders 
with intrinsic properties of interest. The approach separating sequence selectivity from properties is illustrated 
by two examples of sequence‐selective Dervan hairpin polyamides (vide infra) covalently linked to fluoro-
phores establishing a spectroscopic gradient [30] (see also Chapter 1.1 by Burley). These systems are inspir-
ing, but further improvement might be possible through the removal of the flexible linker between the 
sequence‐recognition unit and the fluorophores, potentially improving both the precision in orienting the 
fluorophores and also the fluorescence quantum yield, which is often enhanced by close interaction between 
nucleic acids and fluorophores as a result of reduced quenching by the solvent and molecular movement [31]. 
In addition, Dervan’s hairpin polyamides are plagued by aggregation and solubility problems [32].

An approach utilising sequence‐selective π‐conjugated duplex‐DNA binders with intrinsic properties of 
interest would benefit from the advantages of a more modular system. However, a disadvantage to this 
approach is that the identification of sequence‐selective duplex‐DNA binders with intrinsic properties of 
interest is non‐trivial.

However, even without sequence recognition, DNA can assemble molecules. For example, Houlton and 
coworkers created DNA‐templated π‐conjugated structures [33]. Similar work was reviewed by Schenning 
and coworkers [28c], while DNA nanostructures for light harvesting and charge separation were discussed by 
Albinsson et al. [28b].

In a particularly elegant example of a DNA‐templated self‐assembled structure, an intercalator and a 
groove binder (vide infra) were bound simultaneously to duplex DNA, displaying FRET, as expected for the 
relative organisation of the dyes [34]. Thus, in essence, a nanoscale assembly was constructed that is observ-
able through its optoelectronic properties. Similarly, FRET has been observed between two dyes where one 
dye selectively bound to duplex DNA and the other to quadruplex DNA, again illustrating a potential for 
directed assembly, although this assembly was intended for imaging purposes [35].

1.2.3 Targeting duplex DNA

DNA can be targeted in its double‐helical form, but other nucleic acid structures are also available as targets. 
For example, interest in the recognition of various naturally occurring nucleotide‐structures [36], such as 
G‐quadruplexes [37], i‐motif [38] and triplex DNA [39], has increased significantly.

In this section, selected π‐conjugated binders targeting duplex DNA through minor‐groove binding or 
through intercalation will be discussed first. Selected π‐conjugated compounds targeting the various higher‐
order nucleic acid structures will be discussed in the following section. In both sections, a limited selection 
of representative compounds will be discussed.
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There are three main ways in which a small molecule can bind non‐covalently to DNA: intercalation, 
minor‐groove binding and through electrostatic interactions (Figure 1.2.2).

One potential binding mode, namely major‐groove binding, is missing from this list despite occurring 
in biological systems, for example in helix‐turn‐helix motifs in DNA‐binding proteins. The reason for this 
omission is that minor‐groove binding and intercalation can be driven by hydrophobic (including stacking) 
interactions, whereas major‐groove recognition requires a multivalent array of hydrogen bonding interactions 
with the hydrogen bond donors and acceptors at the bottom of the major groove (Scheme 1.2.2), with less 
opportunity for hydrophobic interactions.

The multivalent array of hydrogen‐bonding interactions available in the major groove allows excellent 
selectivity in the recognition processes, but synthetic systems reproducing this feat currently appear beyond 
our design capabilities.

N

N

N
N

O

N
H

H

N
N

O

H

H

N
H

H

...............

...............

...............

G C

major groove major groove

minor groove minor groove

N
N

N

N

N

H
N

N

O

O

H
H

A
TH

.............

.............

Scheme 1.2.2 

Figure 1.2.2 Left, the intercalator proflavine (NDB ID: DD0103) and right, minor‐groove binder netropsin (NDB 
ID: GDLB05 [40]) (images rendered using UCSF Chimera [41]) (See colour figure in colour plate section)



The most frequently occurring binding modes for π‐conjugated DNA binders, that is minor groove binding 
and intercalation, will be discussed in more detail.

Rigid π‐conjugated molecules with extended surfaces tend to intercalate in between the DNA base pairs. 
This interaction is driven by hydrophobic stacking interactions. For this interaction to occur, the DNA needs 
to unwind so that the base step distance, as quantified by the so‐called rise parameter, increases from a typical 
3.3 to 7.0 Å (for a statistical analysis, see the Supplementary Information for reference [42]).

Minor‐groove binders are typically longer molecules with flexibility allowing the molecule to follow 
the minor groove around the DNA. Important driving forces for minor‐groove binders interacting with DNA 
are hydrophobic interactions with the walls of the minor groove, hydrogen bond formation with the sides 
of the base pairs at the bottom of the minor groove (Scheme 1.2.2) and removal of the so‐called ‘spine of 
hydration’ when binding in A•T‐rich sequences.

The distinction between the binding modes can be made using viscometry [43] and linear dichroism [44], 
and, employing empirical correlations, using circular dichroism spectroscopy [45] and isothermal titra-
tion  calorimetry [46].

1.2.3.1  Examples of π‐conjugated compounds interacting with double-stranded  
DNA – minor groove binders

A range of π‐conjugated compounds binds in the minor groove of DNA; some of these display sequence 
 selectivity, others do not. This section firstly reviews a series of compounds that bind without sequence selec-
tivity, or at least with unknown sequence selectivity, and then a few compounds for which sequence selectivity 
has been achieved will be highlighted.

Conjugated polymers including cationic polythiophenes [47] and polypyrroles [48] are known to bind 
to  DNA in aqueous solutions and their favourable electronic and spectroscopic properties render these 
 compounds promising components of biosensors [47, 49]. The application of oligo‐ and polythiophenes as 
fluorescent probes for studies of biological events has been reviewed by Åslund et al. [50].

Cationic polythiophenes, for example, are used to detect single‐stranded DNA (ssDNA) in a sequence‐ 
specific manner. This detection is achieved through combining a cationic conjugated polymer and a single‐
stranded capture probe resulting in a considerable red‐shift of the UV–visible absorption spectrum of the 
cationic polythiophene. This red‐shift is attributed to a combination of ‘aligning’ the cationic polythiophene 
and π‐stacking between ssDNA‐cationic polythiophene complexes [47d, 51]. Addition of the complementary 
single‐stranded target sequence results in the formation of the complex of the duplex DNA with the cationic 
polythiophene and a concomitant blue‐shift in the UV–visible absorption spectrum, although the resulting 
spectrum is still red‐shifted compared with the free cationic polythiophene. Solid‐support immobilised sys-
tems based on this approach have been successfully used to detect attomolar concentrations of an ssDNA 
sequence selectively [49a]. Similarly, a cationic polythiophene‐based system has been used as a component 
of a sequence‐selective electrochemical ssDNA sensor immobilised on a gold electrode [49b].

The interactions involved in the different complexes between cationic polythiophenes and both ssDNA and 
duplex DNA are sufficiently strong that they are difficult to quantify and the mode of interaction of the poly-
mers with duplex DNA has not yet been proven unambiguously. In fact, even the stoichiometry of interaction 
has yet to be defined [52]. Nevertheless, the observation that interaction of cationic polythiophenes with 
duplex DNA is accompanied by a bathochromic shift indicates ordering of the polythiophene [47b, 47c]. 
In addition, an induced CD signal characteristic of a right‐handed helical orientation of the polythiophene 
backbone appears upon interaction with duplex DNA [47c], suggesting that polythiophenes bind in either the 
major or minor groove. A marked change in fluorescence upon addition of the complementary single‐stranded 
target suggests that π‐stacked polymer aggregates are formed in the complex of ssDNA with cationic 
 polythiophene and that these aggregates are broken up upon formation of duplex DNA [47d].
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In order to target duplex DNA directly, sequence selectivity of the π‐conjugated DNA binder is required. 
The best-known modular system for sequence‐specific recognition of duplex DNA is formed by Dervan’s 
modular hairpin polyamides (DHPs; see the example in Scheme 1.2.3), in which effective π‐conjugation is 
broken by the amide linkages.

DHPs are fully modular and can recognise up to approximately five consecutive base pairs, before a 
 gradually increasing mismatch in the curvature of the molecule and the floor of the minor groove breaks 
the recognition sequence. The underlying cause for this gradually increasing mismatch probably lies in that 
the DHPs recognise duplex DNA at the single base pair level, whereas the overall curvature of DNA is deter-
mined on the tri‐ and tetranucleotide scale, as a result of the influence of base‐pair stacking on the local 
DNA structure [53, 54]. As a result, sequence‐recognition strategies targeting individual base pairs, whereas 
extremely elegant, are likely to be limited in the length of contiguous sequences that can be recognised. 
It  is of interest that DHPs employ an intramolecular side‐by‐side binding mode, as this motif appears to 
be common, and is possibly required for DNA binders recognising sequences other than A•T‐rich DNA.

A set of π‐conjugated heterocycle dimers [55], which can be used as part of hairpin polyamides 
(Scheme 1.2.4), has also been developed.

The majority of current synthetic π‐conjugated minor groove binders is A•T‐selective. This preference is 
probably because of a combination of: (i) specific hydration effects in the minor groove of A•T‐rich DNA, 
that is the so‐called spine of hydration, making binding there thermodynamically particularly favourable and 
(ii) steric clashes resulting from the guanine NH

2
 protruding into the minor groove and thus hindering binding 

at G•C‐rich sequences.
Examples of A•T‐selective π‐conjugated minor‐groove binders include Hoechst 33258 (Scheme  1.2.5) 

[56], a Hoechst 33258 analogue [57], DAPI [56, 58], furamidine DB75 (2,5‐bis(4‐amidinophenyl)furan) 
[58, 59], thiophene‐based diamidine DB818 [59] and DB921 [60] (Scheme 1.2.5).
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It is of interest that thiophene‐containing DB818 binds more strongly than DB293 (Scheme 1.2.6) to simi-
lar sequences. This observation was attributed to the angle between the substituents connected to a thiophene 
ring being ideal for the molecule to follow the curvature of the minor groove.

Nevertheless, minor‐groove binders based on non‐DHP motifs showing selectivity for sequences other 
than A•T have been developed. Prime examples of π‐conjugated binders with selectivity for sequences other 
than A•T were developed in inspiring research by the team working with Boykin and Wilson who developed 
DB293 selective for ATGA [61], DB1242 selective for GCTCG [62] and DB1255, which is selective for 
ATGAT [63] (Scheme 1.2.6).

Like the DHPs, DB293 and DB1242 interact as dimers. DB1242 is of particular interest as it is a linear 
molecule that binds as an offset partially stacked dimer, where the dimer as a whole follows the curvature 
of  the minor groove. An alternative binding mode is displayed by DB921 (Scheme 1.2.5), another linear 
compound, which follows the curvature of the minor groove by forming a water‐mediated contact [60a]. 
The results from Boykin and Wilson’s studies (for a review of selected heterocyclic diamidine minor‐groove 
binders, see reference [64]) thus relax the importance of both ligand curvature and hydrogen bonding pat-
terns in selective minor‐groove binding. Boykin and Wilson’s work further shows that appropriate binders 
can circumvent the steric problems associated with the guanine NH

2
 protruding into the minor groove when 

 binding to G•C‐rich DNA, and that G•C‐rich sequences are rather unforgiving towards less fitting ligands. 
Although it will make the search for π‐conjugated binders with G•C selectivity harder than the search 
for A•T‐selective binders, such an unforgiving nature should not be considered bad. In fact, a particular level 
of this unforgiving characteristic is essential for the selectivity for longer sequences because unforgiving 
sequences provide the opportunity to severely disrupt the binding of mismatched binders. As such, Boykin 
and Wilson’s work shows that one can use the steric ‘problems’ associated with G•C base pairs to achieve 
selectivity.
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1.2.3.2  Examples of π‐conjugated DNA binders interacting with double‐stranded  
DNA – intercalators

Many flat conjugated aromatic molecules intercalate between the base pairs of DNA. For example, methylene 
blue and ethidium bromide have already been mentioned. The opportunities for sequence selectivity for interca-
lators are significantly less than for groove binders because of the lack of specific hydrogen‐bonding interac-
tions, unless the intercalator is attached to a groove‐binding moiety of course. Nevertheless, there seems to be a 
preference for intercalation to occur between G•C base pairs, possibly because of extended stacking interactions.

There are numerous further examples of π‐conjugated intercalators, which include substituted pyrenes 
(e.g. reference [65]), dipyrido[3,2‐a:2′,3′‐c]phenazine (dppz) and its modifications [66] (for an example see 
Scheme 1.2.7) and metal complexes (see e.g. reference [67]), substituted anthraquinones [42], substituted 
benzimidazo[1,2-a]quinolines [68] (Scheme 1.2.7) and anthracene derivatives [69] (Scheme 1.2.7).

A very interesting photoswitchable intercalator (Scheme 1.2.8) based on a tetraaryl pyridinium compound 
only intercalates upon activation by light.

Overall, the compounds shown in this section represent the type of structures that lead to intercalation. 
There are many more π‐conjugated intercalators, and even more will undoubtedly be discovered, so there is 
considerable scope to incorporate the optoelectronic properties required for the various applications.

1.2.4  Examples of π‐conjugated compounds interacting with hybrid duplexes and 
higher order nucleic acid structures

Although duplex DNA may be the most obvious and best‐explored target for π‐conjugated DNA binders, 
higher order structures can be equally interesting. A particularly useful method for identifying structure 
selectivity is competition dialysis [70, 71], which has been used for a number of compounds, including a 
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series of aromatic diamidines [72]. Numerous examples of nucleic acid structure‐selective binders can be 
found, for example, in reference [73].

1.2.4.1  Examples of π‐conjugated compounds interacting with DNA•RNA and  
DNA•PNA hybrid duplexes

Several compounds interact with DNA•RNA hybrid duplexes and such compounds are of interest for use in 
sensors for mRNA. Binding to DNA•RNA hybrid duplexes has been reviewed by Shaw and Arya [74]. An 
example of a π‐conjugated DNA•RNA binder is a biarylpyrimidine [75] (Scheme 1.2.9).

Binding to PNA•DNA duplexes is modulated in comparison with binding to DNA•DNA duplexes. In gen-
eral, intercalators do not bind to PNA•DNA duplexes while groove binders may still bind but with modulated 
affinity and specificity [76]. An example of a PNA•DNA binder involves a symmetrical cyanine dye contain-
ing benzothiazole groups (Scheme 1.2.9), which binds with high affinity to PNA•DNA duplexes, a PNA•PNA 
duplex and a PNA•PNA•DNA triplex [77].

1.2.4.2  Examples of π‐conjugated compounds interacting with higher order  
nucleic acid structures

Several compounds are also known to bind to higher order nucleic acid structures, such as triplex DNA,  
i‐motifs and quadruplex DNA.

Neomycin conjugates [78] and 2‐(2‐naphthyl)quinoline [79] are examples of π‐conjugated compounds 
showing selectivity for triplex structures. Similarly, coralyne binds strongly to triplex and ss‐DNA and drives 
disproportionation of double‐stranded poly(dA)•poly(dT) to form triplex poly(dT)•poly(dA)•poly(dT) and 
single‐stranded poly(dA) [80].

Quadruplex structures have attracted a lot of interest. Distyrylpyridinium dyes [81], telomestatin [82], 
tetrasubstituted phenanthrolines [83], an acyclic oligoheteroaryl [84] and a cationic cyanine dye and 
 berberine [85], a cyclic naphthalene diimide [86], several benzoindoloquinolines [87], ditercalinium [88], 
a  bis(quinacridine) macocycle [89], are all known to selectively bind to quadruplex DNA (for examples 
of these compounds, see Scheme 1.2.10).

Similarly, many porphyrins bind to quadruplex DNA (for examples see reference [90]). For a review of 
fluorescent compounds binding to quadruplex DNA, see reference [91].

1.2.5 Conclusions

Many compounds with interesting optoelectronic properties resulting from π‐conjugation interact with 
nucleic acid structures. These compounds can be used in optoelectronics, molecular diagnostics and 
 therapeutics and, in many cases, properties that are useful for one application are also relevant for other 
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applications. Although selectivity for nucleic acid structures has already been achieved, sequence selectivity 
for duplex DNA remains a challenge. The versatility of π‐conjugated compounds in interactions with nucleic 
acids is illustrated by the sheer number of such compounds that are available, and this number is expected to 
continue to show a healthy growth.
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1.3.1 Introduction

The role of DNA is increasing not only in biotechnology but also in nanotechnology. Nucleic acids are used 
as a scaffold to arrange molecules and materials into complex three‐dimensional structures based on a num-
ber of unique properties: a simple four letter code (A–T, G–C), high fidelity of hybridization, known double 
helical geometry and dimensions, readily accessible through automated organic synthesis and biochemical 
tools to modify DNA [1].

Extended 2D structures based on crossover DNA junctions were pioneered by Seeman and coworkers [2]. 
More complex assemblies, which are termed DNA origami, have been designed by the groups of Winfree [3], 
Rothemund [4], Yan [5] and others [6]. Based on these key results, three‐dimensional DNA assemblies 
have  been reported, for example, by researchers working with Shih [7], Gothelf, and Kjems [8]. Such 
defined architectures are crucial when using nucleic acids in the field of nanoelectronics. However, nearly all 
of these complex self‐assembled DNA nanostructures were based purely on unmodified nucleic acids. Self‐
assembling molecular electronic devices would require an adequate electronic conductance of DNA. We, and 
others, have shown that single excess electrons and positive charges can be transferred through short 
DNA parts [9]. However, it turns out that the ability of unmodified natural DNA to conduct electrons over a 
longer range is not sufficient to be able to use DNA in molecular electronic circuits. The reported ranges 
for the conductivity values differ enormously due to differences in the experimental settings and sequences 
studied [10]. Therefore, the current interest of research is focused on the improvement of the DNA electron 
transfer properties.
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Over the last decade we have worked out several synthetic protocols to modify DNA chemically to develop 
functional DNA architectures [11]. In particular, organic chromophores and metal ion ligands can be intro-
duced to nucleic acids by three different approaches: (i) DNA base substitutes/surrogates, (ii) DNA base 
modifications, and (iii) DNA sugar modifications at the 2ʹ‐position. The first two types of modifications can 
be obtained mainly by the DNA building block approach whereas the last type is based on a post‐synthetic 
methodology. In this chapter, we focus on (i) metal‐ion complexes and (ii) π–π interacting perylene diimides, 
which are two important types of modifications able to introduce not only additional structural motifs to the 
purely hydrogen‐bonded base pairing in DNA architectures, but also have the potential to improve the elec-
tron transfer abilities of DNA.

1.3.2 Metal ion complexes as DNA modifications: hydroquinoline and terpyridine

The spatial programmability and stability of nucleic acids can be tuned by transition metal complexes. These 
metal complexes show defined geometries that can be used to branch DNA oligonucleotides to form new 
DNA architectures. Metal–DNA conjugates can show an increased stability and/or rigidity and they can pos-
sess enhanced properties with respect to electronic, catalytic or photochemical properties. Furthermore, these 
conjugates can be reversible or switchable upon metal ion addition. These properties can be particularly 
promising for DNA nanoelectronics [1a].

Metal ions can interact with the DNA backbone or replace a hydrogen atom in the base pairs. The forma-
tion of metal mediated T–T base pairs upon complexation of Hg2+ ions has already been postulated by Katz 
in 1963 [12]. Other examples with divalent metal ions were shown by the Lee group [13]. This type of inter-
action is not base selective; hence the binding of metal ions to natural DNA cannot lead to higher order DNA 
assemblies. For this purpose it is crucial to achieve well‐defined metal–DNA structures and here we will 
focus on the synthetic approaches.

While unmodified DNA synthesis is nowadays an automated procedure, the preparation of DNA–metal 
conjugates can still be challenging. Metal ions can bind non‐specifically to the DNA phosphate backbone or 
to the DNA bases. Other challenges are the degradation of DNA by metal complexes, the decomposition of 
the metal complexes in aqueous solution or during solid‐phase DNA synthesis, and the difficult characteriza-
tion of those conjugates due to the intrinsic complexity.

Nucleosides bearing a metal‐binding ligand are referred to as “ligandosides” in the literature. In principle, 
there are three categories for preparing these DNA–metal conjugates (Figure 1.3.1). The first is the substitu-
tion of a natural base pair by a metal‐mediated base pair. The second is achieved by modifying the nucleoside 
with a ligand. In the third category, a metal binding ligand is tethered terminally to DNA, which forms a metal 
complex upon metal addition [1].

In 1999, Tanaka and Shionoya were among the first to report the o‐phenylenediamine–Pd complex as an 
example of a ligand that potentially forms a metal complex inside a DNA double helix [14]. Important metal‐
mediated base pairs in DNA were published by Meggers and coworkers in 2000 [17]. This base pair com-
prised pyridine‐2,6‐dicarboxylate (dipic) as a planar tridentate ligand and pyridine (py) as the complementary 
single donor ligand. Upon addition of copper, the dipic–py base pair is selectively formed, which stabilizes 
the DNA duplex significantly.

These ligandoside complexes offer the possibility to discretely assemble metal ions along the DNA helix 
as linear DNA nanoarrays. Shionoya and Tanaka were the first to incorporate up to five consecutive copper 
hydroxypyridone base pairs in DNA. The copper ions are supposed to stack on top of each other in the center 
of the helix. The distance between the copper centers was estimated by electron paramagnetic resonance 
(EPR) spectroscopy to be 3.7 ± 0.1 Å, which comes close to the distance of 3.4 Å between natural base pairs 
in DNA [18].
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Using adjacent base pairs with the N,Nʹ‐bis(salicylidene)ethylenediamine (salen) ligand the Carell group 
could also determine the Cu–Cu distance to be 3.7 Å. Tanaka et al. achieved basically a two letter metal ion 
based artificial genetic code. Two orthogonally different base pairs were capable of selectively binding Cu or 
Hg ions inside a DNA double helix so that the sequence of the metal ions can be programmed inside the 
duplex [19].

Recently, we reported a new copper‐ion mediated base pair that was introduced for electron transfer studies 
in DNA [20]. The hydroxyquinoline ligand (Hq) was linked by its 6‐position to the sugar moiety. This offers 
two major advantages, in contrast to the earlier published alternatives with attachment to the 7‐position [21]. 
Firstly, it provides more structural similarity to natural pyrimidine nucleosides and thereby a hydrogen‐
bonded base pair can be expected if two of the Hq nucleosides are placed opposite to each other. Additionally, 
the synthetic steps to this C‐nucleoside can be reduced significantly. DNA with non‐metallated Hq base pairs 
show almost the same melting temperatures as the corresponding DNA duplexes with A–T base pairs. 
Moreover, the melting temperatures are increased tremendously upon copper insertion. To elucidate the 
potential of Hq–Hq base pairs as charge carriers for photoinduced energy transfer, the Hq base pair in dou-
ble‐stranded DNA was framed by two electron transfer probes. On the one hand, 2,7‐diazapyrenium as a 
2ʹ‐modification of uridine (Dp–U) is amenable to introducing oxidative hole transfer into DNA by photoex-
citation at 339 nm (see Figure 1.3.2). Alternatively, 6‐N,N‐dimethyl aminopyrene attached to the 5‐position 
of 2ʹ‐deoxyuridine (Ap–dU) represents the complementary electron hole acceptor. By analysis of fluorescence 
intensities and melting temperatures it can be assumed that photoinduced charge transfer across non‐ 
metallated Hq base pairs can occur and the efficiency is further increased in the presence of Cu(II) [22].

The combination of metal ion‐mediated base pair and self‐assembled higher order structures would poten-
tially create a new class of material, combining the properties of DNA assemblies and transition metals. 
Metallated DNA‐based three‐dimensional cages were first reported by Sleiman and coworkers in 2009 [23]. 
Therein, DNA duplex triangles bearing three bis‐2,9‐diphenyl‐1,10‐phenanthroline (dpp) ligands were 
assembled using linking strands into a 3D prismatic cage [24] with a variety of transition metals. A possible 
application for 3D cages could be as stimuli‐responsive host molecules for proteins or nanoparticles, as well 
as building blocks for even more extended metal–nucleic acid DNA architectures.

In order to assemble two or more oligonucleotides by metal ion‐complex formation we applied 2,2ʹ;6ʹ,2″‐
terpyridine (tpy) as a ligand, which is known to form stable complexes with several metal ions [25]. The first 
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conjugates of tpy ligands with DNA were synthesized by McLaughlin et al. DNA‐tethered bis(tpy)Ru(II) 
complexes were attached to a triethylene glycol linker and thereby hybridization at various complex ratios 
and linear arrays of varying lengths could be observed [26]. In a similar experiment, linear DNA nanoarrays 
were achieved by hybrid metal complex–DNA conjugates [27] with tpy units attached at the 3ʹ‐end by using 
the oxime chemistry.

Bis(tpy)Fe(II) complexes were applied as vertexes to assemble DNA triangles [28]. Allosteric control of 
oligonucleotide hybridization was performed with tpy–DNA conjugates that show a response behavior 
towards Fe2+ and Zn2+ ions. In the absence of a metal, an unmodified DNA strand is bound. After addition of 
one equivalent of metal, cyclization is initiated and dehybridization occurs. With an excess of the metal (in 
the case of Zn) hybridization is reestablished [29]. Duplex stability modulation was achieved by DNA 
duplexes carrying a tpy ligand at the N2ʹ position of 2ʹ‐amino‐2ʹ‐deoxyuridine or its locked counterpart 
2ʹ‐amino‐LNA. The thermal stability of the tpy‐modified DNA duplexes was affected upon addition of 
 varying equivalents of transition metals.

In all of the examples described so far, a flexible linker was applied to tether the tpy ligand to the DNA. 
A linkage of two or more DNA oligonucleotides was only achieved by terminal labeling; a “side‐on” connec-
tion by metal complexation cannot be found in the literature very often [30]. Regarding these observations, 
our idea was to synthesize a modified uridine (with the ligand tethered rigidly to provide the structural 
basis  for an electronic coupling between the ligand and the base stack). This coupling is crucial for 
 applications  in  the field of nanoelectronics. The correspondingly modified 2ʹ‐deoxyuridine (tpy‐dU, see 
Figure 1.3.1) was synthesized according to Hocek et al. [31], but incorporated in DNA by solid‐phase phos-
phoramidite chemistry [15]. 4ʹ‐Ethynyl‐2,2ʹ,6ʹ,2″‐terpyridine was tethered via Sonogashira cross‐coupling to 
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5‐iodo‐2ʹ‐deoxyuridine [15, 30–32] and transformed into the phosphoramidite. This building block allows 
internal and terminal modification of oligonucleotides with tpy‐dU.

The melting temperatures were investigated to show the influence of one or two tpy‐dU units. With one 
internal tpy‐dU, DNA duplexes are destabilized with all opposite bases (with a slight preference for A as the 
counter base). Remarkable results were obtained when two tpy‐dU units were incorporated opposite to each 
other. It was shown that the hydrophobic interaction regains more hybridization energy than the destabiliza-
tion due to incorporation of the tpy moiety. A similar observation was made with bipyridine pairs [33] and 
binaphthyl pairs [34].

Upon addition of metal ions (Cu2+, Ni2+, Zn2+, Fe2+) dimerization was induced with strands bearing only one 
internal or terminal tpy‐dU unit and A as the opposite base. To establish whether larger DNA assemblies can 
be obtained, double strands containing two tpy‐dU units either opposite to each other or at the termini, were 
analyzed by fluorescence quenching, T

m
 values, and PAGE analysis. Internally formed metal ion‐mediated 

tpy‐dU base pairs interfere with the formation of higher DNA assemblies. In the case of terminally labeled 
DNA, several gel bands of lower mobility could be observed especially with Ni2+ and Fe2+, indicating the 
formation of metal ion‐mediated DNA assemblies [15].

To investigate the applicability of the tpy‐dU coordination for electron transfer between DNA strands, we 
designed DNA strands linked by tpy units to combine two DNA strands upon addition of metal. One of these 
strands contains Ap‐dU as an additional modification and electron donor, while the other DNA strand bears Dp‐U 
as an electron acceptor (see Figure 1.3.3). Our idea is to transfer and thereby translocate an injected charge from 
one DNA strand over the external tpy‐dU unit into the other DNA double strand containing the electron acceptor.

Preliminary fluorescence data indicate that a hole transfer can be induced and an electron can be trans-
ferred over tpy‐dU units into another DNA strand. However, to ensure these indications, time‐resolved tran-
sient absorption studies have to follow.

1.3.3 Perylene diimide‐based DNA architectures

Perylene diimides (PDIs), which have the advantages of strong extinction, high fluorescence quantum yields, 
high photochemical and thermal stability, are well established as pigments [35], fluorescence dyes [36], 
and conducting materials for organic electronics [37] (Figure 1.3.4). Moreover, the aggregation of the planar 

2

Dp-U Ap-dU tpy-U M2+

ETExcitation

Figure 1.3.3 The experimental setup for transferring an electron from one into another duplex over metal medi-
ated tpy‐dU units. For structures of Ap‐dU and Dp‐U see Figure 1.3.2 (See color figure in color plate section)



hydrophobic aromatic molecule has been extensively employed for molecular self‐assembly [37p, 38]. The 
expanded quadrupolar π‐system of this dye‐class allows the construction of supramolecular architectures 
with outstanding photophysical properties [39]. The integration of PDI into oligonucleotide conjugates has 
been reported to yield intra‐ and intermolecular hydrophobic association of the chromophores in single strand 
[37j], duplex [37d, k, q, 40], hairpin [41], hairpin dimer structures [37k, l, n, 42], DNA triplexes [37l], DNA 
dumbbells [38h], as well as three‐way junctions [43].

Water provides many advantages as a solvent for supramolecular chemistry compared with organic media. 
Primarily, the hydrophobic effect arises from the increasing interactions between the hydrophobic π‐surfaces 
of the PDIs, hence the desired recognition and self‐assembly processes leading to extended architectures may 
already occur in dilute solutions. For this reason tremendous opportunities can arise from the interaction of 
such supramolecular structures with biomolecules, for example, the DNA double helix, in water [44].

Two successful strategies have been developed to achieve soluble perylene diimide dyes, which provide the 
basis for the synthetic accessibility of this class of chromophores. The first one was worked out by Langhals 
and coworkers who introduced solubilizing substituents at the imide nitrogen [45]. The second synthetic strat-
egy, developed by Seybold and co‐workers, is the attachment of substituents at the so‐called bay area [46].

Numerous PDI derivatives have been developed for application as fluorescent standards, in fluorescent light 
collectors, or as laser dyes due to their intense yellow–green photoluminescence [45]. Distinctive changes in 
the absorption and emission bands result if PDIs bear substituents in the bay area. In contrast, it has been 
demonstrated that the imide substituent has a minor influence on the absorption and emission properties [37p].
For quite some time it has been known that water‐soluble PDIs undergo π‐stacking interactions with DNA 
bases [45]. The chemical resistance, the particular fluorescence, and the self‐assembling properties, as well as 
their electronic properties, have attracted interest for applications in DNA analytics and DNA‐based nanotech-
nologies [37h–k, 47]. For this reason PDIs have been incorporated into DNA double strands as artificial DNA 
base surrogates [37i] at both internal (Figure 1.3.5a) and terminal positions (Figure 1.3.5b) [37q].

At temperatures below the melting temperatures (T
m
) of the DNA duplexes (Figure 1.3.5) an excimer‐type 

fluorescence of the PDI dimers occurs with a broad band at around 660 nm, which has also been observed in 
the nanoaggregates of PDIs [48]. PDI monomer fluorescence with well‐defined signals (558/603 nm) is 
obtained at higher temperatures, which clearly shows that the DNA architecture is needed for PDI dimeriza-
tion. Additionally, the UV–Vis spectra show two major bands at 506 and 545 nm, whose intensities support 
the occurrence of π–π excitonic interactions between the dyes [37q]. This motif was further used for the 
development of supramolecular DNA structures, which can be arranged through the aggregation of PDIs [44]. 
Accordingly, the synthesis of PDI DNA hairpins [41], hairpin dimers [37l], DNA dumbbells [38h], as well as 
DNA triplexes [37l], has been reported.

An oligonucleotide conjugate, which contains pure A–T base pair sequences connected by a PDI linker 
(Figure  1.3.6a), exists as a monomer in water (Figure  1.3.6b) but forms a hairpin dimer in the presence 
of  NaCl (Figure  1.3.6c) [37k, l]. The monomer–dimer equilibrium is found to be dependent upon 
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Figure 1.3.4 Perylene diimides (PDIs) without (left) and with (right) substituents in the bay area (X = various 
electron withdrawing or donating groups) [45, 46]
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salt concentration and temperature, as well as the concentration of the conjugate. The dumbbell structures, 
containing PDI caps at both ends, are able to undergo end‐to‐end assembly (Figure 1.3.6d). AFM and cryo‐
TEM images showed branched fibers corresponding to the end‐to‐end assembly of ~10–30 monomers [38h].

Molecular beacons (MBs) are single stranded nucleic acids possessing a stem‐and‐loop structure, which 
are used for the specific detection of DNA targets [49]. The excimer‐type fluorescence of PDI is shifted to a 
different wavelength and not simply quenched. For this reason PDI represents an attractive readout for MBs. 
Their modification with two PDI chromophores as DNA base substitutes (Figure 1.3.7) form PDI dimers 
in  the interstrand mode, which shows a red‐shifted excimer fluorescence. The hybridization with target 
 oligonucleotides yields absorption and fluorescence changes typical for PDI monomers [50].

With respect to such bioanalytical applications, a major disadvantage of PDI as part of DNA is its low 
fluorescence quantum yield (less than 1%) [42]. To overcome this problem PDI has been combined with 
pyrene to obtain highly sensitive MBs (Figure 1.3.8). The stem containing pyrene and PDI can interact by 
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interstrand stacking, which yields a highly efficient quenching of the pyrene excimer fluorescence [37g, 51]. 
Upon hybridization with the target oligonucleotide, pyrene forms a strongly fluorescent excimer possessing 
an emission maximum around 520 nm with both a large extinction coefficient and high quantum yields [52].

An option to prevent fluorescence quenching of common PDI dyes in the vicinity of guanines has been the 
development of a green PDI derivate containing two N‐pyrrolidinyl substituents in the bay area as a new 
building block for DNA modification (Figure 1.3.9) [37q, 42, 53]. The strongly electron‐donating substitu-
ents reduce the electron deficiency and thus prevent fluorescence quenching by photoinduced charge transfer 
to guanines [53, 54].

In addition, the self‐assembly of redox‐active molecules into ordered arrays, applicable in rapid, long dis-
tance charge transport, is important for the development of functional nanomaterials for organic electronics 
[37r]. DNA shows a great promise as a structural scaffold for the helical arrangement of chromophores with 
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defined distances and (semi)conducting materials [37r, 55]. The presence of PDI as an artificial chargeable 
island in DNA should enable electron transport via hopping processes. DNA hairpins containing PDI for 
intermolecular electron hopping experiments were synthesized. It has been demonstrated that electron hop-
ping is possible among two to three π‐stacked PDI moieties [37r]. Thus, PDI‐modified DNA strands are 
interesting materials for the study of the conductivity of DNA nanoaggregates.

Furthermore, PDIs have been synthetically incorporated into DNA three‐way and four‐way junctions (3WJ 
and 4WJ, respectively). To this aim, two different strategies have been demonstrated [43]. 3WJs containing 
PDI in the branching point were designed by Häner and coworkers (Figure 1.3.10). In this case the tight 
aggregation of the PDI chromophores leads to the stabilization of the branched DNA construct [43b].
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Wagenknecht et al. integrated PDI caps at the 5′‐position of oligonucleotides that either hybridize to  
Y‐shaped triple strands [56] (Figure  1.3.11a–c) or X‐shaped quadruple strands (unpublished work) 
(Figure 1.3.12). 3WJs, as shown in Figure 1.3.11a, contain cytidine at the branching point as spacers to pre-
vent steric hindrance as well as ten base pairs per arm of the Y‐shaped hybrid. Assuming a helical twist of 36° 
per base pair in B‐DNA, each arm consists of one complete turn of the double helix (360°). If they are dis-
solved together in aqueous buffer solution at concentrations higher than 5 μM, they aggregate spontaneously 
within minutes to form an insoluble red solid material [43a]. Shortening the DNA sequences by deletion of 
cytidine at the branching point (Figure 1.3.11b) leads to a stabilization of the Y‐construct but decreases the 
critical concentration. In comparison, the removal of one base pair per arm (Figure 1.3.11c) induces a less 
twisted double helix, but even though the critical concentration decreases, it has no influence on the stability. 
From this result it can be assumed that the solubility of PDI‐modified DNA assemblies (3WJs) is not inde-
pendent of the helical twist or packing between the “DNA‐arms” but of the hydrophilic DNA strand length. 
Furthermore, unpaired cytidines at the branching point in 3WJs are not necessary and their removal leads to 
a more stable construct.
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Additionally, PDI‐mediated 4WJs have been designed based on four oligonucleotides containing two sep-
arate regions of ten bases in length, but which do not incorporate a spacer in the middle quadrangular DNA 
construct (Figure 1.3.12).

In all DNA constructs shown here, the PDI caps serve as “molecular glue” in the spontaneous assembly of 
larger DNA ensembles through the aggregation of the PDI chromophores (Figures 1.3.11 and 1.3.12). This 
yields a hypsochromic shift in the absorption and a bathochromic shift in the fluorescence as characteristic 
optical readouts (Figure 1.3.13). By thermal dehybridization of the DNA scaffold, the aggregation of the PDI 
aggregates can be destroyed and reassembled by reannealing of the DNA junctions. The formation of the 
DNA ensembles occurs without the application of enzymatic ligation and without the use of overhanging 
DNA as sticky ends [43a].

1.3.4 Conclusions

Metal–ion complexes and π–π interacting perylene diimides represent two important types of modifications 
that are able to introduce not only additional structural motifs to the purely hydrogen‐bonded base pairing in 
DNA architectures but also have the potential to improve the electron transfer abilities of DNA. Our new  
C‐nucleoside, which is structurally based on the hydroxyquinoline ligand, is able to form stable pairs in DNA 
both in the absence and in the presence of metal ions. Fluorescence studies with a donor–DNA–acceptor 
system indicate that photoinduced charge transfer processes across these metal‐ion mediated base pairs in 
DNA occur more efficiently than over natural base pairs. The complexity of potential charge transfer path-
ways could possibly be increased by using the terpyridine 2’‐deoxyuridine, since this DNA base modification 
would allow the charge to move from one DNA double strand to the other. On the other hand, with perylene 
diimides as covalently attached organic chromophores inside and outside DNA, new DNA architectures can 
be produced that are not purely formed by the hydrogen‐bond assembly but also include π–π interactions. It 
is expected that the conductivity can also be improved compared with the natural DNA, due to the presence 
of the perylene diimide chromophores as artificial chargeable islands, between which electron transport 
occurs via a hopping process. Overall, this work further supports the idea of utilizing artificial charge carriers 
for the application of DNA‐based architectures for molecular electronics.
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1.4.1 Introduction

DNA carries the genetic information in all organisms. More than 60 years ago, Watson and Crick first pro-
posed the double helical structure of DNA. Since then, its use as a sequence‐specific self‐assembling building 
block has become a promising route for the construction of bio‐inspired nanoarchitecture. The backbone of 
the DNA helix comprises negatively charged phosphate moieties, rendering the nucleic acid extremely water 
soluble. The interior of the duplex is made up of a stack of aromatic nucleobases, held together by hydrogen 
bonds. As a result of modern technology that allows routine synthesis of small oligonucleotides via solid‐
phase automated synthesis, modifications can easily be introduced into the nucleosides or the backbone. 
Longer oligonucleotide strands are accessible through ligation or by applying the polymerase chain reaction.

The development of artificial nucleobases has increased nucleic acid functionality and is expected to lead 
to an expansion of the genetic alphabet [1]. Moreover, the unnatural bases represent attractive building blocks 
for the self‐assembly of nanostructured objects (see also Part V of this book). The canonical DNA duplex has 
two major stabilising parameters, namely, hydrogen bonds between complementary bases and π‐stacking 
interactions between neighbouring bases. Complementary nucleobases may also pair via coordinate bonds to 
a metal ion located in the centre of the duplex if ligand‐based nucleosides are present. The replacement of 
natural nucleosides by suitable ligands hence leads to the formation of metal‐mediated base pairs (Figure 1.4.1) 
[2]. Eventually, a site‐specific functionalisation of these biomolecules with transition metal ions is achieved, 
enabling a significant number of possible applications [3]. To date, a considerable number of metal‐mediated 
base pairs have been reported not only for DNA but also for other nucleic acids and nucleic acid derivatives 
such as RNA, PNA and GNA [4–6].
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1.4.2 Metal‐mediated base pairs with natural nucleobases

1.4.2.1 Pyrimidines

The first metal‐mediated base pairs were proposed in the 1960s, when the interaction of Hg(II) with polynu-
cleotides was studied [7, 8]. It took several years until the proposed formation of T–Hg–T base pairs 
(Scheme 1.4.1a) was corroborated by single crystal X‐ray diffraction data and 1H NMR (nuclear magnetic 
resonance) spectroscopy [9, 10]. Since then, the T–Hg–T base pairs have become the most intensely investi-
gated and frequently applied metal‐mediated base pairs [11]. They are particularly useful in oligonucleotide‐
based sensors for the toxic Hg(II) ions [3]. It was confirmed by various NMR spectroscopic methods that in 
T–Hg–T base pairs the Hg(II) ion is indeed bridging two deprotonated thymine residues on complementary 
positions [12, 13]. Hg(II) specifically binds to a T:T mispair with an association constant in the order of  
105 M–1 [14]. As a result of the formation of T–Hg–T base pairs, thymine residues can even be incorporated 
into oligonucleotides by DNA polymerases [15]. Hence, it is conceivable that metal‐mediated base pairs are 
directly involved in the mutagenic activity of Hg(II) ions.

In RNA, the thymine is replaced by uracil, hence the formation of U–Hg–U base pairs has also been inves-
tigated. It was confirmed by NMR spectroscopy that these base pairs can be incorporated into RNA double 
helices [4]. However, probably because of the different conformation of RNA duplexes compared with DNA 
duplexes, U–Hg–U base pairs seem to be slightly less stable than T–Hg–T base pairs [4].

Cytosine preferentially binds to Ag(I) ions under chloride‐free buffer conditions. Hence, if two comple-
mentary strands contain two cytosine moieties in opposing positions, C–Ag–C base pairs can be formed. 
Different orientations are possible depending on the conformation of the double helix. In B‐DNA with canon-
ical Watson–Crick base pairs, a cisoid orientation of the nucleobases in C–Ag–C is geometrically enforced 
(Scheme 1.4.1b) [16]. In parallel‐stranded DNA, a transoid orientation with one additional hydrogen bond is 
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Figure  1.4.1 Schematic representation of a B‐DNA duplex with canonical base pairs and artificial metal‐ 
mediated base pairs. Adapted from [2]. Used with permission. Copyright © 2008 WILEY‐VCH Verlag GmbH & Co. 
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feasible (Scheme 1.4.1c) [17]. Computational studies showed that the C–Ag–C base pair with a transoid 
orientation is more stable (by about 7 kcal mol–1) than that with a cisoid orientation [18]. Nonetheless, the 
Watson–Crick context imposed in a regular B‐DNA duplex is expected to compensate for the slightly lower 
stability of the cisoid orientation. The association constant for the specific binding of Ag(I) to a C:C mispair 
amounts to about 105 M–1 [19], hence is comparable to that of a T–Hg–T base pair.

1.4.2.2 Purines

Natural purine nucleobases have not been investigated in terms of their applicability in metal‐mediated base 
pairs, which is probably a result of the multitude of possible monodentate metal‐binding sites. However, if 
one considers the interstrand cross‐links studied in the context of DNA metalation with trans‐[PtCl

2
(NH

3
)

2
] 

as metal‐mediated base pairs, then a number of purine‐containing metal‐mediated base pairs are also known 
[20, 21]. Moreover, soaking experiments performed during a crystallographic study of RNA duplexes led to 
the (unintentional) observation of a G–Au–C base pair [22]. A Hoogsteen‐type G–Cu–C base pair has also 
been suggested to exist in a left‐handed DNA duplex [23].

1.4.3 Metal‐mediated base pairs with artificial nucleobases

1.4.3.1 Individual metal‐mediated base pairs

The first example of a metal‐mediated base pair with an artificial nucleoside involved o‐phenylenediamine as 
the base surrogate. In the presence of Pd(NO

3
)

2
, a Pd(II)‐mediated base pair could be detected in solution 

[24]. The first incorporation of a metal‐mediated base pair into a nucleic acid duplex was achieved by com-
bining the tridentate pyridine‐2,6‐dicarboxylate (Dic) nucleoside and the monodentate pyridine nucleoside 
(3Py) opposite to each other in two complementary strands (Scheme  1.4.2a) [25]. The resulting Dic:3Py 
mispair selectively binds Cu(II) by providing a [3+1] coordination environment. The Cu(II) ion is coordi-
nated in a square planar fashion by the two artificial nucleobases. The coordination sphere is completed by 
two additional oxygen donor atoms above and below the coordination plane, provided by neighbouring natu-
ral nucleosides [26]. This arrangement leads to a Z‐type conformation for the DNA duplex (see Chart 1.4.1a 
for the experimentally determined duplex structure), indicating that the presence of metal‐mediated base 
pairs can significantly influence the overall nucleic acid conformation. Based on the Dic–Cu–3Py pair, other 
closely related derivatives (Dam:3Py, Dit:3Py, Scheme 1.4.2a,b) have also been investigated [27], leading 
to  a family of ligands with an O,N,O‐, N,N,N‐ or S,N,S‐donor system. In particular the Dit nucleobase 
was found to strongly stabilise Ag(I)‐containing base pairs, such as Dit–Ag–3Py and Dit–Ag–Dit [28]. In a 
conceptually similar [3+1] system, dipicolylamine (Dipic, Scheme 1.4.2c) was applied to generate Ag(I)‐
mediated base pairs, with nucleosides based on imidazole (Imi), 1,2,4‐triazole (Tri) or tetrazole (Tet) acting 
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Chart 1.4.1 Experimental structures of two DNA double helices with metal‐mediated base pairs. (a) Solid‐state 
structure of Z‐type DNA duplex with two Dic–Cu–3Py base pairs. Superimposed in blue is the structure of ideal 
Z‐DNA. Reprinted with permission from [26]. Copyright 2001, American Chemical Society. (b) Solution structure 
of B‐type DNA duplex with three consecutive Imi–Ag–Imi base pairs. Reproduced with permission from [54]. 
Copyright © 2010, Rights Managed by Nature Publishing (See colour figure in colour plate section)
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as the complementary monodentate ligand [29]. The thermal stability of these base pairs is controlled by 
the identity of the monodentate nucleoside, with the most basic nucleobase (Imi) giving rise to the highest 
stabilisation.

Another prominent example of a metal‐mediated base pair involves the use of the ligand 3‐hydroxy‐2‐
methyl‐4‐pyridone (H, Scheme 1.4.3a). An H:H mispair provides a [2+2] coordination environment for tran-
sition metal ions. It is significantly stabilised in the presence of Cu(II), as evidenced by an increase in the 
melting temperature of about 13 °C [30]. Analogously, mercaptopyridone and hydroxypyridinethione were 
found to efficiently incorporate soft transition metal ions such as Pd(II) and Pt(II), albeit with the monomeric 
nucleosides only and not yet in an oligonucleotide context [31]. Other metal‐mediated base pairs with a [2+2] 
coordination environment have also been reported, for example, based on the ligands 8‐hydroxyquinoline 
(6HQ or 7HQ, Scheme 1.4.3b) [32, 33], 2‐pyrazolylphenol (PzP, Scheme 1.4.3c) [34] and 5‐methyl‐2,2′‐
bipyridine (5MeBipy, Scheme 1.4.3d) [35]. It is interesting to note that the 6HQ:6HQ mispair in particular is 
stabilised considerably by complexing Cu(II), leading to the formation of 6HQ–Cu–6HQ. The thermal stabi-
lisation is even higher when using the GNA analogue of 6HQ [32]. Recent experiments have shown that DNA 
duplexes with 7HQ–Cu–7HQ base pairs transfer electric charges more efficiently than unmodified DNA with 
canonical base pairs [33], thereby presenting interesting applications. The use of a 2,2′‐bipyridyl moiety as 
an artificial nucleobase shows the importance of steric considerations: on using 5MeBipy, the ligand is attached 
to the sugar by means of a methylene linker, giving rise to a stable 5MeBipy–Cu–5MeBipy base pair [35]. 
Without the methylene linker, that is, with a direct attachment of the bipyridyl moiety to the sugar (Bipy), no 
stable metal‐mediated base pairs are formed [36]. Apparently, 5MeBipy is more flexible than Bipy and hence 
is able to adopt a conformation capable of binding metal ions.

The natural nucleobases can also be modified in a way that increases their affinity towards transition metal 
ions. Accordingly, various derivatives of purine and pyrimidine nucleosides have been reported with pendant 
ligands. Scheme 1.4.4 gives an overview of the resulting artificial nucleosides. The nucleobase 6pyPur with a 
pyridyl moiety in the 6‐position of the purine ring selectively forms 6pyPur–Ni–6pyPur base pairs 
(Scheme 1.4.4a) [37]. Analogously, the 4‐substituted pyrimidone 4pyPyr (Scheme 1.4.4b) forms stable homo 
base pairs in the presence of Ni(II) [38]. It is interesting to note that despite a more or less identical steric 
requirement compared with the Bipy nucleobase mentioned earlier, stable metal‐mediated base pairs are 
formed with 4pyPyr. This indicates that not only steric but also the electronic properties of the nucleosides are 
important in determining whether metal‐mediated base pairs are formed. Upon attaching two pyridyl moie-
ties or one bipyridyl entity to a purine or pyrimidine, tridentate artificial nucleobases can be generated. These 
can be applied to create metal‐mediated base pairs of the [3+1] type. Variation of the monodentate ligand 
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opposite to 4bipyPyr (Scheme 1.4.4c), 6bipyPur (Scheme 1.4.4d) or 2,6pyPur (Scheme 1.4.4e) has been achieved 
by changing the glycosylation site of the pyridine moiety (forming 3Py or 4Py, respectively). Ag(I)‐mediated 
base pairs were observed when 4Py was complemented by 4bipyPyr or 6bipyPur [39, 40]. In these cases, geo-
metrical considerations rule out the possibility of forming stable base pairs with 3Py. The latter nucleoside is 
capable of engaging in metal‐mediated base pairing with 2,6pyPur [40].

These examples nicely demonstrate the importance of a steric fit of the complementary artificial nucleo-
bases. In addition to these metal‐mediated base pairs with only nitrogen donor atoms, two purine derivatives 
with a pendant thienyl (6TPur) or furyl (6FPur) moiety (Scheme 1.4.4f) have been reported. However, no 
conclusive evidence has been provided yet that the resulting nucleosides support the formation of stable 
metal‐mediated base pairs [41]. The 2,6dicPur–Cu–3Py base pair with a purine moiety bearing two carboxylate 
substituents (Scheme 1.4.4g) has been shown to be processable by DNA polymerases [42]. Hence, metal‐
mediated base pairs comprising purely artificial nucleosides are also compatible with DNA polymerases. 
Other substituents on the purine moiety, such as dimethylpyrazole, have also been used successfully in the 
generation of purine‐derived ligands for metal‐mediated base pairs (2,6pzPur, Scheme 1.4.4h) [43]. However, 
the artificial nucleobase 2,6pzPur is not very selective with respect to its complementary nucleobase, as it can 
pair with cytosine, uracil, adenine and thymine, depending on the position of the base pair within the oligo-
nucleotide sequence.

An Ag(I)‐mediated base pair with the unusual [2+1] coordination environment has been reported with the 
bidentate artificial nucleobase 4‐[(1H‐1,2,4‐triazol‐1‐yl)methyl]‐1H‐1,2,3‐triazole TriTri, comprising two 
triazole moieties connected via a methylene bridge (Scheme 1.4.5a) [44]. Hence, tricoordinate metal ions can 
also be efficiently incorporated into metal‐mediated base pairs.
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Scheme 1.4.4 Artificial nucleobases and base pairs derived from purine or pyrimidine (R = nucleic acid back-
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A somewhat different concept of metal‐mediated base pairing has been developed based on the well‐
known salen ligand. The corresponding metal‐mediated base pair contains a cross‐linking ethylenediamine 
moiety, resulting in the formation of highly stable Salen base pairs [45]. The formation of the metal‐mediated 
salen base pair in DNA is a two‐step process. Firstly, the Schiff base is formed from ethylenediamine and two 
salicylaldehyde nucleosides on the complementary DNA strands. Secondly, the metal ion is added, to be 
coordinated by the chelating ligand. The most stable metal‐mediated base pairs are formed with Cu(II), but 
other cations such as Mn(III), Fe(II) and Ni(II) can also be bound [46]. The importance of the additional 
covalent linkage via the ethylene bridge can be estimated from a comparison of various melting temperatures: 
in the absence of ethylenediamine, the addition of Cu(II) stabilises the mispair of two salicylaldehyde 
 nucleosides by 15.0 °C. In the presence of ethylenediamine and Cu(II), that is, upon formation of the metal‐
mediated Salen base pair, a stabilisation of 42.5 °C is observed [45]. This represents the highest duplex 
 stabilisation ever observed for a metal‐mediated base pair. Interestingly, this base pair is fully orthogonal to 
the canonical base pairs, and it can also be replicated and amplified by a polymerase [47].

1.4.3.2 Stacks of metal‐mediated base pairs

The incorporation of a series of consecutive metal‐mediated base pairs into a nucleic acid duplex is of par-
ticular interest, as an interaction of the neighbouring transition metal ions is expected to lead to interesting 
new physical properties of the nucleic acid. Accordingly, various arrays of metal‐mediated base pairs have 
been reported to date. One of the most intensely investigated base pairs in this context is H–Cu–H 
(Scheme 1.4.3a). In the course of the very first study on arrayed metal‐mediated base pairs, several oligonu-
cleotide sequences were designed, and the number of H moieties in the centre of the duplex was varied from 
1 to 5 [48]. In all five duplexes, all possible H–Cu–H pairs were formed. The unpaired d electrons on the 
Cu(II) ions were found to couple ferromagnetically with one another in the stacked motifs. Hence, the Cu(II)‐
modified DNA may be considered as a self‐assembling molecular magnet. A computational study nicely 
explains the ferromagnetic coupling by showing the presence of Cu–O bonding interactions between two 
neighbouring H–Cu–H base pairs [49]. DNA duplexes with H–Cu–H base pairs have also been investigated 
in the context of charge transfer through DNA: single‐molecule measurements indicated that the molecular 
conductance through DNA with three contiguous H–Cu–H pairs tends to be larger than that through DNA 
with only one H–Cu–H pair [50]. Consequently, metal‐mediated base pairs are promising routes for the 
improvement of the intrinsic charge transfer properties of DNA.

The Salen base pairs have also been used extensively in arrays of metal‐mediated base pairs. For the first 
time, an entire helical turn of metal‐mediated base pairs was created by introducing ten contiguous Cu(II)‐
mediated Salen base pairs (Scheme  1.4.5b) into a DNA duplex [51]. Interestingly, an antiferromagnetic 
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Scheme  1.4.5 Metal‐mediated base pairs with unusual coordination patterns (R = nucleic acid backbone). 
(a) [2+1] coordination environment brought about by TriTri and Imi [44]; and (b) Cu(II)‐mediated Salen base 
pair with an additional covalent linkage between the complementary DNA strands [45]



coupling of unpaired d electrons of the Cu(II) ions was observed for these duplexes [52], contrasting the 
observation for the duplexes involving H–Cu–H base pairs. Again, the antiferromagnetic coupling was con-
firmed in a computational study [49], which showed no strong coupling between neighbouring Cu(II) ions.

The first structural insight into B‐DNA with contiguous metal‐mediated base pairs was achieved with Imi–
Ag–Imi base pairs. Imi nucleosides belong to the family of azole nucleosides, capable of binding linearly 
coordinating metal ions in a linear fashion (Scheme 1.4.6a) [53]. An NMR‐based solution structure of a DNA 
duplex with three neighbouring Imi–Ag–Imi base pairs proved for the first time that metal‐mediated base 
pairing is compatible with B‐type DNA (Chart 1.4.1b) [54]. In this duplex, the Ag(I) ions are arrayed along the 
helical axis almost like pearls on a string (Figure 1.4.2a). The binding of the Ag(I) ions to the Imi nucleoside 
was unambiguously derived via the direct observation of a 1J(15N,107/109Ag) coupling of 86 Hz (Figure 1.4.2b). 
A re‐refined structure including QM/MM‐derived constraints for the intermetallic distances shows an Ag···Ag 
distance of 3.45(2) Å, indicating the possibility of weak argentophilic interactions [55]. In this context, a ther-
modynamic study showed that neighbouring Imi–Ag–Imi base pairs are formed cooperatively, with the bind-
ing constant for the binding of the second Ag(I) ion being more than 20‐fold larger than that for the first Ag(I) 
ion [56]. The stacking of metal‐mediated azole base pairs is not limited to Imi–Ag–Imi base pairs only. For 
example, three contiguous Tri–Ag–Tri have also been arrayed in the centre of a DNA duplex [57].

The longest stack of contiguous metal‐mediated base pairs has been established applying 1‐deazaadenine 
1DA (Scheme 1.4.6b). The 1DA–Ag–T base pair, also involving a deprotonated thymine residue, is mediated not 
only by coordinate bonds but also by an additional hydrogen bond [58]. A duplex with a continuous stack of 
19 metal‐mediated base pairs was created with the 1DA–Ag–T base pair. The reversible self‐assembly of this 
duplex is possible because of the moderate stability of the 1DA–Ag–T base pair. One such pair contributes 
approximately 2 °C to the melting temperature of the duplex, similar to the contribution of the natural A:T pair.

Combinations of different metal‐mediated base pairs within the same DNA duplex are possible, too. 
By exploiting the preferential binding of two metal ions to two different nucleosides, heterogeneous arrays 
of the two metals were obtained by either combining T–Hg–T and Cu(II)‐mediated Salen base pairs, or by 
combining 3Py–Hg–3Py and H–Cu–H base pairs [59].

1.4.3.3 Doubly metalated base pairs

The metalation of DNA is not just restricted to one metal ion per base pair. Accordingly, a few doubly 
metal‐mediated base pairs have been established. One prominent example involves 1,3‐dideazaadenine 
(1,3DA) and thymine (Scheme 1.4.7a). This base pair has also been applied in the sole example of duplexes 
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Scheme 1.4.7 Doubly metal‐mediated base pairs (R = nucleic acid backbone). (a) 1,3DA–Ag2–T [60]; (b) 5FU–
Ag2–

5FU [62]; (c) 4ST–Ag2–
4ST [63]; (d) 2ST–Ag2–

2ST [63]; (e) MePyrC–Ag2–
MePyrC [64]; (f) PyPyrC–Ag2–

PyPyrC [64]; and  
(g) TriPyrC–Ag2–

TriPyrC [64]. In the last two cases, only one of the possible coordination patterns is indicated

(a) (b)

Figure 1.4.2 (a) View along the helical axis of a DNA duplex with three consecutive Imi–Ag–Imi base pairs, 
showing the alignment of the metal ions along the helical axis; and (b) section of the [1H,15N] HSQC spectrum 
illustrating the 1J(15N,107/109Ag) coupling of 86 Hz. Reproduced with permission from [54]. Copyright © 2010, 
Rights Managed by Nature Publishing



comprising metal‐mediated base pairs only [60]. DFT calculations revealed that the Ag···Ag distance within 
the base pair amounts to 2.88 Å and that the resulting argentophilic interaction contributes about 16 kcal 
mol–1 to the overall stability of the doubly metal‐mediated base pair [60]. In an independent study, the dou-
ble metalation was also confirmed for the individual model nucleobases [61].

Derivatives of natural nucleobases are also applicable for the formation of doubly metal‐mediated base 
pairs. Examples include 5‐fluorouracil (5FU, Scheme 1.4.7b) [62], 4‐thiothymine (4ST, Scheme 1.4.7c) [63], 
2‐thiothymine (2ST, Scheme 1.4.7d) [63], 6‐methylpyrrolocytosine (MePyrC, Scheme 1.4.7e) [64], 6‐(2‐pyri-
dyl)pyrrolocytosine (PyPyrC, Scheme1.4.7f) [64] and 6‐(1‐benzyl‐1H‐1,2,3‐triazol‐5‐yl)pyrrolocytosine 
(triPyrC, Scheme 1.4.7g) [64]. All their homo base pairs can bind two Ag(I) ions. It is interesting to note that 
the thermal stabilisation of duplexes comprising pyrrolocytosine derivatives depends on the nature of the 
substituent. Within otherwise identical sequences, the melting temperature increases by 18.5, 21.5 and 36.0 
°C upon the formation of MePyrC–Ag

2
–MePyrC, PyPyrC–Ag

2
–PyPyrC and TriPyrC–Ag

2
–TriPyrC, respectively, com-

pared with the metal‐free mispairs [64]. It could be speculated that the greater flexibility of the benzyltria-
zolyl moiety is in part responsible for this tremendous stabilisation. Another possible explanation is a 
stabilisation via hydrophobic interactions of the pendant phenyl rings.

1.4.4 Outlook

Since the beginning of the century, research on metal‐mediated base pairs has come a long way. Within 
the last decade or so, the number of established metal‐mediated base pairs has risen from around a handful 
to  more than 30. At the same time, the number of nucleic acids applied in metal‐mediated base pairing 
has increased significantly: instead of investigating DNA only, other nucleic acids and nucleic acid deriva-
tives such as RNA, PNA and GNA are regularly utilised. This development has been accompanied by an 
increasing knowledge of the underlying principles of the formation of metal‐mediated base pairs and of the 
possibilities for fine‐tuning their stability. Several examples exist in which DNA with metal‐mediated base 
pairs is successfully processed by polymerases. It is the combination of metal‐based functionality and self‐
assembling capabilities that makes nucleic acids with metal‐mediated base pairs so popular. Nowadays, 
metal‐mediated base pairs, particularly those involving natural nucleosides, are used in numerous sensing 
applications. Other areas of application, such as self‐assembling molecular magnets or nucleic acids with an 
improved charge transfer capability, are emerging, and many more applications are feasible. For instance, the 
implementation of metal‐mediated base pairs into DNA nanostructures or DNA origami is expected to lead 
to a fruitful cross‐fertilisation of these research areas. Evidently, metal‐mediated base pairs are heading 
towards a promising future!
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1.5
Metal‐Aided Construction of Unusual 

DNA Structural Motifs

1.5.1 Introduction

Hydrogen bonding plays a key role in the folding and the self‐assembly of biomolecules. One of the prime 
examples is the Watson–Crick base pairing inside DNA double helices, between adenine (A) and thymine (T), 
and guanine (G) and cytosine (C). In nature, this complementary hydrogen bonding allows sequence‐specific 
hybridization of oligonucleotides as well as the storage, replication, and transfer of genetic information. The 
sequence‐dependent self‐assembly of DNA oligomers affords not only naturally occurring structures but also 
artificial supramolecular architectures including junctions, polyhedra, and DNA origami structures. A large 
variety of DNA nanoarchitectures have been constructed so far via self‐assembly processes, which can be 
precisely programmed based on the DNA sequence.

One of the other molecular interactions that is widely exploited when one synthesizes supermolecules 
is  metal coordination bonding. Its geometrical diversity enables the elaborate design of various three‐ 
dimensional structures, in which metal complexes serve as “nodes” of the resulting supramolecular 
 architectures. The kinetic reversibility of metal coordination allows for dynamic structural conversion, which 
is one of the essential requirements for developing non‐biological molecular machines. These properties can 
be controlled to some extent by selecting appropriate metal species and organic ligand moieties, depending 
on what is known of the coordination chemistry.

Introduction of metal complexes into DNA structures is an effective approach for constructing functional 
DNA supermolecules. It has thus become an active area of research in recent years [1, 2]. Metal ligand 
 moieties can be readily introduced at both ends as well as in the middle of oligonucleotides through standard 
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solid‐phase DNA synthesis or post‐synthetic modification. When ligand moieties are located at the 
 terminus of DNA duplexes, metal complexation results in the connection of DNA duplexes to afford larger 
supramolecular structures, in a similar fashion to typical supramolecular metal complexes. An alternative 
approach is the introduction of metal complexes inside DNA structural motifs such as duplexes, triple helices, 
quadruplexes, and branched structures. Additional metal coordination bonding enhances the thermal stability 
of the original DNA structures, induces unusual motifs, and thus increases the conformational diversity of 
DNA supramolecular structures. In this chapter, we focus on the latter studies, namely metal‐aided construc-
tion of unusual DNA structural motifs, as promising components for DNA‐based nanoarchitectures and 
molecular machines.

1.5.2 DNA duplexes containing metal‐mediated base pairs

Research on the metal‐assisted construction of DNA secondary structures began with the incorporation of 
metal complexes into duplexes. The most common approach is to replace canonical hydrogen‐bonded base 
pairs with artificial metal‐mediated base pairs (Figure 1.5.1) [3–5]. A metal‐mediated base pair consists of two 
ligand‐type nucleosides, which are located at opposite sites in the DNA duplexes, and an appropriate metal 
ion, which binds and bridges the nucleobase moieties. Since metal coordination bonds are generally stronger 
than hydrogen bonds, incorporation of metal‐mediated base pairs leads, in most cases, to significant stabiliza-
tion of the DNA duplex. Over 20 ligand‐type artificial nucleosides that form metal‐mediated base pairs 
within DNA duplexes have been developed so far (see also Chapter 1.4). Monodentate to tridentate planar 
ligands possessing O, N, and/or S donor atoms were chosen as artificial nucleobase moieties and square‐pla-
nar‐ and linear‐coordinating metal ions such as Mn(II/III), Ni(II), Cu(II), Pd(II), Ag(I), Pt(II), and Hg(II) 
were employed as the bridging metal ions in order to achieve efficient base pairing. It should be noted that 

(a) (b)

Figure  1.5.1 Artificial DNA duplexes containing a metal‐mediated base pair. (a) Structure of metallo‐DNA 
duplex; and (b) typical examples of metal‐mediated base pairs
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metal‐mediated base pairing of natural nucleosides, namely Hg(II)‐mediated thymine (T–Hg(II)–T) base 
pairs [6–9] and Ag(I)‐mediated cytosine (C–Ag(I)–C) [10], has been widely explored [11].

Successful examples of metallo‐base pairs include a Cu(II)‐mediated hydroxypyridone base pair (H–
Cu(II)–H) [12]. The bidentate 3‐hydroxy‐4‐pyridone (hydroxypyridone), introduced as the ligand‐type 
nucleobase, forms a square‐planar 2:1 complex with a Cu(II) ion, resulting in metal‐mediated base pairing. 
Its flat structure fits well within the hydrophobic base-stacked environment inside a DNA duplex and incor-
poration of the H–Cu(II)–H base pair enhances the thermal stability of duplexes, as confirmed by thermal 
denaturation experiments. The melting temperature (T

m
), the temperature at the midpoint of the transition 

from duplex to single strand, of a 15‐bp DNA duplex containing the hydroxypyridone nucleosides (H), 
d(5ʹ‐CACATTAHTGTTGTA‐3ʹ )·d(3ʹ‐GTGTAATHACAACAT‐5ʹ ), was 37 °C in the absence of metal 
ions,  while that of a natural fully‐matched 15‐bp duplex d(5ʹ‐CACATTAATGTTGTA‐3ʹ )·d(3ʹ‐
GTGTAATTACAACAT‐5ʹ) was 44 °C. This result indicated that the metal‐free H–H pair behaved like a 
mismatched pair, which decreases the stability of the duplex. In contrast, the melting temperature of the 
artificial DNA duplex was increased to 50 °C (ΔT

m
 = 13 °C) upon addition of one equivalent of Cu(II) ions, 

whereas that of the natural duplex hardly changed after the metal addition. The Cu(II)‐dependent stabilization 
resulted from the formation of an H–Cu(II)–H base pair, which crosslinked two DNA strands. It is notewor-
thy that the duplex containing an H–Cu(II)–H base pair is more stable than the natural duplex. The degree of 
the stabilization varies with the exact nature of the metal‐mediated base pairs, in other words, the combina-
tion of ligand moieties and a metal ion. For example, an Ag(I)‐mediated unsymmetrical base pair, Spy–
Ag(I)–P, exhibited a smaller stabilization (ΔT

m
 = 12 °C) [13], while a Cu(II)‐mediated hydroquinone base 

pair (HQ–Cu(II)–HQ) showed a larger stabilization (ΔT
m
 = 29 °C) [14] when incorporated into the same 

15‐bp DNA duplex. The largest stabilization was achieved with a salen‐type Cu(II)‐mediated base pair (S–
Cu(II)(en)–S), in which ethylenediamine covalently bridges the nucleobase moieties (ΔT

m
 = 43 °C) [15]. 

Multiple incorporation of metal‐mediated base pairs is also possible and, in some cases, allows for more 
effective stabilization of DNA duplexes [13, 16, 17].

Metal‐triggered construction of artificial DNA duplexes has been demonstrated using such metal‐mediated 
base pairing systems. Short ligand‐bearing oligonucleotides d(5′‐GH

n
C‐3′) (n = 1–5), consisting of one‐to‐

five consecutive H nucleosides and flanking G and C, were found to form double helical structures upon 
addition of Cu(II) ions (Figure 1.5.2) [18]. The oligonucleotides did not form duplexes in the absence of 
metal ions due to the lack of sufficient natural hydrogen‐bonded base pairs. The addition of Cu(II) induced 
the self‐assembly of two strands to afford metallo‐DNA duplexes, nCu(II)·d(5′‐GH

n
C‐3′)

2
 (n = 1–5), via 

quantitative formation of H–Cu(II)–H base pairs. The UV spectra of the DNA strands showed a gradual 
increase in the absorbance at 307 nm upon Cu(II) addition, which is ascribed to the formation of an  
H–Cu(II)–H base pair. The UV‐based titration studies also confirmed the stoichiometric metal complexation, 
and electrospray ionization‐time‐of‐flight (ESI‐TOF) mass spectrometry provided evidence for the intermo-
lecular assembly of two strands, that is, the formation of the duplex structures. Circular dichroism (CD) 
spectra indicated periodic stacking of the H–Cu(II)–H base pairs inside right‐handed double helices. Based 
on EPR spectral simulation, the distance between two adjacent Cu(II) ions was estimated to be 3.7 ± 0.1 Å, 
suggesting that the Cu(II)‐induced metallo‐DNA duplexes have a helical pitch similar to natural B‐DNA 
duplexes.

Metal‐mediated base pairs have attracted increased attention in recent years for their potential applications, 
particularly in the field of nanomaterial science. The consecutive incorporation of metallo‐base pairs into 
DNA duplexes is a promising approach to constructing one‐dimensional discrete metal arrays, which are 
expected to exhibit unique physical properties. For example, the stacks of H–Cu(II)–H base pairs inside 
the  nCu(II)·d(5ʹ‐GH

n
C‐3ʹ )

2
 duplexes (n = 1–5) exhibited the highest spin states (S = n/2), arising from 

 ferromagnetic coupling of unpaired d electrons of Cu(II) ions (Figure 1.5.2b) [18]. In contrast, stacks of 
Cu(II)‐mediated salen‐type base pairs predominantly showed antiferromagnetic coupling [19].
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Heterogeneous metal arrays were constructed by incorporation of both Cu(II)‐mediated and Hg(II)‐ 
mediated base pairs inside DNA duplexes (Figure 1.5.3) [20]. The artificial oligonucleotide d(5ʹ‐GHPHC‐3ʹ ), 
containing two hydroxypyridone‐bearing nucleosides (H) and a pyridine‐bearing one (P), formed a double 
helix in a self‐assembled fashion through the formation of two different types of metal‐mediated base pairs, 
H–Cu(II)–H and P–Hg(II)–P. As a result, a heterogeneous metal array consisting of Cu(II)–Hg(II)–Cu(II) 
was constructed inside the duplex. In a similar manner, longer metal arrays of Cu(II) and Hg(II) ions were 

(a) (b)

Figure 1.5.2 Metal‐aided formation of DNA duplexes. (a) DNA duplex formation through consecutive Cu(II)‐
mediated hydroxypyridone base pairs (H–Cu(II)–H); and (b) discrete assembly of Cu(II) ions inside a duplex.  
S stands for the spin state as determined by EPR analysis

(a) (b)

Figure 1.5.3 Heterogeneous metal arrays constructed in artificial DNA duplexes. (a) Metal assembly via forma-
tion of H–Cu(II)–H and P–Hg(II)–P base pairs; and (b) metal assembly via formation of S–Cu(II)(en)–S and  
T–Hg(II)–T base pairs



constructed by using a combination of Cu(II)‐mediated salen‐type base pairs and thymine‐based T–Hg(II)–T 
base pairs.

The electrical conductivity of DNA duplexes containing H–Cu(II)–H base pairs was recently investigated 
by using a carbon nanotube device in which a metallo‐DNA duplex was covalently immobilized within a 
nanotube gap [21]. The current measurements revealed that the DNA duplex containing H–Cu(II)–H base 
pairs showed higher conductivity than ligand‐containing but metal‐free duplexes. It is important to note here 
that alternating treatments of the devices with Cu(II) ions and a chelating agent (EDTA) allowed on–off 
switching of the electrical conductance.

Some of the metal‐mediated base pairs were used to induce conformational changes to DNA structures.  
A structural change between an intermolecular double helix and an intramolecular hairpin structure was 
demonstrated by using T–Hg(II)–T base pairs [7] as well as Ag(I)‐mediated triazole [22] or imidazole [23] 
base pairs (Figure 1.5.4). Such metal‐triggered structural conversion can be applied for constructing stimuli‐
responsive functional DNAs, such as metal sensors, logic gates, allosteric deoxyribozymes, and DNA‐based 
molecular machines.

1.5.3 Metal‐aided formation of triple‐stranded structures

Natural DNA strands are known to fold not only into duplexes but also into triple‐stranded structures, depend-
ing on their base sequences (Figure 1.5.5). For example, a homopyrimidine oligonucleotide binds in the 
major groove of a homopurine–homopyrimidine duplex through Hoogsteen hydrogen bonding to give a triple 
helix in which T–A–T and C+–G–C base triplets are stacked (where C+ denotes an N3‐protonated cytosine 
base). The idea of metal‐mediated base pairing overviewed earlier can be applied to such triple‐stranded 
structures, leading to an increase in the thermal stability and to metal‐triggered induction of the structure.

The hydrogen‐bonded Hoogsteen base pairing between the third strand and the central strand can be 
replaced by metal‐mediated base pairing. For instance, an Ag(I) ion has replaced the N3 proton of the C+ base 
in the C+–G–C base triplet, which results in the formation of a metal‐mediated base triplet, C–Ag(I)–G–C, in 
the DNA triplex (Figure 1.5.5c). The formation of natural DNA triplexes containing a C+–G–C base triplet 
generally requires slightly acidic conditions due to the requirement for protonation of the N3 of cytosine 
(pK

a
 = 4.5). However, Ag(I)‐mediated base triplet (C–Ag(I)–G–C) formation was observed even at higher pH 

and resulted in the stabilization of the DNA triplex [24]. The UV melting curve of a DNA triplex d(5ʹ‐
T

5
CT

5
‐3ʹ )·d(3ʹ‐A

5
GA

5
‐5ʹ )·d(3ʹ‐T

5
CT

5
‐5ʹ ), containing a C–G–C in the middle, showed a two‐step transition 

Figure 1.5.4 Structural conversion from a hairpin to a duplex through the formation of Ag(I)‐mediated imidazole 
base pairs (Im–Ag(I)–Im). DNA structures are drawn from PDB 2K68 and 2KE8 (NMR structures)
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in the absence of metal ions at pH 8.5, which can be attributed to the dissociation of the third strand (with 
lower T

m
) and the dehybridization of the remaining duplex (with higher T

m
). In the presence of Ag(I) ions, 

the first transition step seemed to almost disappear, indicating that the third strand dissociated at higher tem-
perature and the triplex was substantially stabilized. The Ag(I)‐mediated base triplet formation was further 
evidenced by titration of Ag(I) ions, ESI mass spectrometry, and other control experiments.

Another example of metallo‐DNA triplexes relates to artificial ligand‐bearing nucleosides that form 
metal‐mediated base triplets inside DNA triple‐stranded structures (Figure 1.5.6a). Pyridine‐bearing nucleo-
sides (P) were incorporated into oligo‐T and oligo‐A strands to prepare a DNA triplex d(5ʹ‐T

10
PT

10
‐3ʹ )·d(3ʹ‐

A
10

PA
10

‐5ʹ )·d(3ʹ‐T
10

PT
10

‐5ʹ ) [25]. The melting curve showed a two‐step transition, as is the case for natural 
DNA triplexes, and the melting temperature (T

m
) corresponding to the third‐strand dissociation was deter-

mined to be 15.5 °C in the absence of transition metal ions. When Ag(I) ions were added, both transitions 
(triplex–duplex and duplex–single strand) were observed to occur at higher temperatures. The T

m
 value of 

the triplex–duplex transition, that is, the third‐strand dissociation, was estimated to be 17.5 °C (ΔT
m
 = 

+2.0 °C), whereas that of natural triple‐stranded DNA d(5ʹ‐T
21

‐3ʹ )·d(3ʹ‐A
21

‐5ʹ )·d(3ʹ‐T
21

‐5ʹ ) was decreased 
from 28.2 to 25.8 °C (ΔT

m
 = –2.4 °C). The stabilization of the ligand‐modified triplex by Ag(I) addition is 

accounted for in terms of the formation of a 3:1 complex of the pyridine ligands and an Ag(I) ion, namely a 
base triplet P

3
Ag(I).

(a) (b) (c)

Figure 1.5.5 DNA triple‐stranded structure. (a) Natural DNA triple‐stranded structure; (b) natural DNA triplets 
found in the triplexes; and (c) Ag(I)‐mediated base triplet, C–Ag(I)–G–C

(a) (b)

Figure 1.5.6 Metal‐aided formation of DNA triple‐stranded structures. (a) Metallo‐DNA triplex containing an 
Ag(I)‐mediated base triplet P3Ag(I); and (b) metallo‐DNA triplex containing Fe(III)‐mediated base triplet H3Fe(III)



Totally unnatural DNA triple‐stranded structures were constructed with homooligomers of artificial ligand‐
bearing nucleosides (Figure 1.5.6b). The hydroxypyridone‐bearing nucleoside (H), which has been previ-
ously used for Cu(II)‐mediated base pairing, was chosen as a metal ligand for artificial base triplets because 
bidentate hydroxypyridone and its analogues are known to form 3:1 complexes with some 6‐coordinate 
transition metal ions. Dimeric to tetrameric oligomers of the H nucleoside, d(5ʹ‐H

n
‐3ʹ), were synthesized and 

subjected to complexation with octahedral Fe(III) ions at pH 7.0 [26]. UV‐visible spectral measurements 
showed the emergence of a new absorption band around 457 nm upon addition of Fe(III) ions, which indi-
cated the metal binding to the hydroxypyridone moieties. In the UV‐based titration experiments of the 
tetramer d(5ʹ‐HHHH‐3ʹ), for example, the absorption at 457 nm increased linearly in the range of from 0 to 4.0 
([Fe(III)]/[d(5ʹ‐HHHH‐3ʹ)

3
]). This result suggested the stoichiometric formation of a triple‐stranded struc-

ture (Fe(III)
4
·d(5ʹ‐HHHH‐3ʹ)

3
) through the formation of an H

3
Fe(III) base‐triplet. Further evidence for 

Fe(III)‐mediated triple‐strand formation came from ESI‐TOF mass spectrometry. Similar results were 
obtained for shorter strands, d(5ʹ‐HH‐3ʹ) and d(5ʹ‐HHH‐3ʹ), confirming the formation of metallo‐DNA 
 triplexes, Fe(III)

2
·d(5ʹ‐HH‐3ʹ)

3
 and Fe(III)

3
·d(5ʹ‐HHH‐3ʹ)

3
, respectively. Although their detailed structures 

are still unclear, CD spectra showed that a helical configuration was induced upon metal complexation as a 
consequence of the chiral deoxyribose backbone of the DNA oligomer.

It should be additionally mentioned here that the homooligomer d(5ʹ‐H
n
‐3ʹ) can form duplexes through the 

H–Cu(II)–H base pairing when Cu(II) ions are added. Taken together, these results suggest that metallo‐DNA 
duplexes are induced by Cu(II)‐mediated base pair formation, and metallo‐DNA triplexes are induced by 
Fe(III)‐mediated base triplet formation (Figure 1.5.7). Such metal‐dependent self‐assembly of the DNA hel-
ices has a potential application for developing metal‐responsive supramolecular systems, including DNA‐
based molecular machines whose dynamics are regulated by metal coordination.

1.5.4 Metal‐aided formation of four‐stranded structures

Four‐strand DNA structures are also attractive targets to construct, not only due to their biological importance 
but also because their well‐defined structures are eminently suited for developing DNA‐based supermole-
cules. The most thoroughly studied structures are the G‐quadruplex motifs, which consist of four G‐rich 
DNA strands. A tetrad of guanine (G) bases forms a cyclic planar tetramer that is stabilized via interstrand 
hydrogen bonding between the Hoogsteen and Watson–Crick faces. The stability of G‐quadruplexes is highly 

Figure 1.5.7 Schematic representation of metal‐dependent formation of metallo‐DNA duplex and triplex
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dependent upon the concentration of cations, such as Na(I) and K(I) ions. This can be explained by the 
 coordination of these ions to eight O6 atoms from two adjacent G‐quartet planes (Figure 1.5.8a).

An analogous coordination mode whereby an alkaline metal ion coordinates to a noncanonical nucleobase 
has allowed the assembly of five‐stranded DNA helical structures [27, 28]. Isoguanine (iG), in which the 
positions of the amino group and the carbonyl group in the guanine base are switched, was employed instead 
of G for this purpose. Five iG bases can form a planar pentamer through hydrogen bonding between the 
Watson–Crick face and the minor‐groove face, and thus metal‐mediated formation of oligo‐iG pentaplex was 
expected (Figure 1.5.8b). A mixture of d(5ʹ‐T

4
(iG)

4
T‐3ʹ) and d(5ʹ‐T

8
(iG)

4
T‐3ʹ) incubated in the presence of 

K(I) ions gave five distinct bands under native gel electrophoresis conditions. Each band is attributed to one 
of the five possible four‐stranded structures d(5ʹ‐T

4
(iG)

4
T‐3ʹ)

n
·d(5ʹ‐T

8
(iG)

4
T‐3ʹ)

4–n
 (n = 0–4), thus indicating 

the formation of quadruplex structures similar to a G‐quadruplex. In contrast, when incubated in the presence 
of Cs(I) ions, six bands were clearly observed on the gel. This result is evidence of the selective formation of 
a five‐stranded structure mediated by Cs(I) ions. Recently, the solution structure of the iG‐pentaplex was 
determined by means of NMR spectroscopy (Figure 1.2.6c). The formation of a fivefold symmetric (C

5
) 

helical structure, possibly in a parallel orientation with the iG pentad stacks, was suggested. The Cs(I) ions 
are considered to be located between the pentad layers and coordinate to the surrounding O4 atoms of the 
iG‐quintets. It is particularly interesting to note that smaller K(I) ions (whose ionic radius is 1.33 Å) mediate 
quadruplex formation, whereas larger Cs(I) ions (1.67 Å) induce a pentaplex motif, which possesses a larger 
central cavity.

Incorporation of 4:1 ligand–metal complexes into G‐quadruplexes was recently demonstrated (Figure 1.5.9) 
[29]. Interstrand metal complexation, that is, metal‐mediated “tetrad” formation, resulted in the stabilization 
of a quadruplex, as is the case with metal‐mediated base pairs within DNA duplexes. The melting tempera-
ture of the parallel quadruplex d(5ʹ‐PGGGG‐3ʹ)

4
, in which each 5ʹ‐terminal of the strand was tethered with a 

pyridine ligand (P), was increased by 15 °C upon addition of Ni(II) ions, and by 20 °C upon Cu(II) addition. 
The stabilization was attributed to metal‐mediated crosslinking via the formation of a tetrakis pyridine com-
plex, which was confirmed by a UV‐based titration of Cu(II) ions as well as EPR spectroscopy. Reversible 
stabilization and destabilization were further demonstrated by sequential addition of Cu(II) ions and a chelat-
ing reagent (EDTA), which removes the metals to recover the metal‐free structure. In addition, Cu(II)‐induced 
self‐assembly of the quadruplex and subsequent EDTA‐triggered denaturation was demonstrated by using a 
shorter strand d(5ʹ‐PGGG‐3ʹ) with a low melting temperature.

(a) (b) (c)

Figure 1.5.8 Metal‐aided formation of DNA quadruplexes and pentaplexes. (a) K(I)‐aided formation of G‐quartet 
structure that forms a DNA quadruplex; (b) Cs(I)‐aided formation of isoguanine‐based quintet (iG‐quintet) 
 structure that forms a DNA pentaplex; and (c) structure of the iG‐based pentaplex. Drawn from PDB 2LUJ (NMR 
structure)



A four‐stranded DNA structure composed of C‐rich oligonucleotides, known as an i‐motif, has also gained 
much interest recently in the field of DNA nanotechnology. The i‐motif quadruplex involves two parallel 
duplexes, in which hemi‐protonated C–H+–C base pairs are formed through three hydrogen bonds. The two 
duplexes are intercalated into each other in an opposite direction to form an interpenetrated quadruplex. 
The i‐motif is normally formed under acidic conditions due to the proton‐mediated C–H+–C base pairing. The 
strategy of replacing the H+ that is involved in hydrogen bonding with an Ag(I) ion can be employed to 
achieve metal‐mediated i‐motif formation, in a similar way to DNA triplexes containing a metal‐mediated 
base triplet, C–Ag(I)–G–C. This approach, where the Ag(I)‐mediated formation of i‐motif structures at 
 neutral pH was observed, has been recently reported [30].

1.5.5 Metal‐aided formation of DNA junction structures

Another class of DNA structures that no doubt contribute to the field of supramolecular chemistry and DNA 
nanotechnology is that of branched junction motifs. A DNA junction consists of more than two strands and 
has three or more double helical DNAs emanating from its branching point. DNA junction structures are 
found in natural systems and are known to play important roles in genetic processes, such as three‐way rep-
lication junctions and four‐way Holliday junctions in genetic recombination. DNA junction motifs are essen-
tial building blocks of various DNA architectures because the assembly of linear DNA duplexes yields only 
one‐dimensional structures, which lack structural diversity. Since Seeman published the first paper on the 
construction of immobile four‐way junctions [31], DNA branching structures have been employed for 
the  construction of two‐dimensional DNA lattices, three‐dimensional nanostructures such as DNA 
 polyhedra, and more intricate architectures fabricated by the now-common DNA origami method.

Metal‐aided construction of DNA junction structures is of great interest to DNA chemists [32, 33] because 
it potentially allows induction and stabilization of not only junction motifs themselves but also whole DNA 
nanoarchitectures in response to metal coordination. Metal‐dependent stabilization of DNA three‐way junc-
tion (3WJ) structures was recently achieved in an analogous fashion to the metallo‐DNA helices described 
earlier (Figure 1.5.10) [34]. The principle of molecular design of the metallo‐DNA 3WJ is the use of 3:1 
ligand–metal complexation at the branching point. The three strands are crosslinked in a similar manner to 
the 2:1 complexation, that is, metal‐mediated base pairing, which occurs inside duplexes. A bidentate bipyri-
dine ligand (bpy) was attached at the 2ʹ‐position of a nucleoside rather than the nucleobase moiety to provide 
a novel ligand‐bearing nucleoside U

bpy
. This design is based on previously reported crystal structures of 

(a) (b)

Figure 1.5.9 Metal‐induced stabilization of DNA G‐quadruplexes. (a) Side view; and (b) top view

Metal‐aided construction of unusual DNA structural motifs 73



74 DNA in supramolecular chemistry and nanotechnology

unmodified 3WJs [35], which direct their 2ʹ‐hydrogen atoms into the junction core. Thus the 2ʹ‐modified 
nucleoside is thought to be suitable for metal complex formation at the center of a junction. Three DNA 
strands possessing a U

bpy
 nucleoside at the middle position (L1, L2, and L3) were prepared through post‐

synthetic DNA modification using a Huisgen cycloaddition. Subsequent hybridization of the three strands 
afforded the 3WJ structure (L1L2L3), having three bpy ligands preorganized at the branching point.

Metal‐mediated crosslinking of the modified 3WJ structure was demonstrated in the presence of various 
transition metal ions. For example, addition of equimolar amounts of Ni(II) ions remarkably enhanced the 
thermal stability of the bpy‐modified 3WJ, L1L2L3, while no stabilization was observed for an unmodified 
3WJ (S1S2S3) in which U

bpy
 nucleotides were replaced by deoxythymidine. The melting temperature (T

m
) of 

the Ni(II)‐coordinated 3WJ was estimated to be 9 °C higher than the metal‐free L1L2L3, and 13 °C higher 
than the natural 3WJ S1S2S3. The stabilization was attributed to metal‐mediated crosslinking among the three 
DNA strands through the formation of an Ni(bpy)

3
2+ complex at the branching point, as further evidenced by 

titration experiments and UV spectral measurements. The fact that 3WJ structures with only one or two bpy 
ligands (S1S2L3 or S1L2L3) showed little stabilization upon Ni(II) addition also reinforced the idea of inter-
strand crosslinking by 3:1 ligand–metal complexation. Additionally, CD spectroscopy indicated the predomi-
nant formation of the Λ‐isomer of the Ni(bpy)

3
2+ complex, albeit in low diastereomeric excess, as well as its 

resistance to racemization. This could arise from the chiral DNA environment at the core of the 3WJ.
Some of the other divalent transition metal ions also allowed for the stabilization of the bpy‐modified junc-

tion. The melting temperatures in the presence of equimolar metal ions decreased in the order Ni(II) > Fe(II) 
> Co(II) (ΔT

m
 = +8.9, +5.0, and +3.3 °C, respectively, compared with the metal‐free 3WJ). This progression 

(a)

(b)

Figure  1.5.10 (a) Schematic representation of the construction of a metallo‐DNA three‐way junction; and  
(b) the sequences of the DNA oligomers used for the junction formation



agrees with the order of the β
3
 values of the corresponding trisbipyridine complexes [M(bpy)

3
]2+ in aqueous 

solution (log β
3
 = 20.2, 17.2, and 13.2, respectively). This result suggests the possibility that the thermal sta-

bility of the metallo‐3WJ motifs can be regulated based on the conventional coordination thermodynamics.
A similar molecular design strategy could be further applied to other DNA branched structures, such as 

four‐way junctions. Such a metallo‐DNA junction motif will have future applications as a vertex or a node of 
2D and 3D DNA architectures, and can in principle be embedded into DNA origami with ease. The stability 
and rigidity of metallo‐DNA junctions can be altered by reversible metal coordination, namely by adding or 
removing metal ions from the structures. Therefore, the metallo‐DNA junction is a potential component of 
DNA nanomachines and DNA nanodevices whose dynamics and functions can be regulated in response to 
metal coordination.

1.5.6 Summary and outlook

Construction of DNA supramolecular architectures has been conventionally based on the sequence‐specific 
hybridization of oligonucleotides, which can be programmed using theoretical predictions of the thermody-
namic stability of DNA duplexes. The introduction of metal complexes into DNA structures improves the 
programmability of DNA supermolecules because of the wide variety of geometrical, thermodynamic, and 
kinetic characteristics of metal coordination that can be incorporated into the self‐assembly process. Ligand‐
bearing DNA strands, precursors of metallo‐DNAs, can be readily prepared on a standard DNA synthesizer or 
via post‐synthetic modification. Annealing of the artificial DNA oligomers and appropriate metal ions leads to 
the self‐assembly of metal‐containing DNA supramolecules, in which hydrogen bonding between natural 
nucleobases as well as metal coordination of the additional ligand moieties are formed in a concerted manner. 
Such an approach was initially presented as a replacement of natural nucleobases by metal ligands that provide 
metal‐mediated artificial base pairs within DNA duplexes. As overviewed in this chapter, various types of met-
allo‐DNA triplexes, quadruplexes and also junction structures were constructed using the same design strategy.

The advantages of using metallo‐DNA motifs are summarized as follows: (i) the stability of DNA struc-
tures is enhanced by the additional metal coordination bonding; (ii) the hybridization or self‐assembly of 
DNA strands can be modulated based on the metal coordination; and (iii) the conversion of DNA structural 
motifs can be induced by addition and removal of metal ions. These properties are in theory tunable by select-
ing appropriate combinations of ligand moieties and metal ions, as has already been demonstrated in the 
molecular design of supramolecular metal complexes. Using such design ideas, DNA self‐assembly could be 
designed based upon the different thermodynamics of hydrogen bonding and metal coordination, so as to 
build up more complicated nanoarchitectures. Fine‐tuning of the duplex stability would enable metal compl-
exation‐triggered strand exchange reactions as well as conformational changes. Therefore, the metallo‐DNA 
structural motifs presented here will be applied to the development of metal‐driven or stimuli‐responsive 
DNA molecular machines and devices, which should be among the next and most challenging targets in 
supramolecular chemistry and nanotechnology. The collaboration of DNA nanotechnology and metal coor-
dination supramolecular chemistry, both of which are rapidly evolving fields, will open a new chapter in the 
construction of DNA‐based nanoarchitectures.
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Gating Electrical Transport Through DNA
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Department of Materials Science and Chemistry, University of Hyogo, Himeji, Japan

2.1.1 Introduction

DNA is an attractive material as a one‐dimensional conductor and can be applied for use in molecular wires 
[1–3], since the frontier orbitals of the bases, the highest occupied molecular orbital (HOMO), and the lowest 
unoccupied molecular orbital (LUMO) are π‐electrons residing perpendicular to the molecular plane. Taking 
advantage of the properties of DNA and integrating DNA with current semiconductor technology could lead 
to the development of nanoscale electronic circuits, switches, and memory devices.

Barton and coworkers began to study the charge transport properties of DNA through the photoinduced 
charge migration between donors and accepters appended onto DNA. They obtained the experimental 
 evidence for distance‐independent charge transfer, which indicated that the charge migration in DNA could 
occur over a significant distance [4]. This result attracted attention from many researchers and triggered 
active experimental and theoretical research in the area of charge transfer through DNA [5–18]. It is now 
accepted that both positive (hole) and negative (electron) charges injected into DNA can move through DNA 
over significantly long distances.

While a large number of charge‐transfer experiments support the view that DNA acts as a conducting material, 
direct conductivity measurements of DNA have yielded conflicting results. The electrical measurements of DNA, 
where DNA chains were coupled to voltage‐biased leads, have shown different types of conduction ranging from 
insulating [19, 20] via semiconducting [21–24] to quasi‐metallic [24–28] and superconducting [29] behaviors.

In order to consider DNA‐based electronics, scientific and technical challenges need to be addressed to enable 
the electrical transport in DNA to be studied through the development of a suitable structure for a DNA‐ electrode 
contact and to sustain a stable DNA double helix. More importantly, the external modulation of electrical  transport 
in DNA is a crucial objective for an active electronic device, such as a field‐effect  transistor. The aim of this 
 chapter is to give an overview of the challenges involved in realizing DNA‐based electronic devices.
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2.1.2 DNA structure

Naturally occurring DNA with a random sequence can adopt several conformations, such as A‐type, B‐type, 
and others (such as Z‐type), depending on the DNA sequences and the environmental conditions, such as 
counterions, relative humidity, and ionic strength or solvent polarity in the solution [30]. In contrast, RNAs 
are found only in two related conformations, A and Aʹ, both of which belong to A‐type double helical struc-
tures. As shown in Figure 2.1.1, a right‐handed DNA double helix takes a B‐type conformation under rela-
tively high humidity and an A‐type conformation under low humidity. The conformation of the A‐DNA 
structure closely resembles that of A‐RNA, but the axial rise per residue in A‐DNA, 2.56 Å, is shorter than 
that of A‐RNA, 2.86 Å [30]. In a B‐type double helix, stacking is largely limited to interactions between bases 
in the same polynucleotide chain. In an A‐type double helix, both intra‐ and interstrand stacking occur and 
the stacking involves bases belonging to two different chains. Sequence‐dependent deviations scarcely occur 
in the A‐DNA conformation. In contrast, they are very obvious in B‐DNA Structural features of DNA should 
have a large effect on the electrical properties of DNA.

2.1.3 Direct electrical measurements of DNA

This section focuses on the direct electrical measurements of DNA in a dry state and therefore the DNA 
 conformation is of the A‐type. De Pablo et al. suggested that λ‐DNA with a random sequence is an insulator 
[19]. As shown in Figure 2.1.2, they carried out the electric conduction measurement of λ‐DNA bundles that 
are placed onto a mica substrate. The sample was dried before measurements were taken. One gold electrode 

Figure 2.1.1 Structures of A‐type (left) and B‐type DNA (right). The structure of DNA depends on its environ-
ment. In aqueous environments, including the majority of DNA in a cell, B‐type DNA is the most common struc-
ture. The A‐type DNA structure is dominates in dehydrated samples and is similar to the double‐stranded RNA 
and DNA/RNA hybrids.
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Figure 2.1.2  Three‐dimensional SFM image of the channel border, showing two DNA molecules in contact with 
the left gold electrode. The image size is 1.2 µm × 1.2 µm. A scheme of the electrical circuit used to measure the 
DNA resistivity is shown. Reproduced with permission from [19], from American Physical Society

was produced by evaporation on the end of the DNA and a gold‐coated tip was used to measure the current 
flow on the DNA between two electrodes. A lower resistivity limit of 106 Ω cm for a DNA molecule was 
obtained. However, Kasumov et al. argued that the unusual structure of DNA on the mica surface is  responsible 
for such a low resistivity [28]. Storm et al. reported the absence of electronic transport through λ‐DNA, even 
when the were DNAs bridged via the thiol‐metal contact between Au and Pt nanogaps (40–500 nm) [20].

In other direct electrical measurements, it was found that DNA acts as a semiconducting material. Porath 
et al. measured the conductivity of a (dG)

30
–(dC)

30
 DNA duplex [21]. An electrostatic trapping technique was 

used to position single DNA molecules between an 8 nm gap in the metal electrodes, where the estimated 
length of the DNA used is about 10 nm in solution. The sample was dried with a flow of nitrogen before the 
electrical measurement. The I–V curves obtained from this experiment are shown in Figure 2.1.3. As is clear 
from this figure, the DNA oligomer does not conduct charge for biases below about 1 V at room temperature, 
which shows that poly(dG)–poly(dC) DNA behaves like a semiconductor with a large bandgap. It was argued 
that DNA molecular orbital bands are responsible for the mediation of electrical transport on DNA. The 
 conductive AFM measurement of 26‐mer DNA resulted in the non‐linear S‐shaped I–V characteristics [24].

Okahata and coworkers showed that the conductivity of aligned DNA film from salmon testes is comparable 
to that of conventional conductive polymers, such as polyacetylene and polyphenylene, with no doping [25]. 
Fink and Schonenberger performed a direct measurement of the current flow through DNA using a modified 
low‐energy electron point‐source microscope and indicated that DNA acts as a conducting molecular wire 
[26]. They used a gold‐coated carbon grid as the sample holder. The DNA sample structure consists of an 
array of 2‐µm holes and 600‐nm long λ‐DNA to span these holes. The measurements were carried out at room 
temperature under vacuum. Linear current voltage (I–V) curves in the range of from –20 to +20 mV were 
obtained as indicated in Figure 2.1.4. By connecting thiol‐modified ends of λ‐DNA between the 8 µm gap Au 
electrodes [27], it was shown (Figure 2.1.5) that linear current–voltage (I–V) characteristics are obtained on 
the intact DNA. In a similar electrode system, nonlinear S‐shaped I–V curves with a conductivity gap were 
obtained for the DNA possessing nicks.
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In addition to insulating and conducting behaviors, Kasumov et al. reported proximity‐induced supercon-
ductivity in DNA (Figure 2.1.6) [29]. Using sputtering techniques, rhenium/carbon electrodes were deposited 
on a freshly cleaved mica surface. A solution of 16 µm long λ‐DNA was then allowed to flow onto the surface, 
which introduced about 100–200 DNA molecules, bridging the gap between the electrodes. The resistance of 
the DNA bridges measured in a dry state at room temperature was found to be a few hundred ohms per DNA 
molecule, indicating that DNA is a conductive material. Resistance measurements at low temperatures of 
λ‐DNA between superconducting electrodes showed that proximity‐induced superconductivity could be 
realized in DNA.

2.1.4 Gate modulation of current flow in DNA

Yoo et al. measured the conductance of poly(dG)–poly(dC) (1.7–2.9 µm) and poly(dA)–poly(dT) (0.5–1.5 
µm) [22]. DNA was electrostatically trapped between Au/Ti electrodes with a 20 nm gap fabricated onto SiO

2
 

and dried with nitrogen. The I–V curves observed for poly(dA)–poly(dT) DNA were linear at room temperature. 
At the low temperatures, below 161 K, the I–V curves for poly(dA)–poly(dT) became nonlinear with a large 
band gap. Poly(dG)–poly(dC) DNA displays similar temperature‐dependent conducting behavior to that of 
poly(dA)–poly(dT), but with a much lower resistance of 1.3 MΩ at room temperature, compared with 100 MΩ 
for poly(dA)–poly(dT). Yoo et al. also investigated the effect of back gate voltage on the I–V characteristics. 
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Figure 2.1.3 Current–voltage curves measured at room temperature on a DNA molecule trapped between two 
metal nanoelectrodes. The DNA molecule is 30 base pairs, double‐stranded poly(dG)–poly(dC), and the nano-
electrodes are separated by 8 nm. The upper inset shows a schematic of our sample layout. The lower inset is a 
scanning‐electron‐microscope image of the two metal electrodes (light area) and the 8‐nm gap between them 
(dark area) [21]. Reprinted by permission from Macmillan Publishers Ltd, Copyright 2000. (See color figure in 
color plate section)
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Figure 2.1.4 I‐V characteristics of DNA ropes. Panel a: I–V curve taken for a 600 nm long DNA rope. In the 
range of ± 20 mV, the curves are linear to give a resistance of about 2.5 MΩ. Panel b: I–V curve when the 
 manipulation‐tip is attached to both DNA ropes. The measured resistance drops to 1.4 MΩ [26]. Reprinted by 
permission from Macmillan Publishers Ltd, Copyright 1999

Figure 2.1.5 Current–voltage characteristics measured at room temperature on disulfide‐labeled λ‐DNA molecules. 
Dashes, repaired DNA; dots, nicked DNA, swept from negative to positive potential; solid line, nicked DNA, 
swept from positive potential to negative potential; filled circles, electrodes without DNA (zero line) [27]
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As shown in Figure 2.1.7, poly(dA)–‐poly(dT) DNA has a larger conductance upon application of a positive 
gate voltage, while poly(dG)–poly(dC) DNA has enhanced conductance under negative gate voltage condi-
tions. Thus, in these experiments, poly(dA)–poly(dT) DNA acts as an n‐type semiconducting material, 
whereas poly(dG)–poly(dC) DNA displays p‐type semiconducting behavior.

Watanabe et al. measured the electric properties of a single molecule DNA device with a triple‐probe 
atomic force microscope (T‐AFM) [23]. For fabrication of the device, a solution of salmon sperm DNA was 
deposited on an SiO

2
/Si substrate, rinsed with water, and then dried in a flow of nitrogen gas. As shown in 

Figure 2.1.8, carbon nanotube (CNT) electrodes as the source (S), drain (D), and gate (G) were used to 
 connect the single DNA molecule. The electrical measurements were carried out at room temperature. They 
observed that an increase in the gate bias voltage resulted in enhancement of the source–drain current in the 
DNA device, where tDNA with a random sequence was used for the device.

2.1.5 DNA transistors

The basic unit of an integrated circuit, such as a computer processor or a memory chip, is the transistor, which 
operates as a switch between a conducting and a non‐conducting state. Until recently, the number of transistors 
that could be fabricated on an ultra‐large scale integrated circuit (ULSI) doubled approximately every 2 years, 
resulting in dramatic increases in ULSI performance. However, it is known that the fabrication process 
involved in the miniaturization of transistors faces physical, technological, and economical limitations. To 
overcome these limitations, new materials other than silicon are in high demanded in order to integrate more 
materials into a given space. It has been shown that carbon nanotubes and graphene are promising materials 
for future commercial applications in molecular electronics [31–34]. DNA is another promising material 
because it is straightforward to use in syntheses and modifications also because of its self‐assembling 
 properties to form pre‐determined 1D–multi‐dimensional structures that are useful for the fabrication into 
 nanospaces.
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Figure 2.1.6 (a) Schematic drawing of the measured sample, with DNA molecules combed between Re/C elec-
trodes on a mica substrate. (b) Atomic force microscopy image showing DNA molecules combed on the Re–C 
bilayer. The large vertical arrow indicates the direction of the solution flow. The small arrows point toward the 
combed molecules. Note the forest structure of the carbon film [29]
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Figure 2.1.7 I–V  characteristics for poly(dA)–poly(dT) (a) and poly(dG)–poly(dC) (b) at various gate voltages. 
In the inset (a), the conductance at  V  = 0 is plotted as a function of gate voltage for poly(dA)–poly(dT). The inset 
of (b) is the schematic diagram of electrode arrangement for gate dependent transport experiments [22].  
Reproduced with permission from [22] from American Physical Society

Yamana, Matsuo and coworkers have been interested in the development of an active electronic device, 
such as a field‐effect transistor (FET), consisting of DNA as a molecular semiconducting wire [35, 36]. 
Advantage has been taken of recent silicon technology as a source for three‐terminal (source, drain, and 
gate electrodes) devices. Fabrication of DNA‐FET devices began with a 4‐µm thick, n‐type silicon‐on‐
insulator with a resistivity of 40–60 Ω cm. The SiO

2
 insulator thickness is 500 nm. The thickness of the top 

Si was reduced from 4.0 µm to 150 nm by the chemical dry etching. The source and drain electrodes with 
nanogaps (channel lengths = 120–200 nm) were then formed using a lithography process. The width of the 
gap, which is the channel width, is 100 µm. Aluminium was sputtered onto the specific region of the 
remaining n‐Si surface to ensure electrical contact to the source and drain electrodes. The optical and SEM 
images of the silicon‐based three terminal electrodes and the DNA device configuration are depicted in 
Figure 2.1.9.
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For the DNA bridging between the Si nanogap electrodes, both the electrodes and the DNA were  chemically 
modified (Figure 2.1.10). An epoxy function was attached through hydrosilylation of allyl glycidyl ether on the 
Si surface of the electrodes. Disulfide‐terminated double strand (ds) DNA (400 base pairs: 205 A–T bp and 195 
G–C bp) was prepared by a PCR technique using 5ʹ‐disulfide‐modified DNA primers (5ʹ‐HO(CH

2
)

3
SS(CH

2
)

3
‐

TGCACCGCCAGATATTCC and 5ʹ‐HO(CH
2
)

3
SS(CH

2
)

3
‐ATCAACACG GTTCAGCAACA) with λ‐DNA as 

a template. The conversion from disulfide‐ to thiol‐terminated dsDNA (HS‐dsDNA–SH) was carried out by 
treatment with dithiothreitol (DTT) prior to use. For comparison, dsDNA with an SH group at one terminus 
(HS‐dsDNA) was prepared. The thiol‐terminated dsDNA, dissolved in an aqueous buffer (pH 8), was 
 deposited onto the epoxy‐functionalized electrodes at room temperature to yield the DNA‐bridged structures. 
The DNA devices were quickly washed with pure water, dried, and then characterized at room temperature 
under atmospheric conditions using a Keithley semiconductor analyzer.
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Figure 2.1.9 (a) Optical microscope image of the top view of silicon based three‐terminal electrodes. (b) SEM 
image of the side view of the electrodes. (c) Schematic representation of DNA devices. S, D, and G indicate 
source, drain, and gate electrodes, respectively. Reproduced with permission from [35]. The Royal Society of 
Chemistry
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Figure  2.1.8 (a) AFM image (scale bar, 10 nm) of single DNA molecule crossed with a SWCNT. CNT(S), 
CNT(D), and CNT(G) indicate the source, drain, and gate CNT electrodes, respectively. (b) IDS–VDS curve (curve 
A) at VG = 2.0 V. IDS–VDS curve without DNA at VG = 5 V (curve B) is shown. Inset shows the IDS–VG curve at 
VDS = 0.5 V. Reproduced with permission from [23] from American Physical Society



The contact effects of DNA‐electrodes on the electrical transport in the DNA devices were examined first. 
Figure 2.1.11 indicates the drain current–voltage, I

d
–V

d
, characteristics for the dsDNA devices at the gate 

voltage, V
g
 = 0. The devices composed of HS‐dsDNA‐SH in the 120 nm channel display S‐shaped I–V curves 

with a voltage gap at the low applied bias. The curves were symmetrical. A current of 5 × 10–7 A at 0.8 V was 
obtained. No drop in the current was observed for repeated measurements. The DNA devices were not 
degraded at room temperature over several months. In contrast, in the HS‐dsDNA‐SH devices with a channel 
length of 150 nm, a current of 5 × 10–8 A at 0.8 V was obtained. The 180 nm devices of HS‐dsDNA‐SH 
showed very low currents against the applied drain voltages (5 × 10–12 A at 0.8 V). We tested the long length 
(L ≥ 190 nm) devices in a similar way and obtained very low currents (3 × 10–12 A at 0.8 V). The devices 
produced by the one HS‐terminal dsDNA (HS‐dsDNA) with lengths of 120 and 150 nm gave very low 
 currents of 3 × 10–11 and 6 × 10–12 A, respectively, at 0.8 V.

The length of the DNA samples in the dry state is considered to be close to 120 nm (A‐form) rather than to 
135 nm (B‐form). Therefore, the results of I–V measurements imply that the chemical bonding between both 
terminals of the dsDNA and the electrodes are necessary for the high current flows (500 nA at 0.8 V) through 
the DNA molecules. No contributions of residual salts to the high currents are evident because the single 
HS‐modified dsDNA and the long gap devices (gap length ≥ 180 nm) for the DNA bridges between the 
 electrodes exhibit 1/10000 lower current.

To clarify the impact of double helix stability of DNA in the devices, the following experiments were 
 carried out. The electrodes (120 nm channel length) were first attached to short single strand (ss) DNA (15 
bases) through the epoxy‐thiol bond formation. The dsDΝΑ (400 base pairs) possessing two overhang 
sequences (15 bases) was then hybridized with the ssDNAs. In this procedure, the formation of the electrode–
dsDNA–electrode structures relied on the duplex formation between the short DNA sequences (15 base 

HS-dsDNA
O

OH
(CH2)rS O

O
O

O
Si

SiOH

OH

S-(CH2)3

S-(CH2)3

HO-(CH2)3-S-S-(CH2)3

(CH2)3-S-S-(CH2)3-OH

O

O
O

O
Si

Si

Si Si

DTT

PCR

400 bp

HS-dsDNA-SH

-DNA

Figure  2.1.10 DNA connection between silicon nanogap. The Si surfaces were modified by hydrosilylation 
using allylglycidyl ether. Thiol (SH)‐terminated 400 bp long dsDNA (HS‐dsDNA‐SH or HS‐dsDNA) was prepared 
by using λ‐DNA as the template and disulfide modified PCR primers [35]. Reproduced with permission from [35]. 
The Royal Society of Chemistry
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pairs). However, with this DNA connection procedure there were some problems obtaining reproducible 
current–voltage curves with such DNA devices. This is because the 15‐mer dsDNA is not stable and may thus 
be dehybridized by pure water in the final washing step. These results indicate that stable double helical DNA 
structures are important for obtaining DNA devices showing reliable I–V output characteristics.

We then investigated the electronic field effect on the current flows in the DNA devices. Figure 2.1.12a 
and b shows the representative I

d
–V

d
 characteristics for the device of HS‐dsDNA–SH (400 base pairs) in the 

120 nm channel measured at different V
g
 values. The plot of drain current, I

d
, versus gate voltage, V

g
, for a 

drain voltage, V
d
, of 0.7 V is shown in Figure 2.1.12c. The asymmetric dependence of I

d
 on V

g
 was observed: 

the drain current, I
d
, increases as V

g
 becomes increasingly negative and it decreases at positive V

g
. These 

output characteristics indicate that the DNA in this device acts as a p‐type semiconducting channel. The 
 current ratio for between V

g
 = +5 V and V

g
 = –5 V is larger than 1×104. The threshold voltage, V

th
, is 0.6 V.

The observed gate voltage dependences indicate that the negative gate voltages lead to the hole accumula-
tion in this DNA nanowire transistor. The DNA device is “on” at V

g
 = 0, which indicates that the Fermi energy 

of the electrode is close to the molecular energy bands of DNA. The molecular band conduction model has 
been used to explain the semiconducting I–V characteristics for dry dsDNA ((dG)

30
–(dC)

30
 DNA duplex) 

[19]. In the present case, the holes are injected by tunneling through the contact barrier to the DNA. If indeed 
the band‐bending length were to be comparable to the DNA length, a positive gate voltage would generate an 
energy barrier of an appreciable fraction of εV

g
 in the center of the DNA. The observed threshold voltage, 

V
th
–0.6 V, required to suppress hole conduction would be correlated with the thermal energy to overcome this 

barrier. Based on the external electrostatic effects, our DNA nanowire transistor performs similarly to a 
 carbon nanotube field‐effect transistor (CNT‐FET) [32, 36].

An attempt was made to obtain a rough estimate of the hole mobility of the DNA nanowire transistor. 
Assuming that N parallel DNA molecules are embedded between the gap, the hole mobility can be given by 
Equation 2.1.1:
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Figure 2.1.11 Id–Vd curves measured on dsDNA molecules (HS‐dsDNA‐SH or HS‐dsDNA) embedded within 
the nanogap source–drain electrodes. Bold line: HS‐dsDNA‐SH in 120 nm gap. Fine line: HS‐ dsDNA‐SH in 
180 nm gap. Scattered line: HS‐dsDNA in 120 nm gap. All the measurements were carried out at room tempera-
ture in air (50–60% humidity) [35]. Reproduced with permission from [35]. The Royal Society of Chemistry



From the linear region of the I
d
–V

g
 dependence in Figure 2.1.12, the transconductance value, dI

d
/dV

g
 = 

4.2×10–6 A V–1, was obtained. In the extreme case when a single DNA molecule is bridged in the gap, a wire 
parallel to the wall can be used to calculate the gate capacitance per unit length using Equation 2.1.2 [37, 38]:

 

Cg

L r h

r

2 0

1cosh
 

(2.1.2)

where L and r are the source–drain distance and the DNA radius, respectively. Using ε = 2.5 (average of 
 silicon oxide (3.9) and air (1)), L = 120 nm, h = 650 nm, and r = 1 nm, C

g
 is calculated to be ~2.3 × 10–18 F. 

If we assume that the number of DNA nanowires is 1000–10 000 molecules, the calculated total capacitance, 
NC

g
, is 2.3–0.23 × 10–15 F. Therefore, the hole mobility is 3.7 × 10–2–10–1 cm2 V s–1. This value is similar to 

(a)

(c)

(b)

Figure 2.1.12 (a) The representative Id–Vd characteristics for the DNA device (HS‐dsDNA‐SH) in a 120 nm gap 
electrodes measured at the negative Vg values. (b) The Id–Vd characteristics for the same device measured at the 
positive Vg values. (c) The plot of drain current, Id, and log(Id) versus gate voltage, Vg, for a drain voltage, Vd, of 
0.7 V. All the measurements were carried out at room temperature in air (50–60% humidity) [35]. Reproduced 
with permission from [35]. The Royal Society of Chemistry (See color figure in color plate section)
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those reported for organic semiconductors (10–3–10–1 cm2 V–1 s–1). It is interesting to note that Majima and 
coworkers reported the electron mobility through consecutive thymidines to be 2.0 × 10–3 cm2 V–1 s–1 [13].

2.1.6 Summary and outlook

Several experiments on the charge transport through DNA have been conducted to answer the question of 
whether DNA could be used as a conducting molecular wire. The solution‐phase studies on DNA‐mediated 
charge transport have revealed that both anionic and cationic charges injected into DNA can migrate over 
distances of several nanometers. Through the direct conductance measurements of DNA, it is shown that 
double stranded (ds) DNA acts as a conducting or semiconducting material when the contacting structures 
between the DNA and bias‐leads fulfill the conditions that charge injection occurs from the electrodes into 
DNA molecular bands.

The external modulation of the DNA conductance is crucial with regards to DNA‐based electronic devices, 
such as field‐effect transistors. The combination of current semiconductor technology and DNA chemistry is 
one of numerous possible approaches to the development of nanoscale electronic switches and memory 
devices.

We have found that large gate modulation of electrical transport in DNA is possible in the DNA devices 
where dsDNAs are fabricated into three‐terminal silicon‐based electrodes. However, in the silicon three‐ 
terminal devices, DNA with a random sequence acts as a p‐type semiconducting material. It is not known 
why the silicon DNA devices show only p‐type output. There also remain several important questions as to 
how structure, sequence, base composition, and length of DNA affect the electrical transport in dry DNA. It 
is therefore important to study the charge transport on DNA in the A‐type conformation. Through answering 
these questions, we will endeavor to achieve the next generation of DNA‐based electronics.
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2.2.1 Introduction

The question whether single‐stranded or double‐stranded DNA can conduct electric currents along a  molecule 
has been raised by theoretical predictions that the overlap between the π ‐orbitals of neighbouring bases can 
lead to efficient charge transport along the DNA [1]. The DNA must exist in a specific conformation for this over-
lap to occur, therefore most measurements have been performed using ds‐DNA in the so‐called B‐conformation, 
in which the strands form a double helix. Some other measurements have investigated the conductance of 
specially folded single‐stranded DNA, in which a conjugation of the orbitals along a certain direction of the 
molecule can be expected to lead to large conductance values [2, 3]. Throughout this chapter, we will deal 
with ds‐DNA unless otherwise noted. Conductance measurements in the direction perpendicular to the DNA 
strand have been used for detection of DNA [4] and show characteristics depending on the base pairs at which 
the measurement is taken

Early measurements of the conductance have shown that the electrical characterisation of a single  molecule, 
which is rather long for techniques requiring nanometer precision, is not straightforward [5]. It took a long 
period of time to develop several measurement setups to arrive at the first conclusive statements on the 
 conductance of these structures. One major challenge on the way to developing reliable contacts was the need 
for ultimate control of the environmental conditions, which depends strongly on the chosen measurement 
technique. In addition, different techniques are needed for contacting molecular structures of different 
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 geometries. Thus, the comparison of oligomers with a small number of base pairs on the nanometer scale 
with oligomers composed of hundreds of base pairs on the micrometer scale is almost impossible to achieve.

We will therefore split the chapter into different parts, which will mainly compare measurements  performed 
using measurement techniques operating under similar conditions. One major difference depends on whether 
the DNA is placed in direct contact with the underlying substrate or suspended above the substrate. It has 
been shown that the interaction between the oligomer and the substrate can lead to a substantial deformation 
of the secondary molecular structure and thus exerts a major influence on the transport properties [6].

2.2.2 DNA structures

We have already mentioned in the introduction that the prediction for electrical conductance through DNA 
molecules was mainly based on the coupling of π ‐orbitals, which occurs in the double helix conformation. 
This tertiary structure of the DNA is typically formed when all bases of two complementary DNA sequences 
(primary structure) are coupled to their matching base (secondary structure) to form a double stranded (ds) 
DNA. Therefore, all measurements characterising the conductance of DNA aim at conditions in which the 
double helix can be formed. This implies that mostly ds‐DNA are observed. In addition, the molecules should 
be longer than 10 base pairs [7], because shorter molecules do not complete a single turn of the double helix 
and occur in a different conformation. The persistence length of ds‐DNA has been measured to be on the 
order of 30 nm [8], setting an upper limit to techniques contacting single molecules.

For reliable measurements of the conductance through a metal–DNA–metal junction, the molecules need 
to be anchored to the metal electrodes. In a large number of experiments, organic molecules were connected 
to Au electrodes using thiol–gold bonds [9] and provided stable electrical properties [10, 11]. This thiol group 
is still the most frequently used anchoring group, although in more recent years other anchoring groups such 
as amino groups have been investigated [12]. Therefore, the vast majority of conductance measurements 
through DNA molecules have been performed on modified DNA, which include a thiol anchoring group at 
the 3ʹ‐ or 5ʹ‐end [13] of the molecule. Usually the thiol group is coupled via short alkane linkers to the DNA 
base in order to ensure good mechanical properties [14]; more recently, however, molecules with direct 
 incorporation of the thiol anchors in the thymidine base have demonstrated good mechanical coupling to Au 
surfaces [15]. Single strands with the anchoring group attached to one end can be coupled with complementary 
strands to form ds‐DNA with anchoring groups at both ends.

Measurements on ss‐DNA with arbitrary base sequence usually show insulating behaviour of the 
 structures [16]. For specific primary structures, however, the base sequence induces a geometrical structure 
of the single strand, which favours coupling between the bases. Special examples are given by guanine‐rich 
oligomers, which form a four‐stranded structure leading to a good coupling between the guanine bases. These 
structures are called G‐quadruplexes [17].

2.2.3 Scanning probe microscopy

Scanning probe microscopy (SPM) techniques provide accurate information on the position and structure of 
a single small organic molecule on a flat surface [18]. Highest spatial resolution can be achieved in ultra‐high 
vacuum (UHV) conditions, only [19], which do not allow a reliable formation of the double stranded tertiary 
structure. Therefore, it can be questioned whether the DNA structure can be imaged correctly under UHV 
conditions. In addition, the formation of electrical contacts to single small organic molecules has been 
 successfully achieved in only very few special cases, in which direct current transport through the molecular 
species could be exploited [20]. To date, no comparable measurements have been achieved for DNA 
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 molecules. The use of scanning probe techniques for the electrical characterisation of DNA molecules, 
 however, has been successfully demonstrated using either scanning tunnelling microscopy (STM) or 
 conductive atomic force microscopy (cAFM) based break junction techniques. Therefore, we will give a brief 
introduction to the two techniques here and then report on the major findings that can be achieved by using 
these techniques for the characterisation of DNA.

2.2.3.1 STM break junction

The STM break junction technique is based on the use of a conventional STM setup in a liquid environment. 
The metallic tip (usually the top of the tip is made of Au, while the remainder of the tip is covered with an 
insulator in order to prevent undesired leakage currents) is repeatedly moved into the substrate and  withdrawn, 
resulting in the repeated formation and breaking of a metal–metal contact. Such contacts are well known from 
the technique of mechanically controllable break junctions (which will be discussed in more detail later) and 
allow the formation of a tunnelling contact with an adjustable gap. When a Au single atom contact is formed 
in a liquid environment and in the presence of dissolved molecules, those molecules can be contacted between 
the Au atoms and the substrate repeatedly [12]. Using this method, several conductance properties of organic 
molecules have been investigated, for example the reliability of the anchoring groups [21, 22], the influence 
of the geometry of the molecules on the hybridisation of current carrying orbitals [23, 24], and modifications 
of the conductance by side groups which are attached to the main backbone of the molecules on the 
 conductance [25]. More recently, even the heat dissipation in molecular junctions could be determined using 
a  modified STM setup [26].

In this setup, short oligomers (up to 15 base pairs) can be contacted, when the ends of the DNA are  modified 
to contain linkers to the Au electrodes. This has been demonstrated by the group of Tao [27], who were able to 
measure conductance through individual DNA molecules. Predictions based on the ionisation potential of the 
bases lead to the expectation that neighbouring G bases can couple well amongst each other, while A bases 
reduce this coupling [28]. These predictions were experimentally confirmed by comparing pure GC double 
strands with strands into which AT base pairs had been inserted. In those configurations the AT bases act like 
tunnelling bases between the coupled parts of the molecule, which are given by the GC pairs.

The repeated formation of contacts between the conducting tip and the substrates in the presence of the 
DNA double‐strands leads to a series of conductance–distance curves, which can be evaluated statistically. 
The number of occurrences for the various conductance values are plotted in a histogram for the different 
molecules. For each molecule, this procedure yields a series of conductance peaks, as shown exemplarily in 
Figure 2.2.1. The peak exhibiting the lowest conductance is associated with the conductance of a single DNA 
double‐strand connected between the tip and the substrate. From this evaluation, the conductance can be 
 plotted as a function of the molecular length. It turns out that the conductance of pure GC sequences decreases 
linearly with increasing length of the molecule. This behaviour is expected for a conjugated system, while 
exponential decrease of the conductance with increasing length is expected for non‐conjugated systems. The 
conductance decays exponentially with the number of AT pairs, which are inserted into the double strands 
at  the centre. This confirms the initial assumption that the AT pairs act like tunnelling barriers in a fully 
 conjugated system of GC pairs.

2.2.3.2 Conductive AFM

Atomic force microscopy (AFM) allows the imaging of single molecules on a flat surface [29] with highest 
resolution. Therefore, the idea to use a conducting AFM tip and contact individual molecules in this setup 
promises to deliver reliable data on the conductance of the contacted molecules. A reliable connection 
between the molecules and the tip, however, relies on the mechanical coupling between the metal atoms and 



(a)

(b)

(c)

Figure 2.2.1 Conductance histograms of three different ds‐DNA sequences containing different amounts of AT 
pairs. The molecules are anchored to the substrate and the tip via thiol groups. Each of the measurements shows 
a series of conductance maxima, the lowest of which is associated to the conductance of a single molecule. 
Reprinted with permission from [27]. Copyright (2004) American Chemical Society

the anchoring group of the molecules. Thus, molecules equipped with strongly binding anchoring groups, as 
for example the thiol groups, stick to the tip during the imaging of the surface, as well, and make reliable 
imaging impossible. The group of Lindsay found an elegant way out of this difficulty and demonstrated 
measurements on single organic molecules [30]. They achieved the contact to the molecule by placing a small 
number of molecules, which are functionalized with thiol anchoring groups on both ends (dithiols), into a 
monolayer of molecules with only one anchoring group (monothiols). The monolayer is formed by attaching 
the thiol groups of the monothiols to the Au substrate. Therefore, only the anchoring groups of the dithiols 
stick out of the monolayer. Au nanoparticles are subsequently bound to the thiol anchors and can be contacted 
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by the tip of the cAFM. Here, similar to the STM breakjunction method, measurements on a series of contacts 
were repeatedly performed, yielding a series of I(V) curves that can be sorted according to their current value 
at 1V. The I(V) curves appear to be multiples of a basic I(V) curve, which can be associated with a measure-
ment achieved on a single molecule. This interpretation is further supported by tests taken at varying contacting 
strengths and various sizes of Au particles, which do not change the observed characterstics.

Based on this technique, DNA double strands were characterised, which were inserted into a carpet of 
single‐stranded DNA molecules that forced the ds‐DNA to stand up such that it could be contacted in a 
 vertical setup. The ss‐DNa was equipped with only one thiol end‐group contacting the substrate, therefore the 
Au nanoparticles, which were used to achieve the contact to the ds‐DNA molecules, were situated on top of 
the ds‐DNA, only. Comparison of various I(V) curves measured at different positions of the substrate 
 confirmed this statement [31]. When the I(V) curves were measured in direct contact between the nanoparti-
cles and the tip, so‐called s‐shaped I(V) curves were regularly measured, which could not be found for direct 
contacts to the Au substrate, or for contacts to the top of a layer of ss‐DNA. The exact shape and the current 
amplitude at a given voltage in these curves depended on the details of the contact formation. The conclusion 
drawn from these experiments was that ds‐DNA conducts current, but it does so at a rather low conductance. 
The molecular states carrying the current are energetically far away from the Fermi energy of the contacts or 
poorly coupled to the contacts. A detailed understanding of the transport along the DNA can only be achieved 
if the influence of the dissipative environment on the processes leading to charge motion are taken into 
account, as well [32, 33].

The results were further supported by comparing the current transport through various DNA monolayers, 
consisting of ss‐DNA and ds‐DNA, which were equipped with anchoring groups on one side only and on both 
sides, respectively [34]. It turns out that efficient current transport is possible only along ds‐DNA that is 
 solidly coupled to metallic electrodes via a thiol–Au bond. The internal electronic structure of ds‐DNA as 
well as of G4 quadruplex DNA (see more detailed discussion of the electronic properties of these molecules later) 
were determined using scanning tunnel spectroscopy [35–37].

2.2.4 Lithographically defined junctions

2.2.4.1 Mechanically controllable break junctions

The main disadvantage of scanning probe based techniques is the instability over long timescales, which is 
directly connected to the flexibility of the approach and the possibility to amass a large amount of data in 
rather short periods of time. Electrical contacts to single molecules, which are fabricated using lithography, 
are much more stable during long measurement times, but one cannot change the contacted molecule without 
producing a new junction. Thus, a technique which can combine the flexibility of the scanning probe approach 
with the long‐time stability of the lithographically produced junctions may be able to elucidate some details 
of the electrical properties of single molecules. Mechanically controllable break junctions [38] have shown 
this ability on the scale of single atoms. The nature of current transport through single atoms of various  metals 
could thus be identified [39]. This concept was successfully employed for the characterisation of single 
organic molecules [10, 11, 40] and subsequently used for some impressive demonstrations of molecular 
 electronic effects [41–43]. Further development of the technique allowed electrical characterisation of single 
molecules in a liquid environment [44], a necessary prerequisite for the successful characterisation of DNA 
molecules in a controlled environment.

Naturally, the length of molecules measured in an MCBJ geometry is subjected to some restrictions. The 
lower boundary of the length is on the scale of single atoms, the simplest molecule measured so far is a 
 hydrogen molecule [45]. The upper limit is given by the mechanical stability of the molecules and the 



 resistance of the molecule. The persistence length of ds‐DNA is of the order of 30 nm, thus the length of 
measured molecules has to be considerably shorter. As discussed earlier, the resistance of the molecules 
increases exponentially with the length of the molecules for tunnelling processes and linearly for hopping 
processes, which can be assumed for the case of conductance through DNA. Initial measurements on ds‐DNA 
in MCBJ geometries have indicated that the resistance of a molecule with a length of 10 nm is higher than 
1 GΩ [14]. Resistance values that exceed this threshold will not be detectable in a setup containing buffer 
 solution, which is necessary to stabilise the double helix (B‐)conformation of the DNA. This sets an upper 
limit to the length of the molecules at around 10 nm. Thus, most of the conductance studies used DNA 
 oligomers consisting of approximately 30 base pairs, thus ensuring both good mechanical properties of the 
molecules and a measurable contribution to the conductance. Stable contacts can be repeatedly formed using 
MCBJ setups and show conductance values around 1 × 10–4 to 2 × 10–4 G

0
 [46].

The poorly conducting molecules measured in the initial experiments were coupled to Au electrodes via 
thiol anchoring groups, which were connected to the backbone of the DNA using long alkane chains [14, 47]. 
It has been proven experimentally that alkane molecules act as tunnelling barriers, because the bonds between 
the carbon atoms are pure σ ‐bonds [48]. Thus, the low conductance can in part be caused by the limited 
transport through the anchoring molecules. In order to test this assumption and to develop DNA contacts with 
larger conductance, new anchoring groups were developed, which couple the thiol group directly to the 
 thymidine base of the DNA. The formation of monolayers from DNA modified by this anchoring was shown 
[15] prior to conductance measurements on these molecules. The conductance of the molecules was charac-
terised in a buffer, under dried conditions, and in vacuum. In all of these measurements conductance values 
of around 1 10 3

0G  were found, which were not present when the junctions were measured without DNA [49]. 
This indicates that the conductance of DNA with shorter linker groups is indeed increased compared with 
alkane linked DNA. I(V) curves measured in junctions with the modified DNA show stable molecular  contacts 
to single DNA molecules, which develop from tunnelling to a molecular contact while the junction is closed 
(see Figure 2.2.2). These contacts show pure tunnelling through the environments for large distances of the 
electrodes. Once a molecule is captured at one of the two electrodes, and comes in close proximity to the 
second, the I(V) curves show an asymmetric behaviour. This asymmetry vanishes when the molecule is 
 situated in‐between the two electrodes and the resulting I(V) curve can be well described by assuming current 
transport through a single molecular transport channel [44].

The mechanical variability of the MCBJ setup allows for stretching the molecular contacts during the 
measurements. While this leads to a loss of electrical contact for the ds‐DNA [49], the result is rather different 
when G4 quadruplex structures are measured [3]. In these measurements the G4 quadruplex was equipped 
with thiol linkers on both ends of the sequence. As described earlier, the anchoring groups were incorporated 
into a modified thymidine base in order to provide reliable mechanical and good electrical coupling to the 
metallic electrodes. The DNA–metal contact can be stretched over a distance of more than 2 nm without 
changing the resistance. Instead, a long resistance plateau develops as the distance between the electrodes is 
increased. Thus, the quadruplexes can be seen as molecular wires with variable length. This property may 
prove useful once electronic circuits are assembled using the self‐organisation of DNA molecules and some 
variability in the design needs to be accounted for.

2.2.4.2 Direct contacts

Since the secondary double helix structure forms only beyond a molecular length of 5 nm, it is possible to 
fabricate contacts to the molecules by direct electron beam lithography (EBL). On the other hand, such 
 structures tend to leave the contacted molecule in close contact with the underlying substrate. Therefore, 
apart from initial studies and studies of metallized DNA [50], no further studies have used fixed metallic 
electrodes fabricated using EBL.
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2.2.4.3 Carbon nanotube contacts

An outstanding demonstration of DNA conductance measurements has been achieved by connecting the 
DNA molecules in‐between two ends of a carbon nanotube (CNT), which was cleaved by oxidative  processing 
into two pieces immediately before the assembly of the DNA [51]. The DNA was coupled to the open ends 
of the nanotube by amine groups that are connected to the double strand at the 3ʹ‐ or the 5ʹ‐end via short 
alkane linkers. The conductance value of the semiconducting nanotubes lies around 40 nS, the value of the 
metallic nanotubes around 200 nS. The conductance of the whole junction drops to zero once the carbon 
nanotubes are cut. After reconnecting the nanotubes with ds‐DNA, the conductance rises again to a 
 conductance value which is of the order of 10 nS, that is, below the initial value recorded for the CNT. Similar 
conductance values can be achieved when an ss‐DNA is first linked to both ends of the nanotube and then 

(a) (b)

(c) (d)

Figure 2.2.2 Opening curves (a) and I(V) curves taken from junctions to modified ds‐DNA molecules. It is 
shown how the contact develops from a pure tunnel junction (b) to a junction with an asymmetrically coupled 
molecule (c) and finally to a junction with stable bonds of the molecule to both electrodes (d). Fits to a single 
level model of the I(V) curves in (d) are shown in red. Reprinted with permission from [49]. Copyright Wiley‐VCH 
(2013). (See colour figure in colour plate section)



paired with a complementary strand (a comparison of the two cases is shown in Figure 2.2.3. Using that 
approach, the influence of base pair mismatches on the conductance could be identified, as a strong decrease 
of the conductance compared with well‐matched DNA was obtained in mismatched DNA.

2.2.5 Conclusions

The great progress made in contacting techniques during the past decade has led to advances in understanding 
charge transport in DNA molecules. The picture of the processes involved in electrical current transport is 
much more coherent than it was ten years ago. Mechanically and electrically stable contacts can nowadays 
be produced on the scale of molecular objects. This allows systematic comparisons between various molecu-
lar structures. As a result it can be said that ss‐DNA most likely shows insulating behaviour even for rather 
short lengths of the molecules under 5 nm. The conductance changes when ds‐DNA in the double‐helix 
conformation is attached to metal electrodes via thiol anchoring groups. Resistance values found in such 
junctions range from 100 MΩ to 1 GΩ for DNA consisting of the order of 30 base pairs and depend on the 
chosen base sequence. This resistance is not larger than the resistance found in long conjugated wires [52] 
and can in part be explained by assuming hopping conductance in a dissipative environment, as given by the 
surrounding buffer solution. In addition, the contact resistance between metal electrodes and the molecular 
structure causes a major part of the resistance. Some experiments show clearly that the base sequence ( primary 
structure), the formation of the double strands (secondary structure) and the conformation of the molecule 
(tertiary structure) influence the conductance of DNA molecules. This shows that in general a wide range of 
electrical functionalities can be generated by self‐assembled generation of DNA networks.

(a)

(b)

ʹ ʹ

ʹ ʹ

ʹ ʹ

ʹ ʹ

Figure 2.2.3 Sketches of ds‐DNA coupled to a semiconducting CNT (a) and an ss‐DNA coupled to a metallic 
CNT and subsequently paired with a complementary strand (b) are shown on the left. On the right the corre-
sponding I(V) curves are shown before and after cutting of the CNT and after reconnecting the CNT with the 
respective DNA molecules. Reprinted by permission from Macmillan Publisher Ltd. Nature Nanotechnology [51], 
copyright (2008)
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2.3.1 Introduction

From the first proposal of the structure of DNA [1, 2], debates about what properties DNA may hold beyond 
the simple transfer of genetic information have arisen. The structure of the stacked DNA bases within the 
double helix led many to predict that this macromolecular assembly could conduct charge. The stacked base 
pairs closely resemble the structure of graphene sheets, as both contain aromatic heterocycles stacked at 
3.4 Å (Figure 2.3.1) [3]. However, the notion that the DNA helix can conduct charge was long met with 
 skepticism. Today, as a result of extensive experimentation, DNA charge transport (DNA CT) is well‐ 
established  chemistry, though the full mechanistic understanding still requires development [4].

Experiments with DNA CT first involved the observation of long‐range, excited‐state charge transport 
through a DNA duplex between well‐stacked donors and acceptors [5–7]. In an early experiment, electron 
transfer between covalently tethered metallointercalators was observed over a distance of 40 Å through DNA 
(Figure  2.3.2) [7]. A 15‐base DNA duplex was labeled at one terminus with [Ru(phen)

2
dppz]2+ (dppz = 

dipyrido[3,2‐a:2ʹ,3ʹ‐c]phenazine), with the excited state acting as an electron donor, and [Rh(phi)
2
phen]3+ 

(phi = 9,10‐phenanthrenequinone diimine) at the opposite terminus acting as an electron acceptor. In the 
absence of the electron acceptor, the ruthenium complex tethered to DNA luminesces. However, upon 
 incorporation of the rhodium complex, the luminescence is completely quenched. In the years since this 
experiment, the ability of DNA to conduct charge through its π‐stacked bases has been studied extensively 
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using a variety of platforms [7–12]. Moreover, as the power of this chemistry became apparent, experiments 
focused on biological applications of DNA CT chemistry came to the forefront [13].

The remarkable utility of this chemistry became evident as DNA CT was shown to be extremely efficient 
over long molecular distances on fast time scales, yet exquisitely sensitive to perturbations in base–base 
stacking [14]. Single base mismatches and other damaged products have been shown to significantly  attenuate 
CT both in ground‐ and excited‐state experiments [15–17]. DNA CT has also been directly measured in 
 single molecule experiments in the ground state [18]. Using an oxygen plasma, molecular size gaps can be 

Figure 2.3.1 Schematic illustrations of the structures of graphene (top) and DNA (bottom). The planar sheets of 
graphene are shown in grey, as are the aromatic DNA bases; for the DNA, the sugar‐phosphate backbone has 
been schematized as a dark ribbon. In both cases, the layers are stacked at a distance of 3.4 Å, enabling orbital 
overlap, and therefore the flow of charge

Figure 2.3.2 A DNA modified with two metallointercalators to test photoinduced DNA CT. Electron transfer 
over 40 Å was shown through DNA between covalently tethered metallointercalators, [Ru(phen)2dppz]2+ (left) as 
an electron donor and [Rh(phi)2phen]3+ (right) at the opposite terminus as an electron acceptor [7]
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inserted into carbon nanotubes and individual DNA molecules functionalized with terminal amines  covalently 
attached within the gaps using amide chemistry. These robust devices can then be used to measure the current 
flow in the nanotube containing the covalently attached molecule of interest versus the current in the original 
nanotube (Figure 2.3.3). In these devices, duplex DNA was attached either by functionalizing the 5ʹ‐end of 
both strands of the DNA with alkyl amines or both 3ʹ‐ and 5ʹ‐ends of only one of the strands of the duplex, 
with the complementary strand non‐covalently associated. Using this device, we found that the resistance 
generated in the gap with a DNA duplex inserted was quite similar to that expected for a stacked graphite 
insert (~1 MΩ resistance for a ~6 nm gap).

Even more interesting was how this assembly could be used to test the effect of a mismatch on DNA CT. 
With one strand covalently attached to the device through both the 5ʹ‐ and 3ʹ‐ends, various complements, with 
or without a mismatch, could be interchanged into the duplex and the resultant current tested (Figure 2.3.3). 
Several different complements could be cycled in this robust device. The presence of a mismatch was found 
to yield a 300‐fold attenuation in current relative to the current found for the well‐matched complement. 
Moreover, all current was lost upon DNA cleavage with a blunt‐end restriction enzyme, illustrating that the 
conformation of the DNA duplex in the gap was intact and recognizable by the DNA‐binding protein.

While early experiments focused on the distance dependence of DNA CT using largely spectroscopic 
experiments involving excited‐state transport, ground‐state measurements repeatedly illustrated the high 
 sensitivity of DNA CT to intervening perturbations in stacking [12]. While the shallow distance dependence 
of DNA CT was remarkable, so too was the exquisite sensitivity of DNA CT to perturbations in base stacking. 
This led to significant applications of DNA CT chemistry in bio‐sensing. DNA CT has allowed the sensitive 
detection of single base mismatches irrespective of sequence context, the monitoring of binding of DNA 
transcription factors, and even following, electrochemically, the reactions of various enzymes on DNA.

However, these sensing studies also led us to question how Nature may monitor similar activities. How, for 
example, does the cell insure the integrity of its genome? Are these issues ones that benefit from DNA CT 
chemistry? Here we describe various applications of DNA CT in sensing, illustrating how this chemistry may 
be used for the construction of sensitive devices for biochemical applications. In addition, we describe our 
first models for how this sensing technology might also be applied within the cell, how Nature may take 
advantage of DNA CT chemistry.

2.3.2 DNA‐functionalized electrochemical sensors

The most common technique employed for electrochemical detection based on DNA CT involves the 
 immobilization of duplexed DNA on a gold surface at one terminus and modified with a redox‐active probe 
at the distal terminus (Figure 2.3.4). A range of redox‐active probes have been employed, and not surpris-
ingly, the most sensitive reporters of the integrity of the DNA duplex are those that are themselves well 
stacked and hence well coupled into the DNA π‐stack.

In one electrochemical experiment, the DNA duplex was shown to carry out ground state charge transport 
over 100 base pairs, 34 nm [19]. This experiment involved a particularly long molecular wire, but the extraor-
dinary sensitivity of DNA to small perturbations was additionally shown through the significant effect of a 
single mismatched base incorporated into the DNA duplex. The 100‐mer was terminally modified with a 
covalent Nile blue redox probe and assembled on the gold electrode, and the incorporation of a single 
 mismatched base pair resulted in a significant attenuation of signal, 0.8 ± 0.1 nC for the cathodic peak 
 containing a single base mismatch, as compared with 1.7 ± 0.1 nC for that of the well‐matched duplex [19]. 
Interestingly, the signal attenuation observed through 100 base pairs for the single base mismatch was equal 
to that observed for the same mismatch incorporated into a 17‐mer. Remarkably, while the effect of the 
 mismatch is substantial and independent of duplex length and sequence context, no perturbation in current is 



Figure 2.3.3 Illustration of a single molecule experiment with DNA tethered to carbon nanotubes to test ground 
state DNA CT [18]. Well‐matched DNA is covalently attached to carbon nanotubes through the termini of the 
DNA functionalized with amines. The DNA can then be denatured in the device so that only one strand remains 
covalently attached. A complementary strand that contains a single base mismatch can then be floated in and 
annealed to the covalently tethered strand. For the well matched duplex DNA (top), significant current is obtained, 
but this current is attenuated in the presence of a mismatch (middle with mismatch to the right); addition of the 
well matched complement (bottom) restores full current flow This cycle of unannealing and reannealing alterna-
tive complements can be repeated and the conductivity reproducibly measured



observed with a nick in the DNA backbone. The 100‐mer used in this experiment was actually constructed 
from stacking together several smaller pieces containing sticky ends. What is essential for DNA CT is 
 effective base stacking; CT is through the base‐pair stack, not the sugar‐phosphate backbone.

2.3.2.1 Redox probes for ground state DNA‐mediated charge transport detection

Effective detection by DNA CT is dependent on the interaction between a redox probe and the base stack, 
whether the molecule is covalently tethered to DNA or free in solution. There are multiple modes of non‐
covalent interaction between small molecules and DNA, including groove binding, electrostatic association 
and intercalation. For effective DNA CT, the redox probes must be well coupled into the base‐pair stack. 
Intercalation, where the probe is itself π‐stacked in the duplex is a particularly sensitive coupling mode for 
electrochemical applications. A series of redox‐active probes that interact with DNA through either intercala-
tion or groove binding were tested for signal attenuation upon incorporation of a mismatch. The compounds 
capable of intercalation, including [Ir(bpy)(phen)(phi)]3+, daunomycin, and methylene blue, lead to a 
 differential in the electrochemical current between well‐matched duplexes and duplexes containing a single‐
base mismatch. Ruthenium hexammine, however, which is only capable of hydrogen binding in the groove, 
shows no difference in current between the well‐matched and mismatched DNA; here CT is not through the 
base stack. Moreover, the intercalative complexes that are less likely to groove bind, [Ir(bpy)(phen)(phi)]3+ 
and daunomycin, have a significantly greater signal differential for mismatch discrimination (CA:TA signal 
ratio of 0.3) than methylene blue (CA:TA signal ratio of 0.5). This mismatch specificity for the intercalative 
DNA‐binding mode speaks to the sensitivity of the π‐stack to perturbations and the importance of charge 
transport directly through the π‐stack as a method of specific detection.

In order to detect low‐abundance species, it can become necessary to amplify the electrochemical signal 
obtained directly from a DNA‐interacting reporter. One method of signal amplification is electrocatalysis 
[16]. Electrocatalysis of methylene blue signals can be achieved by adding ferricyanide to the solution. 
Methylene blue is reduced to leucomethylene blue via DNA‐mediated reduction. Freely diffusing  ferricyanide, 
acting as an electron sink, can then oxidize leucomethylene blue back to methylene blue. This facilitates the 

Figure 2.3.4 Electrochemical signal from well matched DNA and DNA containing a single‐base mismatch using 
DNA‐modified electrodes. DNA assembled on a gold electrode (left) containing a covalent redox reporter 
 daunomycin was electrochemically monitored by cyclic voltammetry (right) [15]. The well‐matched DNA 
 produces a large, reversible signal. Upon incorporation of a single‐base mismatch, the electrochemical signal is 
significantly attenuated (See color figure in color plate section)
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faster turnover of methylene blue, amplifying the DNA‐mediated reaction. The ferricyanide is prevented 
from directly interacting with the DNA because of electrostatic repulsion. Electrocatalysis coupled to DNA 
CT has additionally been accomplished with hemoglobin acting as an electron sink [20].

Although freely diffusing DNA intercalators have been extensively used for DNA CT‐based detection, 
covalently‐tethered redox reporters offer the same signal specificity without the need for such extensive 
 surface passivation. The two most common covalent redox reporters are Nile blue and methylene blue. Nile 
blue can be covalently tethered to DNA such that the linker contains an alkene moiety, enabling direct 
 electronic conjugation to the π‐stack. However, as previously mentioned, the best signal differential between 
unperturbed DNA and DNA containing a mismatch or a lesion is achieved with intercalative redox probes. 
Thus, recently, a method of directly tethering methylene blue to the DNA through either a flexible C

6
 or C

2
 

linker, which enables this probe to intercalate into the DNA base stack, has been developed [21].

2.3.2.2 Different platforms for DNA electrochemistry

Sensitive detection of biomarkers is necessary for fundamental biological studies as well as for the development 
of effective diagnostic tools. As DNA can be used to specifically capture DNA, RNA, and proteins, nucleic 
acid sensors provide a flexible platform that can be easily manipulated to detect a variety of targets. Moreover, 
their linear structure is amenable to multiplexed formats.

Many modern DNA sensors involve modifying capture or target nucleic acids with fluorophores and 
observing changes in fluorescence upon a hybridization event [22]. Because these platforms rely solely on 
hybridization, probe sequences can be varied in an array that can contain hundreds of thousands of individual 
DNA sequences in a single square centimeter [23, 24]. While these platforms provide a significant amount of 
information, such as gene expression levels, and cannot currently be matched in information content with 
multiplexed electrochemical chips, the fluorescence assays lack the sensitivity and specificity required to 
directly detect biomarkers at low concentrations for both fundamental biological studies and diagnostic appli-
cations. Furthermore, these assays are expensive, require sophisticated instrumentation, and thus are not well 
suited for point of care diagnostics.

Electrochemically‐based DNA platforms are very well suited for diagnostic applications, from the research 
lab to clinic, as they are generally very simple, sensitive, and do not require the complex labeling of targets 
[25]. DNA CT offers a powerful means to interrogate and report on the integrity and conformation of the base 
stack. Traditionally, DNA‐modified electrodes are formed from thiolated DNA self‐assembled onto a gold 
surface (Figure 2.3.4). The gold is then passivated with mercaptohexanol to minimize direct interactions 
between redox‐active moieties and the gold electrode surface. DNA CT sensors are based on the flow of 
electrons from the surface of electrodes through the DNA base stack to redox‐active reporters. Importantly, 
the flow of electrons through DNA is inhibited by anything that perturbs the base stack, including a single 
base mismatch, as described earlier, a DNA lesion, or the binding of a protein that disrupts the DNA base 
stack upon binding, as in proteins that kink DNA or flip bases out of the helix [26]. This sensitivity enables 
the detection of many classes of biomolecules, from single‐stranded DNA, to RNA, and proteins [27].

Electrochemical devices utilizing DNA CT have evolved over time. The first DNA CT‐based detection 
platforms contained only a single electrode. This was advantageous, as devices were simple and could be 
 constructed using commercially available materials. However, single‐electrode platforms were limited because 
multiple experimental parameters could not be directly compared, making subtle differences between samples dif-
ficult to discern. More complex electrochemical systems have been developed to address this issue. A multiplexed 
platform allowing for the simultaneous analysis of different experimental conditions on the same chip has been 
developed. The current multiplexed silicon chip is fabricated with 16 individually addressable gold electrodes 
divided into four isolated quadrants [28]. This platform has enabled the incorporation of  significantly more 
complex experiments due to the ability to run multiple experimental conditions in parallel.



We have also recently developed a two‐electrode platform for sensing, which enables spatial addressing of 
DNA on an electrode through the patterning of multiple sequences of DNA onto a single electrode surface 
[29]. This two‐electrode setup involves a large substrate electrode onto which DNA can be specifically 
 patterned in an array via site‐specific activation of a click catalyst by a secondary electrode. Detection is 
subsequently performed through scans across the array with a microelectrode to detect DNA‐mediated 
 electrochemistry. Through a simple method of fabrication, this platform allows uniformity in arrays as well 
as highly sensitive, localized detection.

2.3.2.3 Detection of single base mutations and DNA lesions

DNA‐modified electrodes thus provide a powerful technique to monitor mismatches in DNA and thus 
genomic mutations. Electrochemical signal attenuation has been shown with every possible base mismatch, 
irrespective of sequence context [16, 30]. Chronocoulometry, with signal amplification through electroca-
talysis of ferricyanide by methylene blue, was used to observe all mismatched base pairs [16]. Purine–purine, 
pyrimidine–purine, and pyrimidine–pyrimidine mismatches all lead to significantly attenuated signals by 
electrocatalysis. This chemistry can also be applied in the detection of DNA lesions. The majority of DNA 
lesions have only a small thermodynamic and structural impact on the DNA helix, making them especially 
difficult to detect with many platforms. However, similarly to single‐base mismatches, lesions disrupt the 
long‐range π‐stacking of the bases, making them detectable using DNA CT. With chronocoulometry, many 
common DNA lesions have been shown to significantly attenuate charge accumulation [17]. These include 
a  hydroxylation product of thymine (5,6‐hydroxy thymine), an abasic site, an adenine oxidation product  
(8‐oxo‐adenine), and a cytosine deamination product (deoxy‐uracil). All lesions tested lead to signal attenu-
ations in the order of those observed for mismatches. It is interesting to consider how this lesion detection 
may be applied biologically.

2.3.3 Detection of DNA‐binding proteins

DNA CT platforms are also advantageous for the detection of proteins that interact with DNA. Here we 
describe a variety of proteins that bind to DNA in different ways but which can all be detected sensitively 
using DNA electrochemistry.

2.3.3.1 Detection of transcriptional regulators

Transcription factors are vital components of cellular genetic regulation. Transcriptional activators and 
repressors control the recruitment of RNA polymerase to commence RNA transcription. Many of these 
 proteins mainly interact with DNA simply by bending the helix at the binding site. Because their binding is 
completely reversible and they do not permanently alter the DNA in any way, transcription factors can be 
difficult to detect with many DNA‐based platforms. However, these proteins can be an important component 
of pathogenesis, as many of them influence regulation of tumor suppressor genes or oncogenes, making 
mutations in these proteins potentially extremely deleterious in the cell [31]. As the major mode of interaction 
between some of these proteins and DNA is helical bending, which distorts the π‐stacking of the bases, DNA 
CT‐based detection can be advantageous for their detection.

The transcriptional activator TATA‐binding protein (TBP) has been easily detected on DNA‐modified 
 electrodes, given the large perturbation in DNA stacking associated with binding to TBP. TBP binds to a 
TATA sequence in DNA and kinks the helix 80° at that location, leading to a significant DNA‐mediated signal 
attenuation [32]. Figure  2.3.5 shows the result [26]. A DNA‐modified electrode containing a covalently 
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bound redox probe shows a large accumulation in charge by chronocoulometry. In the presence of TBP, 
 however, which binds to the specific 5ʹ‐TATA‐3ʹ site and kinks the DNA, the charge accumulation is signifi-
cantly attenuated. Protein binding acts essentially as a switch, turning off DNA CT. In contrast, some proteins 
that regulate DNA expression bind without perturbing the DNA helix. Helix–turn–helix proteins are one 
example. These proteins have no significant effect on DNA CT.

2.3.3.2 Methyltransferase and methylation detection

Methyltransferases are proteins responsible for methylation of the genome and are gaining wide interest 
given their importance in regulation of gene expression. It has recently been shown that aberrant levels of 
methyltransferase protein are often early indicators of cancer [33–35]. Methyltransferases generally require 
the flipping of a base out of the π‐stack in order to accomplish methylation; after the methyl group has been 
successfully added to the nucleotide, the base is returned to the DNA stack [36]. While the methylated 
DNA base product does not hinder DNA CT, CT is significantly diminished when the base is flipped out of 
the π‐stack and a protein residue that is not aromatic is inserted into the base stack, seemingly holding the 
place while methylation occurs. This attenuation was shown through the detection of a methyltransferase on 
a DNA‐modified electrode surface [26]. Interestingly, if a mutant methylase is used in which an aromatic 
residue is inserted in the stack, no attenuation of CT is evident.

Methyltransferases have additionally been detected using the carbon nanotube devices, and a reduced 
affinity of the protein for the DNA after methylation was found [37]. When a single DNA helix containing 
the binding site for SssI, a bacterial methyltransferase, was exposed to SssI without the necessary cofactor, 
SAM, a small attenuation in the current through the device was observed. However, upon the addition of the 
cofactor, the current dropped significantly. This decrease in current was attributed to the de‐stacking of the 
bases, as the protein flips a base out of the π‐stack in order for methylation to occur. Restoration of current 
occurs as the protein is washed from the DNA. Interestingly, given that this corresponds to a single molecule 
measurement, when the protein was again added to the duplex with its cofactor, no significant current 
 attenuation was observed since the DNA was already methylated. This result indicates that the affinity of the 
protein for methylated DNA is significantly lower than for its unmethylated counterpart.

Figure 2.3.5 Electrochemistry of DNA with TATA‐binding protein (TBP). Left: Illustration of the crystal structure 
of TBP (upper) bound to DNA (lower) [32]; a significant kink in the DNA helix is observable. Right: 
Chronocoulometry of the DNA‐modified electrode without protein (DM) and with TBP bound [26]. As can be 
seen, the total charge accumulation in the presence of TBP is significantly smaller than in its absence



Ideally, however, protein detection is performed with a “signal‐on” system, as many nonspecific events can 
cause signal attenuation. Such an assay has been developed, in which DNA that has been successfully 
 methylated maintains its electrochemical signal, while DNA that remains unmethylated is cut by a restriction 
enzyme [38]. This assay has specifically been used for the detection of the human methyltransferase DNMT1 
and bacterial methyltransferase SssI. DNMT1 is the methyltransferase responsible for both the establishment 
and maintenance of cytosine methylation patterns in the human genome. Aberrant methylation patterns 
caused by underexpression or overexpression of methyltransferases has been linked to the proliferation of 
cancers. A bacterial methyltransferase, SssI, an SAM‐dependent protein with a preference for unmethylated 
DNA, was first used, as SssI has significantly higher activity than DNMT1. At 20 nM protein concentration, 
almost full signal protection is achieved upon addition of the restriction enzyme BstUI, which has a prefer-
ence for unmethylated DNA. When surfaces were treated with either the SAM cofactor alone or the SssI 
protein alone, large signal decreases were observed upon treatment with BstUI. The surfaces were then 
treated with the restriction enzyme RsaI, which cuts both unmethylated and hemi‐methylated DNA. All 
 quadrants had significant signal decreases upon  treatment, establishing that the DNA was hemi‐methylated 
in the presence of SssI and SAM (Figure 2.3.6).

Figure 2.3.6 Electrochemical assay for methyltransferase activity. DNA duplexes that either contain a binding 
site for the methyltransferase protein (upper arrows) or DNA that does not contain the binding site (lower arrows) 
are assembled on electrodes. Methyltransferase protein and then S‐adenosyl methionine (SAM) cofactor are 
added to the surface, and the protein is allowed to methylate the DNA. If the DNA is methylated, restriction 
enzymes selective for unmethylated DNA will not cut the DNA, maintaining an “on” signal (peaks on cyclic 
 voltammograms). If the DNA remains unmethylated, upon addition of the restriction enzyme, the DNA is cleaved 
(bottom route), and the electrochemical signal turns off (black cyclic voltammogram)

DNA sensors using DNA charge transport chemistry 113



114 DNA in supramolecular chemistry and nanotechnology

This assay was then tested with the human protein, DNMT1, which only methylates hemi‐methylated 
DNA and is associated with genomic methylation maintenance [38]. In a similar manner to SssI, DNMT1 was 
allowed to methylate DNA on surfaces containing either unmethylated or hemi‐methylated DNA. BssHII, a 
restriction enzyme that cuts unmethylated or hemi‐methylated DNA but not fully methylated DNA, was then 
added. Hemi‐methylated surfaces that had DNMT1 and SAM added, at protein concentrations as little as 10 nM, 
saw protection from restriction enzyme cutting. Because methylation patterns and the proteins responsible for 
this are linked to the development of cancers, the further development of platforms such as this one could be 
very useful in developing early cancer diagnostic tools.

2.3.3.3 Photolyase activity and detection

Photolyases repair UV damage to DNA, notably pyrimidine–pyrimidine dimers (thymine or cytosine dimers) 
[39]. Thymine dimers (T<>T) are some of the most common lesions caused by UV damage and greatly 
 distort the structure of DNA. They can result in mutagenesis and are linked to the development of melanomas. 
Photolyases repair such lesions in bacteria and fungi using visible light and a flavin cofactor. Because  thymine 
dimers disrupt the π‐stack, not surprisingly, they attenuate DNA CT. Upon photolyase repair, however, CT is 
restored through the repaired DNA. This result was shown on DNA‐modified electrodes with DNA containing 
a pre‐formed T<>T [40]. Rather than needing to incorporate a redox probe, a signal is observed from the 
flavin cofactor of the protein bound to the DNA. However, this signal is diminished when a T<>T is incorpo-
rated. As the protein–DNA complex is irradiated over time, facilitating DNA repair, the electrochemical 
signal increases and then levels off, consistent with the repair time for photolyase. Repair of photolyase was 
confirmed by HPLC (high performance liquid chromatography). Thus, DNA repair by photolyase can be 
monitored electrochemically.

2.3.3.4 ATP‐dependent XPD activity on surfaces

Using similar strategies, we have now been able to monitor the enzymatic activities of several DNA‐binding 
enzymes electrically. Restriction enzymes, where the signal from a covalently bound redox probe decreases 
once the DNA has been cut and floats away, are a good example [19]. However, perhaps more interesting has 
been our ability to monitor the activity of a repair enzyme containing a 4Fe‐4S cluster. The helicase XPD, 
from S. acidocaldarius (SaXPD), is an ATP‐dependent helicase with a 4Fe‐4S cluster that is part of the 
nucleotide excision repair pathway [41]. Its DNA‐bound potential was found to be ~80 mV versus NHE [42] 
similar to the potentials we had seen earlier for MutY and Endonuclease III (EndoIII), two base excision 
repair proteins from E. coli [43]. In electrochemistry experiments on a surface containing the substrate for the 
helicase (a DNA duplex with a nine base 3ʹ‐ or 5ʹ‐overhang), we could monitor an increase in signal upon 
addition of ATP to the DNA‐bound XPD [42]. In these experiments, there is also no need for a covalent redox 
probe; as earlier for the photolyase, here the 4Fe‐4S cluster of the protein serves that purpose. When the XPD 
protein binds to the DNA‐modified electrode, its redox signal is apparent, and the presence of an intervening 
abasic site attenuates the signal, establishing that the signal is DNA‐mediated. Nevertheless, remarkably, 
when ATP is added, the signal increases. If, instead, ATP‐γS, a poorly hydrolyzed analog, is added, no 
increase is evident. In fact, we directly correlated the biochemically measured helicase activity of several 
XPD mutants with their electrochemical activities. The results thus pointed directly to the notion that this 
protein was electrochemically signaling its activity, with its 4Fe‐4S cluster becoming better coupled 
 electrically to the DNA during the course of enzymatic reaction. We have also recently seen this electro-
chemical monitoring of activity with another repair helicase, DinG, from E. coli [44]. These results suggest 
the possibility that signaling may be something that Nature takes advantage of within the cell.



2.3.4 DNA CT within the cell

DNA CT can occur over long molecular distances, is sensitive to and can be modulated by DNA‐binding 
proteins, and importantly, reports electrically on the integrity of DNA. This chemistry can therefore be 
 powerfully applied in sensing. However, these observations also beg the following question: Is DNA CT 
utilized within the cell?

2.3.4.1 DNA CT can occur within biologically relevant environments

We began asking whether DNA CT might occur within the cell using our DNA‐binding photooxidant, 
[Rh(phi)

2
(bpy)]3+. The complex binds to DNA by intercalation, and upon photoactivation, the rhodium 

 complex promotes damage at the 5ʹ‐G of guanine doublets; DNA damage at these sites of low oxidation 
potential have become a signature for one‐electron oxidation by DNA CT [45]. We then asked whether 
[Rh(phi)

2
(bpy)]3+ causes long‐range oxidative damage to genomic DNA within nuclei isolated from HeLa 

cells via DNA CT [46]. We found that the oxidative damage occurred primarily at these guanine doublets and 
triplet sites. Moreover, the damage occurred at sites where proteins were constitutively bound, requiring 
 damage caused by DNA CT. Furthermore, using similar techniques, it was shown that DNA CT can occur 
within mitochondria and at sites also requiring long range CT for efficient reaction [47]. In fact, even 
when DNA is wound around histones in a nucleosome core particle, as it would be within eukaryotic cells, 
DNA‐mediated oxidative damage caused by long‐range photooxidation is observed [48].

However, our small molecule photooxidants are not naturally occurring within the cell. Are there proteins 
that can serve as redox donors and acceptors, facilitating long‐range oxidations and reductions across the 
genome?

A redox‐active cofactor that has increasingly been associated with DNA‐processing enzymes is the 4Fe‐4S 
cluster. The first DNA‐processing enzymes shown to contain 4Fe‐4S clusters were EndoIII and MutY, two 
base excision repair enzymes in E. coli. Since that discovery, however, 4Fe‐4S clusters have been found in 
numerous DNA‐processing enzymes including helicases, DNA primases, RNA polymerases, and even DNA 
polymerases from across the phylogeny [49–52].

When this cofactor was found in EndoIII, its role was initially thought to be solely structural, as the reduc-
tion potential for EndoIII was found to be outside the physiological regime [52, 53]. However, those studies 
were carried out in the absence of DNA. What is more relevant is the DNA‐bound potential. We therefore 
measured the DNA‐bound potential using DNA‐modified electrodes [43]. We found that on gold electrodes 
modified with duplex DNA, the DNA‐bound potential was ~80 mV versus NHE, just what one would want 
for a physiological switch. MutY and another base excision repair protein showed similar DNA‐bound poten-
tials. Direct electrochemistry of EndoIII on highly‐oriented pyrolytic graphite surfaces moreover allowed a 
direct comparison of potentials in the absence and presence of DNA [54]. These results were consistent with 
a shift negative of ~200 mV upon binding to DNA; in the absence of DNA, there is a redox couple at ~350 mV 
versus NHE, corresponding to the [4Fe‐4S]3+/2+ couple, which is largely irreversible with oxidation. EPR 
experiments reinforced that the 80 mV redox couple, observed in the presence of DNA, corresponds to the 
[4Fe‐4S]3+/2+ couple of EndoIII. Thus the shift in potential upon DNA binding activates the protein toward 
oxidation, bringing the [4Fe‐4S]3+/2+ couple into a biologically relevant range. The shift in the oxidation 
potential requires a corresponding increase in the binding affinity of the protein for DNA in the oxidized form 
versus the reduced form of at least three orders of magnitude, likely caused by the interaction between the 
positively charged cluster and the polyanionic backbone of DNA.

We have proposed a model to describe how DNA CT may be used by these proteins as a first step in the 
search for lesions within the genome [13]. These repair proteins are in very low copy number within the cell 
and have quite low specificity for their target substrates versus unmodified DNA. Yet on the time scale of the 
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E. coli, the proteins must scan the genome, find their cognate sites, and excise the base lesion. DNA CT could 
aid in the search process as a first scan of the genome, making the search process far more efficient.

Figure 2.3.7 illustrates the model we have proposed. The model posits that freely diffusing proteins contain 
a [4Fe‐4S]2+ cluster, but upon DNA binding, clusters are activated towards oxidation. After binding to DNA, 
a protein could be oxidized by guanine radicals (as we have seen spectroscopically) [55] or endogenous 
 oxidants. If a second protein binds DNA within CT distance of the first protein (1), it could transfer an 
 electron (2) to the oxidized, distally bound protein, reducing it and thereby promoting its dissociation from 
DNA due to the decreased binding affinity of the reduced protein (3). This electron transfer event would only 
occur if the intervening DNA is undamaged, and hence really represents a scan of the intervening DNA for 
damage. The first protein would effectively be signaling that the region of the genome between the proteins 
is free of damage. This process would continue until proteins bind in the vicinity of a DNA CT‐attenuating 
lesion (4), in which case the electron transfer event would be blocked (5) and the oxidized protein would 
remain bound to the DNA, proceeding towards the DNA lesion to activate its repair (6). DNA CT thereby 
offers a potential mechanism for the first step in the detection of DNA damage in the genome by proteins with 
4Fe‐4S clusters, facilitating a more efficient search and repair process.

To test this model, single‐molecule atomic force microscopy (AFM) has been used. In this experiment, the 
redistribution of the protein EndoIII to DNA strands containing damage that attenuates DNA CT was directly 
observed [56]. In one case, long and short strands, 3.8 and 1.9 kilobase pairs, respectively, of fully well 

Figure 2.3.7 Model for redistribution of repair proteins to sites of damage. (1) A protein would be expected first 
to contain a 4Fe‐4S cluster in the 2+ oxidation state. (2) After binding to DNA, this protein, now activated towards 
oxidation, could be oxidized via DNA CT by a distally bound protein containing a [4Fe‐4S]3+ cluster. (3) The  distally 
bound protein would then be reduced and its dissociation from DNA would be promoted. (4) Upon  binding to 
DNA, the protein would be activated towards oxidation and could be oxidized by guanine radicals or endogenous 
reactive oxygen species. (5) If another protein were to bind nearby, a DNA lesion (red) would prevent charge 
transport through the lesion. (6) Since the distally bound protein would not be reduced, it would stay bound to the 
DNA and diffuse along the DNA to the lesion in need of repair (See color figure in color plate section)



matched DNA were mixed and incubated with EndoIII. The solutions were then deposited onto mica surfaces 
and visualized by AFM. As expected, the number of proteins bound per base pair of DNA, the binding 
 density, is equal for both the long and short strands. When the experiment is repeated with long strands that 
contain a single C:A mismatch, however, the binding density on the long strands of DNA is larger than on the 
short strands, indicating that the proteins redistribute to the long strands of DNA that contain a mismatch. 
When the experiment is conducted with a mutant of EndoIII that is poorly coupled to the DNA (i.e., defective 
in carrying out DNA CT) yet can bind DNA and carry out its enzymatic reaction, this mutant Y82A56 is 
unable to redistribute to the mismatched strand. In fact, by testing a variety of EndoIII mutants, we were able 
to determine a correlation between how effective the protein was in finding the mismatched strand by AFM 
and its signal on a DNA‐modified electrode, reflecting its ability to carry out DNA CT [56, 57]. Interestingly, 
when the proteins SaXPD and E. coli EndoIII were assayed through this AFM redistribution experiment, 
signaling between the proteins drove redistribution to DNA strands containing a mismatch, despite the fact 
that they are from separate repair pathways and vastly different organisms [58]. The key was their electronic 
coupling to the DNA and being at the same DNA‐bound potential.

This process has recently been shown to have an influence in vivo in E. coli between DNA repair proteins 
from multiple pathways [44]. The iron–sulfur cluster of DinG, a helicase that repairs R‐loops, has been 
shown also to have a DNA‐bound redox potential of ~80 mV versus NHE and thus be redox‐active at 
 biologically relevant potentials. DinG and EndoIII were then shown to cooperate at long‐range via DNA CT 
in the AFM redistribution assay. Additionally, genetics experiments revealed that this signaling occurs 
in  cellulo and is necessary for cellular viability under conditions of stress. If the gene encoding EndoIII is 
silenced in a strain of E. coli where DinG repair is essential, a significant growth defect is observed, which 
is recovered by complementation with native EndoIII but not with the Y82A mutant.

2.3.5 Conclusions

The ability of DNA to conduct charge is fascinating and powerful chemistry. Many electrochemical detection 
platforms have been developed to probe enzymatic activity and the fidelity of DNA. DNA CT can occur over 
long molecular distances, at least up to 34 nm, has a shallow distance dependence, and is exquisitely sensitive 
to perturbations to the DNA helix. The variety of biological elements that have been shown to affect DNA 
CT, from the detection of lesions and mismatches to transcription factors and proteins containing iron–sulfur 
clusters, speaks to the potential importance of DNA CT in a broad spectrum of biological processes. 
Electrochemical, biochemical, and genetics studies have now shown that DNA CT can occur within biologi-
cally relevant environments and may be important chemistry for long‐range signaling within the cell. Hence 
DNA sensing is indeed being applied effectively, both in devices to monitor the integrity of DNA and perhaps 
even in the cell to monitor the integrity of DNA within our own genomes.
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2.4.1 Introduction

In the human genome, repeating nucleotide sequences occupy more than 50% of the total genomic DNA [1]. 
For example, a telomere, which protects the ends of the chromosome from deterioration, consists of repetitive 
nucleotide sequences. Under certain conditions in vitro, however, these repetitive DNA sequences can form 
unique structures other than the double helix of B‐DNA with Watson–Crick base pairing [2–8]. These unu-
sual secondary structures, so‐called non‐B DNA, have been reported to affect the gene metabolism process 
and also to participate in several biologically important processes. According to previous studies, the non‐B 
DNA structure‐forming sequences can induce genetic instability and consequently may cause human dis-
eases [4, 5, 9, 10]. Significantly, non‐B DNAs induce not only genetic expansions and deletions, but also 
DNA strand breaks and rearrangements. Therefore, in the pharmaceutical and medical fields, the molecular 
mechanism of non‐B DNAs has been studied extensively. Important studies on the non‐B DNA structure‐
induced genetic instability have been summarized excellently in recent reviews [9, 11–13]. Among the non‐B 
DNAs, it is G‐quadruplex and i‐motif DNAs, which have a tetraplex structure formed from guanine (G)‐ and 
cytosine (C)‐rich sequences, respectively, that have attracted particular attention in the biomedical field, 
because these G‐ and C‐rich sequences are frequently observed in the promoter region of oncogene and 
human telomeric DNA.
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On the other hand, it is currently recognized that G‐quadruplex and i‐motif DNAs with a unique tetraplex 
structure are  promising materials for the development of DNA‐based molecular electronic devices, because 
they do not produce any toxic byproducts during the working cycle of a molecular electronic device using 
their reversible conformational change. [14, 15]. Both theoretical and experimental studies have shown the 
possibility that G‐quadruplex and i‐motif DNAs can act as a hole captor and an electron carrier in molecular 
electronic nano‐devices, respectively [16–22]. In particular, because the long G‐rich sequences can form long 
and stable G‐quadruple‐wires with lengths of up to 300 nm in the presence or absence of stabilizing ions (K+ 
or Na+) [23, 24], the development of G‐quadruplex‐based nanoscale‐molecular electronic devices has 
attracted considerable attention from many research groups. Significantly, G‐quadruplex DNA attached to a 
gold surface showed a larger polarizability than duplex DNA, indicating that G‐quadruplex DNA may have a 
higher conductance than duplex DNA [25]. Liu et al. demonstrated that the G‐quadruplex covalently wired 
between two gold electrodes can produce a relatively high conductance, and that a structural change between 
an extended structure (single‐stranded DNA, ssDNA) and a compact structure (G‐quadruplex) could possibly 
be utilized as a reversible electronic switch [26]. In addition, i‐motif DNA is also considered to be a useful 
nanotechnology material, including use as a nano‐electronic device, because of the opportunity for reversible 
pH‐induced conformational change [14, 15]. In this regard, understanding the charge transfer (CT) processes 
occurring within G‐quadruplexes or in i‐motif DNA itself is a prerequisite for the application of DNA in 
nano‐ biotechnology. In this chapter we will demonstrate the mechanism and dynamics of the CT processes 
 occurring in G‐quadruplexes and i‐motif DNA.

2.4.2 CT in dsDNA (B‐DNA)

Although the electrical conductivity of DNA with Watson–Crick base pairing is still being debated, DNA‐
mediated CT has been extensively investigated through many theoretical and experimental approaches and 
has been explained extremely well in several recent reviews [27–30]. Thus, the CT process in DNA will be 
briefly described here.

Essentially, the CT process in DNA is a very important phenomenon with respect to the oxidation and 
reduction of DNA, which are closely related to the damage of DNA and to the repair of damaged DNA, 
respectively. In general, the rate constant (k

CT
) for the CT process in DNA is expressed by an exponential 

dependence of the donor (D)–acceptor (A) distance (Δr) as follows [31–33]:

 k k rCT 0 exp ( )  (2.4.1)

where β is the distance dependence parameter. On the other hand, the k
CT

 for the CT process in long sequence 
DNA is described by a power law [27, 34–38]:

 k k rCT 0 ( )  (2.4.2)

Although, as shown in Equation 2.4.2, k
CT

 is significantly affected by the D–A distance (Δr), the photophysical 
properties of the photosensitizer that is used, as well as the DNA sequences and structures, are other important 
factors for the CT dynamics in DNA.

In the DNA‐mediated CT process, holes and excess electrons act as positive and negative charge carriers, 
respectively. DNA‐mediated hole transfer, which is strongly dependent on the nucleotide inserted between 
the G–C base pairs, has been shown to take place over a large distance, longer than 200 Å, through a hopping 
mechanism [29, 39–42]. In addition, delocalization of the charge over the stacked G bases along the DNA 
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stem has been reported [43, 44]. Although the hole transfer in DNA is strongly dependent on the characteristics 
of the photosensitizer used as well as the DNA sequences and structures, the long‐distance hole transfers have 
been seen to occur with a rate constant in the range of 103–109 s–1 [41, 45–49]. In addition, the hole hopping 
rates in A‐to‐A and G‐to‐G have been estimated to be 1.2 × 109 and 4.3 × 109 s–1, respectively [50].

On the other hand, in DNA, electron transfer is not as well established compared with hole transfer. 
Although Tainaka et al. have recently shown that the excess electron can migrate over 34 Å through the base 
pairs [51], it is generally accepted that in DNA the distance for an excess electron transfer is less than that of 
a hole. These recent studies also revealed that the hopping rate of the excess electron between consecutive 
thymines (T) is faster than the hole‐trapping rate between adenines (A) and guanidines (G) [52]. Meanwhile, 
the single‐step electron transfer (via a superexchange mechanism) between a D in the singlet excited state and 
an A proceeds efficiently, and depends on the D–A distance in the nicked‐dumbbell DNA sequence [52, 53]. 
The DNA‐mediated electron transfer by a superexchange mechanism takes place predominantly in DNA 
sequences with one to three base pairs between the D and A, while electron transfer by the hopping mecha-
nism takes place in DNA sequence with a long D–A distance.

2.4.3 CT in non‐B DNA with a tetraplex structure

2.4.3.1 G‐quadruplex DNA

G‐quadruplex DNA consists of π–π stacking of planar G‐tetrads, cyclically bound to each other through eight 
hydrogen bonds via the Hoogsteen base pairs (see Figure 2.4.1a). Its structure depends greatly on the nucleotide 
sequences, the orientation of the strands, the syn/anti glycosidic conformation of guanines, the loop connectivities, 
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and environmental factors such as cations, molecular crowding, and dehydration, and thus shows a high 
degree of structural polymorphism [54–59].

Theoretical studies revealed that the stacking of two or more G bases induces a lower ionization potential 
(IP) compared with that of a single isolated G, and consequently can induce a favorable hole trapping [60–62]. 
From considerations, it was expected that a G‐quadruplex with π–π stacking of planar G‐tetrads could act as 
an excellent hole captor. Interestingly, Delaney and Barton noted that in a duplex‐antiparallel G‐quadruplex 
composite, oxidizing radicals are predominantly trapped in the external G‐tetrads of the G‐quadruplex rather 
than the stacking site of two G bases within the duplex DNA, demonstrating the efficient hole trapping ability 
of the G‐quadruplex [21]. Ndlebe and Schuster also revealed that the radical cation (hole) is about 50% more 
likely to be trapped at G bases within G‐tetrads than at a –GG– site in duplex DNA, indicating the migration 
of the radical cation into the G base within the G‐tetrads through a duplex DNA region [18]. They also 
showed that G bases at the top and bottom of the stack of G‐tetrads are slightly more reactive than at the three 
interior G‐tetrads, which is consistent with results reported by Delaney and Barton [21]. These results imply 
that the hole can migrate between the G‐tetrad stacking of the individual G‐quadruplex.

On the other hand, Sen’s research group showed that in duplex–G‐quadruplex–duplex (D–Q–D) compos-
ites, the hole conduction from the anthraquinone (AQ)–proximal duplex to the AQ–distal duplex via the 
intervening G‐quadruplex was determined to be approximately half (∼50%) as efficient as charge flow 
through an  equivalently sized, purely Watson–Crick base‐paired duplex [19]. However, they showed that the 
oxidizing damage of G‐bases within G‐tetrads is significantly lower than –GG– sites in duplex DNA. This 
result is appreciably different from those reported by Delancy and Barton [21], and by Ndlebe and Schuster 
[18]. They interpreted that the disagreement is due to the difference in the G‐quadruplex structure, such as 
parallel and antiparallel structures, and the low reactivity with water for the G‐quadruplex sandwiched 
between two duplex DNAs. Indeed, using a combined quantum mechanics and molecular dynamics (MD) 
approach, Lech et al. revealed that the electron and hole transfer rates in G‐quadruplex DNA are largely 
affected by the stacking geometries of the G‐tetrads. They demonstrated that hole hopping within single 
G‐tetrads is slower by at least two orders of magnitude than that between stacked guanines, indicating that 
hole transfer within individual planar G‐tetrads should not affect the hole mobility in the G‐quadruplex [22]. 
In addition, they found that among geometries of the stacked G‐tetrads within the G‐quadruplex, the stacks 
of the same polarity (parallel‐stranded configuration) are less conductive than those of opposite polarity 
(non‐parallel‐stranded configuration), and that hole transfer at the interface of stacked G‐quadruplex DNAs 
is relatively faster than that within G‐tetrad stacking of the individual G‐quadruplex (see Figure  2.4.2). 
Furthermore, Sen’s research group showed that the G‐quadruplex (or pinched duplex), which is formed 
from a duplex DNA with consecutive G–G mismatches through the binding of K+ or Sr2+, shows a 40‐times 
higher conductivity than duplex DNA, although duplex DNA has several consecutive G–G mismatches to 
disrupt the charge migration [20]. The theoretical and experimental results mentioned earlier imply that the 
G‐quadruplex as well as the long and stable G‐quadruple‐wires can serve as a good electron and hole carrier 
in nano‐electronic device.

However, most studies on the CT process within a G‐quadruplex have been made using polyacrylamide gel 
electrophoresis (PAGE) and product analyses [16, 18–21]. Although these analyses have provided much 
important information on the mechanism of the CT process within the G‐quadruplex, the kinetics of the CT 
process occurring within the G‐quadruplex is not fully understood. Hence, we recently investigated the hole 
transfer and trapping in a riboflavin (Rf)‐labeled G‐quadruplex using femtosecond (fs) laser flash photolysis 
and pulse radiolysis [63]. The Rf‐labeled oligomer, Rf‐5ʹ‐GGTTGGTGTGGTTGG‐3ʹ (Rf–G‐q), folds into a 
monomolecular antiparallel G‐quadruplex in the presence of K+ ions (see Figure 2.4.3a). Upon formation of 
the G‐quadruplex, a decrease in the fluorescence intensity of the Rf was observed, suggesting that Rf  interacts 
efficiently with the G‐bases in the G‐quadruplex. The fluorescence quenching of the Rf accompanied by the 
formation of the G‐quadruplex probably results from the formation of the charge transfer state due to the hole 
transfer from Rf in the singlet excited state (1Rf*) to the G‐bases. Consequently, the CT process leads to the 
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Figure 2.4.2 G‐tetrad stacking modes, and absolute and relative hole transfer rates (kHT and krel, respectively) 
between adjacent tetrads in a G‐quadruplex. Reprinted with permission from [22]. Copyright, 2013 American 
Chemical Society
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formation of a riboflavin radical anion and a G radical cation. Indeed, the G‐quadruplex Rf–G‐q exhibits a 
distinctly different transient absorption spectra compared with those for free Rf and single‐stranded Rf–G‐q 
(see Figure 2.4.3b and reference [63]). At the early delay times, the G‐quadruplex Rf–G‐q shows a positive 
signal over a wide wavelength range, as shown in Figure 2.4.3. The absorption maxima around 520 nm is 
attributed to the riboflavin radical anion generated by the hole injection from 1Rf* to the G‐bases. As depicted 
in Figure 2.4.3c, the decay profiles of the G‐quadruplex Rf–G‐q were expressed by a tri‐exponential function 
with relaxation times of 3.6 ± 0.2 ps, 676 ± 205 ps, and >2 ns (constant), suggesting that the CT in the 
G‐ quadruplex takes place within a few picoseconds. The efficient charge separation in the G‐quadruplex is 
probably due to the excellent hole trapping ability of planar G-tetrads.

To further elucidate the hole trapping ability of a planar G-tetrad of a G‐quadruplex, we used the human tel-
omere sequence (5ʹ‐TAGGG‐(TTAGGG)

3
‐TT‐3ʹ) and measured the transient absorption spectra of the  

G‐quadruplex during pulse radiolysis in 20 mM potassium phosphate buffer, containing 20 mM K
2
S

2
O

8
 and 0.1 

M tert‐butyl alcohol at many delay times (Δt = 50−1000 ns) [63]. As shown in Figure 2.4.4a, the  absorption 
spectra observed at Δt = 50 ns is characterized by a broad signal with an absorption maxima of ~460 nm. 
Because this signal is coincident with the spectrum of the G radical cation (G•+) reported by Kobayashi et al. 
[64, 65], the absorption spectra observed at Δt = 50 ns is assigned to the G•+. That is, the hydrated electron 
(e

aq
–) generated by pulse radiolysis quickly reacts with a peroxydisulfate (S

2
O

8
2–) to produce a sulfate radical 

anion (SO
4
•–). The G is then oxidized to G•+ by the sulfate radical anion [64–66] (see Equations 2.4.3 and 2.4.4):
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Copyright Wiley‐VCH (2013)
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With one‐electron oxidation, the formation of G•+ in the G‐quadruplex implies that the radical cation (hole) 
is efficiently trapped in the G‐tetrads. As mentioned earlier, the π–π stacking of planar G‐tetrads can induce 
a lower oxidation potential compared with the stacking of two or more G bases within duplex DNA. It is clear 
that the spectrum of the G•+ observed from the G‐quadruplex is somewhat red shifted compared with that for 
two or three consecutive G bases, indicating that the positive charge is delocalized along the more extended 
π‐orbitals of the G‐tetrad. The delocalization of the positive charge consequently leads to the favorable hole 
trapping within the planar G-tetrad because of the lower oxidation potential. Additionally, the spectrum cor-
responding to the neutral radical of G [G•+(‐H)], which is the deprotonated species of G•+, is observed at the 
longer delay times. The rate constant for the formation of G•+(‐H) is determined to be 4.0 ± 0.2 × 106 s–1, 
which is slightly less than values reported in the literatures [65, 67]. This means that the deprotonation of G•+ 
is more difficult in the G‐quadruplex than in the duplex DNA structure.

We will now consider why the CT process within the G‐quadruplex is more efficient compared with the 
duplex DNA. Because the G‐quadruplex formed with metal ions is more thermally stable than the duplex 
DNA, it has been suggested that the efficient CT process within the G‐quadruplex is attributed to an increased 
structural stability and a higher number of overlapping π‐orbitals. Additionally, the presence of metal ions in 
G‐quadruplexes can contribute to the efficient CT process in the G‐quadruplex. However, using a combination 
of electronic structure calculations, MD simulations, and the formulation of an effective tight‐binding model 
Hamiltonian, Woiczikowski et al. showed that the presence of central metal ions in the G‐quadruplex has 
l ittle effect on the hole transfer in the G‐quadruplex [17]. Consequently, they suggested that the improved 
electrical conduction of the G‐quadruplex is not due to its structural stability and rigidity, but to a larger 
 number of charge‐transfer active conformations, implying that the higher stability of the G‐quadruplex than 
for the duplex DNA may help to maintain a conducting conformation. Indeed, their theoretical calculations 
showed that the G‐quadruplex has a large number of CT active conformations that can induce large interstrand 
couplings between four strands in the G‐quadruplex, although the intrastrand coupling within the G‐quadruplex 
is smaller than in the duplex DNA (see Table II in reference [17]). Considering previous studies and our 
results, we thus conclude that the efficient CT within the G‐quadruplex is mainly due to π–π stacking of 
planar G‐tetrads and to a large number of CT active conformations that induce the interstrand couplings 
between four strands in the G‐quadruplex. However, the contribution of metal ions to the CT within the  
G‐quadruplex is still not clear and requires more study.

2.4.3.2 i‐motif DNA

The i‐motif structure, which is formed from C‐rich strands at slightly acidic pH or even at a neutral pH, 
 consists of two parallel‐stranded C:C+ hemiprotonated base‐paired duplexes that are intercalated in an 
antiparallel manner (see Figure 2.4.1b). Its structure is significantly affected by the number of cytosine bases 
[68], the loop length [69], environmental conditions [70, 71], and material attached or interacting with the 
DNA strands [72–74].

As with the G‐quadruplexes, i‐motif DNA is a promising material for nanotechnology, including as nano‐
electronic devices or switches, because of its reversible pH‐induced conformational changes between an 
extended structure (ssDNA) and a compact structure (i‐motif) [14]. Nevertheless, there have been few reports 
of the CT dynamics in i‐motif DNA because its structure is more stable under slightly acidic conditions than 
under neutral conditions. Recently, Keane et al. investigated the long‐lived excited‐state of i‐motif DNA 
using picosecond time‐resolved IR spectroscopy [75]. They suggested that the long‐lived transient species 
observed at 1545 cm–1 may result from the formation of a CT state (C•–····C•) between the C and C+ moieties. 
The formation of a CT state is explained in terms of the stacking geometry of the i‐motif, positioning the 
electron‐rich amino group near the electron‐deficient pyrimidine ring of the nucleobase below. Meanwhile, 
we studied the electron‐transfer dynamics of i‐motif DNA conjugated with pyrene (Py) and AQ using the 
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fluorescence up‐conversion and transient absorption spectroscopic methods [76] (Figure 2.4.5). The formation 
of an i‐motif from the synthesized oligonucleotide (5ʹ‐(CCCTAA)

2
CCC‐PyUAA CCC‐AQU‐3ʹ, Py–i‐motif–

AQ) was confirmed by its characteristic CD spectrum, which is consistent with that reported in a previous 
study [77]. On the other hand, the steady‐state fluorescence spectrum of Py–i‐motif–AQ showed a slightly 
structured emission band at ≤425 nm and a broader emission band above 453 nm, which may be attributed to 
the singlet excited state of Py (1Py*) and the charge separated (CS) state, respectively (see Figure 2.4.6). To 
confirm the existence of two emissive states observed from Py–i‐motif–AQ, the fluorescence up‐conversion 
technique was used to measure the emission lifetime of Py–i‐motif–AQ in 100 mM sodium phosphate buffer 
(pH 5.2). As shown in Figure 2.4.6b, two emission decay profiles of Py–i‐motif–AQ monitored at 460 and 
480 nm were fitted by a double‐exponential function with two relaxation times of 0.9 ± 0.2 ps (1.11 × 1012 s–1) 
and 9.4 ± 2.4 ps. From the quantitative analysis,the fast and slow decay component is originated from 1Py* 
and the CS state.

To further elucidate the electron transfer occurring in i‐motif DNA, the fs‐transient absorption spectra for 
Py–i‐motif–AQ are measured in 100 mM sodium phosphate buffers (pH 5.2). Py–i‐motif–AQ showed only 
positive signals at ~510, 600, and in regions higher than 670 nm, without any negative signal, as depicted in 
Figure 2.4.7a. According to the results reported by previous studies [78–81], strong absorption peaks at ~510 
and 600 nm are attributed to the contact ion pair (CIP) state (Py•+–dU•–) formed by the electron transfer from 
1Py* to dU, while the positive absorption signal at wavelengths in the region above 675 nm is assigned to the 
formation and decay of 1(Py–C≡C–dU)*. Interestingly, upon labeling of AQ to the Py–i‐motif, the negative 
signal observed at <450 nm for Py–i‐motif was converted into a positive signal in Py–i‐motif–AQ. This spec-
tral change  suggests that AQ is involved in the electron transfer process that occurs in i‐motif DNA. According 
to the results reported by previous studies [78, 79, 82], the positive signal around 450 nm observed for Py–i‐
motif–AQ may be assigned to AQ•– or Py•+. However, because the positive signal around 450 nm was only 
observed for Py–i‐motif–AQ and not the Py–i‐motif, the positive signal in the region below 450 nm observed 
for Py–i‐motif–AQ can be readily assigned to AQ•– formed by the CT within the i‐motif DNA.

O
N

HN

O

O
O

O

O
N

HN

O

O
O

O HN

O

OO

Py-C≡C-dU (PyU) AQ-dU (AQU)

Structure Sequences

Py-i-motif Tetraplex 5ʹ-CCCTAA CCCTAA CCC-Py  UAA CCC-  T-3ʹ

5ʹ-CCCTAA CCCTAA CCC-Py  UAA CCC-AQ  U-3ʹ
5ʹ-CCCTAA CCCTAA CCC-Py  UAA CCC-AQ  U-3ʹ

Py-i-motif-AQ Tetraplex

Py-dsDNA-AQ Duplex
3ʹ-GGGATTGGGATT GGG-ATT GGG-5ʹ

5ʹ

C

C

C
C

C
C

C

T

T

A

A

A A

A

A

C

C

C

C

PyU C

AQU

3ʹ

H+

OH–

ʹ
ʹ

Figure 2.4.5 Schematic illustration of the reversible pH‐induced conformational change of i‐motif DNA (Py–i‐
motif–AQ) and sequences. Py and AQ are used as D and A, respectively. Reprinted with permission from [76]. 
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In Py–i‐motif–AQ, the CS state (Py•+····AQ•–) can be formed through two processes, as depicted in 
Figure 2.4.8a: direct electron transfer from 1Py* to AQ (superexchange mechanism) and electron transfer 
from dU•– in the CIP state to AQ via a hopping mechanism. It is known that in pyrene‐1‐yl‐2ʹ‐deoxyuridine 
(Py–dU) substituted DNA, most conformers undergo intramolecular electron transfer from 1Py* to dU to 
form Py•+–dU•– within a timescale of a few picoseconds [78]. In addition, previous studies pointed out that 
only dT•– (or dU•–) but not dC•– can participate as an intermediate charge carrier for the excess electron 
transfer in DNA, and the protonated dC•– can interrupt the excess electron transfer in DNA [80, 83]. 
Accordingly, the CS state should be formed by the direct electron transfer from 1Py* to AQ but not by the 
electron transfer from dU•– in the CIP state to AQ. Thus, the rate constant for the superexchange process (k

s
) 

in Py–i‐motif–AQ was directly determined from the rising profile of the absorption band at 440 nm, 
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Figure 2.4.6 (a) Absorption and emission spectra of Py–i‐motif–AQ measured in 100 mM sodium phosphate 
buffer (pH 5.2) (λEx = 380 nm). (b) Fluorescence decay profiles of Py–i‐motif–AQ monitored at 460 (black, 
upper) and 480 nm (blue, lower) with λEx = 400 nm in 100 mM sodium phosphate buffer (pH 5.2) measured by 
a fluorescence up‐conversion technique. Theoretical fitting curves are shown by the solid (red) line. Reprinted 
with permission from [76]. Copyright Wiley‐VCH (2013)
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 corresponding to AQ•– as being k
s
 = 6.9 ± 1.0 × 1011 s–1 (Figure 2.4.7b), which is significantly larger than 

those observed from duplex DNA including hairpin DNA [84, 85]: (1.8–3.5) × 1011 s–1 for the nicked‐ dumbbell 
DNA sequences with one to four base pairs between D and A [84], and 1.7 × 108–3.7 × 1010 s–1 for the bridge‐
mediated electron transfer in hairpin DNA sequences [85]. This indicates that the direct electron transfer from 
1Py* to AQ within i‐motif DNA occurs faster than in a duplex DNA, including hairpin DNA.

It is worth noting that Py–dsDNA–AQ at pH 7.0 did not show a positive transient absorption signal in the 
 wavelength range lower than 450 nm, indicating that the electron transfer from 1Py* to AQ in a duplex DNA does 
not take place. Comparing two structures of i‐motif and duplex DNA, i‐motif DNA has less consecutive base 
pairs embedded between D and A than the duplex DNA: five consecutive base pairs (two A–T and three G–C 
base pairs) for a duplex DNA; and three consecutive C:C+ base pairs for i‐motif DNA (Figure  2.4.8b). 
Furthermore, the stacking distance between the C:C+ base pairs in i‐motif DNA is 3.1 Å [86], while the distance 
between two bases in dsDNA is 3.4 Å. Therefore, the structural change from dsDNA (or ssDNA) to i‐motif could 
induce a decrease in the D–A distance. On this basis, we conclude that the fast electron transfer observed in  
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475 nm (●). Theoretical fitting curves are shown in red. Reprinted with permission from [76]. Copyright Wiley‐
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i‐motif DNA (k
s
 = 6.9 × 1011 s–1) resulted not from the electron transfer from dU•– in the CIP state but from 

the direct electron transfer from 1Py* to AQ due to the hemiprotonated C:C+ base pairs and the relatively 
compact structure of the i‐motif.

On the other hand, the generation rate of Py•+ (k
Py•+

) in Py–i‐motif–AQ was estimated to be k
Py•+

 = 1.05 ± 0.28 
× 1012 s–1 from the rising profile of the absorption band at 475 nm corresponding to Py•+ (Figure 2.4.7b). The 
value of 1.05 × 1012 s–1 is larger than that measured for Py–C≡C–dU substituted DNAs (3.3–5.0 × 1011 s–1) [78]. 
In case of Py-i-motif-AQ DNA, the Py•+ in i‐motif DNA can be generated by the electron injection yielding 
the  CIP state and electron transfer from 1Py* to AQ with rate constants of k

CIP
 and k

s
, respectively 
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with permission from [76]. Copyright Wiley‐VCH (2013)
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(see  Figure  2.4.8a). Therefore, k
Py•+

 is the sum of  k
CIP

 and k
s
, k

Py•+
 = k

CIP
 + k

s
, resulting in the large k

Py•+
. 

Significantly, the determined k
Py•+

 of 1.05 × 1012 s–1 is consistent with the 1Py* lifetime of Py–i‐motif–AQ 
obtained by the fluorescence up‐conversion technique. Considering that the k

CIP
 = 4.0 ± 0.4 × 1011 s–1 measured 

for Py-i-motif DNA, which shows only the electron injection process yielding the CIP state, a k
Py•+

 of 1.09 × 
1012 s–1 was calculated for Py-i-motif-AQ. The calculated value (1.09 × 1012 s–1) is consistent with the experi-
mentally determined k

Py•+
 = 1.05 × 1012 s–1. This agreement supports that the k

Py•+
 measured in this study is very 

reasonable for the generation rate of Py•+ in Py–i‐motif–AQ and that no excess electron transfer occurs from 
dU•– in the CIP state to AQ, but that direct electron transfer occurs efficiently from 1Py* to AQ in i‐motif DNA.

2.4.4 Conclusions

We have summarized the CT dynamics occurring within a G‐quadruplex and i‐motif DNA, that have a 
 tetraplex structure and which can act as good electron carriers or hole captors in DNA‐based electronic 
devices. The theoretical and experimental studies have shown that the efficient CT within the G‐quadruplex 
is probably due to π–π stacking of planar G‐tetrads and a large number of CT active conformations to induce 
the interstrand couplings between four strands in the G‐quadruplex. On the other hand, the electron transfer 
in i‐motif DNA proceeds more efficiently than in duplex DNA, suggesting that the i‐motif can act as a good 
electron carrier in nano‐electronic devices, due to the hemiprotonated C:C+ base pairs as well as to its  compact 
structure. Although the CT dynamics with G‐quadruplex and i‐motif DNA have become clear to some extent, 
based on our experimental results, much more research needs to be done to understand the various aspects, 
compared with those in duplex DNA. Thus, there is a growing need for a time‐resolved spectroscopic study 
of the CT within G‐quadruplex and i‐motif DNA. We believe that the CT dynamics with G‐quadruplex and 
i‐motif DNA will become clear in the near future, and will certainly contribute to the development of 
 molecular electronic devices.
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for DNA Analysis

3.1

3.1.1 Introduction

According to the IUPAC definition, a biosensor is a self‐contained integrated device that is capable of provid-
ing specific quantitative or semi‐quantitative analytical information using a biological recognition element, 
which is in direct spatial contact with a transducer element [1]. Generally the biosensors consist of two main 
elements:

 ● the first is a molecular recognition layer that enables the selective recognition of a particular analyte or a 
group of analytes;

 ● the second is a signal transducer that converts an energetic signal resulting from an intermolecular recog-
nition process into another form of energy that is readable by the readout device.

The main parameters describing the quality of biosensors are selectivity, sensitivity (low limit of detection ), 
reproducibility and time of response.

Electrochemical biosensors belong to a subclass of biosensors that contain the electrochemical transductor. 
In the last decade we have observed an impressive increase in the number of papers concerning the develop-
ment of such types of sensors for the determination of DNA. These sensors are based on a self‐assembly layer 
of DNA strands as a recognition element at the surface of a transducer and are known as genosensors 
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(Figure 3.1.1). Because of the high sensitivity, user‐friendliness, the relatively low price of the determination 
and possibilities for miniaturization, the electrochemical genosensors are very attractive from a medical diag-
nosis, environmental monitoring and food quality control point of view.

The immobilization of the DNA probe at the surface of the electrode plays a crucial role in the analytical 
parameters of the future genosensor.

The probes are usually short oligonucleotides (24–25 mer) that are able to hybridize with a specific and 
unique region of the target nucleotide sequence. The control of the surface chemistry connected with the 
immobilization processes is essential for the sensitivity and selectivity of the sensor. In spite of the many 
papers published on this subject, until now the relationship between the surface environment of the biosen-
sors and their analytical quality has not been fully established.

Several useful procedures for probe immobilization on the electrode surface have been described in the 
scientific literature. The most popular rely on a biotin–avidin interaction [2], self‐assembly of a thiol func-
tionalized probe on a gold electrode surface [3], or carbodiimide covalent binding to an active surface [4]. 
The electrochemical genosensors introduced in this short chapter can be classified into two groups, based on 
the sensing strategy:

 ● genosensors in which direct reduction and oxidation of DNA bases as a recognition event is used;
 ● genosensors in which the sensing strategy is based on complementary base paring between the sensor’s 

nucleic acid sequence and the analyte of interest.

We are aware that this is a severe limitation in relation to the very impressive developments in the electro-
chemical genosensors areas of research. However, in our opinion these two strategies of sensing are the basis 
of the new directions for electrochemical genosensors development.

3.1.2 Genosensors based on direct electrocactivity of nucleic bases

The fundament for the first strategy of electrochemical DNA sensing was given by Paleček in a paper 
 concerning the electroactivity of deoxyribonucleic acid [5]. The first electrochemical DNA sensor was devel-
oped by Millian and Mikkelson in 1993 [6]. It consists of a carbon electrode and exogenous, redox active 

Figure 3.1.1 General scheme of a biosensor
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 hybridization indicators: tris(2,2′‐bipyridyl)cobalt(III) perchlorate, tris(1,10‐phenanthroline)cobalt(III) per-
chlorate (Co(bpy)

3
3+ and Co(phen)

3
3+. These complexes are reversibly electroactive (1e–) and preconcentrate 

at the electrode surface through association with double‐stranded DNA. Using this system these workers 
were able to distinguish hybridized double‐stranded (dsDNA) from single‐stranded (ss)‐probe DNA. Five 
years later, Paleček published a paper on the application of adsorption stripping voltammetry for the determi-
nation of nanograms of DNA [7]. By means of adsorptive transfer stripping voltammetry (AdTSV), these 
workers applied a two‐step procedure for the analysis. The first step relied on the adsorption of DNA at the 
electrode surface. In the next step, the electrode was washed and the adsorbed layer from the surface of the 
electrode was transferred into the medium not containing the DNA. Voltammetric analysis was performed in 
this medium. According to this procedure, nanogram amounts of DNA could be determined.

Since this first publication, over the next decades many papers concerning the detection of DNA by direct 
oxidation or reduction of nucleic acids using various electrodes have been published [8–15]. In the case of 
this type of sensors, workers focused their attention on improving the efficiency of the redox reactions of 
nucleic acids.

Raoof published the results of a comparative study of electrochemical detection techniques using carbon 
nanotube paste (CNTPE) and carbon paste electrodes (CPE) as methods for indicator‐free DNA sensors [16]. 
The tested sensors relied on the immobilization of a 20‐mer single stranded oligonucleotide probe for detec-
tion of target DNA as a model. The hybridization event was observed by differential pulse voltammetry 
(DPV) and electrochemical impedance spectroscopy (EIS) techniques. The results showed that the applica-
tion of EIS for the detection of hybridization on the CNTPE surface was impossible and on the CPE surface 
it was not beneficial. However, the DPV method demonstrated better potential for detection of the hybridiza-
tion event on the surface of the electrodes. The results that they obtained demonstrated that CNTPE had some 
advantages over CPE. Utilization of carbon nanotubes as particles incorporated into a carbon paste electrode 
improved the electrochemical signal of this biosensing procedure. The enhanced current values can be attrib-
uted to the high local density of the electronic states in the CNTs. The proposed biosensor selectively 
responded to the complementary target and eliminated external indicator accumulation [16].

The DNA sensing procedures based on direct redox reaction of nucleic bases are fairly sensitive and selec-
tive, but their applicability is rather limited. The main drawback is the background current at the relatively 
high potentials required for direct oxidation of DNA. In the case of reduction, the serious limitation is the 
necessity to use a mercury electrode.

3.1.3 Genosensors based on electrochemical mediators

One of the methods is based on direct electroactivity of nucleic bases, which takes into account the limita-
tions of genosensors and improves their application, relies on of the same electrochemical mediators that 
facilitate electron transfer between the electro‐active base and the electrode surface. This method provides 
sensitivity at the attomol level in terms of concentration of the target DNA [17]. The most commonly used 
electron mediators are ferrocene, Fe[(CN)]

6
3–/4–, Ru(bpy)

3
3+/2+, Os(bpy)

3
3+/2+ and methylene blue.

Elliott and coworkers described an electrochemical approach to detect target DNA molecules from 
 solutions based on the catalytic oxidation of Co(DTB)

3
2+, where DTB is 4,4′‐di‐t‐butyl‐2,2′‐bipyridine [18]. 

In this case the probe/target duplex DNA bound to the ITO electrode surface selectively recruits the redox 
catalysts that turns on the redox chemistry of the reporter molecules, and the catalytic current results in  
a  signal amplification. They were able to detect a 20‐mer ssDNA target oligonucleotide at picomolar 
 concentrations [18].

Recently, Xionga described a very interesting biosensor that consists of a graphite electrode covered with 
adsorbed DNA. Voltammetric responses stemmed from the redox reaction of anthraquinone monosulfonate 
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co‐adsorbed on the same electrode. It was demonstrated that there was an inverse linear relationship between 
the surface concentrations of the two species. This approach made the indirect measurement of the quantity 
of adsorbed DNA at the electrode through the voltammetric signal of the co‐adsorbed anthraquinone mono-
sulfonate possible. This system was developed through the use of multi‐walled carbon nanotube screen‐
printed electrodes and pyrolytic graphite electrodes. The described sensor allowed the determination of DNA 
in solution with a limit of detection of 8.8 μM (equivalent to 5.9 µg mL–1) [19]. This report showed that the 
application of redox mediators allowed improvements to be made to the sensitivity of DNA sensors based on 
the electroactivity of the nucleic acids.

3.1.4 Genosensors based on free diffusional redox markers

One interesting approach for voltammetric signal amplification was demonstrated by Aoki and Umezawa 
[20]. In the sensor they proposed, the mechanism of analytical signal generation was connected with a bind-
ing event between the electro‐inactive analyte and the receptor monolayer located at the electrode surface. 
This process controlled the redox active marker’s access to the electrode surface through electrostatic interac-
tions or by creation of steric hindrance at the surface of the electrode. Finally, the electron transfer from the 
marker to the surface of the electrode was affected by the binding of the analytes to the receptor. The hetero-
geneous rate constant for electron transfer from the marker to the electrode surface was higher for the case of 
electrostatic attraction or lower due to the electrostatic repulsion between the analyte–receptor complex 
formed at the surface of the electrode and the diffusional redox marker. Therefore, the redox current increased 
or decreased accordingly. The electrochemical sensors based on this mechanism are called ion‐channel 
mimetic sensors (Figure 3.1.2).

There are numerous examples in the scientific literature of biosensors based on this mechanism. In the case 
of DNA sensors as the analytically active element (probe), an appropriate sequence of ssDNA immobilized 
on the surface of an electrode can serve this purpose. [Fe(CN)

6
]3–/[Fe(CN)

6
]4– or [Ru(NH

3
)

6
]3+ are the most 

commonly used redox active marker ions [21, 22].
Aoki and Umezawa described a very sensitive sensor for detection of oligonucleotides using peptide 

nucleic acid (PNA) modified electrodes. A self‐assembled monolayer composed of a PNA probe and 8‐
amino‐1‐octanethiol was applied. The detection limit of this sensor recorded for a complementary oligonu-
cleotide sequence was 5.1 × 10–10 M, with a relative standard deviation of 1.5% [23].

Liu and coworkers introduced a genosensor that works according to the ion‐channel mechanism, and is 
based on a gold electrode modified with multi‐walled carbon nanotubes covered with polypyrrole nanowires 
and gold nanoparticles. A thiol terminated DNA aptamer was immobilized on this hybrid material. The rec-
ognition process of target DNA was observed by the DPV technique using cobalt(III) perchlorate as a redox 
marker. The detection limit was 0.43 pM [24].

Recently, in our laboratory we developed genosensors based on a gold electrode intended for detection of 
the specific DNA sequence of the Avian Influenza Virus H5N1 using NH

2
‐ssDNA (NH

2
‐NC3) or HS‐ssDNA 

(SH‐NC3) probes for modification of gold electrodes [25a, 25b]. These sensors were applied for the detection 
of 20‐mer and 180‐bp (PCR products) oligonucleotide complementary sequences. In the case of the first 
system (amino‐DNA), the immobilization was performed via amide formation with the surface bound thio-
acid. In the second system (thiol‐DNA), the probe was immobilized directly onto the gold surface via S–Au 
bond formation. In both cases we applied an [Fe(CN)

6
]3–/4– redox couple as the marker ion. The sensor based 

on the SH‐NC3 probe displayed a detection limit in the10 pM range [25b], whereas in the case of the NH
2
‐

NC3 the detection limit was in the fM range [25a]. These results show that electrodes modified with longer 
spacer molecules give a higher hybridization signal. This is mainly due to easier accessibility of the target 
ssDNA to the probe DNA, but the cost of this approach is lower selectivity. In the case of the shorter spacer, 



the sensor was able to distinguish between the PCR products with mismatches in the complementary parts, 
whereas the electrode modified with longer spacer molecules was not able to recognise such mismatched 
sequences.

Choi and coworkers fabricated biosensors based on glassy carbon electrodes modified via avidin–biotin 
binding of a biotinylated DNA probe [26]. The sensing efficiency of this genosensor was tested by cyclic 
voltammetry using various concentrations of target DNA in the presence of 1.0 mM Fe(CN)

6
3–/4–. The sensor 

was characterized by a wide dynamic detection range of from 1.0 × 10–13 to 1.0 × 10–10 M and a low detection 
limit equal to 8.5 × 10–14 M. These workers demonstrated that the proposed sensor was able to distinguish 
between a fully complementary strand of DNA and a two‐base mismatched DNA. The redox peak current of 
the E‐DNA biosensor stimulated with a two‐base mismatched DNA sequence was larger than that obtained 
from the hybridization with the complementary target DNA sequence. These results demonstrate that a DNA 
biosensor displays a very high selectivity for DNA hybridization detection [26].

The detection of some mutations or damaged DNA bases is very important from the point of view of 
an early diagnosis of genetic diseases. Application of small DNA‐intercalating or groove binding com-
pounds opens the possibility of distinguishing between single stranded probes from the double stranded 
hybrid probes located at the surface of the electrode. According to Barton’s definition, the intercalators 
are small organic molecules or metal complexes that unwind DNA in order to π-stack between two base 
pairs [27].

The application of intercalators as markers for hybridization is based on the fact that the DNA base pairs 
combine to form a continuous π‐stacked conduit for charge transfer (CT). The disruption of a single base 

Figure 3.1.2 Working principle of the ion‐channel mimetic genosensor
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pair, as in a mismatch, is able to interrupt the CT pathway, which is suitable for the determination of DNA 
sequence mutations.

The system using the intercalator as a marker for the hybridization event requires a special procedure for 
the measurement. In the first step the modified electrodes are immersed in the indicator solution containing 
the intercalator compound before and after hybridization. Because of the high affinity of intercalators to the 
double‐strand hybrid DNA, the redox active marker intercalates into dsDNA, which enhances the electro-
chemical response.

One of the earliest reports describing the application of this scheme for the detection of DNA hybridization 
was given by Hashimoto and coworkers [28]. They demonstrated that the oxidation signal of Hoechst dye 
increased as a result of its intercalation into dsDNA located at the surface of the electrode [28].

One of the most commonly used intercalators that has been successfully applied as a redox marker for 
DNA duplex formation in gene sensors is daunomycin. The detection limit of such genosensors is in the 
region of 1 µg mL–1 of the target sequence [29, 30].

One way to improve the sensitivity of biosensors intended for the determination of base mismatches in the 
DNA duplexes is to make use of bis‐intercalators, which are a group of intercalators consisting of two inter-
calating rings (aromatic) covalently linked via chains of variable length.

Electrochemical studies of the synthetic threading intercalator ferrocenyl naphthalene diimide [31] and the 
naturally occurring bis‐intercalator ECHI (antibiotics and antitumour agent) have been undertaken by many 
research groups [32, 33]. Sensors based on a ferrocenyl‐modified naphthalene diimide are capable of 
 discriminating between single‐strand and hairpin DNA at the gold electrode surface [34].

Recently, Lorenzo and coworkers developed a genosensor based on a bifunctional ruthenium complex that 
was able to detect the position of a single‐mismatch in a DNA duplex [35]. The probe consisted of a pen-
taamine ruthenium[3‐(2‐phenentren‐9‐yl‐vinyl)pyridine] complex (RuL), which was generated in situ. The 
Ru centre provided the redox probe and the L supplied a fluorescent tag. These workers demonstrated that the 
presence of an aromatic group in the ligand, allowing for intercalation of the complex, made it capable of 
binding to double‐stranded DNA stronger than to single‐stranded DNA. The Ru centres were responsible for 
electrochemical signal generation after the hybridization event. The ligand‐based fluorescence allowed for 
characterization of the complex formation. This type of sensor was sensitive not only for hybridization with 
the fully complementary target sequence with a detection limit of 92 ± 0.4 pM, but also for the detection of 
single mismatches in the DNA sequence [35].

In recent years, many studies describing electrochemical sensors designed for single base mismatch deter-
mination based on intercalators as markers have been published [36–43]. The strength of this type of genosen-
sors is the lack of the necessity to label the target or DNA probe. Generally, they are very sensitive and 
selective, particularly those that are based on the ion‐channel mechanism or that have intercalators as redox 
markers.

The weakness of these two types of sensors is the necessity to add marker molecules to the sample solu-
tion. Because of this, in many cases, in spite of very good parameters such as sensitivity, selectivity, reproduc-
ibility and short time of response, their applicability in practice is very limited.

The main disadvantages of using free diffusional indicators are that they tend to be toxic (e.g. daunomycin) 
and there are other charge‐transfer pathways that are not DNA mediated. Also, complete knowledge of the 
electrochemistry of these mediators and their interactions with DNA molecules is still not available [44].

To overcome the problems associated with non‐covalently bonded mediators, while keeping the advan-
tages of the long‐range DNA charge‐transport properties, Mousavi and coworkers [45] described a genosen-
sor for the detection of single‐base mismatch based on the 2,5‐dihydroxybenzoic acid (DHBA) as a new 
redox‐active reporter, conjugated to the end of the DNA signalling probe. To demonstrate the advantages of 
this approach over those with non‐covalent mediators, they compared their results with the responses obtained 
by MB, which is a well known and standard redox reporter in DNA biosensors. Comparison of the results 



showed that, for classical intercalative mediators, only the mediators that are intercalated on top of the DNA 
double helix (i.e. after the mismatched base pairs) could discriminate between matched and mismatched 
targets. In the case of the DHBA system, the redox signal showed that the position of the mismatches, either 
near the electrode surface (N‐type) or further away from it (F‐type), does not affect the electrochemical signal 
of DHBA.

The probe, covalently bonded to the end of amino‐labelled DNA, is sufficiently sensitive to any perturba-
tion in the electronic coupling of the DNA base stack, and allows for the detection of mismatches, including 
the thermodynamically stable G–A mismatch, without any catalytic method being required [45].

3.1.5  Genosensors incorporating DNA probes modified with redox active  
molecules – ‘signal‐off’ and ‘signal‐on’ working modes

In 2003, Fan, Plaxco and Heeger described a new class of electrochemical DNA sensors (E‐DNA) [46]. They 
used single stem–loop DNA structures immobilized at the surface of a gold electrode via an S–Au bond. 
The unbonded terminus was decorated with the redox active label ferrocene. A scheme of this structure is 
illustrated in Figure 3.1.3.

As can be seen from Figure 3.1.3, before hybridization the stem–loop structure holds the ferrocene close 
to the electrode surface. After hybridization the stem– loop was transferred to a linear duplex structure and, 
as a consequence, the distance between the electrode surface and the redox marker increased, which lead to 
a decrease in the faradic current signal.

The selectivity and sensitivity of the E‐DNA sensors arises from a combination of a conformational change 
upon hybridization, together with the redox labels being active at potentials far from those of the most elec-
troactive biomolecules typical for clinical and environmental samples, thus being resistant to interfering 
contaminants. The E‐DNA sensors can detect picomoles of ssDNA. Generally, the genosensors based on the 
described mechanism belong to a family with a very wide ‘signal‐off’ mode.
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Figure 3.1.3 A stem–loop oligonucleotide terminal thiol and a ferrocene group is immobilized at a gold elec-
trode through self‐assembly. In the absence of a target, the stem–loop structure holds the ferrocene tag in close 
proximity to the electrode surface, thus ensuring rapid electron transfer and efficient redox reaction of the ferro-
cene label. Upon hybridization with the target sequence, a large change in redox current is observed, presumably 
because the ferrocene label is separated from the electrode surface Reprinted with permission from [46]. Copyright 
2003 National Academy of Sciences, U.S.A
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Another example of a ‘signal‐off’ E‐DNA consists of a gold electrode modified with linear DNA probes 
decorated with redox active markers. These sensors appear to be more sensitive relative to stem–loop based 
ones. Linear probe E‐DNA sensors exhibit an 85% signal reduction at a given target concentration, whereas 
the equivalent stem–loop sensor exhibits only 71% signal suppression at this target concentration. The expla-
nation of this phenomenon might be that the accessibility of the target DNA towards linear probes is easier in 
comparison with a stem–loop system.

The linear probe E‐DNA sensor is reusable, sequence specific and selective. It is possible to use it directly 
in complex samples, such as blood serum [46]. A very important parameter that is critical to the sensitivity of 
E‐DNA sensors is the density of the DNA probes at the surface of the electrode. The optimal density is in the 
range of from 1010 to 1012 molecules cm–2. It was observed that with an increase in the probe density, the 
signal generated according to the ‘signal‐off’ mechanism also increases. The crowding between neighbour-
ing probe–target duplexes minimizes the possibility of collision of the redox moiety with the electrode 
 surface. As a consequence, this leads to suppression of the electron transfer efficiency [47, 48].

It is worth noting that the detection limit of E‐DNA working according to the ‘signal‐off’ mechanism is 
around 10 pM. Recently, we were able to observe the dynamic development of E‐genosensors based on the 
‘signal‐off’ mechanism [47, 48, 49].

The limitation of ‘signal‐off’ sensors is that the recognition processes are signalled by the loss of the initial 
current. Therefore, it is not possible to suppress the original current by more than 100%. Thus, this is a strong 
limitation to the sensitivity of these types of sensors.

The first genosensor working according to the ‘signal‐on’ mechanism was described by Limmoos and 
coworkers (Figure 3.1.4) [50]. This group described a sensor consisting of two strands of ssDNA. The capture 
and probe strands are linked together via a flexible linker (polyethylene glycol). The capture strand contained 
a 3′‐terminal thiol for immobilization on the gold surface. The probe strand was decorated with ferrocene at 
the 5′‐terminus. Hybridization with target DNA that was complementary to both of the immobilized sequences 
(probe and capture strand) moved the labelled end of the probe into the proximity of the electrode, increasing 
the electron transfer rate. This approach resulted in a detection limit of 200 pM and a current signal increase 
of 600%.

The next example of a ‘signal‐on’ E‐ DNA sensor was described by Xiao et al. [51]. Their approach is 
based on a target‐induced strand‐displacement mechanism. The sensor consists of two parts. The first 
 component is a single‐stranded probe covalently attached to the surface of a gold electrode via 5′‐thiol 

Figure 3.1.4 Electrochemical detection of target nucleic acid sequences using a DNA wrap assay as opposed to 
a conventional sandwich assay Reprinted with permission from [50]. Copyright 2004, American Chemical Society 
(See colour figure in colour plate section)



 modification (Figure  3.1.5). The second component is a ‘signalling probe’ with a methylene blue redox 
 moiety at the 5′‐terminus. The probe consists of two domains: a 15‐base segment (5′‐terminus) for stable 
linking to the electrode surface, and a 7‐base segment (3′‐terminus), which forms the capture probe for the 
DNA sequence to be analysed. Hybridizing the signalling probe, which is complementary to both segments, 
in the absence of a target DNA keeps the methylene blue further away from the electrode surface and, as a 
consequence, the observed initial current is relatively low.

In the presence of a 15‐base complementary target, the 7‐hybridized bases at the 5′‐terminus of the signal-
ling probe were displaced. As a consequence, the flexible methylene blue decorated end of the signalling 
probe allowed the redox marker to collide with the electrode surface, which resulted in the increase of the 
transfer of electrons. As a result, after target binding the faradic current increased significantly. The detection 
limit of this E‐DNA sensor was 400 fM.

Both types of E‐DNA sensors, ‘signal‐on’ and ‘signal‐off’, generate an analytical signal after stimulation 
with target DNA without the addition of exogenous reagents. This property is very important from a medical 
diagnosis point of view.

These types of sensors have their own strengths, but also their limitations. They are readily reusable, 
sequence specific and selective. They can be applied for measurements even in blood serum [52]. The weak-
ness of the ‘signal‐off’ sensors is suppression of the signal generated after stimulation with the target. 
Maximal suppression can only be 100% of the original current. ‘Signal‐on’ architecture incorporating redox 
decorated DNA sequences have the potential to greatly improve the sensitivity, because the stimulation of 
these type of sensors with the target does not have a limit to the amount the signal can increase, that is, 
>100%.

The major weak point of these types of E‐DNA sensors is their rather complicated and not very stable 
architectures. This leads to poor reusability. The majority of the ‘signal‐on’ systems contain signal generating 
strands non‐covalent attached to the surface. However, this approach does not work well in complex samples.

Figure 3.1.5 Schematic of the signal‐on E‐DNA sensor, which is based on a conformational change in methylene 
blue (MB) modified duplex DNA that occurs after target‐induced strand displacement. In the absence of a target, 
the two double‐stranded regions formed between the capture and signaling probes sequester the MB from the 
electrode surface, producing a relatively small MB redox current. When the sensor is challenged with a 
 complementary target, the observed MB redox current increases significantly, presumably because the flexible, 
single‐stranded element liberated in the signaling probe increase the efficiency with which the MB can transfer 
electrons to the electrode surface. Reprinted with permission from [51]. Copyright 2006 National Academy of 
Sciences, U.S.A
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Sensors based on the pseudoknot architecture, which work according to the ‘signal‐on’ mechanism, are a 
good example of significant improvements to the analytical parameters [53, 54] (Figure 3.1.6).

This system consists of a strand, which is covalently attached to the surface of an electrode, and forms a 
pseudoknot structure consisting of two stem–loops.

The first stem–loop, which is covalently bound to the gold electrode via the 5′‐terminus, forms part of the 
second loop. The first stem–loop was decorated with methylene blue redox marker at the 3′‐terminus. In the 
absence of a target the pseudoknot structure keeps the redox reporter further away from the electrode surface, 
reducing the faradic current. Hybridization with the target DNA liberates a single‐stranded element allowing 
the reporter to come close to the electrode and efficiently transfer the electrons. The described E‐sensor was 
able to detect the target in blood plasma with a detection limit of 2 nM and a working dynamic range of from 
2 to 100 nM.

Because signalling was based on a target hybridization‐induced change (rather than the absorption of mass 
or charge at the sensor surface), and as the DNA probe was covalent attached, the architecture of the new 
sensor is relatively insensitive to the nonspecific binding of contaminants and is stable in complex media. 
This allows for detection of a perfectly matched target doped in 50% serum (diluted with buffered saline to 
control the pH and ionic strength). This E‐DNA sensor is able to discriminate between 100 nM of a perfectly 
matched target and 2 μM of a three‐base mismatched DNA even in a complex, contaminant‐ridden sample 
such as blood serum [53, 54].

Using an alternative approach, Liu et al. developed an enzyme based E‐DNA sensor that generated the 
analytical signal according to the ‘signal‐on’ mechanism [55] (Figure 3.1.7).

This sensor consists of a stem–loop probe dually labelled with biotin and digoxygenin (DIG) at the 
3′‐ and 5′‐ends, respectively. The electrochemical signal is generated by using horseradish peroxidaze 
linked‐anti‐DIG antibody (anti‐DIG‐HRP). Initially, in the absence of a target, the immobilized  
stem–loop is closed and is shielding the DIG from being approached by the bulk anti‐DIG‐HRP conju-
gate, because of the steric effect. After hybridization, the loop sequence forms a rigid duplex. As a 
result, DIG is transferred further away from the surface of the electrode and becomes accessible for the 
anti‐DIG‐HRP.

An HRP enzyme brought about by a single hybridization event can efficiently catalyse thousands of 
reduction reactions of hydrogen peroxide, leading to significantly amplified electrochemical current 
 signals. This group found an experimental detection limit of less than 10 fM. This high sensitivity is a 
result of high signal amplification by an enzymatic reaction. The weak side of this sensor is a rather com-
plicated structure of the sensing layer and the necessity to add hydrogen peroxide to the sample solution.
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Figure 3.1.6 Schematic of the ‘signal‐on’ E‐DNA sensor, which is based on the target‐induced resolution of an 
electrode‐bound, methylene blue‐modified, DNA pseudoknot. Reprinted with permission from [53]. Copyright 
2007, American Chemical Society



Figure 3.1.7 Scheme for the enzyme‐based E‐DNA sensor. In the closed conformation, the DIG label is steri-
cally shielded and thus inaccessible to the reporter enzyme. Upon target binding, the disruption of the stem–loop 
and the formation of the duplex make the DIG label accessible for HRP binding, which catalyses the electro-
chemical reduction of hydrogen peroxide. Reprinted with permission from [55]. Copyright 2008, American 
Chemical Society

A very interesting E‐DNA sensor was recently introduced by Yang and Lai [56] (Figure 3.1.8). In this sen-
sor, a system that works according to both ‘signal‐off’ and ‘signal‐on’ mechanisms is applied simultaneously. 
This fully covalent dual‐signalling sensor can provide more robust target recognition, potentially limiting 
false positive results that are commonly observed in biosensors.

This sensor consists of a gold electrode simultaneously modified with two strands of DNA, where one is 
decorated with methylene blue (MB), while the second one is decorated with ferrocene (Fc). The MB‐probes 
posses a 17‐base sequence that specifically binds to the target DNA. Four additional thymine bases were 
added to the 3′‐end of the MB‐probe to improve its flexibility. The Fc‐probe is somewhat complementary to 
the MB‐probe. This allows for the formation of a short DNA duplex at the distal end of the probes. In the 
presence of a fully complementary target for the MB‐probe, these workers observed 71% of signal suppres-
sion of the MB current and, simultaneously, a significant increase in the Fc current (267%). This is a conse-
quence of disrupting the 7‐base duplex and liberating the Fc‐probe, which facilitates the collision of the Fc 
marker with the surface of the electrode. Formation of the 17‐base duplex with the MB‐probe sequence made 
this probe more rigid, resulting in the MB marker being kept further away from the electrode surface. 

Fc

Fc
On

Off
MB

MB

Target5'3'

Gold ElectrodeGold Electrode
Regeneration

Figure 3.1.8 Schematic representation of the dual‐signalling E‐DNA sensor. Reprinted with permission from [56]. 
Copyright 2012, Royal Society of Chemistry
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Consequently, the presence of target DNA caused the reduction of the MB redox current and an increase in 
the Fc redox current at the same time. The sensitivity and selectivity of this sensor were probed using μM 
concentrations of target DNA [56].

Recently, in our laboratory we have developed a new type of genosensor based on gold electrode modified 
oligonucleotide probes that are decorated with 3‐iron bis(dicarbollide) [57] (Figure 3.1.9).

This provides an alternative redox active complex that is probably more stable in comparison with those 
previously reported. Moreover, the novelty of the approach presented was the attachment of the redox label 
at the ‘foot’ of the oligonucleotide probe, very close to the electrode surface. This new type of genosensor 
was intended for the determination of the genetic material of the H5 subtype of Avian Influenza Virus (AIV).

The proposed genosensor displayed good selectivity and sensitivity towards complementary targets, 20‐
mer ssDNA and PCR products derived from Avian Influenza Virus type H5N1. Osteryoung square‐wave 
voltammetry was applied as a sensing technique, and the changes in the redox activity of Fe(III) centres 
generated by the hybridization event were used as the analytical signals. The formation of the double helix 
structure on the electrode surface changes the thickness of the double layer at the interface of the surface of 
the electrode/analyte solution. As a consequence, the 3‐iron bis(dicarbollide) centres, which are attached at 
the bottom of the oligonucleotide probe, become more ‘immersed’ in the double helix micro‐environment. 
This further hindered the electron transfer. The detection limits recorded for the 20‐mer complementary 
ssDNA and PCR products having complementary sequences at the 3′‐end and in the middle of the oligonu-
cleotide were equal to 0.03 and 0.08 fM, respectively, which are superior to many other systems reported 
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Figure 3.1.9 (A) Chemical structure of NH2‐3‐iron bis(dicarbollide)‐ssDNA. (B) Schematic illustration of gold 
electrode modification with NH2‐3‐iron bis(dicarbollide)‐ssDNA via EDC/NHS coupling to carboxythiol SAM [57]



previously. An additional advantage of this genosensor is its ability to differentiate PCR products containing 
complementary sequences in different positions [57].

3.1.6 Genosensors for simultaneous detection of two different DNA targets

Today, particularly in medical diagnoses, an ideal biosensor is required not only to be miniaturized and cost 
effective, but also capable of simultaneous detection of multiple analytes.

Büttow and Listat described a system that allowed for a parallel electrochemical analysis of different DNA 
sequences [58]. For this purpose, the two different DNA probes were immobilized on the surface of one gold 
electrode. The target DNA modified with methylene blue as a redox marker was present in the sample solu-
tion. The principle of the detection of two different ssDNA‐targets through this approach is illustrated in 
Figure 3.1.10.

Generally, the proposed parallel detection method of two sequences of DNA relies on the comparison of 
voltammetric signal values generated by the electrode stimulated separately with each target and in a second 
step with their mixture. The detection limits for both targets were 3 nM, corresponding to 3 pM of MB‐
labelled DNA in 1 mL of buffer solution in an electrochemical cell. This proposition is interesting from a 
fundamental research point of view, but in practice, its usability is rather limited because of the complicated 
measurement procedures [58].
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 different sequences, and (C) resulting DPV after hybridization with target DNA (1 mM A’ or B’ and 1 mM A’ and 
B’ each) [58]
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Xiang and Yuan proposed a very interesting approach for the preparation of a reagentless disposable and 
sensitive multiplexed genosensor for one‐spot simultaneous monitoring of two gene biomarkers from the 
Salmonella typhimurium pathogen (gyrB gene) and the colorectal tumour (K‐ras gene). This genosensor con-
sists of two stem–loops of DNA probes, one labelled with methylene blue and the other labelled with ferro-
cene, immobilized at the surface of a disposable screen printed carbon electrode (Figure 3.1.11). The signal 
generated by this sensor after stimulation with DNA targets was according to the ‘signal‐off’ mechanism [59].

Hybridization of the surface immobilized probes with the target analyte sequences causes the unfolding of 
the stem–loop structure. Consequently, the redox markers are forced away from the electrode surface, which 
leads to the faradic current suppressions. These workers determined the sensitivity of this sensor towards each 
sequence of target DNA separately. The reported defection limits were 8.3 and 10.0 nM for the gyrB gene and 
K‐ras gene, respectively. In the case of dual‐target gene biomarker detection, the current intensities exhibited 
inverse dependence upon the target concentration. The MB current (gyrB gene) and Fc current (K‐ras gene) 
decreased as the concentrations of the target sequences increased from 25 to 100 nM. The sensor selectivity 
was impressive and was able to distinguish target sequences in the presence of a 50‐fold excess of random 
DNA sequences [59].

Recently, in our laboratory we have developed a novel dual E‐DNA sensor, which generates the analytical 
signal according to the ‘signal‐off’ and ‘signal‐on’ scheme for the simultaneous detection of two different 
sequences of DNA derived from Avian Influenza Virus (AIV) type H5N1 by means of one electrode [60]. 
Two sequences of ssDNA that are characteristic of hemagglutinin labelled with ferrocene (ss‐DNA–Fc) and 
for neuraminidase labelled with methylene blue (ss‐DNA–MB ) were immobilized covalently together on the 
surface of a gold electrode (Figure 3.1.12).

In order to test if the system under study demonstrates any sensitivity towards complementary ssDNA, the 
responses of each electrode modified with a single gene sequence stimulated with a complementary 20‐mer 
ssDNA target over a range of concentrations of from 10–8 to 10–7 M DNA were evaluated, for DNA–Fc as well 
as for DNA–MB modified electrodes separately. In the case of the electrode modified with DNA–Fc, a peak 
at 395 mV after stimulation with a 10–8 M concentration of target DNA was observed. This peak increased 
with increasing target DNA concentrations. This indicates the ‘signal‐on’ scheme of analytical signal genera-
tion. In the case of the electrode modified with ssDNA–MB, stimulation with increasing concentrations of the 
complementary DNA target caused a decrease in the current value. This indicated that this electrode gener-
ated a signal according to the ‘signal‐off’ mode.
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Figure 3.1.11 Schematic representation of the ‘AND’ logic gate system based on current intensity suppression 
of MB and Fc at –0.28 and +0.25 V by the gyrB and K‐ras gene inputs: 500 nM gyrB gene (1,0), 500 nM K‐ras 
gene (0,1), 500 nM gyrB and K‐ras gene (1,1). Reprinted with permission from [59]. Copyright 2011, Royal 
Society of Chemistry (See colour figure in colour plate section)



An explanation of this phenomenon could be as follow. In the case of the sequence characteristic for the 
hemagglutinin of the influenza H5N1 virus (ss‐ DNA–Fc) there was a possibility for formation of dimers 
between the immobilized DNA strands. The energy of dimer formation is –12.87 kcal mol–1. As a conse-
quence of this, the redox probe is kept a relatively large distance away from the electrode surface. After 
hybridization with the complementary strand the dimer is disassembled. One of the released strands forms a 
duplex with the target DNA. As a consequence, the distance between the redox probe and electrode surface 
increases, which causes a decrease in the current. The second component of the dimer recovers its natural 
flexibility and the distance between the redox probe decreases, which results in a current increase. Our exper-
imental data showed that after stimulation of the electrode with target DNA at a concentration of ≥10–8 M, the 
second effect was dominant and the electrode generated an analytical signal according to the ‘signal‐on’ 
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Fc
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Figure 3.1.12 Schematic representation of the working principle of ‘signal‐on’ and ‘signal‐off’ modes of genosen-
sors consisting of two different ssDNA probes decorated with ferrocene (Fc) and methylene blue (MB). Reprinted 
with permission from [60]. Copyright © 2013, American Chemical Society

Figure 3.1.13 Representative Osteryoung square‐wave voltammograms recorded with electrodes modified with 
an SH‐ssDNA–Fc probe and an SH‐ss‐DNA–MB probe (a), and after hybridization with 8 nM (b), 10 nM (c), 20 
nM (d), 40 nM (e), 60 nM (f), 80 nM (g) and 100 nM (h) oligonucleotide sequences complementary to SH‐
ssDNA–Fc and SH‐ssDNA–MB. Reprinted with permission from [60]. Copyright © 2013, American Chemical 
Society
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scheme. In the case of the sequence characteristic of the neuraminidase of the influenza H5N1 virus (ssDNA–
MB), the formation of the previously mentioned dimers was less probable, due to two reasons. The energy of 
dimer formation was only –7.47 kcal mol–1, and, additionally, immobilization of ssDNA–MB via the 3′‐end 
creates a steric obstacle to the dimerization. Thus, the response of this electrode was generated according to 
the ‘signal‐off’ scheme.

In the next step, an electrode modified with both probes was stimulated with a mixture of 20‐mer ssDNA 
containing two components: one complementary to ssDND–Fc, and the other complementary to ssDNA–
MB. The range of concentrations of each target ssDNA was from 10–10 to 10–6 M. Representative voltammo-
grams are presented in Figure 3.1.13.

The changes to the height and position of the peaks showed the same tendency as in the case of stimulation 
of the electrodes separately by the ssDNA target. Detection limits determined by a graphic method were  
4.0 × 10–8 and 2.0 × 10–8 M, for the simultaneous analysis of both sequences and for a single one, respectively.

These values, in particular the detection limit for the parallel determination of two sequences, are very 
promising from a diagnostic point of view.

3.1.7 Conclusions

By describing selected genosensors, we have been trying to present a logical trend in their development. 
There are currently numerous published scientific reports that show the extremely high level of research 
interest in the interdisciplinary fundamental studies on detection methods for hybridization events as well as 
on gene mismatch detection.

On the other hand, the number of genosensors that find applications in real sample analysis is rather lim-
ited. This indicates the strong need for scientific efforts directed at the development of sensitive and selective 
genosensors, which could be mass‐produced at a reasonable price. Medical diagnoses, food control and 
environmental monitoring are waiting for such analytical devices.
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3.2.1 Introduction

Artificial ribonucleases can be visualized as molecular scissors cleaving ribonucleic acids, typically at the 
internucleoside phosphodiester linkages. Substantial research has gone into the development of small cata-
lytic entities that cleave RNA and, although of high value for understanding the mechanisms and for further 
development of artificial nucleases, these small catalytic units typically do not discriminate between different 
RNA sequences and are only, at best, selective with respect to neighboring heterocyclic bases. Several reviews 
have covered such catalytic groups and other catalytic systems [1–7]. DNA cutters have also been reviewed 
recently [8] as well as the new development of zinc finger based nucleases [9]. None of these will be covered 
here, since this overview mainly considers key developments, as well as an account of our own work on arti-
ficial ribonucleases that recognize sufficiently long specific sequences of a target RNA which could therefore 
develop not only into tools for molecular biology but also into therapeutics for hereditary diseases.

Synthetic nucleic acids have been, and still are, crucial for the development of life sciences research. 
Modified oligonucleotides (ONs) and/or conjugates are not only used for research but are also used for diag-
nostics and have been developed as drugs for the treatment of patients with diseases of genetic origin. Most 
oligonucleotide therapies that have been successful, such as siRNA [10–12] (short interfering RNA) approaches 
and antisense technologies [13–17], including splice‐switching [18, 19], target specific RNA sequences. 
Oligonucleotide therapy has the potential for treatment of a broad range of diseases, such as Alzheimer’s 
 disease [20, 21] , Huntington’s disease [22, 23], cancers [24, 25], and muscular dystrophies [26, 27]. After a 
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relatively slow start in the first couple of decades of research, the interest in oligonucleotide therapy is now 
booming, largely due to there now being several different possible approaches and, with many new regulatory 
RNAs being discovered, miRNAs are also being explored as targets [28]. Much current research is focused on 
developing efficient cellular delivery of ONs, but other issues are stability, higher specificity towards the 
 target, and of course overall efficiency, which includes the efficient use of the ON.

Efficiency in regulation of gene expression should be more readily achieved if turnover of the target RNA is 
obtained. This can occur if native enzymes (e.g., RNAse H for antisense [13–17] and RISC complex for siRNA 
[10–12]) can recognize the relevant oligonucleotide complex. However, most modifications of oligonucleo-
tides are not recognized by RNase H and hence gapmers are needed to take advantage of the cellular enzyme 
[13–17]. If the antisense oligonucleotide could carry a group that causes cleavage of the target RNA upon 
hybridization, this problem would be avoided and independence from native enzymes would be achieved. 
Thus, use of an oligonucleotide based artificial nuclease [1, 3–6] (OBAN) [29] could then lead to recognition 
and cleavage of RNA sequences responsible for genetic or viral diseases. Such artificial enzymes could allow 
for complete modifications that produce stable oligonucleotides that are not degraded by the host enzymes. 
Recognition of the target substrate could be reliably achieved through Watson–Crick base pairing and the con-
cept should work in theory. In reality, the difficulty lies in developing a sufficiently efficient  artificial enzyme.

3.2.2 Early development of OBANs

For RNA the cleavage can be achieved most effectively through intramolecular transesterification of the 
phosphodiester linkages with the 2′‐hydroxyl function. One obvious task is to develop catalytic groups to be 
able to achieve efficient cleavage. However, if the catalyst is too active, cleavage of non‐hybridized non‐ 
complementary RNA could become a problem. For this reason, the proximity factor is crucial, that is, a high 
intramolecularity between the cleavage agent and the target RNA is desirable. For a given system this is 
largely determined by the nature of the linker and its position of attachment. Furthermore, the choice of target 
sequence may also be crucial in this respect. The nature of the substrate is also critical for overall reactivity, 
as it is well known that cleavage of RNA has a high dependence on the sequence [30] and is considerably 
more reactive in the single‐stranded form (also as bulges or loops) than as a duplex [31, 32]. Thus, the vulner-
ability of the substrate is a key issue.

Many of the initial so‐called artificial nucleases, as pioneered by the groups of Komiyama [33, 34], Bashkin 
[35, 36], Vlassov [37, 38], and Häner [39], had molecular scissors (both as non‐metal polyamines or imidazole 
derivatives, and as metal ion chelate based catalysts) at the termini, to cleave the RNA outside the sequence that 
is complementary to the carrier oligonucleotide, or if the “artificial nuclease” was used in excess. These systems 
do not display turnover of substrate and should thus really be called cleavers and not catalysts or artificial enzymes.

3.2.3 Metal ion based artificial nucleases

Magda et al. developed europium (EuTx) [40] and dysprosium thexaphyrin (DyTx) [41] based cleavers that 
are reasonably active. However, the most important contribution was that a DyTx derivative attached to an 
internally positioned glyceryl linker (Figure 3.2.1) in the carrier oligonucleotide gave turnover of the sub-
strate RNA [42], but when attached to end of the oligonucleotide there was no turnover, presumably because 
the cleaved substrate was not released.

Double‐stranded RNA is considerably less susceptible to cleavage than single‐stranded RNA [43, 44]. This 
was clearly identified by the Ciba‐Geigy group of researchers as being extremely important for the develop-
ment of artificial nucleases and that creation of bulges in the target RNA should promote cleavage [45]. 
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That there is no energy penalty from disruption of the base paring, which would be inevitable when the intra-
molecular reaction leading to a five membered cyclic phosphate is formed, should of course be beneficial. It 
was also suggested that prearrangement of the 2‐hydroxyl into a more favorable position for in‐line attack on 
the phosphate is important [45], and Häners group also showed that oligonucleotide and lanthanide chelate 
based cleavers (Figure 3.2.1) indeed gave enhanced cleavage of RNA at bulged‐out sites [46]. With these first 
pioneering systems, turnover was not realized, but switching from a deoxyribonucleotide backbone to one 
with 2′‐O‐methoxyethoxyribonucleosides gave turnover of the RNA substrate (39 times in 64 h) [47].

Komiyama is one of the true pioneers, with many contributions to the field of artificial RNA cutters 
[5, 33, 34]. Among the most interesting work is activation of the RNA strand by introduction of acridine groups 
into the recognizing strand, which then makes the RNA target more susceptible to cleavage by lanthanide ions 
in the vicinity of the acridine moieties, and hence gives high selectivity [48, 49]. This “pin‐point” activation 
further substantiates that not only is the cleaver important, but also the structure of the substrate RNA.
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Most of the work on the development of artificial nucleases has relied on metal ion based cleaver groups and 
there are of course a number of phosphate cleaving enzymes utilizing metal ions in the active site, some of 
which have two co‐acting metal ions. There is very limited work on oligonucleotides conjugated with two metal 
chelates [50], but most notable is the work with two Cu(II) terpyridine [51] and that with two Zn2+ 1,5,9‐triaza-
cyclododecane [52] complexes (Figure 3.2.2). In the former case, there was some rate enhancement compared 
with a single Cu(II) terpyridine system [53], but turnover of the RNA substrate was shown. In the latter case the 
rate was an order of magnitude higher than with the system having a single azacrown inclusion [54]. Development 
of artificial nuclease with two metal ions does have some pitfalls, and there are examples of when the rate goes 
down [55] or is completely quenched [56] upon introduction of a second metal ion or chelate.

3.2.4 Non‐metal ion based systems

In mimicking RNA cleaving enzymes, one can of course also consider use of non‐metal catalytic groups, 
such as imidazole moieties. Even from the early developments of oligonucleotide based artificial RNA cleav-
ers, there were reports on the use of non‐metal catalysts [33, 34, 37, 38]. Multivalent metal ions  benefit from 
readily finding the negatively charged target phosphodiesters through electrostatic attraction. However, for 
future in vivo applications the advantage of using non‐metal ion based systems is that, apart from restrictions 
due to metal‐ion toxicity, this does not depend on finding the metal ion in the living cell or on the complex 
being stable enough that it does not dissociate. Incorporation of bisimidazole moieties [37, 38, 57] can be 
considered as RNase A mimics. In particular, Vlassov’s group have been persistent in pursuing 5′‐linked 
bisimidazole constructs (Figure 3.2.3), and site‐selective cleavage (a major and a minor site) in a fragile 
sequence within yeast tRNAPhe has been achieved [38, 58]. It was noted that the catalytic imidazole groups 
were flexible and with no stable contacts to the cleavage site, suggesting that such systems can be much 
improved by more exact positioning of the imidazole moieties [54]. Oligonucleotides conjugated to oligoar-
ginine–leucine peptide conjugates (G(RL)

4
) have also been shown to cleave RNA and to act as true catalysts 

[59]. However, no specificity dependent on the oligonucleotide guided sequence recognition was found. 
Instead, the oligonucleotide seems to act as a scaffold, which enhances activity. However, cleavage occurs at 
multiple sites, mainly adjacent to guanosine moieties, and in this way resembling RNase T1 [60].

Another interesting development of non‐metal ion cleavers, trisbenzimidazoles (Figure  3.2.3) [61] has 
been pursued by Göbel’s group. Trisbenzimidazoles have also been conjugated to DNA oligonucleotides that 
were found to bind and cleave complementary RNA sequences [62]. Turnover was not realized but substrate 
specificity due to oligonucleotide hybridization was achieved.
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3.2.5 Creating bulges in the RNA substrate

When beginning the development of oligonucleotide based artificial nucleases at the Karolinska Institute, we 
selected neocuproine (2,9‐dimetylphenanthroline) as a chelating agent for a catalytic metal ion. This had 
been used before as a Cu(II) complex in oligodeoxyribonucleotide constructs, where cleavage of target RNA, 
but no turnover, was accomplished since the oligonucleotide was used in excess [63]. The study did show that 
the Cu2+–neocuproine conjugate was more active than the corresponding phenanthroline and terpyridine 
 constructs and correlated with the same trend that was found for the parent complexes in the cleavage of a 
dinucleotide [64]. We realized that in order to achieve turnover it would be advisable to cleave the target in a 
central part of the sequence so that shorter more readily dissociated fragments would be obtained. In addition, 
it was desirable to cleave single‐stranded rather than duplexed RNA, since this is more susceptible to cleav-
age. It then seemed clear that we should position the moiety with the cleaving ability centrally while the 
target RNA should be single stranded in the vicinity of the cleaver.

The oligonucleotide based artificial nuclease sequence should then be such that it is complementary to the 
RNA but is not in a central portion of the target. Systems without a bulge and those with a single nucleotide 
bulge and with a Zn2+–neocuproine attached to the 2′‐position of a central nucleoside were unimpressive and 
the complex had a low melting point [65]. The starting structure for the first real constructs of the “bulge 
concept” was instead based on an NMR structure of a bulge–loop of a group I ribozyme (Figure 3.2.4) [66].

A number of different 2′‐O‐methyloligoribonucleotide constructs with Zn2+–neocuproine attached from 
different positions of the oligonucleotide were made, and these were investigated with respect to cleavage of 
target RNA sequences, which, upon binding, formed either a full duplex or a 1–5 nucleotide (nt) bulge [29]. 
The target RNA was only cleaved at phosphodiesters in the portion of the RNA that formed a bulge, and with 
some selectivity where the most efficient system gave about 70% cleavage at one site. The rate of cleavage 
was also clearly dependent on the position on the oligonucleotide the metal ion complex was attached; the 
importance of this positioning was substantiated further by additional studies [67]. The highest rate of cleav-
age was obtained with the metal chelate protruding from the 5‐position of a centrally placed uridine of a GU 
wobble bulge closing base pair and the optimal bulge sizes were the 3 and 4 nt bulges (Figure 3.2.5). It was 
also shown that OBAN systems based on this concept can give cleavage of a target RNA with real catalysis 
and turnover. A Michaelis–Menten type of kinetics and dependence on the metal ion was also shown [29].

Since the activity depends upon the target and the OBAN sequence, it could be advantageous from the start 
to actually develop the OBAN with the aim being a potential therapeutic target sequence, before the catalyst 
is optimized and positioned for efficiency. The M‐BCR/ABL mRNA transcript from the Philadelphia chro-
mosome (Ph), t(9;22) has for a long time been associated with human cancer and is the cytogenetic hallmark 
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of Chronic Myeloid Leukemia (CML) [68]. It also has been demonstrated that exogenously delivered chem-
ically synthesized dsRNA (siRNA) directed at the M‐BCR/ABL fusion site, is effective in killing leukemic 
cells [69]. 2′‐O‐MeOBANs directed at cleavage of the M‐BCR/ABL RNA have been constructed and these 
were shown to work with a similar efficiency (Figure 3.2.6) to the earlier developed systems described previ-
ously [70]. The parts bulging out were the same but the Watson–Crick base paired stems flanking the bulge 
where different, showing that the duplex stems can be varied at will. This suggests that, provided a position 
in the target is chosen so that three or four unpaired nucleotides in the target RNA are positioned at the 
cleaver, any target RNA can be selected and that OBANs can be tailor‐made.

3.2.6 PNAzymes and creation of artificial RNA restriction enzymes

Peptide nucleic acids (PNA) [71] are characterized by an uncharged N‐(2‐aminoethyl)‐glycine backbone, 
which is stable in biological fluids, able to hybridize in a sequence‐specific manner to RNA targets, and, 
largely because of its neutral backbone, give more stable complexes with RNA than DNA or 2′‐O‐MeRNA 
[72, 73]. PNA is also readily conjugated through peptide‐type chemistry, but has been used sparingly as a car-
rier for RNA cleaving agents. Examples include conjugation with oligoamines [74, 75], neocuproine [76, 77], 
neamine [78] or a peptide [79] where the cleaver is attached to the N‐terminal of PNA. In all these examples 
the PNA conjugate was used in equimolar or excess amounts over the RNA and gave modest cleavage rates 
with no turnover of the target RNA. With the objective of forming centrally placed bulges in the RNA target, 
PNA based artificial nucleases that give catalytic cleavage of RNA with turnover of substrate should be 
obtained. Conjugation of 5‐amino‐2,9‐dimethyl‐1,10‐phenanthroline (neocuproine) to PNA was made possi-
ble by a solid‐phase strategy involving a centrally positioned diaminopropionic acid moiety [80]. To have a 
clear comparison with 2′‐O‐MeOBANs, PNA conjugates targeting the M‐BCR/ABL RNA model sequence 
were constructed [81] and these displayed an RNA cleavage activity (Figure 3.2.7) and selectivity similar to 
2′‐O‐MeOBAN systems [29, 70]. These Zn2+ based PNAzymes were the first truly catalytic artificial nucleases 
based on PNA, as excess RNA was also shown to be cleaved with turnover of the substrate [80]. 

Further development of these stable PNAzymes was obtained by changing the neocuproine bound metal 
ion from Zn2+ to Cu2+ [82]. This lead to a remarkable improvement in the cleavage specificity. Single‐site 
cleavage within the RNA bulge was obtained (Figure 3.2.8). In addition, the rate of cleavage was an order of 
magnitude higher than for the zinc ion based system [82].

Further elaborations of the system by varying the bases in the bulge lead to even higher rates and half‐lives 
that are now in the minute scale (about 30 min), with most bulge sequences being cleaved at a considerably 
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Figure 3.2.9 Left: HPLC analysis of PNAzyme cleavage of an RNA carrying two sites with the potential of forming identical bulges but 
with a mismatch in one of the stems. Right: HPLC analysis of PNAzyme cleavage of an RNA carrying two sites with the potential of full 
Watson–Crick pairing but with different bulges



lower rate. This gives a further kinetic resolution of the sequence selectivity in the bulge in addition to that 
governed by the hybridization of the duplex stems. These PNAzymes display real catalytic behavior and 
turnover of RNA substrate, even when used with 100‐times excess of the substrate versus the artificial enzyme 
[82]. A possible explanation for the higher selectivity of the PNAzyme with Cu2+ in comparison with the 
previous Zn2+ system could be distortions in the geometry that do not allow the copper ions to reach the other 
phosphate diester bond, and possible interaction of the copper ion with the nucleobases.

It was also clear that some structural features of the complex were important for efficient cleavage, for 
example, the closing GT wobble base pair (inherited from the NMR structure of the ribozyme bulge–loop) 
was crucial, because if replaced with a standard Watson–Crick pair it resulted in a considerable penalty in the 
rate of RNA cleavage. The sensitivity to the bulge sequence was high, and mismatches in the Watson–Crick 
paired stems gave large decreases in RNA cleavage rates [82]. When targetign longer RNA targets with two 
potential cleavage sites where one had a mismatch in one stem, cleavage occurred only at the site without the 
mismatch (Figure 3.2.9).

With another RNA substrate with two possible sites that both had full Watson–Crick complementarity in 
the stems but different bulge sequences, cleavage occurred only at the site that was found to be more readily 
cleaved in the study of bulge sequence dependence (Figure 3.2.9). Thus, the Cu2+–PNAzymes that have been 
developed gave a high degree of discrimination for the target RNA sequence [82]. The cleavage mechanism 
has not been studied in detail and thus is unknown. However, a reasonable hypothesis is that water bound to 
the acidic copper ion acts as an acid catalyst to enhance departure of the leaving group (Figure 3.2.10), in a 
similar fashion to what has been suggested for both the pH independent buffer catalyzed cleavage [83] and 
divalent metal aquo ion catalyzed cleavage [84] of nucleoside alkylphosphates. Together with the excellent 
turnover, these PNAzymes can be considered to be highly specific artificial RNA restriction endonucleases 
that can be tailor‐made to fit any desired sequence and can become useful tools in biotechnology and 
 biomedicine.

3.2.7 Conclusions

Oligonucleotide based artificial nuclease systems have been developed over the last three decades. Progress 
has been slow and most systems have been quite inefficient and often just act somewhat as selective cleavers 
and not as enzymes. However, some systems have displayed real catalytic behavior and turnover, and the 
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recently developed PNAzymes give single‐site cleavage and excellent mismatch rejection, which make them 
the first RNA restriction enzymes. When bound to the substrate, RNA cleavage half‐lives are reduced to the 
minute scale. The sequence dependence in both bulge and base‐paired stems means that these are tailor‐made 
RNases and thus should now be usable tools in molecular biology. Hence, it may seem as if these OBANs/
PNAzymes are not that far from reaching a stage when they can be used for gene silencing. However, it is 
probable that for this, a higher rate of RNA cleavage is needed. It is a difficult task to enhance the rate further 
and it is possible that it will be necessary to position active groups more accurately and perhaps combine 
several effectors of catalysis. This would be made more likely by obtaining detailed NMR or crystal struc-
tures of the OBAN/PNAzyme–RNA complexes that could serve as starting points for further refinement. The 
currently most efficient and specific systems that utilize the Cu2+ ion may not be a toxicity problem if the 
required concentrations are low enough. However, the complex constant for metal ion binding probably 
needs to be higher than in the neocuproine systems, in order to keep the metal from diffusing away. Non‐
metal ion based systems, or those based on tight metal complexes, do not suffer from this, but have so far been 
substantially less effective and cleave with lower selectivity. The development of OBANs/PNAzymes is, 
nevertheless, getting closer to being attempted for suppression of gene expression and hopefully studies in 
this direction will appear in the not too distant future.
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3.3.1 Introduction

DNA mainly forms double helical structures, with oligonucleotide strands arranged in antiparallel orienta-
tion. Depending on the sequence of the bases and the environmental conditions, DNA can adopt various 
duplex conformations: from the canonical right‐handed B‐form, to the compact A‐form, and the unusual 
left‐handed Z‐form (Figure 3.3.1). Additionally, Watson–Crick hydrogen bonds can form alternative base 
pairs (Hoogsteen, reverse Hoogsteen, etc.) that allow DNA to exist in various secondary structures (triplex, 
quadruplex, i‐motif, …) (Figure 3.3.1).

Some of these structures might be responsible for the regulation of genes [1]. It is well known that, depend-
ing on the sequences and biological roles, RNA can adopt single or double helical structures, as well as sev-
eral conformations [2]. Identification of the different structures and specific sequences of the nucleic acids, 
using functional probes, might allow one to know the mechanism of some diseases and the most suitable 
treatments. Moreover, this versatility of DNA can be exploited to design addressable DNA logic gates, which 
are at the center of significant research efforts to construct DNA computations [3].
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The past two decades have seen a number of studies in which the free base or metallated porphyrins have 
been covalently and non‐covalently incorporated into a DNA scaffold, as a consequence of their unique photo-
chemical and photophysical properties. The type and the location of a covalent linker, degree of porphyrin 
hydrophobicity, along with environmental factors such as ionic strength and temperature, and porphyrin to 
DNA ratio, all play vital roles in modulating porphyrin–DNA interactions. Thus, the objectives of such studies 
have been to examine the effect of the porphyrins on DNA for their use as spectroscopic sensors in conforma-
tional studies of DNA, and on their stability and electronic properties using circular dichroism (CD), UV‐melt-
ing, UV–Vis, and fluorescence spectroscopy [4]. CD measurements are, in general, more specific because 
interactions of these macrocycles with polynucleotides (which are conformationally chiral) induce a dichroic 
band (ICD) in the absorption region of the achiral ligands. The shape and intensity of ICD is a diagnostic of the 
type of interactions. These findings are important for the development of porphyrin–DNA  constructs, which 
potentially have photochemical and physicochemical properties that would be useful in nanotechnology.

Figure  3.3.1 Different conformations (A, B, and Z) and several secondary structures (triplex, tetraplex, and  
i‐motif) adopted for DNA
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Examples presented in this section include an initial part exploring the non‐covalent interaction of porphyrins 
with single‐ double‐ (both B‐ and Z‐conformations) and tetra‐helixes of DNA, then a second part where the 
DNA is 5′‐ and 3′‐end‐labelled with a porphyrin attached via a phosphate or an amide linker, or it is attached 
directly to a nucleobase or to the phosphate groups. We have selected examples from each type of these arrays 
to provide the reader with an overview of this rapidly expanding area of investigation with the application of 
electronic CD as a diagnostic tool for monitoring the conformational properties of these DNA constructs.

3.3.2 Non‐covalent interaction of porphyrin–DNA complexes

3.3.2.1 Interaction with single‐stranded DNA

In spite of the large number of studies on the interaction of porphyrinoids with duplex DNA, only a few works 
have appeared in the literature reporting the interaction with single‐stranded nucleic acids. Single‐stranded 
segments of DNA play important biological roles as they are involved in both replication and transcription 
processes. Single‐stranded homopolymer nucleic acids are not just synthetic model systems, they are also 
found in nature as stretches of polyadenilic acid (polyA), of about 200 nucleotides long. These are linked 
covalently to the 3′‐end of polydisperse nuclear RNA, messenger RNA of animal cells, and numerous animal 
viruses [5, 6]. In eukaryotes, polyadenylation is part of the process that produces mature messenger RNA 
(mRNA) for translation; the function of the 3′‐tail is probably protective, in fact mRNAs without a 3′‐tail are 
rapidly degraded. The polycytidine (C)(n) repeats (polyC) have been found within the D‐loop region of the 
mitochondrial DNA [7]. Somatic mutations at a mitochondrial non‐coding polycytidine (C)(n) repeat have 
been associated with tumor progression [8]. Thus, studies on the binding of porphyrinoids with single‐
stranded nucleic acids have been used to identify specific probes for different sequences and conformations. 
The work of Pasternack and coworkers with poly(dA), poly(A), and poly(C) with several metallo‐ and non‐
metallo‐porphyrins led to promising probes for these single‐stranded homopolymers. CuTMPyP4 in the pres-
ence of poly(dA) and poly(A) shows a large conservative CD feature in the Soret region that is dependent on 
the porphyrin/poly(dA) ratio and the ionic strength, which is not observed for the DNA duplex, suggesting 
that CuTMPyP4 is a reporter molecule for single‐stranded DNA (Figure 3.3.2). A large conservative CD 

Figure 3.3.2 Molecular structures of cationic porphyrins: induced CD spectra of CuTMPyP4 3.44 μM (continu-
ous black line), NiTMPyP4 3.44 μM (grey line), and trans‐H2Pagg 3.44 μM (dashed line) in the presence of 86.0 
mM poly(dA) (pH 7.0, m = 0.20 M, 25 °C). Modified from reference [13]



Exploring nucleic acid conformations 175

signal is characteristic of porphyrin–porphyrin self‐stacking on a chiral matrix [9]. This binding mode of 
CuTMPyP4 with single‐stranded DNA has also been confirmed by resonance light scattering (RLS) data, 
which show an intense band in the porphyrin absorption region [10]. In the presence of poly(C), CuTMPyP4 
produces a small negative CD spectrum, similar to that observed for double‐stranded DNA, which is consist-
ent with a model involving monodispersed CuTMPyP4 oriented parallel to adjacent bases, as in a pseudo‐
intercalation event [11]. CD and RLS techniques have been used to identify H

2
TMPyP4 as an effective probe 

to distinguish the A‐form of polynucleotides, poly(A), from the B‐form, poly(dA); in fact, this porphyrin 
forms extended aggregates on single‐stranded poly(A), which produces a pseudo‐intercalation in the pres-
ence of the poly(dA). No spectroscopic changes are observed for H

2
TMPyP4 in the presence of poly(C). t‐

H
2
Pagg aggregates extensively in the presence of duplex DNA [12], as well as with both poly(dA) and 

poly(A), leading to enormous CD features (Figure 3.3.2) [13]. On increasing the salt concentration in the 
latter system, the induced circular dichroism spectrum in the Soret region is reversed, thus indicating a con-
formational change of the porphyrin assembly [10].

As to the other porphyrins that have been studied (AuTMPyP4, NiTMPyP4, PtTMPyP4, and ZnTMPyP4) 
an intense hypochromic effect of the Soret absorption band is observed in the presence of the poly(dA), most 
probably due to porphyrin–adenine interactions arising from pseudointercalative events [11]. Only for 
NiTMPyP4 and PtTMPyP4 are very small negative ICD signals observed, consistent with the porphyrin 
chromophore being oriented parallel to the adjacent adenine bases (Figure 3.3.2). It is possible that even 
five‐coordinate ZnTMPyP4 is able to form such a complex using the distal side of the porphyrin plane, sug-
gesting that the steric restrictions of a duplex are partially relaxed for a single‐stranded polymer. Accordingly, 
a negative ICD signal in the porphyrin absorption region is observed for ZnTMPyP4 in the presence of 
poly(A). Such a feature is not observed in the presence of other single or double helices, thus suggesting 
ZnTMPyP4 as a specific probe for single‐stranded poly(A) stretches.

The spectral differences observed between poly(A) and poly(C) systems can be rationalized by invoking 
the greater extension of the purine π‐system leading to more effective stacking interactions. However, such 
an explanation is not valid to explain the differences observed between porphyrin interactions with poly(A) 
and poly(dA) (e.g., the greater bathochromic shift and the presence of negative CD signals for H

2
TMPyP4 

and ZnTMPyP4‐poly(A) complexes are not observed for the analogous poly(dA) system). These unusual 
aspects are likely a manifestation of the structure and properties of the polyribopurine such as, for example, 
the smaller axial rise per residue of the poly(A) helix (A‐family, pitch 3.0 Å) [14] versus the poly(dA) helix 
(B‐family, pitch 3.3 Å) [15, 16]. The smaller pitch of the poly(A) helix could permit closer and stronger con-
tacts between adjacent π‐systems [17].

The concept that the steric restrictions of a duplex are partially relaxed for a single‐stranded polymer is 
used by Slama‐Schwork and Lehn [18] to explain the selective binding of the porphyrin derivative used with 
single‐stranded DNA. They synthesized a macrotetracyclic cryptand molecule containing two diaza[19]crown‐6 
ethers linked by a biphenyl bridge and attached to the porphyrin macrocycle in the β‐position, to design a 
probe with high affinity for single‐stranded DNA. Thermal denaturation experiments showed that this por-
phyrin derivative binds efficiently to denaturized DNA and does not stabilize the double‐helical structure. As 
porphyrin derivatives, porphyrinoids are also employed as probes for single stranded nucleic acids. Very 
recently, Purrello and coworkers characterized the binding of tri‐N‐methylpyridyl corrole (TMPyC) and the 
Ge(III) derivative (GeTMPyC) with single‐stranded homopolymers poly(A) and poly(C) by using a multi‐
technique approach (CD, UV, RLS, and fluorescence measurements) [19]. It is worth noting that this approach 
allows H aggregates of TMPyC in the presence of poly(A) and J aggregates in the presence of poly(C) to be 
distinguished, as well as the identification of the formation of GeTMPyC dimers in the presence of single‐
stranded poly(A) and pseudo‐intercalation with single‐stranded poly(C). GeTMPyC is, in fact, penta‐coordi-
nated due to the presence of a weakly bound axial‐OH group [20, 21]. The facile formation of μ‐oxo corrole 
dimers [22, 23] supports the proposed dimerization in the presence of poly(A).
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3.3.2.2 Double helix conformations B‐ and Z‐DNA

The non‐covalent interaction between porphyrins and double‐stranded DNA has been widely investigated 
since 1945, with pioneering work performed by Gupta and coworkers [24]. This led to a large amount of work 
appearing in the literature on porphyrin–DNA non‐covalent complexes. A crude generalization from all these 
studies established that porphyrins bind to DNA in at least three ways [25]. One binding mode is the interca-
lation of porphyrin into the base pairs, characterized by large hypochromicity, a red shift of the Soret band, 
and a negatively induced CD in the Soret region. The second mode is external groove binding, characterized 
by minor hypochromicity and Soret band shift, and a very small or even no induced CD. The third mode is 
outside stacking of the porphyrins along the DNA surface to produce a split CD spectrum (Figure 3.3.3).

It is clear that the porphyrin–DNA binding modes depend on both the structural properties of the porphy-
rinoid derivatives and the DNA sequences and conformations. The experimental conditions, that is, the molar 
ratio of porphyrin to DNA and the ionic strength also influence the binding mode. As a detailed report on 
porphyrinoids–duplex DNA non‐covalent complexes has recently been published by Purrello and coworkers 
[26], non‐covalent interactions of porphyrins with different conformations of DNA will be explored in this 
chapter.

We decided to mention only one example of an interaction of porphyrins with a double helix with respect to 
the aggregation process on DNA. This aspect excites interested investigators due to the photochemical and 
photophysical properties of the aggregate chromophores. For extended, electronically interacting chromophore 
arrays, a remarkable enhancement of light scattering is observed within these absorption envelopes. These so‐
called enhanced RLS signals are useful not only for identifying such assemblies, but for characterizing them as 
well [27]. In fact, this technique was used by Pasternack and coworkers to control the extent of porphyrin 
aggregation on a nucleic acid scaffold [28]. Liu and Chen examined the formation of porphyrin hetero‐aggre-
gates by adding anionic H

2
TPPS4 to a DNA–cationic H

2
TMPyP4 complex [29]. Through UV, CD, and RLS 

measurements they suggested different model structures for the binding modes of H
2
TMPyP4–DNA com-

plexes upon addition of H
2
TPPS4, depending on the porphyrin to DNA ratio (r). When r < 1, the ICD spectrum 

of the ternary complex was similar to that of H
2
TMPyP4 intercalated into DNA. For r = 1, the induced 

Figure 3.3.3 Schematization and ICD features of different porphyrins (square)/duplex‐DNA binding modes
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CD  spectrum showed a reversed biphasic signal due to the complex of H
2
TMPyP4 and H

2
TPPS4 stacking 

along the DNA surface. At a higher r value (>1), there was an induced CD signal at 482 nm attributed to a 
lateral shifted arrangement of the heteroaggregate of H

2
TPPS4 and H

2
TMPyP4 on the DNA matrix where 

H
2
TMPyP4 acted as a spacer to mediate the growth of the heteroaggregates (Figure 3.3.4).
Double‐helix DNA can adopt several conformations; the most unusual is the left‐handed Z‐form. Since the 

Z‐form of DNA was first detected in 1972 [30], much work has been done to gain a scientific understanding 
of its biological role [31–35]. In vitro studies of Z‐DNA have provided information regarding its structure and 
properties [14, 36, 37]. It is a left‐handed higher‐energy conformation of double‐stranded DNA [38, 39]. The 
helix contains 12 base pairs per turn; the dG residues were in the syn conformation, whereas the dC residues 
are in the anti conformation; the position of the minor groove was reversed, and there was no major groove, 
which is occupied by DNA bases; it was named Z‐DNA because the deoxyribose‐phosphate backbone fol-
lows a zigzag course instead of the regular one found in the B‐structure.

It is known that, in vitro, the transition from B‐ to Z‐DNA in alternating pyrimidine–purine sequences can 
be induced by molar or millimolar concentrations of cationic species (e.g., Na+, Ni2+, Co[NH

3
]

6
3+) or 

Figure 3.3.4 CD spectra of H2TPPS4–H2TMPyP4 ternary complexes at the various concentrations of H2TPPS4: 
(a) 0, (b) 1, (c) 2, (d) 3, (e) 5, (f) 6, (g) 7, (h) 8, and (i) 10 μM. The inset shows the relationship between CD 
intensity at 464 nm and the ratio of H2TPPS4 and H2TMPyP4. For the model structure of the binding modes of 
the H2TMPyP4–DNA complexes, r < 1, H2TPPS4 mainly complexed with the intercalated H2TMPyP4, and the 
intercalated H2TMPyP4 was “pulled out” gradually; 1.4 > r ≥ 1, the intercalated H2TMPyP4 was pulled out com-
pletely, and binary aggregates of H2TPPS4 and H2TMPyP4 stacked along the DNA surface; r > 1.4, some binary 
aggregates of H2TPPS4 and H2TMPyP4 departed from the DNA surface. Modified from reference [29]
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 micromolar concentrations of polycationic amines (spermine4+) [40, 41]. This conformational transition can 
be studied experimentally using CD. As shown in Figure 3.3.5, B‐DNA exhibits a positive dichroic band at 
280 nm and a negative band at 250 nm, while Z‐DNA has a negative band at 290 nm and a positive band at 
260 nm [42–45].

Experimental results indicate that Z‐DNA might play a role in transcription, [46–48] and recently it has 
been demonstrated that some proteins selectively interact with left‐handed DNA and stabilize it [35]. In par-
ticular, proteins with charged side chains in close proximity to the DNA can produce, during the binding 
event, the necessary environment to account for the conformational changes. Intracellular cationic concentra-
tions do not approach the experimental levels to induce this transition in unmodified DNA, yet aluminium‐
induced Z‐DNA has been associated with the pathology of neurological disorders and autoimmune diseases 
[49, 50]. However, the potential biological role of Z‐DNA has not yet been fully clarified [51–59], due to its 
challenging detection related to unfavorable B/Z DNA ratios and spectroscopic interferences (in the UV 
region) of proteins and other biological materials. Therefore, the identification of chiroptical probes able to 
discriminate between B‐ and Z‐DNA, is a subject of great interest.

Binding of porphyrins with the Z‐form of DNA was initially studied by Pasternack et al. [60] who dem-
onstrated that H

2
TMPyP4 and Cu(II) derivatives are able to interact with Z‐poly(dG–dC) via intercalation. 

Moreover, H
2
TMPyP4 and CuTMPyP4 induce the Z‐form to transition to the B‐form of poly(dG–dC). The 

transition rate constant is generally not influenced by the concentration of porphyrin and poly(dG–dC) over 
a considerable range, except when the ratio of the base pairs to porphyrin (1/r

0
) is less than about six. 

However, the reaction is extremely fast, as evidenced by a color change in the Soret maxima that occurs 
within the time required to hand‐mix the reagents. The reaction of H

2
TMPyP4 and CuTMPyP4 with duplex 

(dG–dC) follows a simple first‐order kinetics at low 1/r
0
 values (K ≈ 0.6 s–1). After interaction with porphy-

rin, the B‐form and Z‐ form regions coexist within the duplexes. The remaining fraction of the Z‐forms is 
dependent on the ratio of the concentration of porphyrin to base pairs. H

2
TMPyP4 and CuTMPyP4 are able 

to convert around 10–20 pairs of Z‐form DNA into the B‐form. The interaction with the Z‐form begins with 
a porphyrin unassisted distortion, characteristic of the polymer, related to the Z‐form preparation procedure 
that leads to a fraction of the polymer remaining in a B‐form. These regions represent preferential binding 
sites for porphyrins.

At a 1/r
0
 > 6 a dramatic increase in conversion rate only occurs for H

2
TMPyP4 and CuTMPyP4. 

Pasternack suggested that, under these conditions, virtually all of the porphyrins intercalate into B‐regions, 
thus  leading to slow conversion of Z into B. By reducing the number of base pairs per porphyrin (to below 6), 

Figure 3.3.5 CD spectra of DNA in B‐ (black line) and Z‐ (dashed line) conformations
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the B‐region becomes saturated and the porphyrin begins to populate a distorted Z‐portion, thus bringing a 
rapid conversion to the B‐form.

However, since cationic porphyrin intercalation promotes the Z‐ to B‐transition [60, 61], investigation of 
the interaction of these systems with Z‐DNA is not trivial. However, it has been demonstrated that non‐inter-
calative porphyrins H

2
TMPyP2 and MnTMPyP4 are not able to convert Z‐poly(dG‐dC) into the B‐form.

Beginning with these considerations, Purrello and collaborators, using CD, UV adsorption, fluorescence, 
and RLS data [62], have shown that ZnTMPyP4 (non‐intercalative porphyrins due to the presence of the axial 
ligand) is an excellent chiroptical probe for detecting Z‐DNA in alternating cytosine–guanine polynucleo-
tides, poly(dG–dC). The ZnTMPyP4 in the presence of Z‐DNA shows a bisignate ICD signal in the Soret 
region (Figure 3.3.6) and a red shift (about 7 nm) accompanied by a hypochromic effect of the Soret band, a 
blue shift and enhancement of the fluorescence intensity, and an increase in the RLS intensity. All this spec-
troscopic evidence suggests that the interaction mechanism is mainly driven by the exposure of N7 guanine 
atoms, which are available for coordination with the central metal of ZnTMPyP4 through substitution of the 
axial coordinated water molecule. Such coordination can be reversed by the presence of Ni2+ ions able to 
coordinate the N7 and thus to release the porphyrin (Figure 3.3.6).

The recognition capability of ZnTMPyP4, has been proven under more competitive conditions, using short 
Z‐DNA tracts and designing several BZB sequences, where the GC portion (which can be easily converted 
into the Z‐form) is embedded in B‐DNA sequences with different B/Z ratios [63] (Figure 3.3.7). To favor the 
formation of the Z‐form, 8‐bromoguanines (X in the sequence) are used [64–66].

42-mer: GGTTATCXCX(CG)12ATAAACC

58-me: C(TA)3AATTATGGCXCX(CG)12CCATAATT(TA)3G

108-mer: GGTTTATAATTATAA(AT)3AATTTATGG(CG)23CCATAATT(AT)3TTATAATTATAA-ACCC-3’

Z/B=2 (28:14)

Z/B=1.23 (32:26)

Z/B=0,86 (60:46)

Figure 3.3.7 BZB sequences with different B/Z ratios. X indicates 8‐bromoguanines substitutes

Figure 3.3.6 Left: CD spectra of ZnTMPyP4 (4 μM) in the presence of poly(dG–dC) in the B‐conformation (solid 
curve) and in the Z‐form induced by 9 μM of spermine (dashed curve). Right: Schematic model proposed for 
ZnTMPyP4/Z–DNA complex. Modified from reference [62]
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In the presence of all the studied sequences, ZnTMPyP4 shows a bisignate ICD signal, when the GC 
 portion of the BZB sequences is induced in the Z‐form, or a positive feature, when all sequences are in the 
B‐conformation. This different behavior confirms the capability of ZnTMPyP4 to detect the Z‐form in the 
presence of B. Similar results have been obtained in the presence of DNA sequences with lower Z/B ratios, 
where the absence of bromoguanines makes the induction of Z‐conformation more difficult. However, 
although high NaCl concentrations are required, ZnTMPyP4 continues to interact with the Z‐portion through 
binding to the N7 of the guanines (electrostatics are very weak) (Figure 3.3.8).

Another chiroptical probe to detect the left‐handed Z‐DNA (at micromolar concentrations) is the anionic 
NiTPPS4 (Figure 3.3.9). A strong bisignated ICD signal in the Soret region is associated with the Z‐DNA 
recognition, tested both with oligonucleotides (number of base pairs ~50) [67] and polynucleotides (number 
of base pairs ~1000) [68]. NiTPPS4 can detect the Z‐form of 48‐mer CG ODN at concentration <100 nM, 
while it is completely insensitive to CG and AT B‐DNA, thus confirming its selectivity and sensitivity. It is 
able to detect Z‐DNA located at the end of a B‐DNA tract (BZ) or embedded in B‐DNA (BZB) [69]. Balaz 
and coworkers, using the DNA sequence shown in Figure 3.3.7, demonstrated that NiTPPS4 detects Z‐DNA 
fragments in short non‐condensed oligonucleotides with high sensitivity and selectivity. The shape of the ICD 
signal provides information about the stage of Z‐DNA condensation, thus allowing for a clear distinction 
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Figure 3.3.8 CD spectra of ZnTMPyP4 in the presence of different DNA sequences from left to right: 42‐mer, 
58‐mer, 108‐mer (shown in Figure 3.3.7), in B‐conformation (black curves) and in Z‐conformation (grey curves). 
Modified from reference [63]
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between condensed Z‐DNA (positive bisegnate CD couplet) [70] and non‐condensed Z‐DNA (negative 
bisegnate CD couplet) (Figure 3.3.9).

In this case, the interaction between anionic porphyrin and negatively charged DNA is promoted by the 
charge‐shielding effect of spermine that stabilizes porphyrin–DNA complex formed by axial coordination of 
the nitrogen N7 of guanine with nickel. Moreover, by triggering spermine protonation, it is possible to mod-
ulate the interaction between NiTPPS4 and Z‐DNA as well as the DNA helicity (Figure 3.3.10) [68]. This 
behavior makes the complex switchable by pH, allowing for a supramolecular reversible information storage 
system and an AND logic gate.

3.3.2.3 G‐quadruplex

The formation of four‐stranded DNA structures by guanine rich DNA oligomers has received considerable 
interest in the recent literature.

G‐quartets (GQ) are highly polymorphic (Figure 3.3.11) and can be classified in terms of stoichiometry 
(uni, bi, and tetramolecular) and orientation (parallel, antiparallel, and mixed) [14]. The type of GQ structure 
depends on the DNA composition and length as well as on the conditions under which it has been prepared 
(i.e., nature of cations (Li+<Na+<K+), the presence of ligands, and the annealing conditions These structures 
play an important biological role. GQ conformations are, in fact, adopted by telomeres (the end portion of 
chromosomal DNA) and protect the DNA from degradation. Through stabilization of the telomeric G‐quad-
ruplex structure, for example by capping it with a porphyrin, it is possible to inhibit the activity of telomerase, 
an enzyme responsible for the elongation of telomeres. This enzyme is over‐expressed in cancer cells, and, in 
fact, it has been associated with the longevity of most cancer cells. Therefore, telomerase inhibition, by 
 stabilization of the GQ portion, can help to restrict the growth of cancer cells [71–73].

There is a structure‐based quest for telomerase inhibitors, mainly based on planar or extended‐planar 
 molecules.

Porphyrin and metallo‐porphyrins were among the first ligands studied for GQ binding and stabilization 
capability. The metal‐free tetracation H

2
TMPyP4 possesses molecular dimensions that resemble G‐tetrads 

and act as an effective inhibitor of human telomerase by an in vitro assay.

Figure 3.3.9 Molecular structure of NiTPPS4 and CD spectra in the presence of an 48‐mer DNA sequence in 
B‐conformation (solid curves) and in Z‐conformation induced with 50 mM of NiCl2 (dashed curve left panel) or 
with 0.1 mM of NiCl2 + 6 μM of spermine (dashed curve right panel). Modified from reference [70]
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The binding mode of porphyrin–GQ depends on several factors (i.e., type of GQ, DNA sequence, and the 
arrangement of strand orientations). Among them, the groove sizes of different antiparallel G‐quadruplexs as 
well as the structures of the loops and adjacent non‐G‐tetrads might also influence the binding specificity.

Three modes of binding have been proposed: (i) binding to the top and the bottom of the quadruplex  
(capping) [74], (ii) external binding on strands of G‐quadruplexes [75], or (iii) intercalation between guanine 
tetrads within a quadruplex [76]. All of these binding modes have been shown to increase the stability of the 
GQ structure. The capping ability of porphyrins at the end of the GQ results in an enhanced stability of the GQ.

Sherdy, using UV–Vis titration, showed that the Soret absorption band of H
2
TMPyP4 in excess of T4G4 

(which forms simple parallel stranded quadruplexes with K+) and the self‐complementary 12‐mer 
(CG)

2
ATAT(CG)

2
, is red shifted (10–12 nm) and shows a significant hypochromic effect (35–40%) [77]. 

In  particular, the Soret red shift of the H
2
TMPyP4 is intermediate between what is observed for intercalation 

(≥15 nm) and that for outside binding (≤8 nm), whilst the hypochromic is typical for an intercalation mecha-
nism. These spectroscopic  features and energy transfer studies confirm that H

2
TMPyP4 interacts with T4G4 via 

intercalation at low concentrations (0.25–0.4 mM DNA and 3–5 μM H
2
TMPyP4), while at higher concentra-

tions a more complex mixed binding mechanism occurs.
Intercalation of H

2
TMPyP4 has also been observed with distinct DNA GQ (G2, G3 and G4, Figure 3.3.12) [78].

Figure 3.3.10 CD spectra and schematic representation of poly(dG–dC)–spermine–NiTPPS4 complex, chang-
ing the pH of the solution
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Figure 3.3.11 Different types of GQs structures

The assembly of G rich DNA sequences to form a tetraplex is favored under high [K+] conditions. Binding 
ITC data in K‐BES buffer show an affinity order G2 > G4 >> G3, with distinct binding stoichiometries of 1:1, 
2:1, and 3:1 H

2
TMPyP4 to GQ for G2, G3, and G4, respectively. In Na‐BPES buffer the interactions with G3 

and G4 are characterized by a high‐affinity binding event requiring low [H
2
TMPyP4]/[DNA] ratios, followed 

by a weaker secondary process that requires higher ligand concentrations to achieve saturation. The affinity 
of the parallel stranded G4 tetraplex toward the porphyrin is greatly enhanced in the presence of Na+ ions, 
such that the first binding process dominates the overall profile interaction.

Figure 3.3.12 Scheme of the sequences studied in reference [78]. Modified from reference [78]
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Intercalative binding of ligands at GpG sites, allowing for a high ligand to DNA loading, rather than com-
petitive modes involving pasting or stacking to either end of the tetraplex, is supported by molecular mode-
ling of the possible complexes. Simultaneous occupation of adjacent intercalation sites in the DNA requires 
that exclusion effects on neighboring sites are not relevant for the binding of the ligand. The proposed model 
is based on asymmetric positioning of successive porphyrins without either significant inter‐ligand contact or 
disruption of the global tetraplex integrity.

However, the interactions are strongly influenced by the solution conditions. Using Na+ conditions, dif-
ferential sites for stepwise binding become apparent, where an initial 1:1 high affinity event dominates the 
overall interaction and masks the subsequent uptake of further ligand. The porphyrin–tetraplex binding 
behaviors are strongly influenced by K+/Na+ buffer conditions.

Nevertheless, intercalative binding has been reported by Yamamoto and coworkers [79], who studied the 
interaction of H

2
TMPyP4 with all‐parallel type G‐quadruplex d(TTAGGG), formed by using potassium 

buffer as reported previously [80] (a single repeat sequence of the human telomere, exhibiting a melting 
temperature (T

m
 ) of >50 °C) by NMR, UV‐Vis absorption, and CD. Intercalation of H

2
TMPyP4 into the 

A3pG4 step of the G‐quadruplex DNA, [d(TTAGGG)]4, with a K
a
 value of 6.2 × 106 M–1 is supported by a 

red shift (18 nm) and 66% hypochromicity of the Soret band in the UV–Vis region as well as by a negative 
induced CD band (Figure 3.3.13).

Nuclear Overhauser Effect (NOE) studies confirm that the binding of H
2
TMPyP4 to [d(TTAGGG)]4 is 

significantly stabilized by the stacking interaction between the π‐system of the porphyrin moiety and the GQ 
plane formed by GQ guanine bases, as well as by the electrostatic attraction between pyridinium ions and 
phosphate ions of the DNA backbone. A model study suggested that the π–π stacking between the porphyrin 
moiety of H

2
TMPyP4 and A3 adenine bases also contributes to complex formation (Figure 3.3.13) [79]. The 

relatively flexible 5′‐terminal TTA region of d(TTAGGG)4 could be suitable for the accommodation of 
H

2
TMPyP4 at the A3pG4, with the porphyrin sandwiched between G4 and A3 bases. Since d(TTAGGG)4 

forms a dimer in solution through intermolecular end‐to‐end stacking of the G‐quartets formed by the G6 
guanine bases, the interface between GQ formed by G6 could be a potential binding site for H

2
TMPyP4, 

leading to a 1:2 stoichiometry for the complex formation.
A1 crystal structure of the bimolecular human telomeric quadruplex of the d(TAGGGTTAGGG) sequences 

with H
2
TMPyP4 has been provided by Neidle and Balasubramanian [81]. This crystal structure indicates that 

H
2
TMPyP4 does not intercalate, but one molecule is stacked onto an AT base pair, thus forming a TT propel-

ler loop. The second H
2
TMPyP4 molecule is stacked externally onto thymine bases at the edges of both TTA 

and TT loops. There is no direct ligand contact with any G‐tetrads. The structure presented shows that the 
stable parallel quadruplex topology is preserved on ligand binding. H

2
TMPyP4 forced a major change in one 

loop, from a trinucleotide TTA loop to a dinucleotide TT one. The loop topology thus results in providing a 
more flexible and complex interface for the H

2
TMPyP4 binding.
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Figure  3.3.13 CD spectra of H2TMPyP4, 6 μM, in the presence of d(TTAGGG). Models of intercalation of 
H2TMPyP4 into the A3pG4 step proposed from the molecular mechanics calculation. Modified from reference [79]
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The influence of the loop region has also been studied by Zhang and coworkers [82]. CD measurements 
indicate the transformation of the GQ structures of the single‐strand oligonucleotide d(TTAGGG)2 (12‐mer) 
from the parallel to a mixed parallel/antiparallel, in the presence of K+, with the binding of H

2
TMPyP4 [82]. 

Titration with K+ shows a turning point at ratio (H
2
TMPyP4/DNA) R ≈ 5, thus suggesting the number of por-

phyrins required to induce the GQ structural conversion. In the absence of K+, for 0 < R < 5 the interaction 
between H

2
TMPyP4 and d(TTAGGG)2 induces the formation of an antiparallel GQ structure. R = 5 is taken as 

the saturated binding number of H
2
TMPyP4 molecules to induce such a transition and stabilize it (Figure 3.3.14).

Similar experiments have been performed using shorter (6‐mer 5′‐TTAGGG‐3′) and longer (24‐mer 5’‐
TAGGG(TTAGGG)

3
T‐3′) DNA strands. While a 6‐mer remains in a random form upon addition of porphy-

rin, the 24‐mer sequence transforms into an antiparallel GQ. The 24‐mer sequence has the potential to form 
intramolecular antiparallel or parallel GQ DNA, the 12‐mer sequence has the ability to form hairpin antipar-
allel GQ or the parallel GQ with two strands, while 6‐mer sequence can only form intermolecular parallel 
GQ. For the case of 12‐ and 24‐mer DNAs, both the antiparallel GQ structures have end loops for the stacking 
of H

2
TMPyP4, which will stabilize GQ further by the aid of the stacked porphyrins. On the contrary, parallel 

GQ merely has external loops and cannot provide a suitable space for accommodation of H
2
TMPyP4.

It is thus reasonable to speculate that the end‐loops play a crucial role in stabilizing GQ induced by 
H

2
TMPyP4.
Shieh et al. presented a novel strategy of using GQ as a drug carrier to target cancer cells for photodynamic 

therapy (PDT) [83]. They used an AS1411 aptamer as the drug carrier to deliver H
2
TMPyP4 into the MCF7 

breast cancer cells. Because the GQ structure is known to target the overexpressed nucleolin in cancer cells, 
the effect of the GQ structure as a carrier for the delivery of H

2
TMPyP4 into cancer cells by nucleolin‐medi-

ated internalization was investigated. The target and delivery mechanism is based on the specific interaction 
of the aptamer‐H

2
TMPyP4 complex with nucleolin, a protein overexpressed in breast cancer.

Figure 3.3.14 CD spectra of d(TTAGGG)2 at a concentration of 8.8 × 10−7 M in 10 mM Tris–HCl buffer (pH = 
7.2) titrated with H2TMPyP4 (0–1.67 × 10−5 M) in the presence (left panel) or absence of K+ (right panel). 
Modified from reference [82]
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UV measurements show a red shift of the H
2
TMPyP4 Soret, whose entity is at an intermediate level 

between the typical intercalated binding and the outside binding modes and a more evident hypochromicity 
than that associated with the intercalation binding mode. CD measurements suggest a mixed binding mode 
(intercalative–outside binding). Energy transfer measurements show that a significant energy transfer occurs 
from excited G bases to H

2
TMPyP4, thus suggesting an intercalative binding mode. Scatchard plot fitting 

indicated that the binding number of H
2
TMPyP4 per AS1411 aptamer was in the 5–7 range, while Job plot 

fitting suggests that one AS1411 aptamer molecule binds with 6.1 H
2
TMPyP4 molecules. From these results 

it can be assumed that H
2
TMPyP4 molecules intercalate into four groups of adjacent stacked GQ of aptamers, 

and the other two H
2
TMPyP4 molecules present end‐pasted arrangements.

In vitro studies showed that MCF7 cells with high nucleolin expression have a large aptamers–H
2
TMPyP4 

complex uptake and serious photodamage in comparison with normal epithelium cells. The GQ of the AS1411 
aptamers appears to be an ideal vector for nucleolin targeting and breast cancer specific drug delivery.

Interest then moved to the influence of chemical modification of the porphyrin in order to increase the 
stabilization of the GQ.

The differences in DNA quadruplex interactions between the positional isomers H
2
TMPyP4 and H

2
TMPyP2 

have been scrutinized by ligase assay, DMS foot printing, and CD spectroscopy [84]. UV thermal melting 
profiles of human telomere repeats GGTTA, forming antiparallel GQ, show that both H

2
TMPyP4 and 

H
2
TMPyP2 interact with and stabilize antiparallel quadruplex DNA, but by structurally distinct modes. In 

fact H
2
TMPyP4 binds by external stacking with the guanine tetrads (intercalation between the guanine tetrads 

is less probable) with intramolecular quadruplex DNA with a diagonal loop (in K+ buffer). In Na+ buffer DNA 
forms a hairpin‐dimer quadruplex and H

2
TMPyP4 binds through external stacking to a three‐layered hairpin‐

dimer quadruplex. Conversely, H
2
TMPyP2 mainly binds to TTA loops. In H

2
TMPyP2 there is a high‐energy 

barrier for the pyridyl rings to become coplanar with the porphyrin core. Thus H
2
TMPyP2 cannot easily stack 

externally to the bottom guanine tetrad layer and fits more easily in the larger niche created by the diagonal 
loop and the thymine loops at the quadruplex–duplex junction. Ortho‐substitution groups at the meso porphy-
rin ring position are, thus, not favored for telomerase inhibition.

Hurley and coworkers studied the interactions of H
2
TMPyP2 (ortho), H

2
TMPyP3 (meta), and H

2
TMPyP4 

(para) with parallel and antiparallel GQ, using gel mobility shift experiments and a helicase assay [85]. 
Photocleavage methods demonstrated that H

2
TMPyP3 ostensibly has the strongest binding affinity with 

parallel GQ, followed by H
2
TMPyP4. H

2
TMPyP2 has almost no interaction with these structures. H

2
TMPyP4, 

according to photocleavage, binds with monomolecular antiparallel GQ through external stacking, rather 
than by GpG intercalation. Porphyrins with very similar structures showed different binding affinities to 
antiparallel GQ DNA. H

2
TMPyP2 does not appreciably interact with either parallel or antiparallel GQ. 

H
2
TMPyP4 is more specific to antiparallel GQ. Therefore, the different position of the N‐pyridyl group 

determines the free rotation of the pyridyl groups at the meso positions and the relative dihedral angles of 
the porphyrin core and pyridyl groups, thus affecting their interactions with the GQ. H

2
TMPyP3 fits the 

pockets between the end G‐tetrads and the loops in a parallel GQ better than H
2
TMPyP4, whilst H

2
TMPyP2 

does not fit any site in the GQ‐parallel.
Finally, the influence of the central metal was investigated by Yatsunyk and coworkers [86]. H

2
TMPyP4 

and its Zn(II), Cu(II), and Pt(II) derivatives induce GQ folding in the oligonucleotide d(TAGGG)2 in K+ 
buffer. CuTMPyP4 and PtTMPyP4 form square planar complexes, as does H

2
TMPyP4, while ZnTMPyP4 

adopts a square pyramidal geometry, which should preclude an intercalative binding mode. CD and UV spec-
troscopies demonstrated that H

2
TMPyP4, ZnTMPyP4, and CuTMPyP4 are capable of stabilizing GQ DNA, 

but only ZnTMPyP4 induces a GQ structure in d(TAGGG)2. The presence of K+ is important in such pro-
cesses. d(TAGGG)2 exists in a propeller type parallel bimolecular GQ form under a high K+ concentration, 
while a buffer with a low K+ concentration or any amount of Li+ or Na+ are unable to induce GQ structures of 
d(TAGGG)2. ZnTMPyP4 induces a mixture of parallel–antiparallel GQ structures. CD titration of preformed 
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GQ structures with ZnTMPyP4 led to low hypochromicity and no Soret shift, thus suggesting a minimal rear-
rangement of the GQ structure imposed by Zn porphyrin (Figure 3.3.15).

The H
2
TMPyP4, CuTMPyP4, and PtTMPyP4 addition to d(TAGGG)2 led to a complete disintegration of 

the secondary DNA structure at the end of the titration. H
2
TMPyP4 is able to promote single stranded 

dTAGGG(TTAGGG)3T into an antiparallel quadruplex conformation or to promote, in a K+ rich buffer, tran-
sition from a hybrid to an antiparallel form. On the contrary, H

2
TMPyP4 is not able to promote and stabilize 

folding of d(TAGGG)2 parallel GQ (Figure 3.3.15).
ZnTMPyP4 is capable of promoting parallel GQ structures of human telomeric DNA. ZnTMPyP4 is not 

expected to be capable of intercalating between G‐tetrads. Therefore, the most likely mode of binding is end‐
stacking as opposed to groove or loop binding. These modes do not produce large changes in the UV–Vis spectra.

A thermodynamic profile suggests an external binding that does not perturb quartet stacking, specifically 
an end‐stacking mode. The high entropic contribution is probably related to the displacement of water from 
the surface of GQ upon ligand binding. UV–Vis and ITC titrations suggest two equivalent and independent 
ZnTMPyP4 binding sites on each end of the quadruplex. ZnTMPyP4 facilitates the folding of d(TAGGG)

2
 

into parallel GQ, driving the equilibrium between the unfolded and folded GQ structure toward the latter 
under otherwise unfavorable conditions (low amount of K+). The role of the two axial water molecules can be 
important.

3.3.3 Porphyrins covalently linked to DNA

3.3.3.1 Porphyrins attached to 5′‐ and 3′‐termini of DNA with phosphates and amides

3.3.3.1.1 5′‐Phosphate linkage

Traditionally, CD in the region below 300 nm has been used to identify DNA transitions resulting from ligand 
binding and environmental factors, such as temperature and ionic strength. In order to gain greater sensitivity 
it was envisioned that porphyrins attached to the opposite ends of the DNA scaffolding might be useful 
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Figure  3.3.15 (a) Titration of 4.5 μM d(TAGGG)2 in LS KPi with ZnTMPyP4 at 25 °C monitored by CD.  
(b) Change in molar ellipticity of d(TAGGG)2 at 264 nm upon addition of H2TMPyP4, ZnTMPyP4, CuTMPyP4,  
and PtTMPyP4 at 25 °C. Modified from reference [86]
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reporter groups for exciton‐coupled CD to detect geometrical changes in the backbone of a DNA sequence. 
As such, the DNA polymer serves as a chiral spacer for the bis‐porphyrin system. The consequent through‐
space interaction of the porphyrins across the DNA duplex can give rise to an exciton couplet CD signal in 
the Soret band region. The Soret region is useful because, unlike that of the DNA below 300 nm, the 420 nm 
region is usually free of undesired spectral overlaps from chromophoric ligands. Hence, this part of the spec-
trum should reflect a DNA conformational change upon ligand binding, depending on the length of the 
sequence and the degree of interporphyrinic twist.

5′‐Porphyrin end‐labeled DNA sequences with a phosphate linker were prepared using the phosphoramid-
ite P1 (Figure 3.3.16) and automated solid phase chemistry [87]. Pyridyl groups were incorporated into the 
porphyrin scaffold to increase water solubility, and it was then demonstrated that 5′‐porphyrin end‐labeling 
via phosphates does not induce a conformational change of the B‐form duplex.

As shown in Figure 3.3.17, the typical +/–couplet at ~260 nm is observed, similar to the porphyrin‐free 
duplex [4, 87, 88]. In the Soret region a characteristic positive exciton couplet (right‐handed twist) can be 
observed at low temperatures, which converts into a strongly positive, monosignate band upon denaturation 
of the duplex at 80 °C.

For confirmation of the through‐space coupling between the porphyrins, a double‐stranded sequence was 
formed from the non‐self‐complementary 5′‐end‐labelled (CT)

4
 and its complementary porphyrin‐free 

sequence 5‐(GA)
4
, so no porphyrin–porphyrin coupling would be possible. As anticipated no exciton couplet 

in the Soret portion of the CD spectrum was seen. Only a negligible positive CD band was observed at 0 °C 
in the DNA region in addition to a strong positive band for a single strand at 80 °C in the 400 nm part of the 
spectrum.

It is intriguing to note that, generally speaking, phosphate–porphyrin modified sequences with B‐DNA 
or A‐DNA conformations display a positive couplet in the Soret region. Conversely, amide–porphyrin 
modified sequences with B‐DNA conformation, which will be discussed in more detail later, display a 
negative couplet in the Soret region. The sign of the couplet does not seem to depend on the nature of the 
porphyrin (metallated versus free‐base). The following examples provide evidence. A positive couplet in 
the Soret region is observed (Figure 3.3.18a) in a study of 5′‐phosphate–porphyrin end‐capped (dCdG)

n
 

(n = 3–6) duplexes, where the DNA region clearly indicates a B‐DNA conformation [87]. A positive cou-
plet is also displayed (Figure 3.3.18b) in the Soret region of the 5′‐phosphate–porphyrin end‐capped (dG–
dA)

4
 duplex, which, as it is based on the DNA region, displays the spectral character of an A‐DNA 

conformation [89]. Intriguingly, end‐capped amide–porphyrin sequences display a negative couplet as 

N

NH N

HNN

N

P
N(iPr)2

OCH2CH2CN
O

OH

Figure 3.3.16 Tetraarylporphyrin P1 attached to the cytosine of the (GC)4 DNA octamer
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seen in studies of a 3′‐end‐capped 3′‐dT‐5′‐(dG–dC)
3
‐dA‐3′ duplex (Figure 3.3.18c) [88] as well as of a 

5′‐end‐capped 5′‐dT‐(dG–dC)
3
‐dA‐3′duplex [90].

3.3.3.1.2 Detection of the B‐ to Z‐transition

GC rich sequences are well known to undergo B‐ to Z‐transitions at high ionic strengths. Thus a 5′‐end‐
labelled self‐complementary (CG)

4
 8‐mer was prepared to determine whether the CD analysis of the Soret 

region of the spectrum would detect the B‐ to Z‐transition in these sequences under high salt conditions [91]. 
Figure 3.3.19 shows that indeed the Soret region sensitively reflects this transition from a right‐ to left‐handed 
DNA conformation. A weak signal is observed in the 400–425 nm region with no added salt while the Z‐form 
shows a very strong and positive bisignate signal (right‐handed twist) in the presence of a saturated amount 
of sodium chloride. Thus CD analysis of the Soret region is useful to quantify the amounts of B‐ and Z‐form 
DNAs during the salt‐induced transition.

As the porphyrin–DNA conjugate with P1‐5′‐phosphate‐(CG)
4
‐3′ becomes titrated with salt to higher 

ionic strengths, the UV–Vis spectral response displays a strong hypochromic shift of the Soret and DNA 
absorption bands (Figure 3.3.20). The hypochromic shift is interpreted as being due to an increased shield-
ing between the porphyrin and the nucleotide π‐electron systems in the Z‐conformation. Two DNA forms 
(B‐ and Z‐forms) coexist in equilibrium, as shown by the presence of one isosbestic point in the DNA 
absorption region (~212 nm). The same equilibrium is reflected by an isosbestic point in the Soret band 
region (~436 nm).

Even though in principle the exciton CD diagnostic methodology holds promise for following DNA con-
formational changes, in practice it has so far only been demonstrated to work for the monitoring of salt‐
induced B→Z conformational transitions. Additionally, it is worth noting that the success of case studies 
analogous to the one just presented is contingent on the fact that the inter‐porphyrin twist and distance are 
favorable (up to 66 Å) [92–97]. The optimal distance insures that porphyrin chromophores found on the 
opposite sides of the DNA duplex can serve as real‐time reporters by the exciton couplet CD in the Soret 
band region.

Figure 3.3.17 CD of P1–(GC)4 at 0 and 80 °C. Reprinted with permission from [4], Copyright 2007 IUPAC
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Figure 3.3.18 DNA and Soret region signals for end‐termini porphyrin labeled DNA sequences with phosphates (a) and (b), and amide  
(c) linkages. Reprinted with permission from [4], Copyright 2007 IUPAC, and from [87] and [88] with permission from American Chemical 
Society
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3.3.3.1.3 3′‐Amide linkage

In order to explore the effect on the Soret region of a 3′‐porphyrin linkage, a thymidine phosphoramidite, 
P2‐3′‐T (Figure 3.3.21), was attached to a solid‐supported 5′‐GCGCGCA‐3′ sequence [98].

Based on the CD, a porphyrin in the 3′‐position does not appear to disrupt the conformation of the duplex 
conformation. The CD of the modified and unmodified sequences are essentially the same in the DNA region 
below 300 nm. The CD spectrum taken at 0 °C of an annealed 8‐mer conjugate P2‐3′‐T‐5′‐GCGACGCA‐3′ 
showed a negative exciton split signal in this 3′‐amide‐linked construct, characteristic of a left‐handed inter-
porphyrin twist (Figure 3.3.22) [4, 98]. In contrast to the porphyrin P1 attached to the 5′‐end of a duplex via 
a phosphate linker, the single‐stranded porphyrin P2 attached to the 3′‐end of the sequence did not show any 
signal in the Soret region.

Figure 3.3.19 CD spectra of 8‐mer sequence P1‐5’‐phosphate‐(CG)4‐3’ at different salt concentrations [4, 91]. 
Reprinted with permission from [4], Copyright 2007 IUPAC

Figure 3.3.20 Hypochromic shift and isobestic point in both DNA and porphyrin absorption regions of sequence 
P1‐5’‐phosphate‐(CG)4‐3’. Reproduced from [91] with permission from The Royal Society of Chemistry
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3.3.3.1.4 5′‐Amide linkage

For the replacement of the natural 5′‐phosphate linker with a more rigid amide linker, conjugate P2‐T‐5′‐
(GC)

3
A‐3′ was prepared (Figure 3.3.23) [4, 99]. The annealed CD spectra showed a right‐handed B‐DNA 

Figure 3.3.22 CD melting spectra of 8‐mer sequenced P2‐3’‐T‐5’‐amide‐GCGCGCA‐3’. Inset: Difference in sen-
sitivity in the detection of conformational changes at 260 and 428 nm. Reprinted with permission from [4], 
Copyright 2007 IUPAC

N

NH N

HNN

N

N

O

NH

O

P N

NH

O

O

N(iPr)2

O

NCH2CH2CO

Figure 3.3.21 Tetraarylporphyrin phosphoramidte P2‐3’‐T attached through 5’–5’ coupling on a solid supported 
5’‐GCGCGCA‐3’ 7‐mer by conventional 3’–5’ synthesis
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signal in the 220–320 nm region and, as in the 3′‐amide linker case, a very strong negative couplet in the 
400–440 nm region (Figure 3.3.23b). Increasing the temperature from 0 to 60 °C caused the bisignate signal 
to disappear and at the same time a positive band at 424 nm developed at 60 °C.

Figure 3.3.23b reveals that the sensitivity of the 5′‐amide‐linked sequence is slightly greater than that for 
the corresponding 3′‐amide‐linked sequence.

3.3.3.2 Capping effect

It has been shown [4, 89] that a terminal porphyrin can even stabilize non‐self‐complementary sequences, for 
example, OH‐(GA)

4
‐OH, as depicted in the left side of Figure 3.3.24. In this case, the CD spectrum of an 

unmodified sequence shows a curve reflecting an unorganized single‐stranded structure. The CD spectrum 
of  the 5′‐end‐labelled sequence shows a spectrum characteristic of A‐like conformational features 
(Figure 3.3.18b). The bisignate signal in the Soret region at –5 °C indicates long‐range porphyrin–porphyrin 
interactions originating from the antiparallel duplex shown in the figure. The Soret band signal changed 
markedly upon raising the temperature from –5 to 80 °C as the bisignate signal disappeared at temperatures 
higher than 30 °C, at which point a positive band began to develop. As anticipated, the CD spectrum of the 
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Figure  3.3.23 (a) Structure of phosphoramidite P2‐5’‐T for the preparation of P2‐5’‐T‐5’ (GAC)3A‐3’; and 
(b) CD spectrum of the 8‐mer at two different temperatures [4, 99]. Reprinted with permission from [4], Copyright 
2007 IUPAC
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porphyrin‐free sequence was only marginally affected on raising the temperature from –5 to 80 °C. In 
 summary, the results show that the tetrarylporphyrin P1 can serve as a hydrophobic molecular cap for the 
stabilization of a non‐self‐complementary non‐Watson–Crick 5′‐(GA)

4
‐3′ sequence.

A comparative study by Balaz’s group with constructs prepared with an amide linker to the 5′‐DNA ter-
mini led to more significant hybridization with a non‐self‐complementary (dA–dG)

4
 DNA than a construct 

with a charged phosphate linker [100]. In this study they observed interesting multisignate CD profiles in the 
porphyrin region in the presence of 100 mM NaCl, similar to previous studies, which has been assigned to 
strong electronic interactions between helically stacked porphyrins. The fact that DNA termini are vulnerable 
to low base‐pairing fidelity can be resolved by introducing porphyrins as protective capping agents.

Interestingly, it has been found that free‐base porphyrin, Cu–porphyrin, and Zn–porphyrin DNA conju-
gates gave very different CD responses in the porphyrin region in a low‐salt environment. This has been 
interpreted as resulting from the different porphyrin hydrophobicities, which affect the extent of the interac-
tion with adjacent nucleobases even under low or moderate salt concentrations. The three different CD 
 profiles shown in Figure 3.3.25 imply that these signals do not just originate from degenerate porphyrin– 
porphyrin through‐space interactions, but also in part from some non‐degenerate porphyrin‐adjacent nucle-
obase interactions. From the very intense and narrow CD couplet shown in Figure 3.3.25, it was anticipated 
that a Zn–porphyrin construct in which the Zn is axially liganded to a water molecule will be less involved in 
closely attached nucleobases.

To provide further insight into the preferred conformation of the porphyrins around the DNA duplexes, 
Molecular Dynamics (MD) and Monte Carlo (MC) molecular modeling simulations [90] were carried out. 
These simulations revealed a significant difference in the dynamic behavior of the conjugates depending on 
the type of porphyrin (presence and nature of the metal at the porphyrin center). The free‐base porphyrin 
conjugate displayed a reduced structural flexibility at one of the DNA termini, with one of the porphyrins 
showing less mobility while retaining some degree of capping‐effect over the terminal A–T base pair to 
which it is covalently tethered. The capping or at least semi‐capping effects induced by free‐base porphyrin, 
as evidenced by MD and MC, can be observed in Figure 3.3.26b and c. In contrast, the Zn‐based conjugate 
showed both tethered porphyrins to be equally mobile (Figure 3.3.26d), uncapping fully from the terminal 
A–T base pairs and rotating freely in the solvent, only transiently capping the A–T base pairs.

These MD and MC results corroborate the observed CD spectral results. In the case of the Zn‐porphyrin 
conjugate a strong non‐degenerate coupling becomes possible because the distance between the porphyrin 
plane and closest A–T base pair is about 12 Å. However, in the case of the Cu and non‐metallated conjugates 

Figure 3.3.24 Depiction of an 8‐mer non‐self‐complementary sequence P1‐phosphate‐d(GA). Reprinted with 
permission from [89]. Copyright © 2006 WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim
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the distance between the porphyrins and the closest A–T base pairs becomes relatively close (4–5 Å). 
Therefore, a second strong contribution due to non‐degenerate coupling appears and leads to overall mon-
osignate bands. Under these conditions the B‐form conformation of the DNA is preserved based on the CD 
profile below 300 nm. An increase in the ionic strength from 150 to 400 mM NaCl promotes the formation of 
porphyrin–DNA non‐aggregates with particularly characteristic, although unusual, multisignate CD Cotton 

Figure 3.3.25 Top: Sequence of 5’‐DNA porphyrin conjugate. Bottom: CD response of free‐base porphyrin (left 
panel); Zn–porphyrin (middle panel); Cu–porphyrin (right panel) attached to a 5’‐dT‐(dG‐dC)3‐dA‐3’ DNA 
octamer via a 5’‐amide linker. Reprinted with permission from [90]. Copyright © 2009 WILEY‐VCH Verlag GmbH 
& Co. KGaA, Weinheim
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effects within the porphyrin Soret region (trisignate or tetrasignate CD curves) (Figure 3.3.27). The origin of 
the observed multisignate CD profile is the strong electronic interaction between stacked porphyrins due to 
head‐to‐tail interduplex aggregation. This emphasizes the sensitivity of CD to structural changes from normal 
DNA duplexes to large interduplex aggreagates as well as the role of the phorphyrin to serve as an efficient 
glue to promote this transition.

(a) (b) (c) (d)

Zn...H2O

Zn...H2O

~ 12 Å

~ 4 Å

~ 4 ÅM
~ 8 Å

~ 5 ÅM

Figure  3.3.26 (a) Schematic representation of 5’‐DNA metalloporphyrin conjugates; (b) most energetically 
stable capped free‐base porphyrin 8‐mer and (c) its conformation resulting from 2 ns MD run; and (d) lowest 
energy structure from conformational of Zn–porphyrin 8‐mer. Distances between porphyrin and A–T planes are 
indicated in Å. Reprinted with permission from [90]. Copyright © 2009 WILEY‐VCH Verlag GmbH & Co. KGaA, 
Weinheim (See color figure in color plate section)
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(b) the presence of 150mm NaCl; and (c) 450 mm NaCl. Reprinted with permission from [90]. Copyright © 2009 
WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim
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This duplex aggregation has been supported by steady‐ and time‐resolved fluorescence data while DeVoe 
calculations [90] provided additional conformation for the origin of the multisignate CD porphyrin bands.

3.3.3.3 Porphyrin C‐nucleoside replacement of natural nucleobases

Kool’s group studied the replacement of natural DNA nucleobases with different non‐polar aromatics and 
heterocyles and how this might influence the electronic and physicochemical properties of the hybrid duplex 
[101]. In their work, they linked a free porphryin (P) directly to 2‐deoxy‐D‐ribose by a C–C bond for attach-
ment to the natural backbone of the polymer via phosphoramidite chemistry (Figure 3.3.28) [102]. The avail-
ability of the phenylporphyrin monomer 1 permitted the synthesis of oligonucleotides where the porphyrin 
could be placed anywhere within the duplex. In the event, they prepared a number of duplexes where the P 
was paired against T, A, and an abasic site, a, as well as an abasic nucleoside duplex terminated with a por-
phyrin nucleoside.

Duplexes with the porphyrin placed in the middle of the sequence and paired with A and T were less stable 
relative to the natural A–T containing a control duplex. The duplex paired with an abasic site, a, was more 
stable (~10 °C) than a duplex containing a paired with a natural base. CD spectra of these duplexes showed 
spectral features similar to those of a B‐form control duplex in the DNA region of the spectra (Figure 3.3.29) 
indicating no obvious effect on the DNA backbone conformation by porphyrin substitution. A strong, nega-
tive induced CD signal in the Soret region at 400 nm for duplexes where the porphyrin is at or near the center 
of the duplex, suggests intercalation of the porphyrin within the major groove of the DNA. Single strands 
with P showed a strong positive band at the same wavelength consistent with no intercalation.

3.3.3.4 Porphyrins embedded in the backbone of DNA

Richert’s group were the first to report the synthesis and physicochemical properties of oligodeoxynucleo-
tides with an imbedded porphyrin attached to phosphates in order to determine the extent of the interaction 
between the porphyrin and neighboring nucleobases [103]. Specifically, they joined the alkylporphyrin 2 to 
the deoxyribosyl moiety, via the phosphate at the end of the oxypropyl side chains of the porphyrin, as indi-
cated in Figure 3.3.30.

An octadecamer was hybridized with several complementary DNA oligomers and the duplex was charac-
terized extensively by UV–Vis, CD, fluorescence, and NMR spectroscopy. All the duplexes synthesized were 
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Figure 3.3.28 Structure of P monomer 1
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somewhat less stable than the unmodified control. The CD spectra in the DNA region of the duplexes were 
similar to that observed with normal B‐form DNA, demonstrating no significant Watson–Crick structural 
distortions. A UV‐melting temperature study showed loss of elipticity that is typical of normal DNA undergo-
ing transition between duplex and random coil forms of the polymer. These absorbance, CD, and fluores-
cence experimental results show that the imbedded porphyrin interacts electronically with adjacent 
nucleobases with a stronger effect with duplex DNA relative to single‐stranded DNA.

3.3.3.5 Diastereochemically pure anionic porphyrin–DNA dimers

The Majima group [104] were the first to prepare diastereochemically pure anionic porphyrin–DNA dimer 
complexes in which the porphyrin is tethered through a chiral phosphorus atom in the middle of a self‐com-
plementary DNA 10‐mer, 5′‐GCGTATPACGC‐3′, and a non‐self‐complementary 5′‐GCCTPAGTCG‐3′. 
Both constructs were prepared with monomer 3. The R

p
‐phosphoramidate configuration directs the attached 
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Figure 3.3.29 Circular dichroism of a control duplex (T versus A); duplexes 1 and 2 with P paired A and T; 
duplex 3 with P opposite an abasic site, Φ a; and single‐stranded 4 with P. Reprinted with permission from [102]. 
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porphyrin to the minor groove of the DNA helix whereas the S
p
‐phosphoramidate configuration directs the 

porphyrin toward the major groove of the duplex (Figure 3.3.31). Thus, having configurationally pure phos-
phoramidates available, either R

p
 or S

p
, provides the means for the preparation of two configurationally dis-

tinct duplexes and to study their electronic and physicochemical properties.
CD measurements indicate that the DNA region is essentially the same as a classical B‐form duplex with 

the usual positive and negative bands at 260 and 280 nm, respectively. The R
p
‐porphyrin‐DNA constructs are 

stacked in a right‐handed, sandwich‐type, array as evidenced by the excitonic coupling between the positive 
and negative bands at 443 and 410 nm, respectively. In addition, this group prepared the S

p
 constructs that 

showed excitonic bands at 438 and 410 nm that also indicate a clockwise arrangement of the porphyrins. 

N

N N

N

N SO3
–

SO3
–

SO3
–

O

O

PO

O

O

NH(CH2)2 S

Rp M

M = H2, Zn 

Figure 3.3.31 Top: Structure of monomer 3; Bottom: Interaction of DNA and porphyrin moieties during self-
assembly of DNA and porphyrin moieties by decreasing the temperature. The DNA formation in the initial step 
is followed by porphyrin H-like aggregate formation in the final step. Reprinted with permission from [104]. 
Copyright 2008, American Chemical Society
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a, 3’-ATG CT1 111 111 111 1GA TGC-5’
b, 5’-TAC CTA AAA AAA AAA ACT ACG-3’
c, 5’-GGC CAT CGT CGC 1A1 A1A 1A1 A1A TTA T-3’
d,                        3’-A GCG A1A 1A1 A1A 1A1 AAT ACC GTA TGG-5’
e, 5’-GGC CAT CGT CGC 2A2 A2A 2A2 A2A TTA T-3’
f,                         3’-A GCG A2A 2A2 A2A 2A2 AAT ACC GTA TGG-5’ 
g, 5’-GGC CAT CGT CGC TAT ATA TAT ATA TTA T-3’ TA T-3’
h,                        3’-A GCG ATA TAT ATA TAT AAT ACC GTA TGG-5’

Figure 3.3.33 Sequence of constructs a to f synthesized with monomers 4 and 5 and control constructs g and 
h. 1 = monomer 4; 2 = monomer 5

The non‐superimposable couplets of the two constructs, however, reflect the different configurations of the 
phosphoramidites from which the constructs were made.

3.3.3.6 Incorporation of rigid and flexible linked porphyrins to DNA nucleobases

Stulz and coworkers have been very active in this field and have synthesized a number of porphyrin–DNA 
conjugates. They attached tetraphenylporphyins to DNA nucleobases by attaching conformationally rigid 
acetylene porphyrins 4 as well as the more flexible propargyl amide linked porphyrins 5 to a 5‐iodo‐2′‐ 
deoxyuridine using Sonogashira chemistry [105–108], which is then incorporated into the DNA scaffold with 
automated phosphoramidite chemistry (Figure 3.3.32).

In a study with rigid acetylene porphyrin linked DNA zipper arrays, for example, 4, stacking was observed 
to be reversible in the mixed free‐base and zinc‐metallated porphyrins, and energy transfer occurred in the 
annealed but not in the denatured state [108]. In another study [106] they were able to incorporate 11 con-
tiguous tetraphenyl acetylene‐linked porphryins 4 (after deprotection of the trityl group), in a row (10 nm 
scale) into a 21‐mer duplex, a–b, with a loss of stability of 5–7 °C per porphyrin added (Figure 3.3.33). The 
CD spectrum in this duplex in the UV region gave evidence for a normal B‐form helix with the usual bisig-
nate positive signal pattern at (+276)/(–250) nm. The porphyrin region was characterized by a negative band 
at 422 nm with a very weak bisignate pattern indicating essentially no excitonic coupling. Force‐field mini-
mized structures agree with this explanation with the porphyrins located in the major groove with little or no 
influence on the DNA helicity. Thus CD is not applicable for a duplex with a large number of contiguously 
incorporated porphyrins joined to the DNA major groove by a rigid linker.
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Figure 3.3.32 Structures of monomers 4 and 5
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The CD of the above single‐stranded porphyrin‐linked DNA a suggests that a significant amount of nucle-
obase stacking imparts a helical structure in the porphyrin region, as evidenced by the bisignate signal in the 
UV part of the spectrum. This helicity is induced by the attached porphyrins, as the unmodified construct 
shows only a negative band at 300 nm, consistent with a random coil structure. Here again an induced nega-
tive band at around 420 nm is observed in the CD porphyrin region, supporting the idea that the porphyrins 
induce a helical structure for the porphyrin part of the construct.

In subsequent studies by the same group [107, 108] the rigid acetylene porphyrin linked DNA duplex c–d 
was compared with the more flexible propargyl amide linked DNA duplex e–f by UV‐Vis, UV‐melting, CD, 
and fluorescence spectroscopy (Figure 3.3.33). Placement of the rigid acetylene linked porphyrins in alternate 
complementary strands in zipper‐like arrays led to stabilization of the DNA duplex, whereas placement of por-
phyrins in one strand led to destabilization of the duplex. Greater stability was observed with propargyl amide 
linked porphyrin DNA conjugates over the more rigid acetylene linked arrays. These duplexes all exhibit essen-
tially the same UV spectroscopic behavior, indicating that the two types of linkers have little or no influence on 
the electronic properties of the porphyrin. The fluorescence intensity of the porphyrins in the zipper arrays 
increased on heating, indicating that the porphyrins do interact electronically when stacked in the major groove.

The DNA region of the CD spectra for both types of duplexes, in which the porphyrins are attached via the 
linkers in zipper‐like constructs, indicate that the zipper DNA arrays are in normal B‐form‐like helical struc-
tures, as characterized by the usual bisignate pattern at (+276)/(–252) nm indicting little distortion of the 
duplexes. The pronounced negative Soret signal at 425 nm is observed, indicating the porphyrins are located 
in the major groove although models (see later) show they extend somewhat beyond the DNA helix. Upon 
heating, the signals sharpen significantly, indicative of unstacking of the zippered DNA. CD spectra of the 
Soret region for several porphyrin‐linked DNA duplexes with the two types of linkers are shown in 
Figure 3.3.34, and the effect of cobalt, copper, and zinc on the Soret region in Figure 3.3.35.

It should be noted that duplex e–f, which contains only the conformationally flexible propargyl amide‐
linked monomer 5, exhibits normal –/+ exciton couplet behavior in the Soret region, characteristic of linear 
oscillators where the B

x
 and B

y
 transitions behave as simple dipoles and are not discrete. Duplex c–f with both 

a flexible propargyl amide‐ and rigid acetylene‐linked porphyrins also exhibited a normal +/– exciton cou-
plet. In contrast, duplex c–d, made up of only conformationally rigid acetylene‐linked porphyrins, shows a 
+/–/+ trisignate signal, characteristic of circular oscillators where both perpendicular B

x
 and B

y
 transitions 

contribute to through‐space excitonic coupling.

Figure  3.3.34 Comparison of CD Soret region of duplexes c–d, e–f, and c–f. Reproduced from [107] with 
 permission from The Royal Society of Chemistry
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The CD traces in the Soret region of cobalt‐, copper‐, and zinc‐metallated duplexes c–d and e–f are shown 
in Figure 3.3.35. It is interesting that the cobalt and copper metallated duplex c–d, where both strands contain 
the rigid acetylene linked porphyrin, retains a +/–/+ trisignate pattern almost unchanged from the free base 
spectrum (Figure 3.3.35a). In contrast, the zinc metallated c–d spectrum shows a more complex –/+/–/+ tet-
rasignate signal. The zinc complex, being more hydrophilic and less planar with axially‐liganded water, is 
quite different to the more hydrophobic cobalt‐ and copper‐containing complexes. This is a good example of 
where CD spectroscopy is more diagnostic than UV–Vis for, as mentioned previously, the UV–Vis spectra of 
the various constructs are almost identical. Upon metallation of the mixed linker c–f duplex, with both rigid 

Figure  3.3.35 Comparison of CD Soret region spectra of metallated‐porphyrin DNA duplexes (a) c–d and 
(b) c–f. Reproduced from [107] with permission from The Royal Society of Chemistry (See color figure in color 
plate section)

c–d e–f c–f

Figure 3.3.36 Molecular models of porphyrin–DNA zipper systems c–d, e–f, c–f. Red is monomer 4 and blue is 
monomer 5. Reproduced from [107] with permission from The Royal Society of Chemistry (See color figure in 
color plate section)
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acetylene and the more flexible propargyl amide linker, the resulting CD spectra are essentially the same 
compared with the spectrum of the free base duplex g–h.

Molecular models of these porphyrin–DNA conjugates that are in agreement with the spectral data have 
been constructed and are depicted in Figure 3.3.36. The zipper‐like arrays stem from the zigzag arrange-
ment of the porphyrins, which are stacked in pairs in duplexes c–d and e–f. As can be seen in the models, 
the structures are different for the three combinations. When two different linkers are combined as in duplex 
c–f, the porphyrin rings become almost perpendicular to the helical axis and the pairwise stacking is 
reduced.

3.3.4 Conclusions

In conclusion, we have summarized stability and spectroscopic findings from some selected examples of 
recently synthesized porphyrin–DNA non‐covalent and conjugates complexes. Porphyrinoids are ideal com-
pounds to be incorporated into DNA due to their peculiar spectroscopic characteristics, fascinating photo-
chemistry, and synthetic versatility. The ability to act as photosensitizers in the presence of oxygen promoted 
interest of the scientific community to study the non‐covalent binding of porphyrins with DNA in order to use 
them in photodynamic therapy. It has been demonstrated that a photosensitizer needs to be bound to DNA in 
order to produce photodynamic damage, and the efficiency of this process depends on the type of interaction 
of the photosensitizer. Thus, the understanding of the mechanisms involved in the binding of porphyrins with 
DNA can help to find a porphyrin with specific base degradation activity.

One of the spectroscopic techniques mainly used for their characterization is circular dichroism. This tech-
nique turned out to be very useful not only for its intrinsic ability in detecting DNA conformations and their 
changes upon complexation, but (in the case of the achiral porphyrins used in the studies described) also for 
the possibility of monitoring porphyrins owing to the ICD signal increasing in the porphyrin absorption 
region (Soret). The appearance of an ICD is unquestionable evidence of porphyrin–DNA interactions. The 
shape of this ICD signal depends on the binding mode and on the DNA conformation, making porphyrins 
excellent chiroptical probes.

In addition to medical applications, porphyrinoid–DNA systems can be promoted in technological fields 
as molecular devices. In fact, it is possible to design reversible information storing systems by using the right 
combination of modulable non‐covalent interactions (electrostatic, hydrophobic, Van der Waals, hydrogen 
bonds, etc.). The conjugate DNA–porphyrin complexes required the development of new synthetic chemistry 
in combination with traditional phosphoramidite and solid state automated DNA synthesis, which was suc-
cessful in providing the targeted sequences in reasonable yields.

A common theme in all these examples is that attaching free base and metallated porphyrins to the DNA 
scaffolding does not result in significant distortion of the DNA backbone conformation, thus simplifying the 
structural study of the DNA conjugates and the corresponding inter‐duplex nanostructures. Thus, these cases 
provide a solid foundation for further modulation and tuning of the photochemical and physicochemical 
properties of these constructs for potential use in molecular electronics.
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Chemical Reactions Controlled by Nucleic 
Acids and their Applications for Detection 

of Nucleic Acids in Live Cells

3.4

3.4.1 Introduction

Nucleic acid controlled chemical reactions of various types are known. They include enantioselective trans-
formations using DNA‐based catalysts (described by Roelfes in Chapter 5.7), DNA‐induced formation of 
nanoparticles consisting, for example, of silver nanoclusters (see Chapter  4.4 by Somoza), and other 
hybridization‐triggered or templated reactions. In the last case, the reactants are two moieties (A and B), 
which are covalently attached to short oligonucleotides or their analogues (A–ON1, ON2–B). When 
sequences of ON1 and ON2 are selected to be complementary to each other and fragments A and B are 
attached to opposite termini of these ONs, conjugates A–ON1 and ON2–B form double helical structures 
in solution, in which A  and B are positioned in close proximity to each other. Therefore, the reaction 
between A with B in an A–ON1/ON2–B associate is strongly facilitated with respect to the reaction 
between unconjugated A and B (Figure 3.4.1). This design has been used for combinatorial synthesis of 
small molecules, development of new chemical reactions, and testing the compatibility of known chemical 
reactions with nucleic acids [1]. A related approach has been also applied to search for specific ligands to 
bind to protein targets [2].

In other design, sequences ON1 and ON2 are selected to be complementary to some (e.g., naturally occur-
ring) nucleic acids. In the presence of this nucleic acid (TEMPLATE) the associate TEMPLATE/(A–ON1, 
ON2–B) is formed usually quantitatively even at low concentrations of the reagents, due to the high affinity 
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of the complementary nucleic acids for each other. Here moieties A and B are also positioned in the vicinity 
to each other that facilitates an interaction between them (Figure 3.4.2).

The hybridization‐induced acceleration can be understood in terms of effective concentrations of reagents 
A and B. In particular, since A and B are linked to the oligonucleotides covalently, they cannot freely diffuse 
in the TEMPLATE/(A–ON1, ON2–B) associate. As is shown in Figure 3.4.2, they occupy zones having half 
spherical shapes with radii I

A
 and I

B
, defined by the linkers between these chemical entities and oligonucleo-

tide termini, providing these linkers are fully flexible. Shapes of these zones change for the linkers, which are 
not fully flexible and can adopt preferred structures. The reaction occurs in the space where these spheres 
overlap with each other: labeled in grey in Figure 3.4.2. In the case when the overlapping area can be approx-
imately described as a sphere with a radius of 0.34 nm, its volume is equal to ~2 x 10–22 L. One molecule in 
this volume would correspond to a concentration of ~10 mM. Since the effective concentrations of A and B 
in the grey area should correlate with the rate of the templated reaction, one can estimate that in this simpli-
fied case with the concentration of reagents in solution equal to 1 μM, template‐induced acceleration will be 
10 000‐fold. Based on these considerations, one may rationally approach the problem of increasing efficiency 
of templated reactions by varying/optimizing:

 ● length and rigidity of linkers l
A
 and l

B
;

 ● reactivities of moieties A and B;

A

B

+

BA

BIOMOLECULAR PROCESS,
slow reaction at low concentrations

of ON1~A and B~ON2

PSEUDO-MONOMOLECULAR PROCESS,
quick reaction at low concentrations

of ON1~A and B~ON2

ON1~A

B~ON2

Nucleic acid (TEMPLATE)

PRODUCTS PRODUCTS

Gap
d>0.34 nm

lA
lB

effective concentration of
A and B is high

Figure 3.4.2 A nucleic acid (TEMPLATE)‐induced reaction between chemical moieties A (black colored) and B 
(grey). In the associate TEMPLATE/(A–ON1, ON2–B) these fragments can diffuse in the areas indicated in the 
right‐hand figure by the corresponding dotted lines (black lines for A and grey lines for B) providing the linkers 
between them and oligonucleotides ON1 and ON2 are fully flexible. The reaction occurs in the grey region, 
where black and grey dotted areas overlap with each other

A
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+

ON1~A
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Protein

A B C
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- synthesis of small molecules
- development of new
  reactions
- search for specific ligands
  binding proteins

APPLICATIONS

Figure 3.4.1 Hybridization‐triggered chemical transformations of reactants A and B into products and a list of 
demonstrated applications of these reactions
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 ● the number of nucleotide units in the gap area of the template (variation of parameter d, Figure 3.4.2);
 ● for the reaction, occurring catalytically with respect to the template, rates of association and dissociation 

of ON1 and ON2 with and from the template should also be considered.

This chapter is devoted to the templated reactions, which are applicable for detection of nucleic acids in live 
cells. Their other applications, including modification of surface of nano‐objects and design of functional 
nanostructures, have recently been described in a series of articles by Gothelf, Mokhir and colleagues [3]. 
The chemistry and applications of the templated reactions have been extensively reviewed [4].

3.4.2 Intracellular nucleic acid targets

Nucleic acids, including deoxyribonucleic acids (DNAs) and ribonucleic acids (RNAs), are ubiquitous bio-
molecules playing a number of roles in Nature. For example, a double stranded DNA molecule is the major 
carrier of genetic information in cells, whereas single stranded, typically folded, RNA strands act as mediators 
between the DNA and proteins (mRNAs) and as transporters of amino acids to ribosomes (tRNAs). Moreover, 
RNAs participate in the synthesis of proteins as part of the ribosomes (rRNAs) and act as regulators of gene 
expression (e.g., micro‐RNAs: miRNAs). Functions of some recently discovered RNAs (antisense RNAs, 
pseudogenes) have not yet been fully identified. All these intracellular nucleic acids can potentially be ana-
lyzed by using templated reactions. For example, application of single stranded nucleic acid templates as trig-
gers of chemical transformations is common [4]. In this case, formation of the associate TEMPLATE/(A–ON1, 
ON2–B) is governed by Watson–Crick hydrogen bonding between AT and GC base pairs. Some reactions of 
this type have been developed that are applicable for monitoring single‐stranded ribonucleic acids in live cells, 
which will be described in the next section. Moreover, a few reactions are known in which double‐stranded 
DNA (dsDNA) acts as a template. These include [2+3] cycloaddition between azide‐ and alkyne‐modified 
polyamide probes [5], Cu2+‐catalyzed hydrolysis of activated ester substrates attached to triplex‐forming DNA 
sequences [6], and Staudinger reduction, using triplex‐forming probes [7] (Figure 3.4.3). However, their appli-
cability for monitoring intracellular dsDNA has not yet been demonstrated [4]. The reason for this may be the 
low accessibility of genetic DNA in cells and the absence of sequence specific binders, which can efficiently 
compete in vivo with intracellular dsDNA‐binders. However, recent promising sequence‐specific, in vivo, 
effects that have been demonstrated for polyamides may fill this gap in the near future [8].

3.4.3 Methods for monitoring ribonucleic acids in live cells

An intracellular pool of RNAs is highly dynamic. These biomolecules are constantly cleaved, or otherwise 
transformed and newly generated in response to changes in the external stimuli, such as temperature, bio-
chemical signals, and interactions with other cells. Therefore, monitoring RNAs in live cells is of great value 
and can help to better understand numerous RNA‐dependent intra‐ and extra‐cellular biochemical processes. 
RNAs can be detected in live cells by using:

1. genetically encoded reporters
2. hybridization‐responsive oligonucleotide probes and
3. fluorogenic templated reactions.

Although the first two methods are not based on templated reactions, they will be discussed briefly here to 
outline their advantages and disadvantages and to compare their performance with that of fluorogenic tem-
plated reactions.
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3.4.3.1 Genetically encoded reporters

Genetically encoded reporters are specific, usually folded, RNA sequences, which are attached to the target 
ribonucleic acid. They are visualized via their particular interactions with fluorescent proteins or small mol-
ecules (Figure 3.4.4). For example, 19‐nucleotide stem–loop folded sequence of the MS2 translational oper-
ator can be linked to an mRNA of interest. Expression of this mRNA is then visualized in live cells by using 
a fluorescent hybrid protein, for example, YFP‐MS2, which specifically binds to MS2‐RNA‐hairpins. To 
enable such imaging, the hybrid proteins should be co‐expressed with the target [9]. Another related label 
includes the 18‐nucleotide stem–loop RNA sequence U1A, which can be specifically bound by human splic-
ing protein U1A fused to a fluorescent protein. This system has been applied for imaging of bacterial and 
yeast mRNAs [10]. While fluorescent proteins in hybrids with MS2 and U1A usually exhibit low photostabil-
ity, it has been demonstrated that it is still high enough for the monitoring of mRNA with single‐molecule 
sensitivity [11].

Alternatively, aptamer RNA sequence 24‐2 can be used as a label. This RNA binds 3,5‐difluoro‐4‐hydroxy-
benzylidene imidazolinone (a dye), with the formation of a green fluorescent complex, termed “Spinach” 
(Figure 3.4.4B) [12]. The dye is cell‐membrane permeable and the quantum yield of its fluorescence is sub-
stantially lower in the absence of the specific RNA sequence. Therefore, it can be simply introduced into live 
cells by its addition to the medium. This RNA–dye construct resembles well established green fluorescent 
protein (GFP). It has been demonstrated that 5S RNA labeled with the 24‐2 sequence and 3,5‐difluoro‐4‐
hydroxybenzylidene imidazolinone can be imaged in live cells.

Both of the approaches described here allow convenient imaging of ribonucleic acids in live cells. However, 
labels attached to endogenous RNAs can potentially change the properties of these biomolecules (stability, 
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Figure  3.4.3 Outline of known chemical reactions that are induced by double‐stranded nucleic acid 
 templates [5–7]
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localization, biological function, etc.), which is an intrinsic disadvantage of all methods that are based on the 
genetic alteration of nucleic acids.

3.4.3.2 Hybridization‐responsive oligonucleotide probes

Hybridization‐responsive probes are weakly fluorescent in solution. Upon binding to specific nucleic acids, 
their fluorescence is substantially enhanced, which can then be used to monitor nucleic acids in the cells. For 
example, hairpin‐folded or stem–loop oligonucleotides, which carry a fluorophore and a quencher at their 
termini, are known as molecular beacons (MBs) [13]. Their mode of action is outlined in Figure 3.4.5. These 
reagents can provide for up to 200‐fold fluorescence intensity increases upon binding to complementary 
nucleic acids [14]. The length of the stem and loop regions of the MBs can be easily optimized to achieve 
high target specificity. For example, even single nucleotide mismatches in the target can be recognized. 
However, high stability of the hairpin often leads to slow binding kinetics of the beacons to their targets. 
Moreover, MBs are known to bind to some proteins (e.g., single‐strand DNA-binding protein, SSB), which 
leads to their nucleic acid independence and, therefore, unspecific activation. To solve this problem two 
MBs can be used, which bind to neighboring sites on the mRNA and whose fluorophores can participate in 
the fluorescence resonance energy transfer (FRET) between one another. In this case one fluorophore acts 
as a donor and the other as an acceptor. Unspecific opening of each individual beacon, or of both of them, 
does not lead to the FRET, therefore, the specific binding can be distinguished from that which is unspecific 
[15]. MBs are not cell‐membrane permeable. They can be introduced into the cells by electroporation, 
reversible membrane permeabilization, by using streptolysin‐O (SLO), and by direct injection. Related 
probes have recently been developed in which gold nanoparticles act as quenchers and at the same time as 
carriers of probes through the cell membrane. These nano‐objects are termed nano‐flares. They permeate the 
cell membrane without any additional additives and have been found to be applicable for the detection of 
mRNA in live cells [16].

β-actin mRNA 
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Figure 3.4.4 Summary of selected labels used to monitor intracellular RNAs: (A) MS2 hairpin, which has been 
applied to label β‐actin‐mRNA for live cell imaging [9]; (B) aptamer 24‐2–dye construct, which has been applied 
to label 5S RNA in live cells [12]
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3.4.3.3 Fluorogenic templated reactions

The mode of action of hybridization‐responsive probes relies on their secondary structure. These reagents are 
usually rather long: stem, 5–7 base pairs (together 10–14 nucleotides are required), and the loop or recogni-
tion element, > 16 nucleotides long. To achieve single nucleotide discrimination, the folded conformation of 
these probes is designed to be reasonably stable, which is achieved in practice by increasing either the overall 
number of base pairs or the number of GC‐base pairs in the stem. In this case, only fully matched target 
nucleic acids will be able to open up the probe, whereas the mismatched ones will have no effect. However, 
such highly specific probes bind to the target substantially slower than unfolded single‐stranded oligonucleo-
tides and their target affinity is reduced. These are important disadvantages for applications of these reagents 
in live cells, where they have to bind targets, which themselves are folded (mRNA) or exist in a partially 
double‐stranded form (miRNA). In contrast, in templated reactions two shorter (> 6‐mers), unfolded reagents 
are applied [4]. Binding of both reagents to the target occurs quickly and is highly sequence specific. In par-
ticular, single‐nucleotide specificity is routinely observed. However, for the rare event of the unspecific bind-
ing (e.g., one of the reagents did not bind), no product (signal) is generated. Therefore, templated reactions 
allow for detection of complementary RNA‐targets highly accurately and exhibit fewer target‐off effects.

3.4.3.3.1 Nucleophilic substitution reactions

The first fluorogenic templated reaction that was suitable for detection of nucleic acids in live cells was 
described by Kool and coworkers in 2001–2002 (Figures 3.4.6 and 3.4.7) [17]. In this system, a nucleophilic 
phosphorothioate group attached to the 3′‐terminus of one of the oligonucleotide strands reacts via an S

N
2‐

mechanism with either a 5′‐dabsyl substituted terminal alcohol or 5′‐iodo‐5′‐deoxy‐terminal fragment of 
another oligonucleotide strand. The substitution takes place only in the presence of the template nucleic acid 
with the release of the dabsyl group (or iodide) and ligation of two oligonucleotide strands via formation of 
a new S–C chemical bond (Figure 3.4.6). In the fluorogenic version of this reaction, a fluorescein dye (FAM) 
is attached to one of the nucleotides in the sequence, which carries the dabsyl fragment. In the resulting intact 
probe, the fluorophore is quenched by the dabsyl, whereas upon dabsyl cleavage its fluorescence is restored. 
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Figure 3.4.5 The principle of detection of nucleic acids by conventional and dual‐molecular beacons (MBs)
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Using this fluorogenic reaction, Kool and coworkers have successfully detected four selected sites on riboso-
mal RNA 16S in the fixed Escherichia coli K12 strain MG1655. In these first experiments, maximal conver-
sion was reached only 6–8 h after the reaction began. To improve the rate of this transformation and the 
signal‐to‐noise ratio, a range of alterations were introduced. For example, the second dye (Cy5) was conju-
gated to the strand that carries the nucleophile (Figure 3.4.6A). When the resulting substrate reacts with the 
electrophilic reagent carrying the fluorescein dye (FAM), a ligation product is generated in which the fluo-
rescence resonance energy transfer (FRET) between the FAM dye and the Cy5 dye is observed, providing the 
fluorescein is excited. In the unreacted starting materials, no FRET occurs. It has been confirmed that this 
highly specific, nucleic acid dependent FRET signal is suitable for monitoring nucleic acids in mammalian 
cells [18].

In another study, sandwich probes that carry two dabsyl quenchers were designed (Figure 3.4.6B). Two 
dabsyl residues quench the fluorescence of FAM more efficiently than one residue does. In the presence of a 
nucleic acid target and two phosphorothioate‐terminated probes, both dabsyl fragments are cleaved off and 
the fluorescence of the dye is restored [19]. In a related approach, a single quencher was replaced with two 
such fragments, which were linked together via an optimized linker. The background fluorescence and the 
signal‐to‐noise ratio were found to be significantly better in this system (Figure 3.4.7A) [20]. Furthermore, 
the strength of the nucleophilic reagent was enhanced by substituting phosphorothioate for phosphorodithio-
ate or phosphorotrithioate fragments, which increased the reaction rate both in vitro and in bacteria [21] 
(Figure 3.4.7B).
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Finally, it has been observed that the problem of product inhibition, which is typical for templated ligation 
reactions [4], could be at least partially solved by introducing a longer (product‐destabilizing) linker between 
the recognition element and the reactive fragment [22] (Figure 3.4.7C). In the presence of a 104‐fold probe 
excess with respect to the template, the reaction delivers 92 turnovers over 24 h, which corresponds to an aver-
age rate of 3.83 h–1 and 0.92% reagent conversion. Despite being rather slow, the reaction generates a strong 
fluorescent signal in the presence of specific nucleic acids in live cells, due to the very low intrinsic fluores-
cence of the starting materials and extremely slow background (template‐free) reaction. The probes required 
for this transformation (termed QUAL‐probes) can be easily prepared in every laboratory on a standard DNA/
RNA‐synthesizer using commercially available phosphoramidites. They are not cell‐membrane permeable, 
but can be brought into mammalian cells by using the reversible membrane permeabilization procedure based 
on the activity of streptolysin‐O, and into bacteria, by conducting the reaction in a buffer containing 0.05% 
sodium dodecyl sulfate (SDS). According to the reported data the activation of QUAL‐probes is applicable to 
the detection of ribonucleic acids in live bacteria (16S in E. coli, Salmonella enterica, Pseudomonas putida) 
and mammalian cells (28S rRNA, β‐actin mRNA, histone H3 mRNA, JUND mRNA) [18, 23].

3.4.3.3.2 Staudinger reduction

Since QUAL probes react with each other fairly slowly and quenched probes exhibit undesirable spontaneous 
activation, the application of the reactions based on the nucleophilic displacement via the S

N
2‐mechanism is 

limited to the detection of the somewhat abundant nucleic acids in live cells [4, 18]. To address this issue, 
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other reactions are being investigated. One of the most successful alternative chemical transformations, 
which is compatible with live cells, is the Staudinger reduction. The first application of this type of chemistry, 
specifically Bertozzi’s modification of the Staudinger reduction [24], in a nucleic acid‐templated format, has 
been described by the group working with Taylor, in 2004 (Figure 3.4.8) [25]. In this case the monoalkylated 
fluorescein ester of 2‐(diphenylphosphino)benzoic acid was used as a pro‐fluorophore. It was attached to the 
N‐terminus of one peptide nucleic acid (PNA) strand. Furthermore, the C‐terminus of another PNA strand 
was converted into an alkylazide fragment. Upon binding of these two PNA conjugates to the DNA template, 
the pro‐fluorophore and the azide are positioned in a proximity to each other that facilitates the interaction 
between them (Figure 3.4.8A). In the first step of this reaction, an aza–ylide intermediate is formed. This then 
undergoes intramolecular cyclization that results finally in the formation of a stable amide bond. The overall 
result of these transformations is cleavage of the fluorescein ester bond with formation of the fluorescent dye 

DNA
N3

N3

–O2C

N3

N3

N3

NH2

N3

O
+

(A)

(B)

(C)

O

O
OP

Ph
Ph

O

O

O

O

O
OP

Ph
Ph

O

O

O

O

O

O

P
Ph

Ph

NH

O

Peptide nucleic acid (PNA)

DNA
O NH

+

O

PPh

Ph

PNA

O

O

O
OO

O

O

HN

O

P
Ph Ph

OO

O

O

HN

O
PPh
Ph

O

DNA
NH

+

O

P

Ph

Ph

oligonucleotide

O

O

O

O

O

O
NH

O
P

Ph

Ph

O

OH

O
HN

O
P

Ph

PhO

Figure 3.4.8 (A) The outline of the first templated Staudinger reaction, in which phosphine‐based pro‐fluorophore 
was used; (B) and (C) improved templated reductions, in which caging of fluorophores relies on a more stable 
azido‐group



218 DNA in supramolecular chemistry and nanotechnology

and transfer and oxidation of the triphenylphosphine from one PNA strand to the other one. This reaction was 
found to occur in aqueous buffer at pH 7 and to be 188‐fold faster than the background reaction.

Although these results are fairly promising, the reaction is not expected to be applicable inside cells, since 
the fluorescein ester fragment in the pro‐fluorophore will decompose in the intracellular milieu, due to the 
reaction with endogenous nucleophilic species or esterases. Moreover, the conversion observed by Taylor did 
not exceed 50%, which was attributed to oxidation of the phosphine reagent under the experimental condi-
tions used. Therefore, it was desirable to alter the system to make sure that the fluorescence output is linked 
to the azide rather than to the phosphine. Three years later, in 2007, the group working with Winssinger 
introduced such an improvement (Figure 3.4.8B) [26]. In particular, they used a practically non‐fluorescent 
7‐azidocoumarin as a pro‐fluorophore, which was conjugated to the alcohol‐modified C‐teminus of a PNA 
strand via formation of an ester linkage. A triphenylphosphine residue was attached to the N‐terminus of 
another PNA strand. Upon binding to the DNA‐target, the azide was reduced by the triphenylphosphine with 
formation of a highly fluorescent, yellow dye. The reaction was found to work with catalytic amounts of the 
template (~5 turnovers in 30 min, 5% conversion in the presence of 1% of the template), and to be highly 
sequence specific and quick. However, since in this design the ester linkage between the pro‐fluorophore and 
the PNA was also utilized, the reaction is expected to be unsuitable for intracellular applications.

In 2008, Franzini and Kool designed a related system, in which 7‐azidomethoxycoumarin was attached to 
an oligonucleotide strand via a stable amide linkage (Figure 3.4.8C) [27]. Here, an azidomethoxy group rather 
than the azido‐group was used for caging of the coumarin dye. In this case the reaction was found to be highly 
sequence specific and to occur catalytically with respect to the template. In particular, 22 turnovers were 
observed in 30 min in the presence of catalytic amounts of the template (2.5% with respect to the pro‐ 
fluorophore) and excess triphenylphosphine‐containing oligonucleotide (200%). Under these conditions the 
substrate conversion was equal to ~27%. In contrast, the templated S

N
2‐replacement is both slower (>tenfold) 

and exhibits lower substrate conversion. Higher amplification power of the system based on the azidomethoxy 
protection compared with that based on the azido‐modification of the dye is caused by formation of the intra-
molecular aza–ylide ligation product in the latter case, which inhibits the reaction. This has been  confirmed 
experimentally in studies on the related system, in which the coumarin dye was replaced with xanthene dyes. 
In particular, Abe, Ito, and coworkers have studied reductive templated activation of two pro‐fluorophores: 
azide‐functionalized rhodamine and azidomethoxy‐modified fluorescein (Figure 3.4.9A, B) [28]. They found 
that only the latter substrate can be converted into the fluorophore in a catalytic reaction, which generates 50 
turnovers within 4 h (or 6.25 turnovers in 30 min). In contrast, the former substrate formed an aza–ylide, 
which slowed the reaction down. Although conversion of azidomethoxy‐modified fluorescein is somewhat 
less efficient than that of the analogous coumarin‐based substrate, the xanthene dye is better suited to the 
cellular applications due to the lesser overlap of its emission spectrum with the cellular autofluorescence. 
Indeed, the reactions based on xanthene‐dyes (Figure 3.4.9A and B) were found to be suitable for detection 
of nucleic acids in live bacteria (23S rRNA in E. coli K12) and mammalian cells (28S rRNA and β‐actin 
mRNA in HL‐60 cells). Moreover, the related reaction, in which triphenylphosphine was replaced by a more 
reactive trialkylphosphine, and membrane‐permeable, guanidine‐based peptide nucleic acids (GPNAs) were 
used as recognition elements, was found to be suitable for detection of mRNA of O‐6‐methylguanine‐DNA 
methyltransferase in HEK cells (Figure 3.4.9C) [29]. The latter case is the first example of the application of 
templated chemical reactions for monitoring nucleic acids in live cells, where no additives, such as SLO or 
SDS were required to bring the reagents into cells.

Winssinger and coworkers have applied the related reaction to the monitoring of micro‐RNA 21 in fixed 
breast cancer cell lines (MCF‐7, BT474, JIMT‐1), cervic cancer cell line HeLa, and immortalized human 
embryonic kidney cell line HEK293T. In this case, mono‐azido‐fluorescein was substituted for its bis‐
azido‐analogue. The latter pro‐fluorophore provides for 120‐fold fluorescence enhancement upon its 
reduction, whereas the former provides for only a 30‐fold enhancement under the same conditions 
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(Figure 3.4.10A) [30]. Furthermore, Abe, Ito, and colleagues have applied the templated Staudinger reduc-
tion to detect intron lariat RNA and pre‐mRNA splicing with the formation of the mature mRNA of chicken 
d‐crystallin (CDC) gene in vitro (Figure 3.4.10B) [31]. No data on monitoring splicing in live cells are 
available yet.

Aza–ylide intermediates, which are formed in the templated Staudinger reaction with triphenylphosphine‐
based reducing agents, are often very stable towards hydrolysis in water at neutral pH. As has already been 
mentioned, this may preclude catalytic turnover in the templated reactions. The problem can be partially 
solved by using trialkylphosphines as reducing agents. However, they are not particularly stable under aero-
bic conditions. Abe and Ito have approached this problem by screening a series of triphenylphosphinecar-
boxamides as reducing agents [32]. They observed that 2‐substituted compounds exhibit the most favorable 
properties. In particular, these reactants quickly reduce azides with the formation of amines, whereas there is 
virtually no accumulation of intermediate aza–ylides in the reaction mixture. These results were confirmed in 
both templated and non‐templated reaction formats (Figure 3.4.11A).
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In the majority of templated reactions, organic fluorophores are used. Since cells autofluoresce, the signal 
generated in the templated reaction is always superimposed with this background. The autofluorescence 
fades quickly beyond 500 nm. Therefore, red light emitting organic dyes are particularly well suited for the 
cellular applications. Another interesting approach for solution of the autofluorescence problems is to use 
luminophores with long lifetimes. In this case delayed detection can be conducted, which allows the signal to 
be eliminated from the usually short‐lived autofluorescence. Recently, Abe and Ito have managed to combine 
the templated Staudinger chemistry with a luminophore based on a lanthanide complex (Figure 3.4.11B) 
[33]. In their reaction a sensitizer for the luminescence of the complex is generated on the template via the 
cyclization, which is induced by the Bertozzi‐type Staudinger reaction. These workers have demonstrated 
that the reaction is suitable for monitoring 23S rRNA in live E. coli cells. As expected, the delayed detection 
of the emission allowed efficient elimination of the background autofluorescence from cells.

In the reactions discussed so far, each fluorophore was caged individually by either introducing one or two 
azide moieties or one or two azidomethoxy fragments in place of corresponding –NH

2
 or –OH groups. Since 

the synthetic effort that is required for preparation and conjugation of such pro‐fluorophores is relatively 
large, only a few dyes have been tested in the templated Staudinger reaction using this approach, which 
includes coumarin, fluorescein, and rhodamine. In 2009, Kool and coworkers described a more versatile 
system, which allowed the use of commercially available dyes for the preparation of substrates for templated 
reactions. In particular, they prepared an immolative linker, which is cleavable under the reductive conditions 
used (Figure 3.4.12) [34].

This linker was introduced in between the oligonucleotide sequence and the quencher. The same strand 
also carried a fluorophore, which was attached to one of the nucleobases. In the intact form the fluorescence 
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of the probe is diminished due to the proximity of the fluorophore and the quencher. However, in the presence 
of a nucleic acid template and an oligonucleotide carrying a phosphine fragment, the linker is cleaved, releas-
ing the quencher and restoring fluorescence of the dye. This approach is highly attractive since a range of 
different dyes can be introduced within the substrate by using numerous commercially available phosphora-
midites, carboxylic acids or succinimides of the dyes. The probes based on the reactivity of the immolative 
linker are termed Q‐STAR. They were demonstrated to be applicable for detection of nucleic acids in live 
bacteria (16S rRNA in E. coli and S. enterica). Owing to the modularity of this system it can be easily opti-
mized. For example, Kool and coworkers have improved the background fluorescence of substrates by using 
double quenchers (Figure 3.4.12B) [35]. In contrast, using double triphenylphosphine residues did not lead 
to improvement of the reaction efficiency. Furthermore, the immolative linkers were applied to design probes, 
which release functional molecules in a nucleic acid specific fashion [36].

3.4.3.4 Photochemical reactions

Reactions triggered by light are particularly well suited for cellular applications, since they can be temporally 
and spatially controlled. In particular, light can be switched on and off at will, its intensity can be easily 
regulated, and it can be focused on the desired area of the tissue or cell. Moreover, light‐controlled and 
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nucleic acid dependent probes can potentially be applied in super‐resolution fluorescence microscopy [37]. 
Several templated reactions have been reported, which are induced by either UV‐ or short‐wavelength (<450 
nm) visible light. Those based on [2+2] cycloaddition between natural or chemically modified pyrimidines 
are the most common [38]. Other reported transformations of this type include photoligations using cou-
marin, psoralen, stilbene, and anthracene, and photodeprotection of 2‐(2‐nitrophenyl)propyloxycarbonyl‐
modified rhodamine dye as reviewed elsewhere [4]. Neither of these reactions have been applied for 
monitoring nucleic acids in cells. The possible reason for this could be the significant toxicity of UV and 
short wavelength visible light to cells.

In 2006 Gothelf and coworkers described a visible light‐induced and nucleic acid dependent reaction that 
can generate singlet oxygen (1O

2
) from triplet oxygen (3O

2
) [39]. In this system a duplex is formed between 

a (pyropheophorbide‐a)–oligodeoxyribonucleotide conjugate (PS–OD1) and a complementary quencher– 
oligodeoxyribonucleotide conjugate (Q–ON2). In this form the catalyst PS is not photoactive, since it is 
inhibited by the closely positioned quencher Q (Figure 3.4.13). However, in the presence of a target nucleic 
acid, the PS–ON1 conjugate is set free and the catalyst PS is reactivated and can photogenerate 1O

2
 upon its 

exposure to visible light. The reaction was monitored by measuring phosphorescence of 1O
2
 at 1270 nm. 

This group observed that the reaction in this form is limited to D
2
O‐based buffers and requires fairly high 
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concentrations of the reactants, that is, 5 μM. Moreover, owing to the low photostability of pyropheophor-
bide‐a no catalytic turnover was observed. Mokhir and coworkers have improved the reaction by substituting 
pyropheophorbide‐a for its indium(III) complex, which is substantially more photostable (Figure  3.4.13) 
[40]. Another alteration was the use of water soluble diphenylisobenzofurane‐based singlet oxygen traps for 
monitoring the formation of singlet oxygen. In particular, the traps react with 1O

2
 quickly, leading to their 

bleaching, which can be detected in vitro by using fluorescence spectroscopy and in cell‐flow cytometry 
(Figure 3.4.13A). The resulting nucleic acid‐controlled photocatalyst works well in aqueous buffer at pH 7 in 
vitro. It is activated by non‐toxic red light at λ > 630 nm, exhibits a high turnover frequency (3.1 min–1) and 
number (over 6000), and retains its activity in live cells. For example, this system was applied to detect 28S 
rRNA in HL‐60 cells [40]. However, sensitivity of this reaction is somewhat low: nucleic acids at concentra-
tions below 100 nM cannot be detected. This has been rationalized in the following way: one of the reaction 
steps including the bleaching of the trap with singlet oxygen is a bimolecular process and is, correspondingly, 
strongly dependent on the concentrations of the reagents. Since singlet oxygen exhibits a very short lifetime 
in aqueous buffers (< 3.5 µs), it seems that it is not possible for a sufficient amount to be generated on activa-
tion of the photocatalyst in the presence of less than 100 nM of the target nucleic acid. To solve this problem, 
related reactions have been developed by the same group, which rely exclusively on pseudo‐monomolecular 
reaction steps (Figure 3.4.14) [41]. In these reactions InP–ON1 is used as a photosensitizer and either F‐L–
ON2 or Q‐L–ON2(TMR) is used as the substrate. In the former case, the substrate is photoactivated, which 
leads to dissociation of the fluorophore from the target. The key process here is cleavage of the 9,10‐dialkoxy‐
substituted anthracene by photogenerated singlet oxygen (Figure 3.4.14A, B) [42]. Sensitivity of this reaction 
is improved by a factor of 100 with respect to that previously described [40, 41]. For example, it can be used 
to detect nucleic acids at concentrations down to 1 nM. Since the fluorophore does not stay attached to the 
target, this reaction cannot be applied for the localization of nucleic acids in cells. To address this issue a 
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substrate F‐L–ON2 was replaced with Q‐L–ON2(TMR) (Figure 3.4.14C). Upon cleavage of the linker in this 
substrate, the quencher is released and the fluorescence of the TMR dye is restored. The fluorophore that is 
activated in this way remains on the target, which can potentially be used not only for detection, but also for 
localization of nucleic acids. Applicability of these templated reactions for monitoring nucleic acids in live 
cells is currently being investigated.

An alternative photochemical, nucleic acid‐dependent reaction, which is triggered by visible light (455 nm) 
has been developed by the group working with Winssinger. In particular, they have shown that a Ru(II)‐ 
complex, containing oligonucleotide RuL–ON1, is an effective catalyst in the templated photocatalytic 
 reduction of an azide fragment bound to another oligonucleotide: S–ON2 (Figure  3.4.15). Ascorbate or 
NADPH is used as the sacrificial reducing agent in this process. As a result of the reduction of the azide 
group, an amine is formed, which is spontaneously decomposed, as is outlined in Figure 3.4.15. One of the 
products generated is the rhodamine dye, whose detection is used to monitor the reaction (Figure 3.4.15) [43]. 
This chemistry has been demonstrated to be compatible with live cells. In particular, it can be used for the 
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plated reactions the activated fluorophore is cleaved from the target (B) and in another one it stays on the 
target (C) 
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detection of intracellular micro‐RNAs [44]. Interestingly, it was shown that the Ru(II)‐complex–ON1 conju-
gate is capable of high turnover (> 4000) and is non‐toxic in cell cultures.

3.4.4 Perspectives

The chemical reactions that have been reviewed in this chapter were found to be suitable for the detection of 
nucleic acids in live cells. They can all be used for the analysis of fairly abundant nucleic acids, such as 28S 
RNA and β‐actin‐mRNA. However, less abundant targets are not yet readily detected by these known 
approaches. Therefore, the chemistry (specificity, signal‐to‐noise ratio, reaction rate, and other parameters) 
of the templated reactions have to be further improved to enable monitoring of rare ribonucleic acids, which 
are often very interesting targets.

Another key problem in the field is poor membrane permeability of the reagents used in templated reac-
tions. Notable exceptions here are GPNAs developed by the group of Professor Winssinger. The conjugates 
based on these positively charged peptide nucleic acids were confirmed to be membrane permeable. However, 
all other reagents are typically introduced into the cells by using reversible permeabilization with streptoly-
sin‐O, which is fairly toxic to mammalian cells. Permeability of the bacterial membrane can be improved by 
using sodium dodecyl sulfate. Therefore, finding efficient carriers of these reagents through the cellular 
membrane and working on new chemical modifications of oligonucleotides or their analogues, which improve 
their membrane permeability, is highly desirable.
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Figure  3.4.15 Nucleic acid dependent, photochemical reduction of an azide‐containing immolative linker 
coupled to activation of the rhodamine fluorophore. The reaction is catalyzed by the Ru(II)‐complex, RuL, and 
can be controlled by its exposure to 455 nm light
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3.5.1 Introduction

Chemists are unparalleled in their ability to strive to construct complex molecular assemblies that mimic 
biological systems, with the hope of harnessing Nature’s insights and synthetic know‐how. Nature indeed 
achieves the amazing tour de force of producing a virtually infinite panoply of biopolymers (proteins, nucleic 
acids, etc.) from a limited number of building blocks (amino acids, nucleobases, etc.), which display not only 
structural but also functional diversity. Deoxyribonucleic acid (DNA) is certainly the most dazzling example 
of such know‐how: Nature has excelled at using DNA to encode, store, and transmit information, assembling 
a two billion base‐pair biopolymer (in mammalian cells) from only four basic building blocks, namely deox-
yguanosine (dG), deoxycytosine (dC), deoxythymidine (dT), and deoxyadenosine (dA). The striking contrast 
between the functional complexity of DNA and the structural simplicity of its monomers has held a fascina-
tion for chemists (notably to supramolecular chemists), who are now on a relentless pursuit to handle and 
control this unique skill.

3.5.2 Nucleobases and H‐bonds

The four aforementioned nucleobases (dG, dC, dT, and dA, Figure 3.5.1) are iconic due to their participation 
in the so‐called Watson–Crick base pairing, in which dG is associated with dC via three hydrogen bonds (or 
H‐bonds), while the dT–dA couple is assembled through the formation of two H‐bonds only. The specific 
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dG–dC and dA–dT base pairings were initially surmised correctly by J. D. Watson and F. H. C. Crick in their 
landmark 1953 article in Nature [1], in their quest for the elucidation of the double‐helix structure. These 
specific base associations were thus described as playing a salient role in the formation of the secondary 
structure of DNA, which is leveraged on the association of two DNA single strands via the formation of 
interstrand dG–dC and dT–dA base pairs, thereby insuring a high‐fidelity, fully programmable association of 
the two DNA strands.

Interestingly, the Watson–Crick base pairing exploits only a small proportion of the H‐bond donor– acceptor 
potential of nucleobases [2]. As seen in Figure 3.5.1B, the purines display two to three acceptor (A) and donor 

(A)

(B)

(C)

Figure 3.5.1 Chemical structures of nucleobases (A), details of their H‐bond donating and accepting ability (B), 
and various base pairing possibilities involving two, three or four nucleobases (C)
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(D) sites, while pyrimidines elicit one to four A–D sites. This versatility is invaluable for making them capa-
ble of participating in numerous H‐bond‐based arrangements, culminating in the formation of 28 distinct 
base‐pairing possibilities involving at least two H‐bonds. This H‐bond versatility also makes higher‐order 
base association possible, notably with base triplets or quartets (Figure 3.5.1C). The latter results from the 
self‐arrangement of four bases – principally guanines – associated through Hoogsteen H‐bonds; G is indeed 
quite unique in its ability to spontaneously oligomerize to form a cyclic array of four G held together via eight 
Hoogsteen H‐bonds. As will be further discussed subsequently, this macrocyclic supramolecular assembly, 
indiscriminately termed a G‐quartet or G‐tetrad, is a fascinating, multitasking nanotool for chemists that have 
endeavored to harness its quite unique biophysical properties (including tunable stability and cation chelating 
ability) to develop enticing biotechnological applications.

3.5.3 Duplex‐DNA mimics

In an attempt to mimic Nature, chemists have tried to design synthetic DNA; peptidic nucleic acids (or PNA) 
can be considered as a brilliant demonstration of the chemists’ know‐how, producing a fully synthetic DNA 
in which the phosphodiester–deoxyribose backbone is replaced by a neutral peptidic scaffold (Figure 3.5.2A) 
[3]. However, PNA has not been developed to mimic DNA per se but it has been designed to strongly interact 
with it, either forming PNA–DNA chimeric duplexes or targeting double‐stranded DNA through major 
groove binding, thereby forming an artificial triplex aimed at dampening or ultimately silencing the expres-
sion of the targeted sequence. This approach is interesting in that it actually clarifies that stable DNA mimics 
can only be polymeric: indeed, the energy imparted by the formation of a discrete base pair is weak, with 
association constants (K

a
) of between ~102 and 104 M–1 for dA–dT and dG–dC pairs, respectively. Therefore, 

the astute strategy implemented by Nature to make DNA a robust biopolymer is to assemble millions of 
nucleobases in a single double‐stranded scaffold, whose stability thus originates from a subtle combination 
of hydrogen‐bonding (base pairing) along with hydrophobic and π‐stacking interactions (between the aro-
matic purine–pyrimidine moieties of consecutives bases).

(A) (B)

Figure  3.5.2 Structures of DNA and PNA backbones (A) and the first prototype of a synthetic duplex 
mimic (B)
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With the hope of harnessing the great potential of the programmable H‐bond capability of nucleobases for 
the preparation of non‐covalent supramolecular assemblies, chemists rapidly decided to gain more insights 
into the stability and dynamics of the small, readily accessible duplex‐DNA models. To this end, early in 
1992 Sessler et al. reported on the very first, smallest artificial duplex‐DNA, comprised of only two G–C base 
pairs (Figure 3.5.2B) [4]. This initial prototype was fairly unstable (K

a
 <10 M–1), due to the flexibility of the 

linker used in between the nucleobases. This approach was pioneering in that it shed a bright light on 
the trade‐off of the chemical approach, between the simplicity of the synthetic access, and the low stability 
of the resulting artificial DNA models. The stability of the subsequent generations of small synthetic duplex‐
DNA was improved via the use of more rigid linkers (e.g., an anthracene moiety), which did indeed result in 
enhanced stabilities at the expense of water solubility [2], thereby limiting the possibilities of bioapplications.

3.5.4 Guanine and G‐quartets

In stark contrast to the aforementioned supramolecular assemblies, those relying on base quartets fared far 
better than their base‐pairs counterparts (for authoritative reviews see reference [5]). Indeed, base pair pro-
moted assemblies proved to be somewhat unstable, thereby limiting the scope of their applications; however, 
when a nucleobase is no longer involved in base pairs (i.e., association with its complementary base via 2–3 
Watson–Crick H‐bonds) but in base quartets (i.e., surrounded by two homonucleobases via four Hoogsteen 
H‐bonds), the stability of the resulting edifice is high enough to allow for that system to be used as a valuable 
nanotechnological linchpin (vide infra). Interestingly, at present the origins of the elevated stability of  
G‐quartets remain unclear: when a guanine becomes involved in a quartet, the rearrangement of its electron 
density is a phenomenon referred to as resonance‐assisted hydrogen bonding (RAHB) [6]; G‐quartet stability 
(and classical Watson–Crick base pairs alike) is assumed to originate in an electronic redistribution ascribed 
to interplay between H‐bond formation and delocalization of the nucleobase π‐electrons (resonance). RAHB 
has been recently challenged by the “charge separation” theory, which involves not π‐ but σ‐electrons [7], 
basing the stability of a G‐quartet upon a synergy between Hoogsteen H‐bond formation and electronic inter-
actions between donor (N and O lone‐pairs) and acceptor (N–H antibonding) orbitals in the σ‐electron sys-
tem. According to both theories, the stability of a base association is dependent on the number of H‐bonds 
and on the extent to which π‐/σ‐electrons are delocalized; since more nucleobases are involved in quartets 
than in pairs, the stability of the former is exponentially higher than that of the latter.

Even more interesting is the observation that a G‐quartet assembly creates a wreath of inwardly pointing 
guanine oxygen atoms, which are thus structurally prone and electronically eager to interact strongly with 
cations, predominantly physiologically relevant cations (sodium and potassium). This interaction is not only 
favored but also requested for the neutralization of the electrostatic repulsion between the neighboring oxy-
gen atoms of the inner cavity of the quartet. As further detailed below, this quite unique property has been 
exploited not only by Nature to make quadruplex architectures highly stable but also by researchers to develop 
biotechnological assays enabling, for instance, the detection of quartet assembling cations (such as K+, used 
as an input signal) using quartet affinic reporters whose emitting state is switched on upon quartet interac-
tions (such as fluorescence or luminescence response, used as an output signal).

3.5.5 G‐Quartets and G‐quadruplexes

Many different avenues of research have recently concurred in highlighting the pivotal role of both naturally 
occurring and purely synthetic G‐quartets in nanotechnological developments. Naturally occurring G‐quartets 
were the first to attract intensified interest, not from a technological but a biological point of view thanks 



to their participation in the formation of both DNA and RNA quadruplexes [8]. Briefly, these higher‐order 
DNA–RNA structures can fold from G‐rich DNA and RNA sequences, which appear to be particularly 
enriched in key regions of both the genome (DNA) and the transcriptome (RNA). The discussion about the 
biological relevance of DNA–RNA quadruplexes is beyond the scope of the present chapter; readers inter-
ested in this fascinating field are invited to refer to some of the recent excellent reviews that have authorita-
tively covered it [8–16]. The fundamental premises can nevertheless be briefly summarized, by explaining 
that G‐rich DNA and RNA sequences, and more precisely sequences in which G‐richness hinges on the 
presence of blocks of consecutive G units, can give rise to corresponding G‐quadruplex structures 
(Figure 3.5.3) [9]: the folding of the quadruplexes is promoted by physiological cations that are trapped in 
between the consecutive G‐quartet layers (caught by two carbonyl wreaths), which also contribute to the 
stability of the resulting DNA–RNA edifices along with the self‐stacking interactions between the contiguous 
G‐quartets. The quadruplex‐forming sequences (QFS) are particularly enriched in key regions of the chromo-
somes [10], including telomeres [11] and promoter regions of oncogenes [12], as well as in the transcriptome, 
including telomeric RNA [13] and leader sequences (also called 5′‐UTR) of messenger RNA (mRNA) [14]. 
This has spurred on investigations into the possibility of driving the corresponding cellular events, that is, 
chromosomal stability and regulation of gene expression at the transcriptional (DNA quadruplexes) or trans-
lational level (RNA quadruplexes), respectively, controlling the QFS folded/unfolded states, notably via the 
quadruplex stabilization with specific small‐molecules (termed quadruplex ligands) [15]. For deeper discus-
sions about the biological relevance of DNA–RNA quadruplexes and the therapeutic uses of quadruplex‐
interacting compounds, readers are invited to refer to references [8–16].

Beyond their biological implications, quadruplexes have also been studied for their biotechnological 
potential. Indeed, quadruplexes are unique in their ability to firmly bind to small molecules, offering them a 
structurally singular binding site, that is, their external, readily accessible G‐quartets. The external G‐quar-
tet–small molecule interaction is a pivotal event in the aim of using quadruplexes as structural switches to 
control all aforementioned DNA–RNA transactions (i.e., telomere stability and transcription, gene expres-
sion, etc.). From this perspective, small molecules must trap and stabilize the QFS folded state, withstanding 
protein activities such as helicases (that is aim to unwind quadruplexes to insure normal DNA metabolisms) 
or ribosomes (that assemble on mRNA 5′‐UTR to initiate its translation) for instance. In this case, quadruplex 
ligands must mainly display a high affinity for their DNA–RNA targets. The situation becomes even more 
interesting if the ligands acquire specific properties once they are in interactions with the quadruplexes, such 
as an increase in fluorescence or luminescence properties, an enhanced oxidative capability, and so on; in this 
case, the quadruplex–ligand interactions thus convey easily readable output signals, which can be readily 
exploited to make quadruplexes valuable molecular devices. DNA–RNA quadruplexes, which have been 
thoroughly exploited as malleable scaffolds to engineer catalytic centers involved in a wide variety of nano-
processes, thus represent shining examples of the biotechnological use of naturally occurring G‐quartets.

Figure 3.5.3 G‐rich quadruplex forming sequence under its unfolded (left) and cation‐promoted folded state 
(right)
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Contrary to synthetic G‐quartet‐based applications (vide infra), the field of quadruplex‐based technologi-
cal developments is regularly covered by excellent reviews; to gain more precise insights into this fascinating 
field, interested readers are invited to refer to references [17–20] (along with Chapter 2.4 by Choi and Majima 
and Chapter 5.6 by Willner in this book). The fundamental premises can, however, be briefly summarized by 
classifying the use of quadruplex‐based sensing platforms according to the nature of the output signal, 
 enabling either colorimetric, luminescence–fluorescence or electrochemical detections.

3.5.5.1 Colorimetric detection

This application is certainly the most studied quadruplex‐based detection system. The key event of this 
nature‐inspired process relies on the strong binding of an iron(III) porphyrin (namely hemin, the well known 
cofactor of many hemoproteins) to quadruplexes (via external stacking), an interaction that significantly 
enhances its oxidative capability [18]. Therefore, the quadruplex–hemin system has been used comprehen-
sively to perform hemoprotein‐like reactions, chiefly peroxidase‐mimicking reactions, in which a chromog-
enic substrate is oxidized by a catalytic quadruplex–hemin complex (in the presence of a stoichiometric 
oxidant, usually H

2
O

2
), making it a valuable enzyme‐like system allowing for readily implemented colori-

metric detection (Figure 3.5.4A). From a historical perspective, this pseudo‐enzymatic property was discov-
ered in 1998 by Li and Sen [21], during their investigations related to the combinatorial use of short DNA 
fragments to catalyze the metalation of porphyrins [22]. They not only demonstrated that DNA oligonucleo-
tides were indeed efficient porphyrin metalation catalyzers, but also that the already metalated porphyrins, 
notably hemin, competitively inhibited the process. From this observation, they wisely mused about further 
study of the short DNA fragments as hemin aptamers, showing that the hemin‐binding properties of the DNA 
fragments relied on their ability to fold into G‐quadruplex structures (thereby offering hemin a privileged 
binding site). The quadruplex–hemin assemblies were thus evaluated for their hemoprotein-like, so called 
DNAzyme properties, notably their ability to facilitate the peroxidase‐like H

2
O

2
‐promoted oxidation of chro-

mogenic substrates (chiefly ABTS (2,2′‐azino‐bis(3‐ethylbenzothiazoline‐6‐sulfonic acid)) or TMB 
(3,3′,5,5′‐tetramethylbenzidine)), which is routinely used for ELISA‐type diagnosis: the observed catalytic 
activity provided the proof‐of‐concept that such a system is capable of performing pseudo‐enzymatic 
 reactions. This pioneering work thus ushered in the modern era of what is nowadays called the “DNA enzy-
mology” field, with dozens of new applications reported each year (vide infra).

3.5.5.2 Luminescence–fluorescence detection

The logic behind this application relies on the use of quadruplex ligands whose luminescence–fluorescence 
properties are directly modulated by the quadruplex binding. The situation is especially interesting when the 
ligand‐emitting state is switched on upon quadruplex interaction, making the resulting quadruplex–ligand 
assembly an invaluable “turn‐on” detection method. Several interesting reporter probes have been designed 
and studied over the past years, including small organic (chiefly cyanine and porphyrin derivatives) or met-
allo‐organic compounds (mainly ruthenium, zinc, and iridium complexes) [19]. Both colorimetric and fluo-
rescence–luminescence methods share many common applications; the choice for a detection modality is 
mainly driven by the sensitivity required by the assays and/or the instrumentation available for performing 
the experiments. The numerous reported applications range from the very simple detection of the quadruplex 
per se (e.g., for the detection of cations promoting quadruplex folding, Figure 3.5.4A) [23], to more complex 
constructs. The QFS could, for instance, be embedded in duplexes (Figure 3.5.4B), one strand of which expe-
riences an enzyme‐mediated modification that frees the QFS from its duplex restraint, thereby folding into a 
quadruplex and triggering the detection signal (e.g., for the detection of exonuclease activity) [24]. 
Alternatively, the QFS can be “split” into two parts, associated with flanking oligonucleotides that are aimed 



at recognizing a given sequence (Figure 3.5.4C). Upon hybridization with their DNA targets, the two QFS 
halves come close enough to assemble a quadruplex, which interacts with a reporter probe to produce the 
appropriate output signal (e.g., for the detection of gene deletion) [25]. Now that the versatility of  quadruplex‐
based biosensors has been firmly established, efforts are being invested in the design of surface‐immobilized 
quadruplex‐based systems (mainly via streptavidin to date) [26], to allow for the development of sensing 
systems suitable for ELISA‐type assays for instance (in terms of sensitivity, robustness, recyclability, etc.).

3.5.5.3 Electrochemical detection

The surface immobilization of QFS is even more interesting if the surface itself has specific properties. 
Notably, QFS can be bound to electrode surfaces, to convey electrochemical stimuli as the output signals 
[20]. In this particular case, the “on” state originates in the modification of an electrochemical signal that is 

(A)

(B)

(C)

Figure 3.5.4 Colorimetric (A), fluorescence (B), and luminescence (C) detection systems implemented with 
QFS, that is, detection of K+ [23], 3’‐exonuclease activity [24] and gene deletion [25], respectively (See color figure 
in color plate section)
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promoted by the quadruplex fold, directly or indirectly. For instance, the QFS could be covalently modified 
by a ferrocene (Fc) reporter on one of its extremities, and the contraction that results from the quadruplex 
formation triggered by an external stimulus (e.g., K+ cations) restores the electronic communication between 
the Fc and the gold surface, thereby enabling the direct detection of the molecular motion by monitoring the 
current changes (Figure 3.5.5A) [27]. “Label free” systems have also been designed, that is, systems based 
on the use of unmodified (naked) oligonucleotides (as in the aforementioned colorimetric and fluorescence–
luminescence methods). These are mostly based on the efficient hemin–quadruplex interactions, either for the 
detection of the quadruplex fold itself (e.g., for the detection of proteins that promote quadruplex structures, 
such as thrombin that folds the QFS thrombin‐binding aptamers (TBA), making the resulting system an elec-
trochemical aptasensor, Figure 3.5.5B) [28]. Alternatively, the QFS could again be embedded in duplexes, 
one strand of which experiences an enzyme‐mediated modification that frees the QFS from its duplex restraint 
(Figure 3.5.5C), thereby folding into a quadruplex and triggering hemin‐mediated current changes to be used 
as detection signals (e.g., for the detection of endonuclease activity) [29]. In both instances, the readout signal 
is conveyed by the catalytic reduction of H

2
O

2
, the required electrons being provided by the electrode surface. 

As compared with colorimetric and fluorescence–luminescence methods, electrochemical biosensors have 
their own trade‐offs, relying on specialized instrumentations and skills on the one hand but offering the 
advantages of being highly sensitive and readily recyclable on the other.

Altogether, the variety, complementarity, reliability, and practical convenience of the three aforementioned 
detection methods provide a compelling rationale for explaining why dozens of new examples of quadruplex‐
based sensors are reported each year. These include the detection of monovalent (K+ or Ag+) and divalent 
cations (Cu2+, Hg2+ or Pb2+), proteins (such as nucleolin, thrombin, lysozyme or vascular endothelial growth 
factor), nucleic acid derivatives (DNA–RNA analytes, single‐stranded DNA, miRNA, adenosine triphosphate 
or c‐di‐GMP (vide infra)) or nucleotide modifications (single nucleotide polymorphism or single‐base muta-
tions), as well as more complex assays to assess telomerase, methyltransferase, glucose oxidase or choles-
terol oxidase activities for instance [17–20].

3.5.6 Quadruplex‐DNA mimics

Contrary to the modest successes achieved in the design and synthesis of minimalist synthetic duplex‐DNA 
mimics (vide supra), the higher stability of discrete G‐quartets (as compared with that of discrete base pairs) 
endows synthetic quadruplex‐DNA mimics with fairly unique biotechnological skills [5]. In a vast majority 
of the applications developed so far, guanines and non‐guanosine derivatives are employed, thereby giving 
rise to fully synthetic G‐quartets (hereafter termed SQ). Guanines are appealing for the versatility of their 
uses, acting either as molecular staples to assemble supramolecular edifices via the formation of intermo-
lecular G‐quartets, or as simplified quadruplex‐DNA mimics per se, when the formation of the G‐quartet is 
intramolecular. The biotechnological applications of guanines can thus be categorized with regards to the 
nature of the guanine entities involved: G‐monomers (a single guanine per molecular scaffold) that form 
intermolecular SQ only, G‐dimers (two guanines per scaffold) that also form intermolecular but intercon-
nected SQ, and G‐tetramers (four guanines per scaffold) that adopt an intramolecular SQ fold.

3.5.6.1 Intermolecular SQ: G‐monomers

The ability of concentrated solutions of guanine to form gels was reported early on in the twentieth century 
via the pioneering work from Bang (in 1901) [30], who first observed this phenomenon, and Davis and 
 coworkers (in 1962) [31], who provided the molecular basis for the gelation process, demonstrating the 
self‐organization of guanines into G‐quartets via X‐ray crystallography analysis. This property was further 



(A)

(B)

(C)

Figure 3.5.5 Covalent (A) and label free (B,C) electrochemical detection systems implemented with QFS, that 
is, a contractile nanoswitch [27] and the detection of TBA [28] and endonuclease activity [29], respectively
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exploited half a century later, notably by the teams working with Lehn [32] and Barboiu [33], through a series 
of studies aimed at using G‐monomers as building blocks for stable hydrogels (Figure 3.5.6A). Hydrogels, 
notably pH responsive gels, are of particular interest for biomedical innovations, especially for drug delivery 
applications. Lehn and coworkers, for instance, demonstrated that guanosine hydrazide derivatives are effi-
cient hydrogelators upon addition of metal cations, the properties of the resulting supramolecular hydrogels 
being reversibly modulated by external stimuli (chiefly pH and temperature). Even more elegant were the 
investigations on the chemical reactivity of the hydrazide appendages, which readily and reversibly react with 
a library of aldehydes to afford decorated G‐quartets: interestingly, the gelation process drives the component 
selection since the system itself selects the aldehyde that provides the most stable gel in a dynamic manner. 
This gelation‐driven component selection harnesses the principles of the constitutional dynamic libraries to 
trigger self‐organization processes at the macromolecular level, thus being a very elegant example of SQ‐
based supramolecular chemistry applied to materials science.

While it has long been thought that G‐quartets could form in water only, independent research from the 
groups of Davis [34] and Spada [35] pioneered the demonstration, in 1995, that finely structurally tuned 
(lipophilic) guanines (or closely related analogues) could also self‐assemble in organic phases in the presence 
of alkali cations [36] (a restriction that was actually removed a couple a years later by Sessler and coworkers 
[37]). This opened a glorious pathway to the use of the resulting SQ in lipophilic media, notably via the use 
of the subsequent quadruplexes as selective ion extractants, enabling, for instance, the removal of cations 
from organic phases. Even more interesting were the applications based on lipid bilayer membranes: SQ can 
self‐stack within phospholipid bilayers to form synthetic quadruplexes whose structure (notably their inner 
ion channel) makes them perfectly suited for transmembrane ion transport [38]. To make such a system even 
more efficient, Davis and coworkers decided to covalently freeze artificial quadruplexes once assembled, 
thereby discarding kinetic and thermodynamic stability problems (further discussed below) classically linked 
to intermolecular associations, and thus making them more robust ionophores [39]. To this end, they used 

(B)

(A)

Figure 3.5.6 Nanotechnological applications of G‐monomers, for dynamic polymer (A) [32] and transmem-
brane ionophore (B) [39] formation



guanosine derivatives with two appended reactive double‐bonds and cross‐linked all monomers together after 
they assembled into quadruplexes via ruthenium‐catalyzed olefin metathesis technology (Figure 3.5.6B). The 
resulting covalently captured artificial quadruplexes were found to be highly efficient for enabling Na+ trans-
port across liposomal membranes. Alternatively, G‐monomers have also been used for the construction of 
many nanoscale objects, including organic nanoparticles [40], nanoparticle assemblies [41], and biomolecu-
lar nanowires [42].

3.5.6.2 Intermolecular interconnected SQ: G‐dimers

In most of the aforementioned cases, SQ are used to construct artificial quadruplexes and applications are 
mainly driven by the properties of the quadruplex itself (and not by that of the SQ per se). To this end, the use 
of discrete SQ might appear somewhat unwise since the formation of the resulting synthetic quadruplex 
requires the self‐organization of four separated building blocks (guanines), followed by the self‐recognition 
of at least two of the resulting SQ to form an artificial quadruplex: as both events are non‐covalent (i.e., 
reversible) and intermolecular (notably the first step requires the quadruple association of discrete G), they 
might thus be somewhat limited or favored, both in kinetic and thermodynamic terms (vide supra). Astute 
strategies have been devised to favor intermolecular assemblies, for example, the aforementioned use of lipo-
philic G‐conjugates whose association is facilitated by hydrophobic forces that make the reacting partners 
come closer to each other in a highly polar medium. Another elegant way to promote such intermolecular 
associations is to assemble more than one guanine in a single scaffold: G‐dimers have been designed and 
synthesized, varying in the nature of the molecular link between the G units, these being, for instance, biphe-
nylene [43] or bis‐lithocholate [44] linkers, and the corresponding G‐dimers being included in the construc-
tion of barrel‐type or guanosine‐sterol artificial ion channels, respectively. Among the most elegant 
applications, Ghoussoub and Lehn further extended their hydrogel studies (vide supra), implementing a 
process by which they fully seized control of the sol–gel interconversion of a PEG‐linked G‐dimer‐based 
supramolecular polymer by external stimuli [45]. To this end, they constructed a macroscopic material on the 
basis of G‐dimers whose gelation is triggered by K+ cations and subsequently disaggregated by the addition 
of a K+‐affinic cryptand that hijacks the ions from the gel (Figure 3.5.7A). Interestingly, the chelation capabil-
ity of the selected cryptand [2.2.2] is modulated by its protonation state, sequestering K+ at neutral and basic 
pH [K+ ⊂ 2.2.2] and releasing it at acidic pH [2H+ ⊂ 2.2.2]. The sol–gel interconversion can thus be fully and 
easily controlled by sequential acidification–neutralization cycles, making pH‐responsive SQ‐based hydro-
gels very promising dynamers [2c].

An exception to the use of G‐dimers to form interconnected SQ is the cyclic dimeric guanosine‐3′,5′‐
monophosphate, or c‐di‐GMP: this naturally occurring G‐dimer, in which the two G units are connected 
through their riboses by two phosphodiester groups, act as signaling agents in bacteria, notably regulating the 
production of virulence factors [46]. c‐di‐GMP has not been exploited for its nanotechnological applications 
per se; conversely, Sintim and coworkers benefitted significantly from the wealth of knowledge acquired 
through the quadruplex‐based investigations to implement an easy‐to‐perform colorimetric assay to detect 
intrabacterial c‐di‐GMP concentrations. In contrast to GMP, which tetramerizes (to form G‐quartets) at ele-
vated concentrations only, c‐di‐GMP is quite unique in its ability to tetramerize (to form a G‐quadruplex) at 
low micromolecular concentrations, compatible with its natural occurrence in bacteria (<10 μM), notably in 
the presence of small‐molecule intercalators (chiefly proflavine) that non‐covalently template the quadruplex 
assembly, trapping itself in between the two quartet planes (Figure 3.5.7B) [47]. Therefore, c‐di‐GMP was 
colorimetrically quantified through its proflavine‐induced quadruplex fold, via an H

2
O

2
‐promoted hemin‐

mediated oxidation of a chromogenic probe (akin to DNAzyme) [48], an unprecedented ternary intercala-
tor–quadruplex–hemin catalytic system that enables the detection of low (~1 μM) c‐di‐GMP concentrations 
from bacterial cell lysates.

The biotechnological applications of G‐quartets 239



240 DNA in supramolecular chemistry and nanotechnology

3.5.6.3 Intramolecular SQ (or iSQ): G‐tetramers

The most straightforward way to circumvent the above kinetic and thermodynamic problems is to form G‐
quartets intramolecularly, assembling four G units in a single scaffold. The first example of a G‐tetramer was 
reported by Davis and coworkers in 2000, in a study related to a 1,3‐alternate calix[4]arene‐based edifice 
(Figure 3.5.8A) [49]. However, the alternate nature of the calixarene used as a template to gather the four G 
oriented two pairs of G orthogonally (in an “up‐down‐up‐down” fashion), promoted the resulting G‐tetramers 
to polymerize to provide an SQ‐based tube‐like suprastructure. They further studied even more lipophilic 
calixarene–guanosine assemblies, demonstrating, for instance, that a controlled Na+‐promoted dimerization 
allowed for the resulting supramolecular ion pair receptor to firmly bind to NaCl and make it soluble in 
organic solvents. In 2008, Nikan and Sherman reported on a convergent approach, using a cavitand template 
that allows for the four G to be concomitantly present on the same side of the platform (Figure 3.5.8B), 
thereby enabling the formation of a stricto sensu intramolecular SQ (iSQ), which was termed TASQ (for 
template‐assembled synthetic G‐quartet) [50]. This lipophilic TASQ was unique in its ability to fold into its 
iSQ state in a cation‐free manner, while also acting as a very efficient ion receptor. It is worth noting that the 
remarkable stability of Sherman’s quadruplex DNA mimic (TASQ), as compared with that of the Sessler’s 
duplex DNA mimic (vide supra), provides not only compelling evidence but also a clear demonstration of the 
higher stability of base quartets over the base pairs.

An important step on the road towards wider biotechnological applications was taken with the synthesis 
of water‐soluble TASQ. The water solubility is mostly imparted by the nature of the template that is used 
to assemble the G‐tetramer, this being a DOTA‐like polyazamacrocycle (DOTASQ and PNADOTASQ) [51], 

(B)

(A)

Figure 3.5.7 Nanotechnological applications of G‐dimers for tunable dynamer formation (A) [45] and applica-
tion of the DNAzyme technological principles for the colorimetric quantification of c‐di‐GMP (B) [48]



a porphyrin ring (PorphySQ and PNAPorphySQ) [52], a macrocyclodecapeptide (RAFT‐G4) [53], and more 
recently a series of water‐soluble calixarenes [54]. This water‐solubility has opened an avenue into bio-
logically directed applications: DOTASQ has, for instance, been used as a G‐quadruplex ligand (vide 
supra), which strongly deviates from the classical approach in which designed compounds directly thrive 
from the erstwhile used duplex‐DNA intercalators pool. Using an SQ as a G‐quadruplex ligand was directly 
inspired by the astute strategy implemented by Nature itself to make quadruplex architectures reasonably 
stable, that is, the self‐recognition and self‐assembly of G‐quartets, promoted by the presence of biologi-
cally relevant cations. The relationship between the number of constitutive G‐quartet layers and the quad-
ruplex stability being straightforward – the more, the better – quadruplex stabilization was successfully 
attempted with synthetic G‐quartets, notably DOTASQ, which makes it the very first prototype of bioin-
spired quadruplex ligands [51], interacting with its DNA target according to a “like likes like” process 
driven by the nature‐inspired assembly of two G‐quartets, one synthetic (TASQ) and the other native 
(quadruplex).

Another leap was taken with the second‐generation prototype, PNADOTASQ, which differs structurally 
from DOTASQ in that its chemical construction involves guanine moieties surrounded by primary amine 
side‐chains, thereby making PNADOTASQ cationic in solution (protonated at physiological pH). The wreath 
of cationic charges around its SQ means PNADOTASQ is able to fit snugly into the quadruplex binding site, 
which is a native G‐quartet surrounded by negative charges (from the phosphodiester groups). Its quadruplex 

(B)

(A)

Figure 3.5.8 Nanotechnological applications of G‐tetramers, for ion pair receptor (A) [49] and selective ion 
extraction (B) [50] applications
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Figure 3.5.9 Nanotechnological applications of water‐soluble G‐tetramers, for bioinspired quadruplex interaction (A) [51], as pre‐cata-
lyst for peroxidase‐like TASQzyme reactions (B) [58] and as a boosting agent for DNAzyme‐type catalytic oxidations (C) [59]



interaction is thus promoted not only by the self‐recognition of quartets (“like likes like”) but also by a well‐
defined electrostatic interaction network (Figure 3.5.9A). Even more interesting is the observation that amine 
appendages actively participate in the quadruplex–ligand interaction, leveraging a fairly unique quadruplex‐
promoted iSQ folding that triggers the overall quadruplex‐affinity of the ligand, making PNADOTASQ the very 
first prototype of a smart G‐quadruplex ligand [51]. More recently, a third-generation TASQ named PyroTASQ 
was reported as the very first prototype of “twice-as-smart” quadruplex ligand, thanks to a unique design that 
makes it both a smart ligand (i.e., a structurally labile ligand that adopts its high-affinity conformation upon 
contact with quadruplexes only) and a smart probe (i.e., the aforementioned conformational switch triggers 
its fluorescent properties, making it a quadruplex-selective fluorescent light-up probe) [55].

However, only neutral (DOTASQ and PorphySQ) and cationic TASQ (PNADOTASQ, PNAPorphySQ and 
PyroTASQ) interact with the negatively charged DNA; Sherman and coworkers’ cavitand‐base TASQ is 
water‐solubilized by the presence of four phosphodiester groups [54], making it an accurate quadruplex‐
DNA mimic while precluding its interaction with quadruplexes. This TASQ was thus used to evaluate the 
isolated quartet affinity of quadruplex ligands (being mostly cationic), thereby providing a unique means of 
delineating the contributions of quartets, loops, and groove interactions to their overall quadruplex affinity.

Reminiscent of what has been described here with quadruplexes, the small molecule–SQ interactions are 
even more interesting if ligands acquire specific properties once in interactions with the SQ. The unique 
properties of hemin, which have been highlighted and thoroughly exploited with quadruplexes, make it a 
perfectly suited candidate for G‐tetramer‐based biotechnological developments. Indeed, studies aimed at 
uncovering the mechanism of quadruplex–hemin catalytic systems have highlighted that the hemin binding 
to the accessible G‐quartet of a quadruplex is one of the main key steps of the DNAzyme‐type catalysis [56]. 
Inspired by this observation, quadruplexes have been efficiently substituted by isolated synthetic G‐quartets 
(TASQ), thereby giving rise to a novel catalytic system known as TASQzyme (Figure 3.5.9B). Both DOTASQ 
and RAFT‐G4 [57] have been used as pre‐catalysts for peroxidase‐mimicking oxidations, upon interaction 
with hemin and H

2
O

2
, albeit with a decreased catalytic efficiency (~25‐fold) as compared with quadruplex‐

DNA. Given that hemin is negatively charged at physiological pH, the cationic nature of PNADOTASQ make 
it a better pre‐catalyst than DOTASQ and RAFT‐G4, with a better overall efficiency that is still, however, 
lower than that of the quadruplexes (~11‐fold) [58]. Even if preliminary, these results are nevertheless inval-
uable since: (i) they represent an important technological simplification of the DNAzyme process, given that 
oxidations can be performed on larger scales, without pre‐catalyst preparation (no DNA folding steps) and 
cofactor restrictions (hemin can be replaced by FeTPPS for instance, which is known to display better water 
solubility and stability); and (ii) they also confirm definitively that the hemin–quartet interaction is the most 
important step of peroxidase‐like oxidations, since acceptable catalytic efficiencies are obtained with pre‐
catalysts that are actually structurally far simpler than quadruplexes, as they are devoid of both loops and 
grooves, thereby providing hemin with a less hydrophobic binding site.

Finally, given that the hydrophobicity of the hemin binding site is also a determining factor for the 
DNAzyme efficiency, iSQ were further exploited for their dual skills, that is, their ability to interact with the 
quadruplex on the one hand (quadruplex ligand) and hemin on the other (TASQzyme precatalyst). The logic 
behind further use of the iSQ versatility, implementing catalytic oxidation in the concomitant presence of 
both TASQ and quadruplexes, was to sandwich hemin between two quartet layers, one natural (quadruplex) 
the other synthetic (TASQ) to offer hemin a binding pocket with artificially enhanced hydrophobicity 
(Figure 3.5.9C) [59]. The efficiency of this unprecedented ternary TASQ–hemin–quadruplex catalytic sys-
tem, being approximately threefold better as compared with the hemin–quadruplex system, is important not 
only since it provides important insights into the DNAzyme mechanism (highlighting the impact of the 
hydrophobic nature of the hemin binding site) and a brand new way to enhance the catalytic proficiency of 
quadruplex‐based catalytic reactions (creation of an artificial inter‐quartet hydrophobic active site), but also 
because it represents another, fully innovative example of biotechnological use of SQ (as a “booster” of 
quadruplex–hemin DNAzyme systems).
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3.5.7 Conclusions

Alongside its fundamental role as a repository of genetic information, in recent years DNA has become a 
central player for nanotechnological innovations. The pioneering demonstration that DNA is not merely hold-
ing the genetic information but could also be enzymatically proficient was reported exactly 20 years ago by 
Breaker and Joyce [60], when they demonstrated that short DNA fragments were effectual in promoting the 
catalytic cleavage of the RNA sequences they are associated with. This peculiar capability of DNA, termed 
DNAzyme activity, set off a burst of investigations aimed at de‐mystifying DNA and making it a routine 
molecular tool to build multitasking nanodevices, an impetus that was further bolstered by the ever easier 
commercial access to synthetic oligonucleotides. The knowledge of the nucleic acid community combined 
with the techniques of chemistry, molecular biology, surface, and biophysical sciences have unambiguously 
yielded real biotechnological dividends, as vividly demonstrated by the versatility of the selected examples 
reported in the present chapter. However, some sour notes still remain, such as scalability, chemical diversity, 
recyclability, and cost issues, which must be addressed for the unquestionable adoption of DNA–G‐quartets 
based technologies in the industrial arena. The emerging field of synthetic G‐quartets, discussed thoroughly 
herein, is providing not only preliminary but also invaluable solutions that help address these issues; notably, 
the iSQ (or TASQ) bear the lion’s share of these promises, since they concomitantly display the unique prop-
erties of G‐based supramolecular assemblies while circumventing the entropic costs associated with intermo-
lecular associations. The wealth of information that has already been acquired definitively provides a strong 
message for the exciting nucleotide‐based technological area to be launched from a solid scientific basis; 
however, even if these findings are significant and promising, they admittedly represent only the very first 
milestones on the road to an overall grasp of the true potential of synthetic G‐quartets as bionanotechnologi-
cal tools. Let us wager that many future studies will shortly prove us right.

So, at present, it is still unclear whether (and to what extent) chemists have succeeded in harnessing 
Nature’s synthetic know‐how. It is, however, absolutely clear that Nature was, is, and will remain the most 
precious and inexhaustible source of inspiration, not only for chemists but also for all researchers in the many, 
strongly interlinked fields of science that collectively constitute the world of nanotechnology.
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4.1.1 Introduction

Nucleic acids are evolutionary optimized recognition modules. In the key biological processes (replication, 
transcription, and translation) nucleic acid recognition is used to arrange mutually reactive functional groups 
in the close proximity that is required to drive bond‐forming reactions. This has inspired many scientists to 
use nucleic acids as templates that are able to program chemical reactions. In an ever‐growing number of 
investigations it has been shown that nucleic acid templated reactions are useful tools in nucleic acid diagnosis 
and reaction/drug discovery. Furthermore, applications in materials chemistry are being explored, wherein 
nucleic acid templates instruct the size‐controlled formation of macromolecular materials.

In recent years, significant efforts have been invested into the development of chemistries that enable large, 
nanosized nucleic acids to act as templates. These efforts have been fueled by the desire to apply nucleic acid 
templated reactions to the detection of biologically occurring DNA and RNA molecules in challenging 
 environments, such as cell lysates, polymerase chain reaction or within living cells. However, the application 
of large nucleic acid templated chemistry is by no means restricted to the field of nucleic acid diagnosis and 
it is tempting to speculate about biogenic instructors of macromolecular functions.

Nucleic acid templated chemical reactions can be broadly divided into three groups (Figure 4.1.1): (i) tem-
plated ligation reactions, (ii) templated transfer reactions, and (iii) templated interconversion reactions. What the 
three  principle reaction formats have in common is that the increased effective concentration of the reactive 
probes enables a chemical reaction to proceed under dilution conditions, which disfavor bimolecular reactions in 
the absence of the template. In the following we will discuss reactions that have been applied to large templates. 

Nucleic Acid Controlled Reactions on 
Large Nucleic Acid Templates

4.1
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For a comprehensive overview of reactions used in DNA/RNA‐templated reactions, the reader is guided to 
recent reviews [1–5].

4.1.2 Nucleic acid controlled chemical reactions

In templated ligation reactions two reactive molecules, whether they consist of DNA, RNA or their synthetic 
analogues, are connected to form a product of extended length. The pioneering work of the groups working 
with Naylor and Gilham [6], Shabarova [7], and Orgel [8] focused on the non‐enzymatic formation of 
 phosphodiesters. Letsinger and coworkers introduced a non‐native structure based on nucleophilic substitution 
of two DNA strands, one terminated with 3ʹ‐phosphorothioate and the second bearing a 5ʹ‐bromoacetamide 
group (Figure 4.1.2A) [9]. In this work, one of the key features of nucleic acid templated reactions, ligation 
fidelity, was highlighted. It was shown that a single nucleotide mismatch can reduce the efficacy of the templated 
reaction by one order of magnitude. Current chemistries enable 103‐fold rate differences (vide infra). Several 
reports describe further development of ligation via halide‐sulfur S

N
2‐displacement [10–17]. A notable ligation 

method was developed by the groups working with Kool. They introduced the term autoligation, which 
describes reactions that proceed in the absence of added reagents. A 3ʹ‐phosphorthioate served as a nucleo-
phile in the reaction with a 5ʹ‐iodinated oligonucleotide. The use of 5ʹ‐sulfonates allowed the design of a 
fluorogenic ligation reaction, in which a fluorescence quencher (Y = dabsyl) is released upon templated S

N
2 

displacement (Figure 4.1.3, see also Figure 4.1.2A) [17]. The so‐called QUAL probes (quenched autoligation 
probes) were applied, among other applications, in the detection of rRNA in bacterial cells (see Section 4.13 
of this chapter) [18].

Lynn and coworkers introduced reductive amination to nucleic acid templated reactions (Figure 4.1.2B). In 
this reaction, a 5ʹ‐aldehyde is attacked by a 3ʹ‐amino group on the second strand. The imine was formed in 
65% yield and is irreversibly trapped as amine upon addition of NaCNBH

3
 [23, 29–31]. These seminal con-

tributions also focused the attention on templated reactions under turnover conditions, which has become a 
key issue in contemporary research [5, 32]. Turnover refers to reactions in which a single template instructs 
the formation of many product molecules. The resulting amplification effect is useful when the availability of 
templates is limited. DNA‐templated reductive amination allows the sequence specific oligomerization of 
formyl‐DNA and its analogues to detect long DNA templates [31].

reactive probes reactive complex
transfer

ligation

interconversion

template

no reaction

Figure 4.1.1 Overview over template‐controlled chemical reactions; reactive probes with functional moieties 
brought into close proximity through hybridization to the nucleic acid template, hence enabling a chemical 
 reaction, e.g., ligation reaction, transfer reaction, and interconversion of the reactive groups. In the absence of a 
template no chemical reaction takes place
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Liu and coworkers extended the repertoire of DNA‐templated chemistry [33]. For example, they  introduced 
DNA‐templated Wittig olefination (Figure 4.1.2C) [24], conjugate additions via maleimides (Figure 4.1.2D), 
and acyl transfer reaction via DNA‐linked active esters (vide infra). The power of DNA‐directed chemistry 
was demonstrated in impressive multistep template‐controlled syntheses of small‐molecules (see also 
Figure 4.1.16) [22, 34–37].

The work of Seitz et al. was inspired by the native chemical ligation of peptides introduced by Kent and 
coworkers [38]. This chemistry was applied to peptide nucleic acid (PNA) based oligomers, which have 
higher affinity for complementary nucleic acids than DNA or RNA based oligonucleotides. One PNA strand 

Figure 4.1.2 Nucleic acid templated ligation reaction. A, Autoligation with phosphorothiate‐Y (Y = Br, I) [10, 16, 
17, 19–21]; B, reductive amination [22, 23]; C, Wittig olefination [22, 24]; D, maleimide‐based ligation with differ-
ent nucleophiles X (X = SH, NH2) [21]; E and F, native chemical ligation [25, 26]; G, click reaction [27]; and H, 
metal–salen formation [28]
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was equipped with a C‐terminal thioester group. The other strand contained an N‐terminal cysteine 
(Figure 4.1.2E). The two reactive PNA conjugates are ligated through a thiol exchange reaction to yield a 
thioester intermediate, which rapidly rearranges to yield an amide‐linked ligation product [39]. The reaction 
is fast (75% yield after 5 min) and proceeds with high sequence specificity [39, 40]. The replacement of 
cysteine by isocysteine (Figure 4.1.2F) increased the turnover numbers at high probe excess without being 
detrimental to the specificity and rates [25, 26, 39, 41]. Native chemical PNA ligation was performed on large 
DNA templates formed during PCR (see also Figure 4.1.12) [42].

Brown and coworkers used copper‐promoted click chemistry to ligate two oligonucleotide strands in a 
template‐directed synthesis (Figure 4.1.2G) [43]. The reactions involved a 3ʹ‐azido and a 5ʹ‐alkinyl modified 
oligonucleotides and provided triazole‐linked ligation products [44]. The reaction was used to covalently 
crosslink complementary DNA strands [45], to cyclize double stranded DNA [46], and to form catenane‐like 
structures [47]. For further information the reader is guided to recent reviews [44, 48–52].

Furthermore, Saito and coworkers introduced a reversible photoligation reaction, a reagent‐free reaction 
that is triggered by UV light (366 and 302 nm) that does not promote significant DNA damage [53]. A 5ʹ‐
vinyl modified pyrimidine DNA strand was ligated with a 3ʹ‐thymidine bearing DNA strand to form the 
cis–syn [2+2] cyclophotoadduct (93% yield in 1 h) after irradiation at 366 nm. This photoligation reaction 
was demonstrated to be reversible after irradiation at 302 nm. The scope of applications included reactions 
on triplex DNA [54], catenane‐like plasmid DNA structures  [55], and branched oligonucleotides [56] 
(Figure 4.1.4).

Czlapinski and Sheppard first reported nucleic acid templated reactions forming metal–salen bonds 
(Figure 4.1.2H). Two DNA strands were equipped with salicylaldehyde groups at both the 3ʹ‐ and the 5ʹ‐ends. 
Addition of ethylenediamine and metal (e.g., Mn(OAc)

2
 or Ni(OAc)

2
) lead to assembly of the metal–salen 

complex at 65% after 1 h [28]. Later Gothelf et al. used this principle for the sequence‐instructed assembly 
of nanomaterials [57].

In templated transfer reactions, functional groups are designed to enable a relocation of a group of atoms. 
The number of nucleobases within a given reactive group remains unchanged. Therefore, the reaction products 
have similar template affinity to the probes before reaction. Templated transfer reactions can be performed 
under conditions of dynamic strand exchange. This helps to increase the turnover in the template. The transfer 
of thioester‐linked reporter groups from a donating PNA probe to an isocysteinyl‐PNA acceptor has been 
described by Grossmann and Seitz (Figure 4.1.5A) [58–60]. The transfer of a quencher enabled the real‐time 

Figure 4.1.3 Schematic illustration of QUAL (quenched autoligation) probes developed by Kool et al. A fluorophore 
(fluorescein) is turned off by a quencher (dabsyl), which is released when the phosphorothioate‐bearing strand 
attacks the quencher to switch the fluorophore on
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analysis of the decrease in emission of the acceptor‐linked fluorophore and an increase in the emission of the 
donor‐linked fluorophore. The method was applied to the transfer of pyrene and biotine residues [61]. 
Recently, the templated acyl transfer onto cysteine has been adapted to DNA‐based reaction systems allowing 
the transfer of a fluorophore from donating DNA conjugate to acceptor DNA conjugate [62] or to a quantum 
dot [63].

The group working with Turberfield and Stulz studied the scope of DNA‐templated acyl transfer reactions 
and assessed various nucleophiles (e.g., amine, hydrazine, hydrazide, aminooxy, benzylamine, and hydrazine‐
nicotinate) as well as linker lengths under different reaction conditions (pH, temperature, and solvent mixtures) 
[64]. They found that the acyl transfer reaction works best with α‐effect nucleophiles at neutral pH.

Liu and coworkers extended the scope of nucleic acid templated reactions and explored reagent‐free reactions 
(vide supra) and reagent‐added reactions, such as amine acylation, reductive amination, and Wittig olefination. 
The first involved a DNA‐linked N‐hydrosuccinimide (NHS) and the in situ formation of DNA‐NHS‐linked 
acylating reagents, which allowed the sequence‐controlled acylation of DNA‐linked amino groups. The 
 templated amide bond formation (Figure 4.1.5B) proceeded in 75% yield. The scope of this reaction was 
shown in several applications, such as the DNA walker [65] and templated multistep synthesis to build up 
libraries of macrocycles [66].

Abe and Ito demonstrated a template‐directed nucleophilic aromatic substitution (S
N
Ar) reaction to unmask 

a non‐fluorescence dye leading to its fluorescence emission. An electrophilic non‐fluorescent dinitrobenzene 
coumarine derivative incorporated at the 3ʹ‐end of one DNA strand was substituted with the help of nucleophilic 
phosphorothiate at the 5ʹ‐end of another adjacently annealed DNA strand (Figure 4.1.5C). The reaction was 
performed on templates originating from 23S rRNA of Escherichia coli [67].

A templated transfer reaction has been used to enable the de novo synthesis of a fluorophore. Seitz introduced 
a templated Wittig reaction between a DNA‐linked cyanobenzyl phosphonium salt and a DNA‐linked 
 benzaldehyde (Figure 4.1.5D) [68]. The transfer of the benzylidene unit yielded a stilbene. The addition of 
α‐cyclodextrin increased the emission at 380 nm. The reaction provided 102‐fold enhancement of fluores-
cence on a 0.1 equiv template and was performed on PCR‐DNA.

Figure  4.1.4 Reversible photoligation reaction of 3’‐thymidine DNA and 5’‐vinyl‐modified pyrimidine DNA 
strand and its scope of application. R = H (31% yield within 1 h) or CO2H (93% yield within 1 h)
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Figure 4.1.5 Illustration of transfer reactions yielding fluorescence signals; A and B based on native chemical 
ligation reactions. A, Transfer of quencher (dabsyl) leading to switch‐on of the donor PNA strand and simultane-
ous switch‐off of the acceptor PNA strand; B, amine acylation of an activated acyl donor; C, nucleophilic aromatic 
substitution accompanied by switch‐on of a fluorescent probe; D, transfer reaction based on a Wittig reaction 
resulting in α‐cyclodextrine stabilized fluorescence trans‐stilbene
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Nucleic acid templated reactions that lead to the interconversion of functional groups beyond transfer and 
ligation are usually based on the Staudinger chemistry. Two approaches turned out to be useful: (i) template‐
directed reduction of an azide‐quenched fluorophore (Figure 4.1.6A and B) and (ii) the release of a linker 
subsequent to azide reduction (Figure 4.1.7A and B). Winssinger used an azidocoumarin PNA conjugate, 
which was reduced by a second PNA strand bearing a C‐terminal triphenylphosphine group yielding a 
22‐fold increase of fluorescence (Figure 4.1.6A) [69]. The Staudinger reduction was tested with different 
 fluorophores (1–5). Kool developed a DNA‐based reaction system, which involved azidomethoxycoumarin‐
derived reactive probes (Figure 4.1.6A, 2) [70]. The reaction led to a 62‐fold fluorescence increase within 
115 min at a stoichiometric template load [71]. A two‐color reporter system based on FRET was used for 
 reactions on intracellular RNA templates (Figure 4.1.5B) [72–79].

Winssinger introduced a linker in which azide reduction triggers a fragmentation reaction (Figure 4.1.7A). The 
reaction resulted in the release of functional units such as rhodamine and bioactive molecules (estradiol and 
doxorubicin). The Staudinger reduction‐induced cleavage proceeded with 30% conversion within 30 min [80]. 
Kool developed the quenched Staudinger triggered azidoether release (Q‐STAR) probes. The reaction involves an 
azidoether‐linked dabsyl unit, which quenches the emission of an appended fluorophor (Figure 4.1.7B). The 
reduction of the azidoether linker triggers the release of a quencher unit and thereby restores fluorescence. The 
method was adapted to a two‐color readout (Figure 4.1.7C). The reaction system enabled 90% conversion within 
30 min and furnished a 61‐fold enhancement of the fluorescence signal after 2 h [71]. The Q‐STAR probes were 
used to detect the presence of RNA templates within living cells (see also Figure 4.1.8) [71, 78, 81].

Figure  4.1.6 Design of conversion probes: A, Staudinger reduction of azido‐quenched fluorophore yielding 
fluorescence enhancement; and B, design of a FRET system based on conversion probes



Figure 4.1.7 Schematic Illustration of a nucleic acid templated conversion reaction based on cleavage of a 
linker, either release of an unquenched fluorophore (A) or release of a quencher, leading to switch‐on  fluorescence 
(B) or enabling FRET (C)
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The programmable nature of the nucleic acid templated reactions provides opportunities for the design of 
reaction systems in which a specific nucleic acid sequence is translated into assemblies of molecules and 
functional output with applications ranging from small‐molecule synthesis, bioanalytics, and material 
 sciences. Here we describe some representative examples and highlight challenging applications to the use of 
nucleic acid templated chemical reactions.

4.1.3 Applications

4.1.3.1 Reactions on intracellular RNA

The emerging role of RNA as a key regulator of biological processes has led to intensified research efforts 
aimed at the detection and imaging of intracellular RNA within living cells. RNA imaging has been the 
domain of fluorescent hybridization probes. However, the promise of high target specificity and signal 
 amplification has inspired chemists to develop fluorogenic reactions that proceed within the cellular 
 environment.

Kool and coworkers applied the QUAL probes for the detection of rRNA within E. coli. The bacterial cells 
were fixed with paraformaldehyde. The 5ʹ‐dabsyl containing DNA probe was labeled with fluorescein or 
TMR (rhodamine) and incubated with phosphorothioate DNA strands (Figure 4.1.3) [82–85]. The rRNA 
target triggered the generation of a green or red fluorescence signal. Later, two differently colored QUAL 
probe designs were used to distinguish between E. coli and Salmonella enterica 16S rRNA sequences, which 
are closely related and differ by only a few nucleotides [84, 86, 87]. The Q‐STAR probes provide signal 
 amplification via turnover in a template (vide supra). This facilitated measurements of rRNA in E. coli and 
S. enterica (Figure 4.1.8) [71, 78, 79, 81].
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Winssinger and colleagues used probes based on GPNA to detect cellular mRNA encoding O‐6‐methylguanine‐
DNA‐methyltransferase, which is highly expressed in HEK293 cells. GPNA oligomers are comprised of a 
peptide nucleic acid scaffold, which includes arginine side chains [88, 89]. The positively charged guanidino 
groups confer cell permeability [88, 90, 91]. The reaction system took advantage of an azido‐quenched 
 fluorophore (rhodamine, 3 and a terminal triphenylphosphine 6 (TPP‐DNA), which triggers the reduction of 
the azido group (Figure 4.1.6A) [92]. Reactive probes that were complementary to the O‐6‐methylguanine–
DNA–methyltransferase mRNA target in HEK293 cells produced a fluorescence signal whereas mismatched 
probes did not (Figure 4.1.9A). A reaction system that involved a bis‐azidorhodamine (Figure 4.1.6A, 5) 
enabled an improvement of the fold fluorescence enhancement (from 30‐fold to 120‐fold). The reactive 
probes were used to detect miRNA21, which is frequently overexpressed by solid tumors. The reactions were 
performed in different cell lines (MCF‐7, BT474, HeLa, JIMT‐1, and HEK293T). Impressively, the  magnitude 
of the fluorescence generated upon the templated reaction correlated with the known miRNA21 expression 
levels (Figure 4.1.9B).

The group working with Abe and Ito demonstrated that 23S rRNA in paraformaldehyde fixed E. coli 
cells triggered the fluorogenic reaction between triphenylphosphine‐containing oligonucleotide probes 
and azido‐quenched rhodamine probes (Figure 4.1.6A) [72]. The use of azidomethyl‐caged fluorescein 
allowed for improvements to the fold fluorescence increase [93]. The reaction was targeted to 28S rRNA 
and β‐actin mRNA in intact human leukemia HL60 cells. To enable cellular delivery, cells were incubated 
with streptolysin‐O (SLO). The fluorescent product was imaged by fluorescence microscopy and detected 
by flow cytometry. Recently, they additionally developed a fluorogenic reaction for time gated measure-
ments in living E. coli cells (Figure 4.1.10) [94]. The reaction system involved an aromatic azide, which 
formed a phenanthridinone derivative upon RNA‐templated Staudinger reduction. The phenanthridinone 
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Figure 4.1.9 (a) Image of HEK293 cells treated with azido‐quenched rhodamine in the presence (tmTCEP) or 
absence (–tmTCEP) of a dimethylalkylphosphine probe and in the presence of match probes (match) and 
 mismatch probes (mismatch) [92]; (b) different cell lines treated with the dimethylalkylphosphine probe and 
bis‐azidorhodamine probes matching the miRNA21 sequence [75]. Adapted with permission from [75]. Copyright 
(2011) Royal Society of Chemistry (See color figure in color plate section)
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served as an antenna for  transfer of excitation energy to a lanthanide complex. This provided a long‐lived 
(0.6–1.8 ms) luminescence signal. The antenna probes enabled direct detection of rRNA in living E. coli 
cells through measuring crude samples [94].

4.1.3.2 Reactions on large biogenic DNA and RNA templates in vitro

Recently, nucleic acid templated chemistry was interfaced with molecular biology methodology. Kool and 
colleagues developed a chemoenzymatic method for the detection of specific miRNA molecules, which play 
an important role in cell proliferation processes and apoptosis. The method included two steps (Figure 4.1.11) 
[95]. In the first step, the miRNA template triggered a cyclization reaction of an oligonucleotide bearing a 
5ʹ‐iodinated and 3ʹ‐phosphorthioate termini (see also Figure  4.1.2A). The cyclized product served as a 
 template in a rolling circle amplification (RCA) executed by Φ29 DNA polymerase. The resulting DNA 
 single strand contained many repeats of a sequence, which were targeted in the second step by Q‐STAR 
probes (see also Figure 4.1.7B). To avoid degradation by the DNA polymerase the Q‐STAR probes were 
modified by incorporation of 2ʹ‐O‐methyl nucleosides at the 3ʹ‐end. A concentration of 0.2–2 nM miRNA was 
sufficient to trigger a fluorescence signal above the background [95].

Roloff and Seitz performed a native chemical PNA ligation (see Figure 4.1.2E) while the DNA template 
was produced in a polymerase chain reaction (PCR) [42, 96]. The PCR protocol typically involves repeated 
cycles of denaturation at 95 °C, primer annealing at 50 °C, and primer extension at 72 °C. The challenging 
task was to maintain the chemoselectivity of the reactive PNA probes in the presence of proteins and nucleic 
acids at temperature up to 95 °C, while enabling fast rates of templated ligation to achieve product formation 
within the short time available during primer annealing (20 s). The PNA probes were equipped with FAM and 
TAMRA fluorophores to allow FRET measurements (Figure 4.1.12). Intensive reactivity tuning lead to a 
reaction system comprised of a cysteinyl–PNA and a PNA probe bearing a C‐terminal β‐alanine thioester. 
The fluorescence signal was detected in situ by using a real‐time thermocycler. The human BRaf‐gene served 
as template in an asymmetric PCR. In the absence of BRaf DNA or in the presence of mismatched DNA no 
FRET signal was observed. A 2.5 aM concentration of the human genomic template was sufficient to trigger 
a detectable fluorescence signal [42].
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The authors of this book chapter explored the native chemical PNA ligation on long DNA templates 
encompassing the human IT15 gene. This gene is linked to Huntington Disease, which is caused by an 
excessive number of triplet repeats. We developed a reaction system that provides a product when the 
 number of triplet repeats exceeds a certain threshold (Figure 4.1.13). The targeted repeat sequences have a 
tendency to fold into structures that are difficult to invade by complementary probes. The use of lysine‐
modified PNA probes provided high template affinity and, at the same time, reduced background reactions 
triggered by the partial complementarity of PNA‐probes containing the (cag)

n
 motif. Auxiliary oligonucleo-

tides 7 were targeted to the 3ʹ‐region of the repeat target sequence and blocked access to short templates. 
The reaction system was tested on amplified human genomic DNA (pathological, HD, and healthy, WT). It 
was shown that only the HD DNA triggered the formation of a ligation product detected by rapid ultra 
 performance liquid chromatography (UPLC) measurement. This enabled a clear yes/no answer to the DNA 
diagnosis question [97].
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of PNA–thioester probes and cysteinyl–PNA conjugates
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4.1.3.3 Drug screening

Based on nucleic acid templated chemical reactions (described earlier) DNA‐encoded libraries were developed 
that allow the synthesis and screening of a huge collection of small‐molecules with desired properties [98, 99]. 
In principle, chemical compounds (building blocks, 8) were conjugated to DNA‐fragments 9, which serve as 
identification barcodes and facilitate nucleic acid templated chemical reactions. These reactions enable the 
formation of small‐molecules (translation) linked to a specific DNA‐sequence 10. A subsequent separation 
step (in vitro selection) allows the enrichment of the DNA‐conjugate bearing the library member with the 
desired properties 11. Subsequently, this purified DNA‐conjugate is amplified by PCR (amplification) and 
could be either reintroduced to another iterated cycle of translation, in vitro selection and amplification 
(diversification), or sequenced to receive information about the identity of the synthetic molecule with the 
desired properties (sequencing) (Figure 4.1.14).

Gartner and coworkers first demonstrated the application of DNA‐directed synthesis with a model library 
containing 1025 members, 12. This DNA‐encoded library was allowed to react with 1025 thiol‐containing 
reagents, 13, in which only one reagent bears a biotine‐tag, thus enabling the streptavidin binding. Owing to 
the nucleic‐acid templated reaction (maleimide–thiol ligation, see also Figure 4.1.2D), 1025 products were 
obtained (instead of >106 possible products in a non‐templated manner). After in vitro selection with streptavidin, 
the biotine‐bearing product 14 was 1000‐fold enriched (Figure 4.1.15) [21]. This principle was later extended 
to multistep synthesis using subsequent amine acylation (see also Figure 4.1.5B) chemistries [22].

Liu and coworkers showed the diversification of this approach by creating a DNA‐encoded library with small‐
molecules, wherein every small‐molecule binds/targets another protein with high affinity and specificity for 
streptavidin, carbonic anhydrase, papain, trypsin, and chymotrypsin, as well as glutathione‐S‐transferase, and 
thereby, demonstrated the ability of parallelization of in vitro selection steps [100]. Furthermore, they improved 
this approach by developing DNA‐encoded library architectures, allowing branched small‐molecule synthesis 

translation

89

10

in vitro selection

11
amplification

primer

diversification

sequencing

Figure 4.1.14 Schematic illustration of DNA‐encoded library technology for synthesis and screening of collec-
tions of small compounds; consisting of iterated cycles of translation, in vitro selection, amplification, and either 
diversification or sequencing
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[101–103], enabling the transformation of reactive groups [104], introducing DNA‐conjugates with cleavable 
linkers facilitating self‐elution from streptavidin beads after selection of the synthesized product [101], and 
temperature‐dependent reactions allowing the need for a temperature gradient to control the chemical reactions 
[105]. These amendments opened the field for impressive multistep synthesis of complex macrocyclic fumara-
mides by four successive DNA‐templated reactions: three amine acylation steps and one Wittig olefination, 
giving macrocyclic fumaramide (Figure 4.1.16). Of note, the Wittig reaction also served the purpose of enabling 
the release of the macrocycle from the streptavidin beads [66].

The library of macrocycles obtained was selected against carbonic anhydrase affinity yielding one enriched 
member [100]. After PCR amplification of the template the sequence was characterized and identified as the 
only macrocyclic fumaramide bearing a phenol sulfonamide group, which is known for its high affinity to 
carbonic anhydrase [66]. In recent years, the scope of DNA‐templated synthesis has been extended to the 
construction of a library containing >13 000 DNA‐linked macrocycles [37] or unrelated polymers [36, 106]. 
The amplification step was improved by introducing reaction‐dependent PCR for in vitro selection during 
amplification of DNA sequence encoded molecules [107, 108].

Hansen and coworkers introduced the YoctoReactor® [109–117]. This drug discovery tool is based on the 
molecular evolution principle described earlier (see caption to Figure 4.1.14). Building blocks were conju-
gated with a unique DNA sequence either with cleavable or non‐cleavable linker (15, Figure 4.1.17). Four 
reactive DNA strands were designed to form a four‐way junction (16) in which the reactive groups are 
arranged within a yoctoliter volume at the crossover. After assembling the four‐way junction (16) the building 
blocks (colored dots) are arranged in proximity, facilitating chemical reactions such as amine acylation, 
reductive amination or S

N
Ar. Subsequent to the chemical reaction the DNA ends were ligated to form a 

nicked four‐way junction. After cleavage of the labile linker between the building block and its DNA conju-
gate, the YoctoReactor is dismantled by PCR to yield a dsDNA with the product (dots) exposed on its surface 
(17). This is called the display product. The display product with the exposed molecule enables a selection 
step for the desired properties and affinities. The affinity‐selected product is amplified by PCR facilitating the 
enrichment of sequences encoding for compounds that bind the target of interest. To retrieve information 
about the identity of the affinity selected compound, the DNA is analyzed by DNA sequencing and bioinfor-
matics analysis.

Turberfield et al. synthesized macromolecules with a high degree of polymerization in remarkable yields 
(23–31% overall yield) [118]. The synthesis was initiated by a templated olefin bond forming reaction 
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between a DNA conjugate bearing an aldehyde (19) and a second conjugate containing an ylide 18 
(Figure  4.1.18). In a Wittig reaction an alkylidene group was transferred from the ylide to the aldehyde 
 moiety of the other reaction partner, followed by cleavage of the DNA adapter, which was released by adding 
a full complementary unmodified DNA strand. This heterofunctionalized product was allowed to react in a 
 subsequent Wittig reaction with another heterofunctionalized building block, 20. For termination of the synthesis 
a DNA conjugate bearing an aldehyde without an ylide linker 21 was added, which enabled the formation of 
the final product 22. Later, Turberfield applied this concept to T‐type template architectures [119].

Figure 4.1.16 Illustration of translation, in vitro selection strategy to generate a library of macrocycles. The library 
was generated by DNA‐templated amine acylation reactions and one Wittig macrocyclization reaction. The DNA 
templated macrocycle enables the amplification by PCR, which in turn serves as starting template for iterated cycles
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Figure 4.1.17 Schematic principle of the YoctoReactor: annealing of ssDNA conjugates (15) to assemble the 
reaction center (16). The stepwise templated reaction resulting in transfer of the building block (colored dots) is 
facilitated as a result of increased molar concentration within the reaction center. After DNA ligation of the DNA 
ends, the reactor architecture is dismantled with PCR (primer extension) giving the display product (17), which 
bears the exposed product at its surface. The display product (17) is enriched by affinity selection towards an 
immobilized target. The survivors were amplified by PCR and sequenced to obtain information about the identity 
of the display product (See color figure in color plate section)

Figure 4.1.18 DNA‐templated synthesis of 22 by iterative Wittig olefination reactions



266 DNA in supramolecular chemistry and nanotechnology

Alternative strategies for drug discovery rely on encoded self‐assembly of chemical libraries (ESAC) and 
lack nucleic acid templated chemical reactions and will, therefore, not be treated in this overview. For more 
information the reader is guided to several publications [120–124].

4.1.3.4 Materials science

The growing toolbox of nucleic acid templated reactions has brought applications within the field of materials 
science into reach. The aim is to develop methods for the DNA/RNA‐sequence instructed construction of 
molecules with designed properties. For example, it is envisioned that nucleotide sequences can be translated 
into sequence‐defined monodisperse polymer materials and nucleic acids may be able to program the formation 
of molecular wires and nanosized circuits.

Rosenbaum and Liu reported a nucleic acid templated oligomerization reaction based on reductive amination 
of PNA aldehydes on a 40‐mer DNA template (Figure 4.1.19) [125]. The challenge was to enable successive 
chemical reactions without intermediate purification. The first PNA aldehyde (4‐mer) was covalently attached 
to the DNA template. With this system a DNA sequence was translated into an artificial polymer (PNA). The 
templated reaction of side‐chain functionalized PNA aldehydes was proposed as a method for laboratory 
evolution of synthetic polymers [126].

Based on work from von Kiedrowski’s group [127], Gothelf and coworkers demonstrated DNA‐templated 
manganese–salen bond forming reactions between linear and tripodal oligonucleotide‐functionalized 
 molecules (LOM, 23; TOM, 24 in Figure 4.1.20, see also Figure 4.1.2H) [128, 129]. With this repertoire of 
DNA‐ functionalized building blocks they were able to build linear and angled branched products, as well as 
three‐way and five‐way junctions. It is believed that this approach enables the construction of two‐dimensional 
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nanomatrices. Later these scientists improved the concept of manganese–salen complex formation to build 
potentially conducting nanomaterials [130]. The ability to design nanosized, three‐dimensional objects via 
sequence‐instructed DNA assembly is driving the field of DNA‐nanotechnology. The objects are formed by 
means of non‐covalent interactions and are therefore not within the scope of this review. Several reviews are 
available for further information [131–135].

Brown demonstrated the use of Cu(I)‐mediated click chemistry for the synthesis of covalently closed 
ssDNA circle and dsDNA pseudohexagon (catenane) structures (Figure 4.1.21) [47].

(a) (b)

Figure 4.1.20 (a) LOM and TOM structures introduced by Brown and (b) examples of their assembly to built‐up 
two‐dimensional nanostructures by forming manganese–salen complexes

Figure  4.1.21 Cu(I)‐mediated click chemistry to form covalently closed ssDNA circle and double stranded 
pseudohexagon structures
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Gothelf investigated templated Cu(I)‐mediated click reactions in the construction of dendrimer oligomers 
with precise geometries and function. A polyamidoamine (PAMAM) dendrimer was either azide‐ (25) or 
alkyne‐ (26) functionalized at its surface and conjugated to a DNA strand. Another DNA strand served as a 
template, which directed the alternate assembly of the alkyne‐ and azide‐modified dendrimer‐DNA. Addition 
of cupper(I) triggered the coupling of the dendrimer units yielding covalently bound dimers, trimers, tetramers, 
and polymers (27, Figure 4.1.22) [136].

Gothelf and colleagues prepared functionalized nanostructures by means of the Glaser–Eglington coupling 
[137–139]. Copper click chemistry was used to attach phenyl acetylene units to DNA. In the presence of an 
amine and Cu(I) as well as Cu(II) two phenylacetylene units can be joined in a templated reaction 
(Figure 4.1.23a). They expanded the scope to DNA‐directed heterocouplings of oligo(phenylene ethylene) 
building blocks to form molecular rods of predetermined length ranging from 4 to 8 nm (Figure 4.1.23b). 
This investigation suggests a DNA‐templated route to potentially conductive materials. It was found,  however, 
that yields decreased with the increasing level of oligomerization [140].

4.1.4 Conclusions

In the early years, nucleic acid templated reactions were explored in the context of origin‐of‐life studies and 
as a tool for the construction of synthetic genes. Later, chemists recognized the potential for DNA diagnostics. 
DNA/RNA‐templated reactions can proceed with high sequence fidelity because adjacent hybridization of 
two functionalized nucleic acid strands is required to drive bond formation. Furthermore, one DNA/RNA‐
template molecule may trigger the synthesis of many product molecules, which provides the basis for an 
amplification mechanism. However, biologically occurring nucleic acid targets are structured (e.g., double‐
stranded DNA or folded RNA), which complicates access of the targeted segment. Furthermore, biogenic 
templates reside within complex matrices such as tissues, cells, cell lysates or enzyme mixtures used in 

Figure 4.1.22 Cu(I)‐mediated click chemistry to build linear and branched polymer structures with functionalized 
dendrimer DNA conjugates
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molecular biology. These challenges have led to the development of robust and biocompatible nucleic acid 
templated chemistries. We are now at a stage where nucleic acid directed chemistry can be used to visualize 
native size RNA molecules (rRNA, mRNA, miRNA) within living cells. However, limits of detection are still 
not sufficient to detect low copy number targets. In addition, templated chemistry has been perfected to an 
extent that it can be performed in situ while the large template is being enzymatically amplified during rolling 
circle amplification (RCA) of polymerase chain reactions (PCR). This may provide new opportunities for 
molecular diagnosis and the construction of modifiable PCR libraries.

While research into diagnostically useful NA‐templated reactions has been performed within the last 
20 years, the focus on applications within drug synthesis and drug screening is more recent. The extension of 
the repertoire of templated chemistries has been instrumental in the recent success stories of DNA‐encoded 
 synthesis of drug‐like molecules. This line of research has led to the development of sequence‐encoded and 
amplifiable drug libraries, wherein the nucleotide part of a DNA–drug conjugate not only contains the 
instruction for the drug part but also enables the amplification and identification. Several start‐up companies 
have highlighted the potential usefulness of these approaches.

Applications of NA‐templated reactions for the bottom‐up construction of designer materials are only 
beginning to emerge. The first publications only date back to the 1990s and the field is still in its infancy. Yet, 
recent reports have demonstrated the potential of NA‐templated synthesis in materials sciences. For example, 
the DNA‐instructed synthesis of polyphenylacetyles shows that the bottom‐up assembly of charge conducting 
circuits may be within reach.
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Figure 4.1.23 (a) Nucleic acid directed Glaser–Eglington heterocoupling promoted by Cu(I) and Cu(II) and an 
amine base; and (b) schematic illustration of Glaser–Eglington oligomerization of phenylene ethylene DNA 
 conjugate building blocks
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4.2.1 Introduction

Crossbreeding is often referred to as the art, or science, of modulating the traits of biological species (animals, 
plants) by mixing two different populations in order to obtain desired characteristics. Interestingly, this idea can 
be transferred to biomolecules. In theory, the synthetic combination of two chemical species would lead to 
 chimerical structures featuring new characteristics belonging to both molecular species. Nucleic acids and lipids 
are the fundamental molecules in biology. While the former store and propagate genetic information, the latter, 
as the structural components of cell membranes, act as boundaries and allow for compartmentalization. Thus, 
the combinations of lipids with oligonucleotides have been realized and new bioconjugates termed Lipid 
OligoNucleotides (LONs) have been synthesized and studied [1]. These amphiphiles are currently attracting a 
considerable degree of interest owing to their unique physicochemical and biological properties. These hybrid 
compounds feature the molecular code of the nucleic acids and the self‐assembly properties that lead to aggre-
gates such as micelles [2], liposomes [3], and nanoparticles [4]. Excitingly, LONs have been investigated for 
biomedicinal applications [4], for example, in the design of new therapeutic strategies.

In this chapter we highlight recent advances in the area of LONs with an emphasis on molecular and 
 biomedical applications. In the first section, we focus on the design and the synthesis of LONs. This will 
include several examples of synthetic oligonucleotide based amphiphiles. In the next section, we describe 
recent biomedical applications involving LONs.

Lipid Oligonucleotide Bioconjugates: 
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4.2.2 Chemical approach to the synthesis of lipid–oligonucleotide conjugates

The revolutionary discoveries on gene expression [5–7] and the pioneering work on the chemistry and 
 biochemistry of nonionic analogues [8–11] have inspired synthetic chemists/biochemists in the advancement 
of the therapeutic use of oligonucleotides (ONs). In this context, extensive research has been done to improve 
the properties of ONs by covalently linking bio‐inspired reporter groups (e.g., peptides, carbohydrates, lipids, 
polyamines) and numerous other small molecules to ONs. Recent developments in the field of oligonucleotide 
conjugates have been reviewed by several groups [12–14]. To overcome the barrier due to the poor affinity of 
ONs with the cell membrane and to offer efficient delivery, conjugation of neutral lipids with ONs renders an 
interesting approach, along with the use of viral vectors as well as non‐viral delivery systems. Recent reviews 
highlight [1, 15, 16] the advances made in the field of lipid–oligonucleotide conjugates (LONs). In this 
 section, however, we will focus solely on the chemistry part of the LONs.

Based on location, there are three different positions for lipid conjugation to ONs: (i) 3ʹ‐terminal, (ii) 5ʹ‐terminal, 
and (iii) an intra‐chain position (anywhere in the ON sequence except for the 3ʹ‐ or 5ʹ‐termini). At each location, 
the lipid conjugates can typically be incorporated at various sites that is, at the phosphate backbone (either 
anchoring on a solid support through a linker or between two nucleotides), at a sugar unit (with 2ʹ‐, 3ʹ‐ or 
5ʹ‐conjugation, an LNA derivative, etc.), and/or at a nucleobase unit (at various positions or through conjugation 
of modified mimics of the nucleobase). The specific site/sites of the lipid conjugation has/have an impact 
on the biological and physical properties of the LONs. Therefore, depending on its application, the conjugation 
site/sites has/have to be carefully chosen so that the function of the LONs is facilitated without compromising 
its binding properties (hybridization with complementary ONs).

The synthetic methods used for the incorporation of lipid moieties anywhere in the sequence of the 
 oligonucleotide, for the preparation of LONs, fall into two major categories: a solid‐phase approach (or  pre‐
synthetic approach) and a solution‐phase approach (or post‐synthetic approach). Both methods have their 
own benefits and limitations.

4.2.2.1 Solid‐phase (or pre‐synthetic) approach

In the pre‐synthetic approach, the modified derivative (carrying the desired lipidic moiety, with or without a 
suitable protecting group) is incorporated prior to, during or after the stepwise process of oligonucleotide syn-
thesis on a single solid support. Solid‐phase synthesis has the advantage of high coupling efficiency and is a 
facile purification method. However, the wealth of molecules compatible with solid phase synthesis (acidic 
and oxidative conditions) and deprotection (strong alkaline and nucleophilic conditions) is limited as this 
method excludes the use of chemical functionalities that are not stable enough to survive in these conditions. 
In this context, custom synthesis of desired modified derivative is required unless it is commercially available.

4.2.2.1.1 Lipid conjugation at the 3ʹ‐terminal

Letsinger and coworkers developed the first solid‐phase synthesis to functionalize the 3ʹ‐terminal of ONs 
with cholesterol (Scheme  4.2.1A). Firstly, they synthesized support‐bound dinucleoside H‐phosphonate 
derivative (internucleoside H‐phosphonate) and then a cholesteryl group (in the form of cholester‐3‐yloxycar-
bonylaminoethylamine) was conjugated by oxidative phosphoramidation [17]. D’Onofrio and coworkers uti-
lized a similar principle to tether a cholesterol derivative. They employed aminoalkyl supported acylate with 
3‐chloro‐4‐hydroxyphenylacetic acid as an alternative to a conventional succinyl linker, and standard phospho-
ramidite chemistry was utilized to couple commercially available 3ʹ‐terminal nucleoside phosphoramidite to 
the hydroxyl functionality [18] (Scheme 4.2.1B). Other methods to prepare 3ʹ‐conjugates are the use of solid 
supports attached to a branched alcohol having orthogonally protected amino and hydroxyl groups through a 
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succinyl linker. The amino group is first selectively deprotected and coupled with the hydroxyl functionality of 
the conjugate group as a chloroformate ester. Here all the synthesis steps were carried out on the solid support 
(Scheme 4.2.1C). Subsequently, stepwise solid phase oligonucleotide synthesis was carried out to obtain LONs 
[19, 20]. There are several other reports where linker–lipid conjugates were first synthesized and then coupled 
with a solid support [21–32]. Among these, Ueno and coworkers utilized a glycerol derivative (protected with 
DMTr and TBDMS at the primary hydroxyl group) as a branched alcohol (Scheme 4.2.2A). Aminobutylcarbonyl 
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was then obtained by converting the glycerol derivative into its O‐carbonylimidazolide and reacted with 
1,4‐diaminobutane. Various lipidic moieties were then coupled using appropriate coupling agents. Finally, 
after deprotection of the TBDMS group with TBAF, lipid modified glycerol derivatives were linked to a CPG 
(controlled pore glass) support through a succinyl linker [21]. Grijalvo and coworkers also utilized a glycerol 
derivative as a branch alcohol linker for lipid conjugation at the 3ʹ‐position [33]. Reed et al. [28, 34] and 
Soutschek et al. [35] used trans‐4‐hydroxy‐L‐prolinol as an amino–diol linker to conjugate the lipidic moiety 
at the 3ʹ‐position in the LONs (Scheme 4.2.2B). In a completely different approach, Manoharan and coworkers 
choose uridine itself as a replacement for a branch alcohol and introduced a lipidic conjugate at the 3ʹ‐hydroxy 
function through an O‐aminohexyl linker. 5ʹ‐O‐hydroxyl was protected with DMTr and the remaining sec-
ondary hydroxyl group (2ʹ‐OH) was succinylated to couple with the CPG solid support [36] (Scheme 4.2.2B). 
In another report by Matysiak and coworkers, 2ʹ‐O‐cholesteryluridine building units were coupled to a poly-
styrene solid support via a 3ʹ‐O‐succinate‐bridge [37] (Scheme 4.2.2B).

4.2.2.1.2 Lipid conjugation at 5ʹ‐terminal

As classical ON chemical synthesis proceeds in the 3ʹ–5ʹ direction, the lipid conjugation at the 3ʹ‐terminal 
requires significant additional efforts (in the context of chemical synthesis) [36, 38] and, therefore, it is more 
facile to incorporate the lipid conjugate at the 5ʹ‐terminal compared with the 3ʹ‐terminal. There are various 
methods reported in the literature to incorporate lipid conjugate at the 5ʹ‐terminal of ON sequences. Krieg and 
coworkers [39] employed H‐phosphonate chemistry (described by Letsinger et al. [17]) to introduce choles-
terol at the 5ʹ‐position. Interestingly, Shea et al. coupled triethylammonium 1,2‐di‐O‐hexadecyl‐rac‐ 
glycero‐3‐hydrogenphosphonate to the 5ʹ‐terminal of ON using H‐phosphonate chemistry (Scheme 4.2.3). This 
was the first report on the utilization of phospholipid (non‐nucleosidic) for the preparation of oligonucleotide 
hybrids [40]. MacKellar et al. employed phosphoramidite derivatives to synthesize ONs bearing 5ʹ‐lipid 
 conjugates [38] (Scheme 4.2.3).

Recently our group has reported the synthesis of LONs featuring a double lipidic chain (with a nucleosidic 
phosphoramidite reagent) and a triple lipidic chain (with non‐nucleosidic phosphoramidite reagent) at the 
5ʹ‐position of ONs. These LONs are capable of forming micellar aggregates (self‐assembly), which provide a 
suitable reservoir for the hydrophobic drug, and represent responsive nanomaterials for drug delivery [41] 
(Scheme 4.2.3). Several other recent reports from our group have shown the utilization of Huisgen 1,3‐dipolar 
cycloaddition of alkynes and azides [42], the so‐called “click” reaction [43], in the synthesis of LONs [15, 
44, 45]. One of our reports demonstrated the construction of an LON‐functionalized quantum dots (LON‐QDs) 
nanoplatform for recognition and detection of miRNAs [45] (Scheme 4.2.3). These reports explained the use of 
nucleosidic phosphoramidite reagents for incorporation of a lipidic moiety at the 5ʹ‐position of an ON sequence. 
It was also revealed that the reduction of the hydrophilic character of ONs (to facilitate cellular uptake) and 
binding with lipoproteins and particles of LDL (low‐density lipoproteins) are not, however, the only motive for 
lipid conjugation to ONs, as they also find applications in the drug delivery and bio‐imaging field. Similarly 
there are numerous other H‐phosphonate and phosphoramidite derivatives (both nucleosidic and non‐ nucleosidic) 
(Scheme 4.2.3) that have been developed by several research groups to conjugate lipidic moieties to the 
5ʹ‐ terminus of the ON chain [2, 26, 27, 29, 34, 37, 38, 40, 46–51]. Moschos et al. conjugated a cholesterol 
phosphoramidite derivative at the 5ʹ‐end of sense RNA through a disulfide linker (–(CH

2
)–S–S–(CH

2
)) [52].

However, Polushin and Cohen used an ester linkage to tether a lipidic group (palmitoyl) at the 5ʹ‐position 
of the ON chain. Since the ester functionality is not stable under the strong basic conditions (ammonia treatment) 
required for deprotection of the nucleobases and cleavage of ON from the solid support, they employed tert‐
butyl phenoxyacetyl (t‐BPA) as a base labile amino protecting group and an easily cleavable oxalyl linker 
along with ethanolamine as a deprotection reagent, while keeping the 5ʹ‐ester linkage intact [53]. The rationale 
was to synthesize LONs with a biodegradable ester linkage (easily hydrolyzed by intracellular esterases) and 
to provide efficient accessibility of the antisense sequences for binding to their targets [53]. Very recently, 
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Chillemi et al. used a 1,2‐di‐O‐acyl‐sn‐glycero‐3‐phosphoryl derivative to afford LONs. It is worth mention-
ing here that this was the first report where a phosphatidyl group (carrying an ester funtionality) had been 
used as a lipidic moiety (Scheme 4.2.4). The use of 1‐hydroxybenzotriazole (HOBt) as an activator for each 
phosphoramidite coupling step lead to the formation of bulky phosphate‐type intermediates, which did not 
react with the primary amino groups of the nucleobases, and a silyl derivative as a linker (which can be 
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cleaved under neutral conditions) allowed the solid‐phase synthesis of LONs with a phosphatidyl group, 
while keeping ester functionality intact [51].

An additional method for the preparation of 5ʹ‐conjugates was described by Guzaev and Manoharan [54]. 
Initially they anchored a phosphoramidite derivative of N‐chloroacetyl‐6‐aminohexanol at the 5ʹ‐position of 
an ON sequence through standard solid phase ON synthesis and then coupled it with an amino (dodecylamine) 
or thiol (1‐octadecanethiol, thiocholesterol) derivative of lipidic moieties to afford the desired LONs [54]. 
Kobylańska et al. introduced a lipidic moiety at the 5′‐position of ONs through a phosphorothioate linkage. 
In this instance, they first synthesized 2‐alkoxy‐2‐thiono‐1,3,2‐oxathiaphospholane (from various lipophilic 
alcohols, such as cholesterol, borneol, menthol, and heptadecanol) and then reacted this with 5ʹ‐hydroxyl 
groups of support bound ON in the presence of a catalytic amount of DBU [55]. Additionally, Gosse et al. 
prepared amino or iodo fluorescent lipid derivatives. The amino lipid derivative was then coupled with an 
activated phosphate group of the ON chain at the 5ʹ‐position. As an alternative, they introduced a terminal 
sulfhydryl group at the 5ʹ‐phosphate of the ON sequence and then coupled this with an iodo lipid derivative 
to afford the desired LONs [56].

4.2.2.1.3 Lipid conjugation at internal position (intra‐chain)

Lipid conjugation at the internal position of an ON sequence could be achieved by incorporation of prefabri-
cated nucleosidic or non‐nucleosidic building blocks carrying a lipidic group. In this context a nucleobase 
unit and a 2ʹ‐position of the ribose sugar are preferable sites for lipid conjugation to prepare prefabricated 
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nucleosidic phosphoramidite building blocks. A lipidic moiety could also be introduced at the internal 
 position of an ON chain by incorporation of non‐nucleosidic phosphoramidite building blocks bearing a 
lipidic moiety. The strategy developed by Manoharan et al. [36] and Matysiak et al. [37] for the 3ʹ‐lipid 
 conjugation, is also applicable for the preparation of uridine based building blocks bearing a lipidic moiety at 
the 2ʹ‐position, which in turn can be incorporated at intra‐chain positions. One of the recent reports from our 
group demonstrated the utilization of a Staudinger–Vilarrasa reaction for the synthesis of 2ʹ‐lipid–amido 
uridine phosphoramidite for the insertion of lipidic moieties within the ON sequences [57] (Scheme 4.2.5). 
Bryld and Lomholt employed an amino–LNA derivative and a cholesterol moiety was then introduced at a 
secondary amino through a C6 linker [58] (Scheme 4.2.5).

Kurz et al. introduced a lipidic moiety at a nucleobase unit. They first coupled a 5‐iodocytidine with the 
O‐propargyl derivative of tocopherol via Sonogashira coupling followed by 5ʹ‐DMTr protection, and then 
converted this into a 3ʹ‐phosphoramidte derivative to incorporate it into ON sequences by conventional  solid‐
phase synthesis [59] (Scheme  4.2.5). Similar approaches have been used by Gambinossi et al. for the 
 preparation of LONs bearing a cholesterol moiety at the intra‐chain position [4]. Tomkins et al. introduced an 
amino functionality via a thioether linkage at the C5 position of pyrimidine nucleosides. This primary amine 
functionality was then reacted with lipid modified N‐hydroxysucinimide esters to afford a nucleoside with a 
lipidic moiety. In an another approach, 3‐(2‐pyridyldithio)propionic acid N‐hydroxysuccinimide ester was 
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reacted with a primary amine followed by a thiol derivative of a lipidic moiety to introduce a disulfide linkage 
between the nucleobase and the lipid group [60] (Scheme 4.2.5). Several other approaches have been reported 
for preparing lipid conjugated phosphoramidite building blocks of derivatized heterocyclic bases [61].

For example, Guzaev and Lönnberg synthesized novel non‐nucleosidic phosphoramidite building blocks 
from dioctyl malonate. Initially they introduced two hydroxymethyl functionalities (in dioctyl malonate) 
and then selectively protected one with DMTr, followed by conversion of the second hydroxyl methyl 
group into phosphoramidite using standard reagents and procedures (Scheme 4.2.5). It is worth mention-
ing that the lipidic moieties are coupled via biodegradable ester linkages and are stable enough under the 
standard  condition of DNA deprotection, thus allowing efficient conjugation of ONs with lipidic moieties 
[62] (Scheme 4.2.5). Another non‐nucleosidic phosphoramidite building block was synthesized by Kim 
et al. They first reduced the carboxyl group of lithocholic acid to afford cholane‐3,24‐diol (3α,5β). 
Selective  protection of the primary hydroxyl group followed by reaction with chloro‐(2‐cyanoethyxy)‐N,N‐ 
diisopropylaminophosphine yielded the desired phosphoramidite building block. This phosphoramidite was 
synthesized in such a way that it can be incorporated into ON sequences as a lipidic segment, which enabled 
the formation of a mimic of natural DNA hairpin structures [63] (Scheme 4.2.5).

4.2.2.2 Solution‐phase (or post‐synthetic) approach

The solution‐phase, or post‐synthetic, approach is an alternative technique to synthesizing LONs. As for 
solid‐phase synthesis, in the solution‐phase (post‐synthetic) approach, ON is first synthesized on a solid 
 support with the appropriate functional moieties at the desired positions. This in turn is deprotected and 
cleaved from the solid support and conjugated in the solution phase with the desired lipidic moieties to afford 
the LONs. Solution‐phase coupling has the advantage of a choice of a variety of molecules and chemistries, 
which are incompatible with solid phase synthesis. Moreover, both of the components, that is, the ON 
sequence and lipidic derivative, can be synthesized separately employing the most efficient chemistry. 
Purification and characterization of both the fragments are possible before conjugation. The main drawback 
of the solution‐phase approach is low coupling efficiency because of poor solubility of the lipidic derivative 
in the aqueous solution and the exhaustive purification procedure. Despite these limitations, several groups 
have reported the synthesis of LONs through a solution‐phase approach. Vinogradove et al. described the 
preparation of LONs by coupling an ON bearing activated dithiol group with thiol phospholipids in pyridine–
chloroform via a sulfur exchange reaction [64] (Scheme  4.2.6). In addition, Acedo et al. illustrated the 
 synthesis of LONs having dexamethasone (a glucocorticoid with lipophilic character similar to cholesterol) 
as a lipidic moiety. They initially synthesized an ON sequence bearing a primary amino group at the 5ʹ‐terminus. 
In parallel, they prepared an N‐hydroxysuccinimide ester derivative of dexamethasone at the primary hydroxyl 
group. Finally, they coupled these two fragments in 1:1 DMF–sodium carbonate buffer to yield the LONs 
[65] (Scheme 4.2.6).

Kabanov et al. used a surfactant‐based reversed micelles approach in an organic solvent to synthesize the 
ON sequences having a 5ʹ‐phosphate group with a fatty alcohol. The coupling reaction between the fatty 
alcohol and the ON sequences can take place in the inner cavity (aqueous phase) of reversed micelles. This 
protocol seems to be advantageous for the modification of natural oligonucleotides bearing a 5ʹ‐phosphate 
group in the solution phase [66]. To facilitate less interference with nucleobase pairing and stacking 
 interactions, Manoharana et al. described post synthetic lipid conjugation of ON sequences at the 2ʹ‐position. 
They synthesized 2ʹ‐O‐hexylthiotrityl adenosine phosphoramidite and incorporated it into ON sequences at 
the desired position using conventional solid phase ON synthesis. The trityl deprotection was then carried out 
to generate free thiol groups in TEAA buffer followed by coupling with maleimide activated phospholipid 
derivatives in the phosphate buffer to obtain the desired LONs [67] (Scheme 4.2.6). Recently, Raouane et al. 
reported a microwave assisted coupling protocol for the synthesis of the LONs in solution phase. First they 



O

O O

O

P
O

OHO
R

NH2

NH2

O
SH5

14

5 6O

O O

O

P
O

OHO
R

O
S S

S SN

+

Pyridine-chloroform (1:2)
16 h, rt

R = H or COOH

Vinogradov et al. 1995 (ref. 64)

O

OH

F H

HO
O

O

O

O

O P

O

O

O Oligonucleotide OH

O

OH

F H

HO
O

O

O

N
H

+

DMF-0.1 M Sodium Carbonate Buffer (1:1)

Acedo et al. 1995 (ref. 65)

N

NN

N

NH2

O

PO
O

O–

Oligonucleotide

O
Oligonucleotide

OO
S

HO

N

O

OSH

N H
N

O
P

O
O

O
O

O O

O
O

O

O

+

Phosphate buffer
(pH = 8)

Ref 67

Manoraharan et al. 1993 (ref. 67)

N
O

O

14

14

14

H
N

O
P

O
O

O

O

O
O

O

O
14

OH
3'5'

5' 3'

N

NN

N

NH2

O

PO
O

O–

Oligonucleotide

O
Oligonucleotide

OO

HO

OH
3'5'

5' 3'

Oligonucleotide
Sequence

5' 3'

Oligonucleotide
Sequence

5' 3'

4
3'5'

O P

O

O

O Oligonucleotide OH4
3'5'

H2N

(A)

(B)

(C)

Scheme 4.2.6 Various strategies for the synthesis of LONs via the post‐synthetic route (solution‐phase approach)



286 DNA in supramolecular chemistry and nanotechnology

synthesized a squalene derivative bearing maleimide moiety through an ethoxyethyl linker. In parallel, they 
prepared an ON sequence having a 3‐mercaptopropyl phosphate group at the 3ʹ‐terminal. Finally, the  coupling 
reaction was carried out in a DMF–MeOH–PBS mixture under microwave irradiation to afford the desired 
LONs [68].

4.2.3 Biomedical applications

4.2.3.1 LONs as efficient delivery vehicles in gene therapy

As non‐coding natural RNAs are so effective at regulating gene expression in vivo, many investigations are 
aimed at developing artificial analogs capable of restoring the correct genotype of a defecting gene. Restoring 
the correct gene expression by means of the addition of artificial oligonucleotides (arON) constitutes the 
basis of gene therapy. Oligonucleotide therapeutics are no longer just laboratory curiosities and several arONs 
are in clinical trials or are already on the market. In this context, (i) the selectivity, (ii) the stability in  biological 
fluids, and (iii) the ability to cross the lipidic membranes and reach the targeted oligonucleotide are among 
the more important features of an effective arON. Considering the amazing number of different nucleic acid 
sequences present in the genome and transcriptome of each cell, targeting of a unique defective gene or RNA 
is virtually impossible. Off‐target effects were in fact often noticed in the early reports on antisense 
 oligonucleotides. However, one has to bear in mind that regulatory non‐coding RNAs such as small RNAs, 
mi‐RNAs, si‐RNAs, sn‐RNAs, etc., were not known at this time. The lack of selectivity observed in the past 
may be ascribed (at least in part) to the targeting of non‐coding RNAs. Besides, it is now well established that 
arONs may elicit an immune response in a sequence selective manner via their binding to toll‐like receptors 
(TLR) or others located in the outer leaflet of the membrane [69]. As a result, the arON does not necessarily 
need to penetrate inside the cell to trigger the transduction of a sequence‐aspecific and unwanted 
 biological  signal.

Moreover, chemists can nowadays play around with chemical modifications of the nucleic acid at will, to 
impart designated properties and pharmacodynamics/kinetics to the arON. These points have been addressed 
in a recent review and will not be covered here [14]. Oligonucleotides are high molecular weight, polar, and 
polyanionic molecules with a poor ability to cross apolar lipidic bilayers. Many strategies have been  developed 
to overcome this problem. Most of them rely on a vector capable of forming a complex with the arON that is 
further able to diffuse across the membrane. Natural (viruses) as well as artificial (cationic polymer, lipids, 
etc.) vectors are used in that regard. Nevertheless, the efficacy of artificial vectors is usually low in vivo, they 
are toxic, and the complexes still tend to remain trapped in endosomal compartments. Lipid nanoparticles 
(LNP) containing a mixture of lipids with at least one ionizable amino group to complex the arON show great 
promise as a delivery vehicle for therapeutic siRNA [70]. The covalent attachment of a lipid to an arON to 
form an LON with inherent, “built‐in”, transfection capabilities constitutes another interesting alternative. In 
fact, cellular membranes are mainly composed of lipids and the lipidic segment of the LON is expected to 
anchor the arON into the membrane, thus ultimately favoring internalization of the arON. Ideally, adsorption 
of the LON onto the membrane would trigger the internalization of the LON in a monomeric form, thus 
avoiding endosomal entrapment issues.

Given the simplicity of this hypothesis for the improvement of arON delivery, it is not surprising that the 
first LONs were described soon after the emergence of the antisense strategy, 20 years ago. Yet, and in spite 
of some reported successes [31, 63, 71], it appeared that the insertion of the LON into the membrane clearly 
did not guarantee efficient internalization of the arON [21]. The lipid does not serve simply as an aspecific 
glue that will anchor the LON to any lipidic domain at the surface of the cell [72], and the anionic nature of 
some membrane surfaces may limit ONA adsorption [73]. The type and length of the linker in the LON used 
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to attach the lipid to the oligonucleotide may therefore impact the properties of the LON by decreasing 
 electrostatic repulsions with longer linkers [74], or by influencing the nature of the LON aggregates in 
 aqueous solutions [75]. Furthermore, if the anchoring of the arON into the membrane was the limiting step, 
better biological response should be correlated with an increased membrane affinity of the LON, but this 
clearly proved to be wrong [76, 77]. Definitely, the arON must somehow interact with the membrane first 
(LONs having a clear advantage over non‐modified analogs in this regard). However, different mechanisms 
of internalization have been described with each cellular type having its own pattern of response [16]. 
Consequently, the derivatization strategy of the oligonucleotide must be finely tuned for an efficient delivery 
of the arON across plasma membranes.

A survey of the recent literature shows that the efficient delivery of arON in vitro and in vivo has usually 
been achieved through receptor‐mediated internalization. siRNA conjugates are by far the most widely 
 studied LON for medical applications [78]. For example, the high‐ (and low‐) density lipoproteins (HDL and 
LDL) efficiently take up cholesterol molecules. Conjugation of cholesterol to the 3ʹ‐end of the passenger 
strand of si‐RNA targeting apolipoprotein B (apoB) resulted in the suppression of the apoB mRNA in vivo in 
the liver after a systemic injection of the siRNA in mice. There is a clear correlation between the penetration 
of the cholesterol‐conjugated siRNA and the presence of HDL (not LDL or albumin) receptors in the targeted 
cell membranes.

Furthermore: (i) the in vivo efficacy and the affinity for HDL and LDL of the different lipids conjugated to 
the siRNA were correlated – aliphatic C

18
 or longer alkyl chains lipid exhibit better affinities toward HDL and 

superior in vivo efficacies compared with shorter chains [79]; and (ii) the preassembly between cholesterol–
siRNA and HDL was shown to cause an 8–15 times more effective apoB gene silencing in vivo compared 
with free cholesterol siRNA [79]. Recently, the silencing efficiency was found to be limited by the receptor‐
mediated entrapment of the LDL–chol–siRNA nanoparticles in endolysosomal compartments. Photochemical 
irradiation led to the release of the siRNAs from the endolysosomes and greatly improved gene silencing 
[80]. Interestingly, the preassembly can be constructed with mimetic lipoprotein particles prepared from 
recombinant apolipoprotein E3 as a delivery vehicle for chol–siRNAs. The delivery of chol–siRNA to the 
mouse liver is very efficient even in the presence of high endogenous levels of plasma LDL [81]. Altogether, 
these results suggest that the uptake of cholesterol–siRNA strongly supports the involvement of a lipoprotein 
receptor mediated endocytosis for cholesterol–LON cell penetration.

The detection of LDL receptors in the brain prompted the development of cholesterol‐conjugated siRNA 
dedicated to penetrate neurons in vivo. The first one concerns a neurodegenerative disorder, Huntington 
 disease, which can be addressed via RNAi. A local injection in murine neurons demonstrates the uptake and 
silencing efficiency of cholesterol–siRNA [82]. A second study describes the inhibition of an oligodendrocyte 
specific gene in the rat as well as in non‐human primate central nervous systems (CNS) after a direct local 
injection [83]. The third investigation is also related to the silencing of a gene specifically expressed in the 
CNS by oligodendrocytes [84]. This study also addressed the issue of the covalent attachment of the lipid to 
the arON. Improved in vivo inhibition was observed after a direct intraparenchymal CNS infusion of the 
chol–siRNA conjugate modified with a cleavable disulfide linker. This shows that part of the LON may 
remain unproductively trapped into intracellular lipophilic compartments [2].

Interestingly, other serum proteins can be targeted to load and deliver the LONs. Yokota and coworkers 
prepared an siRNA whose siRNA guide strand was covalently attached to the lipophilic vitamin E (a‐ tocopherol). 
The siRNA was designed once again to silence apoB gene expression [85]. Very significantly, apoB expres-
sion was silenced after an intravenous injection of 2 mg kg–1 in mice whereas the same siRNA conjugated 
to  cholesterol administered with the same dosage was inactive. The differences in efficiency between 
 cholesterol and tocopherol siRNA can be attributed to their different affinities for serum proteins, tocoph-
erol  interacting preferentially with tocopherol‐associated proteins, such as SEC14L2, SEC14L3, SEC14L4, 
and afamin. Overall, the targeting of serum proteins with an LON for the delivery of arONs shows great 
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potential in vivo provided the targeted tissues express the receptor for the serum protein. However, care must 
be taken as serum proteins have also been shown to inhibit antisense LON decorated with different lipids 
in vitro [77].

Couvreur and colleagus synthesized a squalene LON siRNA that controls tumor growth in vivo (but not in 
vitro) [68]. Squalene is a biocompatible, inert lipid. It should be noted that no specific receptor was identified 
or targeted in that case.

LONs have also been targeted against microRNAs (miRNAs). miRNAs are an abundant class of small 
endogenous non‐coding RNAs that post‐transcriptionally regulate gene expression [86]. The inhibition of over‐
expressed miRNA with a cholesterol–LON whose sequence is complementary to the miRNA (the so‐called 
antagomirs), has been achieved by the group working with Manoharan [87, 88]. Indded, the antagomir was 
not only capable of trapping the targeted miRNA but it also induced its degradation by a mechanism 
 independent of the RNAi machinery [88].

4.2.3.2 Other biomedical applications of LONs

One can take advantage of the oligonucleotide sequence of the LON to pair with a targeting agent attached to 
the complementary DNA [89]. Micelles of DNA block copolymer (polypropylene) decorated with folate 
residues attached to the cDNA of the LON efficiently targeted in vitro human colon adenocarcinoma cells 
(caco‐2), which overexpress folate receptor. The size of the micelle and the ability to trap the anticancer drug 
within the core of the micelle were clear advantages of this design.

In another report, LON‐based micelles loaded with lipophilic anticancer drugs were shown to selectively 
release part of the drug payload of the micellar aggregates upon binding the complementary oligonucleotide 
[41]. Provided the latter is locally overexpressed, the drug could be transported and selectively released at 
the desired location. Moreover, surprisingly the loading capacity of the micellar aggregates were found to be 
dependent on the oligonucleotide sequence.

4.2.4 Conclusions

Despite the great promise of ON based therapeutic approaches, the development of novel ON drugs has been 
hampered by the lack of stability and the delivery of ON sequences to the target tissue. Although the resist-
ance to degradation has been partly circumvented by the synthesis of modified ON, a hurdle remains to the 
delivery of the ON. This issue still remains as the main limitation for this type of molecules.

Based on the considerations discussed here, the chances are that the lipid oligonucleotide field will evolve 
to give diverse biomedical applications, including, for example, the self‐delivery of ON sequences, the design 
of LONs featuring specific hydrophobic moieties targeting specific receptors, and the use of LON‐based 
aggregates loaded with lipophilic drugs. Today, synthetic approaches to the LON chemistry are now ready to 
provide a large variety of molecular structures. Most of the automated synthesizers allow for the incorpora-
tion of hydrophobic modified phosphoramidites at the 3ʹ/5ʹ‐extremities and/or within the ON sequences.

The current intense research and development activities in the field of modified ONs should be noted. 
Several arrangements and/or collaborations between laboratories working on the development of therapeutic 
ONs and those proposing new ON delivery options have been achieved. Within this framework, future tailor‐
made LONs should offer efficient options to address the stability and delivery issues. It is likely that the 
implementation of new LON based drugs should lead to novel options in the struggle against cancers or other 
inherited diseases. We will see how this area evolves and whether the fruits of the LON technology can be 
harnessed. If this should be the case, we could witness important changes to oligonucleotide based drug 
development.
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4.3.1 Introduction

This is not a review on synthetic peptide–RNA conjugates: many excellent reviews on synthetic DNA, RNA 
or PNA covalently linked to synthetic peptides are available in the literature [1]. Instead, let me give you a 
personal view, in a nutshell, of our own work on synthetic amphiphilic peptidyl–RNA and address certain 
aspects of the chemistry, physico‐chemical properties and the potential applications of such macromolecules. 
As far as the chemistry is concerned, it will be the, to date, unpublished problems, strategic drawbacks, 
 comparison with similar published approaches and suggestions of how to resolve the problems that will be 
discussed. With respect to the physico‐chemical properties, the importance of the amphiphilic character of 
our objects will be emphasised. The potential applications are mostly speculative and are entirely open to 
further discussion.

Hopefully, this chapter will inspire the interested reader to go ahead and establish his or her own projects 
where amphiphilic peptidyl–RNA is given the main rôle. The author set out to experiment on amphiphilic 
peptidyl–RNA in one particular and conceptually adventurous way, which will be introduced briefly in the 
following section. Fortunately, the chemical space of synthetic peptidyl–RNA is extremely large, the build‐up 
of the conjugates highly modular and the number of possible variants so incredibly vast that a large number 
of researchers should find a fundamental or an applicative interest in this class of synthetic conjugate 
 compounds. The author is just one pawn, one that is somewhat hard‐bitten, who is spearheading the search in 
a fastidious, and for some perhaps swashbuckling, direction: towards the synthetic living cell. When the 
 journey is long and the dynamics are ruled by a nonlinear conduct, the number of spontaneous bifurcations is 
always high. This book chapter is devoted to those bifurcations, past and future, which the author will no 
longer step into, not more than he already has done. But, then again, never say never.
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4.3.2 Three souls alas! are dwelling in my breast [2]

Typically, the ‘collective soul’ of an archetypal organic chemist is split into three (Figure 1 in reference [3]). 
The deepest ‘vegetative’ part over which we have the least control – meaning that most of us cannot help 
loving its achievements – feeds on the challenges of synthesis. It is best satisfied by elegant pathways leading 
to complicated molecular objects, cleverly designed reagents, or brilliant catalysts that give access to new 
covalent structures or much sought‐after high‐energy molecules, preferably through environmentally 
 sustainable routes. It is Marcellin Berthelot’s glorious heritage, and this is how we usually grow:

Chemistry creates its own object. [4]

An even higher level of complexity calls for the ‘designer’ in us. It is our desire to construct higher‐order 
molecular structures, termed supramolecules. They are based on our control over weak interactions through 
knowledgeably predisposed strong (covalent) bonds. Pre‐organisation is the catchword. The design and 
exploitation of supramolecules, whether static, as in staple DNA, for example, or dynamic, as in dynamic 
combinatorial libraries, are based on thermodynamic control over their formation and Le Châtelier’s Principle, 
in other words, on thermodynamically convergent systems [5]. ‘Designers’ are fishing in deep waters, so to 
speak, where everything must assemble with minimal free energies.

The third part of our divided soul is the one that enjoys observations more than synthesis. It veers away 
from Berthelot’s joy of free creation:

This creative quality, resembling that of art itself, distinguishes it essentially from natural and historical sciences. 
The latter have an object given in advance and independent of the will and action of the scientist. [4]

Mind you, it is a chemist’s soul that we are thinking about, not a biologist’s, geologist’s or other natural or 
historical scientist’s soul – no. Yes, we chemists do create our own object, rather than ‘have an object given 
in advance’, but the main motivation for its creation (synthesis) may be driven by our curiosity at observing 
how this object ‘behaves’. Molecular objects (molecules) do not ‘behave’ very unpredictably, unless we are 
not sufficiently well educated or our model happens do be flawed. Supramolecular objects bear the potential 
for unexpected ‘behaviour’ but, as it usually turns out, the convergent nature of their creation will set natural 
limits on this unexpectedness. Therefore, one should really replace ‘behaviour’ with property.

Chemical systems, or more precisely, molecular systems that are kept far away from thermodynamic 
 equilibrium (off‐equilibrium systems), and biological systems (cells, organelles, organs, organisms, similar 
populations, biospheres), present the most promising potential for unexpected behaviour. This is because 
such systems are inherently divergent [5]. With energy input, they spontaneously produce variants and 
 varieties of themselves, until they are outcompeted by others. Self‐evolvability is the catchword. The  principle 
that rules their behaviour is much less understood than Le Châtelier’s Principle. What has emerged from the 
past few decades of research are autocatalytic and cross‐catalytic replication reactions, and whole reaction 
networks, in which the permanent or recurrent formation of chemically related and compartmented  compounds 
mean they persist despite their relative thermodynamic instability.

‘Observers’ prefer the top of a mountain to deep waters, as it were, where everything is at high free energy, 
with quite a short existence, and an appearance that is changing permanently. Only from further away from 
such a ‘systemic object’ will its guise be revealed. Imagine yourself watching the tip of Geneva’s water 
 fountain through a telescope [5], then zooming out and then being able to recognise it for what it is. This is 
the observer’s joy. Imagine now, that you are the engineer who built Geneva’s fountain and are testing whether 
it works. This is the observer’s task – heavily dependent on the designer’s output. So envisage that the 
 fountain is spontaneously producing baby fountains whilst it runs: this is the observer’s ultimate goal.
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4.3.3 Why RNA? Why peptides?

To link RNA with peptides was an early choice for two out of three motivations, but the third incentive will 
occupy us most in this exposé. First of all, it is challenging to synthesise, step‐by‐step, an amphiphilic RNA–
peptide conjugate from its monomers. RNA monomers are extremely densely functionalised and need a high 
degree of sophistication of orthogonal protection for their oligomerisation. Amino acids are extremely variant 
rich and, depending on the actual choice, require still more orthogonal protection for the synthesis of the 
target amphiphile. The purification and isolation of macromolecular amphiphiles remains a problem, which 
has relatively idiosyncratic solutions.

The amphiphilicity of peptidyl–RNA relies on the presence of fairly densely localised polar hydroxy 
groups and negative charges on one side of the macromolecule, and hydrophobic residues in a long stretch on 
the remaining part. There are many ways to create a macromolecular amphiphile that will provide these 
 characteristics. The ‘vegetative’ needs of a good organic chemist may well be more ambitious than simply to 
reproduce in the laboratory what Nature has long accomplished and explored. Where is the adventurous 
‘designer’? Indeed, but there is another raison dʹêtre, the one called forth by the ‘observer’.

RNA primary sequences are obviously well replicated. In living systems fragments of RNA molecules are 
reproduced (and degraded) constantly in every cell during their transcription from DNA. In chemical  systems, 
ergo in the strict absence of any added natural enzymes (biotically evolved catalysts), a mixture of different 
RNA molecules – phosphodiester polymers essentially – can very readily be prepared under aqueous 
 conditions. Depending on the pH and the salts present, such polymers can persist for considerable amounts 
of time. For this rudimentary technique of preparing combinatorial RNA libraries, where neither precise 
length nor specific primary sequence are under the chemist’s control, we have to compromise on isomeric 
purity. We have to accept the presence of 2ʹ‐ and 3ʹ‐phosphodiester isomers, and we can only shrug our 
 shoulders with the formation of nitrogen‐branched RNA oligomers, and so forth.

At first sight, lipid–RNA conjugates could be an alternative for amphiphilic peptidyl–RNA [1c, d, 6]. 
However, it is much easier to prepare peptide libraries under aqueous conditions than libraries of congeneric 
fatty acids, lipids, terpenes or steroids. The last class of hydrophobic molecules is built from carbon–carbon 
bonds – not exactly an obvious undertaking in water. Peptides, being made up from a mixture of different 
amino acids, should be an ideal combinatorial pool for many slightly (and also significantly) different 
 molecular and supramolecular properties. Amide bonds are chemically persistent and can be formed in water 
under only moderately reactive conditions, provided that a large excess of (permanently hydrolysing) 
 condensing reagent is furnished. The ‘simple’ peptides that the author is primarily interested in are those that 
present no chemical function in their side chains, or only a poor variety of few polar functions, to make sure 
that the peptide will be reasonably hydrophobic.

In summary, the main motivation for preparing macromolecular amphiphilic peptidyl–RNA is to set the 
stage for – and then observe! – an off‐equilibrium chemical system supplied with combinatorial libraries of 
synthetic amphiphilic peptidyl–RNA esters. Of particular interest will be the fate and perhaps evolution of 
amphiphilic 2ʹ‐/3ʹ‐peptidyl–RNA esters. Such conjugates are natural ‘active esters’, that is, peptide–RNA 
conjugates that are intermediates for the ribosomal protein biosynthesis. In cells they appear only as 3ʹ‐peptidyl 
transfer RNA in the P‐site of ribosomes and act as peptide donors for the nucleophilic attack of 3ʹ‐aminoacyl 
transfer RNAs that have found their way into the neighbouring ribosomal A‐site. In systemic feeding experi-
ments, where ‘simple’ amino acids, hydrophobic peptides, ribonucleosides, RNA and condensing agents are 
brought together, RNA‐assisted peptide elongations and peptide‐ or protein‐catalysed RNA elongations are 
expected to emerge and evolve concomitantly.

All such experiments are initially addressing a chemical system’s self‐evolvability. The author feels, how-
ever, that the reader of this book is more likely to be interested in the controlled synthesis of a designed 
macromolecular amphiphile, and less so in the observer’s imaginings and piloting preparations. If this is not 



the case, please take the time to read another book chapter or related article written by the same author [7]; 
if, however, this is the case, please carry on.

4.3.4 Hydrolysis‐resistant amphiphilic 3ʹ‐peptidyl–RNA

For the reasons mentioned previously (and in reference [7]), structural mimics of natural peptidyl transfer 
RNA fragments were envisaged as targets for a stepwise solid support synthesis. The connection between the 
C‐terminus of the peptide and the RNA had to be realised at its 2ʹ,3ʹ‐end leaving the peptide’s N‐terminus 
‘free’ (cationic at neutral pH) and the RNA’s 5ʹ‐end. In addition, the target compounds needed to carry an 
amphiphile’s ‘polar head’ that was comparable in size (spatial length) to its single ‘lipophilic tail’. The head 
should be sufficiently broad (wide) and the tail tip have a relatively thin average (hydrodynamic) diameter. A 
head‐to‐tail tip width ratio of 2.5–3.0:1 would afford the amphiphile a pronounced overall conical shape, and 
thus render it detergent‐like and prone to self‐assembly in micelles.

Theoretically, such macromolecular detergents should be endowed with some influence over transgressing 
the impermeability of lipid bilayers or similar membranes. Micelles, on the other hand, would be a useful 
aggregate form for ‘feeding’ experiments, where some other, perhaps lamellar aggregate phase composed of 
peptidyl‐RNA, could be rapidly enriched with more material when provided with fresh peptidyl–RNA 
micelles.

The head was an RNA hairpin 22‐mer with a well known solution structure [8] and folding thermodynam-
ics [9]. The RNA stem–loop hairpin disposed of 21 negative charges over a double‐helical object of roughly 
5.0 nm length and 2.0–2.2 nm width (Figure 4.3.1). The tail had to be any nominally hydrophobic ‘simple’ 
peptide consisting of about 20 amino acids, and thus be long enough to cross a lipid bilayer approximately 
4.5 nm thick, whatever the stretched (non‐looped) conformation – α‐helix, 3

10
‐helix, π‐helix, β‐strand, 

 disordered ‘random coil’.
In the peptidyl–RNA models depicted in Figure 4.3.1, the tilt between the helical axis of the A‐RNA and 

the peptide backbone axis was set to 37° in the α‐helical and 52° in the β‐stranded conjugate. This spatial 
arrangement between the RNA and the peptide is by no means the only one, since the single‐stranded part 
of the RNA is fairly flexible and the chosen Cα–CO torsional angle ψ in the C‐terminal, RNA‐bound 
 alanine moiety is only one of many possible angles: here ψ

C‐terminal
 = 165° in the α‐helical and 132° in the 

β‐stranded conjugate. Therefore, all types of RNA–peptide hinge angles are imaginable in the unaggre-
gated molecule, including perpendicular or coaxial geometries. Note that the negative end of the macro 
dipole of the modelled α‐helix points, owing to the unidirectional arrangement of the intrahelical CO⋯HN 
hydrogen bonds, towards the RNA hairpin, and thus, is expected to reinforce the amphiphilicity of the 
all‐helical conjugate isomer.

Peptides can be designed through a specific primary sequence to become lipid‐like [10]. We were refraining 
from too much design, however, because our future peptide libraries were to be produced in a reversible and 
off‐equilibrium fashion. So, for the first model test series, our choice was narrowed down to oligoalanine 
 peptides. However, pure oligoalanines, or even those oligoalanines that are flanked by more efficiently helix‐ 
stabilising amino acids, are not as lipophilic as perhaps would be expected, they have a strong preference to 
partition into water when faced with phospholipids [11]. Hence, certain alanines in our peptides were replaced 
with leucines so as to enhance the peptide’s lipophilicity, and in some cases with (negatively charged)  glutamates, 
to reduce the chances that the peptide would somehow associate with ‘its own’ RNA through electrostatic 
 interactions. The presence of any cationic amino acid side chain was avoided for the same reason.

Both the peptide and the RNA had to be joined to one another through a reasonably stable covalent bond, 
in order to be able to observe the conjugates for long enough time periods, during which the connections must 
remain intact. Natural 2ʹ‐ or 3ʹ‐O‐(α‐amino)acyl or peptidyl esters are not resistant against isomerisation or 
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hydrolysis, as such esters show half‐lives of minutes to hours at neutral pH. The connection between the 
peptide and the RNA had to be isosteric to natural 2ʹ‐/3ʹ‐peptidyl transfer RNA. Therefore, we decided to 
prepare and test C‐terminal 3ʹ‐amide‐linked peptidyl–RNA. This necessitated the synthesis of 3ʹ‐amino‐3ʹ‐
deoxyadenosine (= N6‐bis‐demethyl puromycin aminonucleoside) as the 3ʹ‐terminal nucleoside. To cut a long 

Figure 4.3.1 Shapes and sizes of a 3’‐peptidyl–RNA model. RNA: solution structure of the synthesised 22‐mer 
hairpin (model 4 in 1IKD from the Brookhaven database) [8]. Peptide: Ala21 modelled by PyMOL as an α‐helix 
and β‐strand. Top line = length scale in nanometers; crossed arrow (tilted) = direction of the α‐helix macro dipole 
(See colour figure in colour plate section)



story short, much of our effort was devoted to developing useful synthetic routes to puromycin analogues [12]. 
We elaborated an efficient way of immobilising a fully orthogonally protected puromycin analogue [13], and 
prepared a number of hydrolysis‐resistant peptidyl–RNAs [14]. Two studies on the supramolecular properties 
of these amphiphilic conjugates have since followed [15].

4.3.5 Synthetic strategy

One can imagine several different ways of synthesising 3ʹ‐peptidyl–RNA. The first decision was whether it 
would be prepared on separate solid supports, one for the peptide and the other for the RNA, to be followed 
by de‐immobilisation, partial deprotection of both and then joining the fragments in solution – thus, through 
the fragment (segment) or post‐synthetic condensation approach [1c] – or else through fully stepwise synthesis 
on one and the same solid support. The choice quickly fell on the latter, for a seemingly obvious reason. We 
envisaged the synthesis of highly hydrophobic peptides that were expected to be barely soluble. We were 
counting on a significant effect of the RNA on the solubility of the peptide.

Another peril would be the growing hydrophobic main peptide chain. At the usually high functional group 
loadings of commercial solid supports (0.4–3.0 mmol g–1 resin), a ‘difficult’ peptide – in the sense of difficult 
to synthesise and isolate pure because it is highly hydrophobic – it can fold upon itself and also aggregate 
while still bound to the solid support, which could jeopardise an efficient oligomerisation after only five or 
six peptide couplings [16].

The 3ʹ‐terminal nucleoside offers a welcome 2ʹ‐hydroxyl group as an attachment point for the solid support. 
This 2ʹ‐O‐ester function would be cleavable under relatively harsh aminolytic conditions, which should allow 
for the use of the highly base‐labile and very practical Fmoc–amino acid protection. A classical C→N build‐
up of the peptide would precede an equally classical 3ʹ→5ʹ build‐up of the RNA strand, as summarised in 
Figure 4.3.2. The methodology of oligomerising Fmoc–amino acids, using the allyl ester side chain  protection 
for glutamate, to avoid a final aminolysis into glutamine residues (see step 6a), and 2ʹ‐O‐silylated RNA 
monomers on 2ʹ‐O‐support‐linked puromycin analogue 1 complements several other techniques that were 
being explored at the same time or developed later [17].

Our strategy and methodology were quite successful and were soon adopted by the Micura group [18]. In 
addition, Micura and colleagues developed an alternative, using the same overall strategy and monomer 
 coupling methods but starting from a 2ʹ‐deoxypuromycin analogue being attached to the solid support through 
its adenine base. While we were focussing on the synthesis of unmodified middle‐length RNA being linked 

Figure 4.3.2 Solid support synthesis of 3’‐peptidyl‐RNA. HBTU = 2‐(1H‐benzotriazol‐1‐yl)‐1,1,3,3‐tetramethylu-
ronium hexafluorophosphate, Fmoc = fluorenylmethyloxycarbonyl, HOBt = 1‐hydroxybenzotriazole, TBDMS = 
tert‐butyldimethylsilyl, DMF = dimethylformamide, R = amino acid side chain, B = ribonucleobase, m = 19–20,  
n = 20
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to comparatively long hydrophobic peptides, Micura and colleagues concentrated on naturally modified long 
RNA connected to short mixed‐sequence peptides. Their success was based in part on the impressive 
DNAzyme‐catalysed ligation of synthetic 3ʹ‐tetrapeptidyl–RNA conjugates to fully modified but 3ʹ‐truncated 
natural transfer RNAs, to give fully modified full‐length 3ʹ‐tetrapeptidyl transfer RNAs [18b].

We have synthesised the following peptides on pyromycin derivative 1 (sequence from N to C terminus): 
Ala
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AlaGluLeuAla (LEALAEL 22‐mer), AlaGluLeu
2
GluAlaLeuAlaGluLeu

2
GluAlaLeuAlaGluLeu

2
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LeuAla (AELLEAL 22‐mer) [19b].
The RNA sequences synthesised so far were 5ʹ‐GGGGCUC[UUXG]GAGCUCCACCA‐3ʹ‐NH‐Y, where 

Y = Ala, Glu or Pro, and X = C or T(FAM), the latter being a commercial fluorescein‐linked thymidine 
2ʹ‐deoxyribonucleotide. The [square‐bracketed tetranucleotide] folds into a stable loop; the underligned tetra-
nucleotide is single‐stranded like the ‘CCA terminus’ of natural transfer RNA; the nucleotides G3 and U16 
shown in italics form a G⋅U wobble base pair, the remaining nucleotides are all Watson–Crick paired.

With respect to the analytics, high‐resolution mass spectrometry (HRMS) is the only way of precisely 
identifying the macromolecular conjugate target compounds. Our MALDI‐MS attempts failed too often 
(MALDI = matrix‐assisted laser desorption ionisation). Sometimes the unusually strong affinity of some of 
our peptides – not RNA ! – with the sodium ions produced, and in spite of strong deionising pre‐treatments 
of the final target peptidyl–RNAs, MALDI‐MS signals with too low an intensity and mass resolution. Once 
we replicated Micura and colleague’s HPLC‐coupled electrospray ionisation (HPLC‐ESI) conditions, we 
were able to reliably identify any examined amphiphilic peptidyl–RNA conjugate. The basic HPLC eluant 
containing triethylamine and hexafluoroisopropanol at pH 8.0 apparently provided conditions that were 
strong enough to get rid of all sodium ions during reversed‐phase HPLC and delivered clean ESI‐MS  signals. 
Interestingly, the abundance distribution of the negatively charged states accumulated best between –6 and –13 
with a maximal abundance for ten negative charges, which showed that about one half of the 21 
 phosphodiesters in the RNA hairpin of the conjugate were readily neutralised by protons under the applied 
ESI conditions.

4.3.6 Pros’n cons

On the whole our strategy was satisfactory, which does not mean that it could not be done better. Several 
practical problems keep us steadfastly looking for alternatives. The first one is easy to resolve. We should 
simply drop our own immobilisation method and adopt the one published by the Micura group. Both our 
methods profit from the high loading of functionalisable amino groups on the water‐repellent ‘Custom Primer 
Support’ 200‐Amino™ available from GE Healthcare (not yet been used by us in 2003) [20]. The nominal 
200 µmol amino groups per gram of resin can be charged with a PEG‐like spacer (3,6,9‐trioxaundecanoic 
diacid), then treated with oxalyl chloride followed by puromycin derivative 1 (Figure 4.3.2) [13b], to give 
150 µmol DMT+ (p,p‐dimethoxytrityl) release per gram of resin, measured colorimetrically [15b]. This 
 compares with a loading of 31–46 µmol DMT+ per gram of 200‐Amino resin when a similar puromycin 
derivative was  linked through a 2ʹ‐O‐adipic acid pentafluorophenyl ester, and to 115–130 µmol DMT+ per 
gram of 200‐Amino resin when a corresponding 2ʹ‐deoxypuromycin derivative was linked through its base 
using a similar carboxylic pentafluorophenyl ester [18a]. In our case, the added excess of valuable 1 could be 
readily recovered and a loading of 150 µmol DMT+ g–1 was first seen as advantageous, but eventually it turned 
out to have been something of a Pandora’s box.



All our attempts to optimise the Fmoc–amino acid oligomerisations on 200‐Amino charged with 1 ended 
in a final (after 19 or so peptide couplings) approximate 40 µmol DMT+ per gram of resin, which is a useful 
loading for the subsequent RNA oligomerisation. We assumed that this was owing to the partial aminolysis 
of the PEG spacer‐2ʹ‐nucleoside ester bond, thus, the ‘bleeding out’ from the resin of the somewhat base‐
labile 3ʹ‐(peptidyl)amino‐3ʹ‐deoxyadenosine (pept‐3ʹ‐NHdA) fragments in the course of the repeated Fmoc 
deprotections – even though we used as low as 5% piperidine in dimethylformamide. Such bleeding out 
would not be detected by HPLC of the crude target pept‐3ʹ‐NHdA, and finding the fragments in the piperidine 
washings appeared too fastidious, if not impossible. The purities of the crude full‐length pept‐3ʹ‐NHdA were 
impeccable, so the strong drop in DMT+ release appeared to us to be not much more than an exotic conundrum.

However, the final HPLC analyses of the target peptidyl–RNAs taught us better. Unexpectedly large 
amounts of unpeptidylated, only 3ʹ‐aminoacylated RNA, needed to be separated out first, in order to obtain 
the pure full‐length peptidyl–RNA conjugate (unpublished work). The chemical yield of the target 
 compounds with respect to the initial loading of the solid support was not so important, since in those 
 studies we worked with fluorescent material that was easy to detect. However, we caught the javelin before 
full impact: it is better to charge the support through a mild pentafluorophenyl ester activation method and 
be satisfied with an initial 40 µmol DMT+ g–1 loading, than ignore an unsolved riddle and take the final 
HPLC pain.

The 200‐Amino polymer is a functionalised polystyrene support of chemically proprietary identity 
(unknown, not published). The Kaiser (ninhydrin) test on the untreated commercial polymer resulted in 
 yellow solutions (unpublished) consistent with the presence of secondary, not primary, amino groups or, for 
that matter, no amino groups altogether. Apparently, our super reactive activation method produced a loaded 
solid support where approximately two‐thirds of bound 1 would not be suitable for peptide synthesis (or 
Fmoc deprotection), only for RNA synthesis.

A problem that was grimmer to resolve was the RNA coupling yields in the presence of the full‐length 
 peptide. In our hands, on our machine and without prior peptide synthesis, we were satisfied with 96.0–98.9% 
average stepwise RNA coupling yields on 200‐Amino loaded with 1. However, after the synthesis of a full‐
length Fmoc–peptide 20‐mer, the subsequent average stepwise RNA coupling yields consistently dropped to 
92–95%, despite all attempts at optimisations of the synthesis cycle and reagents. The mere presence of a 
 covalently bound peptide icosamer kept the RNA coupling yields lower for no real obvious reasons. As long as 
the stepwise yield did not drop below 92% we could live with it: 0.9219 = 20.5% theoretical overall RNA yield.

The third inconvenience of this chemistry was the use of 2ʹ‐O‐TBDMS RNA monomers (tert‐butyldi-
methylsilyl), or more precisely, the necessity to treat, after de‐immobilisation of the target compound with 
methylamine, the fully silylated peptidyl–RNA conjugate with triethylamine tris‐hydrofluoride (step 8 in 
Figure 4.3.2). Usually, the desilylation reaction worked very well, as did the subsequent precipitation from 
n‐butanol. However, we could only isolate sufficient amounts of pure target conjugate if the HPLC 
 purification of the fully deprotected product was performed on the same day, within a few hours of the 
desilylation. The residual fluoride ions in the crude precipitate were revealed to be harmful over prolonged 
time periods.

This severely strained the nerves and any spontaneous inspiration of the person(s) who was (were) hands‐
on. In our case this meant: begin the automated peptide synthesis on day j and run it over night, install the 
peptidylated solid support on the RNA synthesiser (usually on two columns) the next morning, carry out the 
RNA synthesis (two in parallel) before noon, condition the ion‐exchange or reversed‐phase semi‐prep HPLC 
column (numerous blank runs) while synthesising, deimmobilising, vacuum‐centrifuging and desilylating the 
crude target conjugate, precipitate it over lunch at –22 °C, centrifuge and dissolve it in buffer A, purify it 
using a slowly eluting buffer B gradient, then concentrate the desired fractions as fast and as effectively as 
possible, to be able to start lyophilising the pure product, hopefully before midnight of day j + 1. Of course, 
day j + 2 is committed to a second HPLC purification, or other such task.
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4.3.7 Alternative methods and strategies

The compassionate reader might have some other chemistry or a different protective group methodology for 
the RNA oligomerisation on the tip of his or her tongue. We have tried a potentially attractive new protocol 
that uses 2ʹ‐O‐(1,1‐dioxo‐1λ6‐thiomorpholine‐4‐carbothioate) RNA monomers [21]. TC‐RNA synthesis does 
not require any separate 2ʹ‐O‐deprotection step, but it relies on a firm non‐covalent association of the deprotected 
(oligoanionic) target RNA with the solid support during a crucial washing step. Deprotected amphiphilic 
peptidyl–RNA does not associate firmly enough, the lipophilic nature of the peptide spoils the chances of the 
TC method of being successful.

One other card – as far as we know, that is – has still not been played. Why not prepare the peptide (as 
pept‐3ʹ‐NHdA) and the rest of the RNA on two separate supports after all? The RNA could be synthesised 
with superior stepwise coupling yields according to an inverse 5ʹ→3ʹ build‐up protocol [22]. The peptide 
synthesis works well on a solid support and gives chemically pure products. Full‐length pept‐3ʹ‐NHdA would 
be deimmobilised without being fully deprotected, transformed into a 5ʹ‐O‐phosphoramidite and coupled (in 
a molar excess) as a 3ʹ‐terminal peptidyl–‘RNA monomer’ to 3ʹ‐OH deprotected RNA, which is still bound 
to the solid support through its 5ʹ‐terminus. The future will tell whether this joker card leads anywhere useful.

4.3.8 Molecular properties

Temperature‐dependent ultraviolet (UV) and circular dichroism (CD) spectroscopy of the amphiphilic 
 peptidyl–RNA, and separate analyses of the RNA, Ala‐3ʹ‐NH‐RNA and pept‐3ʹ‐NHdA, provided evidence 
for the anticipated folding properties of the peptides, as well as the RNA hairpin. Briefly, the UV‐detected 
denaturation temperature of the RNA hairpin was not influenced by the presence of any examined peptide to 
any great extent (87.6–88.8 °C, Figure S9 in reference [14]). If any significant differences could be pointed 
out, these would be a slight stabilisation rather than destabilisation of the RNA hairpin folding by any of the 
peptides, and much more tilted baselines in the melting curves of peptidyl–RNA indicating enhanced aggre-
gation (thus molecularity) at low molar concentrations.

With some surprise came the observation that, after subtracting the CD spectrum of the RNA hairpin from 
the CD spectra of the peptidyl–RNA conjugates, the residual ellipticity ΔΘ due to RNA alone (> 245 nm) 
withstood heat denaturation between 0 and 60 °C better than that of any examined peptide (< 240 nm) [14], 
suggesting that the single‐stranded 3ʹ‐terminal ACCA tetranucleotide was more rigid in its conformation 
when bound to a peptide. Such a conformational stabilisation could be due to the self‐aggregation of amphiphilic 
peptidyl–RNA even at low molar concentrations, as confirmed by dynamic light scattering (see the next 
 section). Most peptides showed the presence of an α‐helical conformation, with a notable exception: the 
 preferred random coil for the LA

3
LA

2
 20‐mer [15b).

4.3.9 Supramolecular properties

Dynamic light scattering (DLS), atomic force microscopy (AFM) and confocal laser scanning fluorescence 
microscopy (CFM) helped examine the supramolecular properties of amphiphilic peptidyl–RNAs, on their 
own and in association with lipidic giant vesicles (GVs). DLS revealed a high polydispersity of a mixture of 
Ala

20‐22
‐3ʹ‐NH‐RNA that became less disperse when pure Ala

21
‐3ʹ‐NH‐RNA was present in solution [14]. The 

hydrodynamic diameters of the Ala
20‐22

‐3ʹ‐NH‐RNA aggregates ranged between 60 nm and 2 µm, and peaked 
at 400–500 nm.



The salt‐free solution of a peptidyl–RNA was deposited onto an optical glass slide and dried at 40 °C 
 during the 24 h prior to AFM scanning in the non‐contact mode [15a]. The AFM images of Ala

21
‐3ʹ‐NH‐RNA 

revealed three types of solid phases (Figure  4.3.3, A, B and C): a central spheroidal or vesicular 
area (B),  surrounded by planar fractal type structures (C) and an interface between the two, a circular rim (A). 

(A) (D)

(B) (E)

(C)

Figure 4.3.3 AFM images of amphiphilic 3’‐peptidyl‐RNA deposited on glass and dried. In the non‐contact 
mode, the distance between the tip and the sample is >1 nm. A, B, C = Ala21‐3’‐NH‐RNA; D = pGluGlu2Ala18‐ 
3’‐NH‐RNA; E = GluLeu18Ala‐3’‐NH‐RNA. Dart arrows point at well recognisable hexagonal faces. Bright spots in 
C are the residual vesicles on top of the surface
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The vesicular Ala
21

‐3ʹ‐NH‐RNA aggregates consisted of flattened spheroids of 400–650 nm diameter and 
100–200 nm height, which are of similar average size to the aggregates observed by DLS.

The planar phase outside the circular rim appeared, due to strong shearing forces, in the outer parts of the 
liquid droplet. It was covered with raft‐like fractal structures, holes and canyons of 20–22 nm depth 
(Figure 4.3.3C). This is consistent with the formation of supported bilayers (SB) of Ala

21
‐3ʹ‐NH‐RNA, where 

the upper and lower SB surfaces were composed of layers of RNA hairpins. In between the polar RNA 
 surfaces there was sufficient space for the hydrophobic peptide in an aggregated disordered or β‐sheeted form 
(2 × <12 nm ≃ 20–22 nm, Figure 4.3.1), not unlike the molecular organisation of lipid bilayers. In the planar 
zones of higher conjugate concentrations, cliffs of the same 20–22 nm depth revealed a local collection of 
multiple SB sheets stratified on top of one another (not shown). No further evidence for the supramolecular 
organisation of such SB self‐assembly of amphiphilic peptidyl–RNA exists.

The supramolecular organisation of the spheroidal ‘vesicular’ peptidyl–RNA phase is unknown. Since 
peptidyl–RNA is oligoanionic, added counter cations or RNA ligands are expected to exert a visible influence 
on the self‐assembly. For example, the addition of spermidine to deposited vesicles of Ala

20–22
‐3ʹ‐NH‐RNA 

changed their shape, size and polydispersity very significantly [19a]. On the other hand, AFM images of 
deposited amphiphilic peptidyl–RNA, in which the peptide contained N‐terminal glutamates (pGluGlu

2
Ala

18
‐3ʹ‐

RNA) and much higher amounts of leucine (GluLeu
18

Ala‐3ʹ‐RNA), showed no vesicular or SB phase, but up 
to 2 µm sized microcrystals instead (Figure 4.3.3D and E), the latter presenting hexagonal faces (marked with 
dart arrows). The RNA hairpin with no peptide did not form any deposited aggregates under the same 
 conditions.

The interaction between amphiphilic peptidyl–RNA with lipidic GVs visualised by CFM is an on‐going 
study, which deserves a separate detailed description [15b]. It is suffice to state here that the affinity between 
peptidyl–RNA and GVs composed of phospholipids, be it in the absence or presence of glycolipids, is at least 
as high or superior to the affinity between the GVs and the hydrophobic peptide without the RNA. To  visualise 
this in pictures, enjoy Figure 4.3.4. This shows green peptidyl–RNA that has been added to a red mixed‐lipid 
GV at an initial 300‐fold molar excess of lipid over peptidyl–RNA. The different sliced views through the GV 
demonstrate an inhomogeneous lipid phase interacting, through its outer surface, with the even more  unevenly 
distributed conjugate. The GV‐anchored peptidyl–RNA aggregates were stabilised through firm peptide–
peptide interactions.

4.3.10 Conclusions and perspectives

Amphiphilic 3ʹ‐peptidyl–RNA are macromolecular objects that are challenging to synthesise, possess  exciting 
supramolecular properties and are of high scientific value. Their detergent‐like molecular shape, pronouced 
amphiphilicity, plasticity with respect to the conformation of the ‘hydrophobic tail’, and the size of their 
highly charged ‘polar head’ make them unique among amphiphiles. In addition, amphiphilic peptidyl–RNAs 
combine highly modular shape and (as yet unexamined) functional characteristics of the peptide with a 
capacity for information storage and potential catalytic function of the RNA. The supramolecular properties 
of the conjugates, that is, the spontaneous formation of micelles, vesicular microaggregates, microcrystals, 
supported bilayers upon shearing, or anchoring to lipidic vesicles, depend to a great extent on the actual iden-
tity of the peptide. These generally RNA‐immobilising properties – self‐assembly, assembly on solid mineral 
or lipidic supports – blend well with the replicative and catalytic properties of RNA alone [7, 23].

After considering the studies on designed, chemically more resistant model conjugates described here, 
future experiments on the self‐evolution of chemical systems that are off‐equilibrium, where libraries of 
hydrophobic peptides are being reversibly joined with RNA libraries and brought in contact with lipidic 



vesicles [7b], should be less problematic to be set up, and their outcome easier to interpret. Applications for 
well‐defined hydrolysis‐resistant synthetic peptidyl–RNA conjugates could, for example, be the pathogen‐
specific delivery of small interfering RNA, or more generally, a designed peptide‐assisted nucleic acid 
 invasion into liposomes and cells. The peptide part would recognise specific targets (target proteins, cell 
receptors), whereas the oligonucleotide part could be double‐stranded instead of a hairpin, and release the 
hydridised strand after invasion.

Figure  4.3.4 Confocal fluorescent images of amphiphilic 3ʹ‐peptidyl–RNA interacting with mixed‐lipid giant 
vesicles. The RNA hairpin part of the conjugate contains green fluorescent T(FAM), the peptide is the LA3LA2 
20‐mer (see text). The 20 µm GV was prepared from the slow hydration of a dry 1:4 mixture of 1,2‐dioleoyl‐sn‐
glycero‐3‐phosphatidylcholine (DOPC) and 1,2‐dipalmitoyl‐sn‐glycero‐3‐phosphatidylcholine (DPPC) containing 
0.1% red fluorescent 1,2‐dioleoyl‐sn‐glycero‐3‐phosphatidylethanolamine‐N‐lissamine rhodamine B sulfonate 
(DOPE‐Rh). From left to right: green, red, bright light, and all three channels superimposed. Confocal 1 µm thin 
slices: first row = equatorial, second row = polar, third and fourth rows = in between equatorial and polar depths 
of the same multivesicular GV (See colour figure in colour plate section)
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Oligonucleotide‐Stabilized Silver 
Nanoclusters

4.4

4.4.1 Introduction

Silver nanoclusters (AgNCs) stabilized by oligonucleotides are fluorescent structures, whose properties are 
attracting researchers from various areas. In particular, the two main characteristics that have prompted the 
development of projects involving AgNCs are: (i) their ease of preparation and (ii) their tunable fluorescent 
 properties, which can be modulated simply by the selection of the oligonucleotide employed. In this chapter 
the properties and applications of AgNCs are summarized.

Silver nanoclusters are composed of a few atoms of metallic silver (2–10 atoms) and have a reduced size 
(<2 nm). Owing to their small size, they have different properties compared with silver nanoparticles, 
 specifically, these nanostructures are fluorescent [1]. This new property appears because the electrons are 
confined in a reduced space, close to the Fermi wavelength of an electron (~0.7 nm), leading to discrete 
quantum‐confined electronic transitions. The interaction with light through these electronic transitions 
between different energy levels, leads to a strong photoluminescence [2, 3].

Silver nanoclusters need to be stabilized to prevent their oxidation and to keep their fluorescent properties. 
In this sense several structures have been employed as ligands to protect the nanoclusters, such as polymers 
[4–7], dendrimers [8, 9], peptides [10], and microgels [11–13].

In addition to these ligands, it is also possible to obtain fluorescent materials upon reduction of the silver 
cations bound to the oligonucleotides (DNA or RNA) [14], yielding silver nanoclusters. This was first 
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observed by Braun and coworkers [15] in 1998, but Dickson and coworkers were the ones who studied the 
DNA  stabilized silver nanoclusters in detail and initiated this area of research [16–19].

The main interest in this material comes from its fluorescent properties, which may be useful in multiple 
applications. Fluorescent materials are valuable tools in research, since they allow the visualization of 
 processes in a very convenient way. They have been particularly useful in bioscience, where the localization 
of specific biomolecules within a cell or even in animals has allowed the study of processes at the molecular 
level and the development of sensors for diagnosis.

The most common fluorescent materials used in bioscience are fluorescent proteins, such as green 
 fluorescent protein (GFP), organic dyes, such as fluorescein or cyanine based dyes, and semiconductor 
 nanoparticles, such as quantum dots. All of these have excellent fluorescent properties, but also some 
 drawbacks that limit their use. For instance, fluorescent proteins are big (the molecular mass of GFP is around 
27 kDa) and in some cases can interfere with the study [20]. Organic dyes are prone to quenching and are 
toxic materials. Quantum dots are relatively large (10–20 nm) and are composed of toxic metals such as 
 cadmium and nickel, thus, their use in vivo is raising some concerns [21].

For these reasons the development of new fluorescent materials is of great interest, particularly for their 
application in bioscience. In this regard DNA stabilized silver nanoclusters (DNA–AgNCs) have emerged as 
new fluorescent materials with interesting properties [22–27]. Compared with quantum dots, DNA–AgNCs 
are less toxic. There are several reports where their toxicity has been evaluated using different cell lines and 
it seems that this nanomaterial is indeed safe [28]. The easy preparation of DNA–AgNCs is clearly an advan-
tage compared with the use of organic dyes, whose incorporation into biomolecules can be time‐consuming 
and expensive.

The synthesis of DNA–AgNCs only requires the incubation of an oligonucleotide with a silver salt (usually 
AgNO

3
) for few minutes to allow the Ag+ to interact with the oligonucleotide. The reduction to obtain the 

metallic silver nanoclusters is usually performed by addition of NaBH
4
. Even though the oxidation of silver 

nanoclusters leads to a decrease in their fluorescence, the presence of oxygen seems to be critical to obtain 
fluorescent nanoclusters [29].

Structurally, DNA–AgNCs are composed of an oligonucleotide and few atoms of silver (2–10). The size 
of these structures is small, around 1–2 nm. These clusters are quite stable compared with those prepared with 
other polymers in water, because they usually have lower affinity for silver, and are either cationic or metallic, 
leading to the formation of nanoparticles. Unlike these nanoparticles, DNA–AgNCs have discrete electronic 
energy bands allowing the radiative relaxation to produce fluorescence with high quantum yields (QY) and 
excellent photostability. The standard sequence employed in most of the reports, a poly deoxycytidine 
(polydC) of 12 nucleotides, has a QY of 17% [30]. However, there are sequences with QY higher than 50% 
[31]. Regarding the photostability, a recent report has described the preparation of a DNA–AgNCs where 
31% of the initial emission was maintained after ten months [32].

The stability of DNA–AgNCs is mainly provided by the interaction of cytosines through the N3 [33] and to a 
lesser extent by guanines through the N7, as determined by NMR and calculations [34]. However, mass spec-
trometry studies suggest that cytosines and guanines stabilize AgNCs at the same level [35] and that even  thymines 
can stabilize them [36, 37]. The interaction of nucleobases with silver ions can be modulated by changing the pH 
of the solution. Thus, at high pH, the N3 of thymine is deprotonated, favoring its binding affinity by Ag+ [29].

The pH can also change the secondary structure of the DNA strands bound to AgNCs, and therefore the 
emission properties of the fluorescent AgNCs. This is the case for an i‐motif reported by Petty and coworkers, 
which is able to stabilize red and green emitters at pH 6 and 9, respectively [38]. The different emissions 
could be explained by the secondary structures of the oligonucleotide obtained at each pH, which yield a 
 different emitter. The structure favored at pH 6 is an i-motif, whereas at pH 9 the structure is different.

Although DNA–AgNCs are normally generated with single‐stranded oligonucleotides, other structures such 
as duplexes [39] or quadruplexes [40] that are rich in guanines can yield the fluorescent nanomaterials as well. 
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Especially interesting is the case of triplexes [41]. A DNA triplex is a motif where an oligonucleotide is able 
to bind a DNA duplex at the major groove in a sequence‐specific manner through Hoogsteen or reverse 
Hoogsteen base pairing. In this case the triplet CG·C is able to bind silver and form the complex CG·CAg0 after 
reduction with NaBH

4
. Using this approach the number of clusters obtained can be controlled as well as their 

position. What is more, the as‐prepared AgNCs are better protected inside the triplex, affording very stable 
fluorescent clusters, which did not decay even in a medium with a high concentration of NaCl (200 mM).

Modified oligonucleotides have also been utilized to generate AgNCs. In an example reported by Somoza and 
coworkers, three polydC of 12 nucleotides were placed in alternate positions of a benzene ring and used as a 
template for AgNCs. These trimers showed a fluorescence intensity 60 times higher than the  corresponding 
monomer. Probably, the globular structure of the trimer allows for a cooperative effect between the  oligonucleotides 
and a better protection of AgNCs, favoring their generation and preventing their quenching [42].

One of the features that make DNA–AgNCs so interesting is that their fluorescent properties depend 
greatly on the sequence of the oligonucleotide. Actually, it is possible to tune their emissions from blue to 
near infrared just by changing the oligonucleotide sequence or length (Table 4.4.1).

Table 4.4.1 The emission of AgNCs can be tuned by the selection of the oligonucleotide sequence. Selected 
examples are shown to illustrate this feature

Entry [ref.] Sequence Exc (nm) Emi (nm) Emitting color

1 [29] T4C4T4 370 475 Blue
2 [17] C3T3A2C4 340 485 Blue
3 [29] C4T4C4 340 495 Blue
4 [43] (CCGTAA)3CCGTA 439 495 Blue
5 [43] (GGCTAA)3GGCTA 453 515 Green
6 [17] C3TCT2A2C3 425 520 Green
7 [29] T12 350 540 Green
8 [31] TGACTA5C3T2A2TC4 460 550 Green
9 [43] (CGCTAA)3CGCTA 466 554 Yellow

10 [43] (CCCTAA)3CCCTA 468 560 Yellow
11 [44] G3T2AG3TC6AC3T2AC3 494 570 Yellow
12 [17] C3T2A2TC4 480 572 Yellow
13 [44] G3TG3TC6AC3AC3 512 582 Yellow
14 [31] AGTCAC4A2C2TGC3TAC2ACG2ACT 530 600 Orange
15 [45] A2T2C12A2T2 550 610 Orange
16 [35] TATC2GTG5ACG2ATA 544 614 Orange
17 [32] AC3GA2C2TG3CTAC2AC3T2A2TC4 535 615 Orange
18 [17] C2TC2T2C2TC2 525 620 Red
19 [43] (GCGTAA)3GCGTA 548 623 Red
20 [38] (C4A2)3C4 560 625 Red
21 [43] (GGGTAA)3GGGTA 560 626 Red
22 [46] AG2TCGC2GC3 540 629 Red
23 [47] C12 560 630 Red
24 [48] C24 580 640 Red
25 [33] C12 580 665 Red
26 [18] C12 650 700 NIR
27 [31] AGTC2GTG2TAG3CAG2T2G4TGACTA5C3T2A2TC4 640 700 NIR
28 [17] C3TA2CTC4 650 705 NIR
29 [19] (C3A)2C3TC3A 750 810 NIR
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Currently, there is no way to predict the fluorescent properties of AgNCs from a given oligonucleotide 
sequence. However, several research groups are investigating the fundamental origins of color emissions 
of DNA–AgNCs, which are needed to develop better probes and signaling systems [49–51]. In this 
sense, the different fluorescence that is obtained, which depends on the oligonucleotide employed, can 
be explained by the length and shape of the nanoclusters. Gwinn and coworkers have recently observed 
that nanoclusters seem to have a rod shape and the color emission is closely related to the length of each 
nanocluster [52].

Wang and coworkers have studied the preparation of AgNCs using just the nucleobases. The results showed 
that clusters prepared with thymine, adenine, and guanine were not fluorescent. On the other hand, an 
 abundant fluorescence was observed when cytosine was employed. In this work they also carried out some 
calculations and found that the fluorescence was due to the fifteenth exited state of the dC–Ag

9
 complex [53]. 

Although the problem is more complex in DNA, this is a good approach to try to shed some light on the 
fluorescent properties of DNA stabilized AgNCs.

Despite the fact that the structure of DNA–AgNCs is not completely known and their fluorescent properties 
cannot be anticipated, many researchers are working in this area. Most of the contributions reported refer to 
various applications of these fluorescent materials, particularly sensors.

4.4.2 Sensors

The fluorescence of DNA–AgNCs is greatly influenced by their environment, and for this reason most of the 
applications reported for these systems refer to their use as sensors. Different analytes can be detected using 
DNA–AgNCs, such as small molecules, metallic ions, proteins, but above all, sensors of nucleic acids are the 
most common applications.

4.4.2.1 Metallic sensors

Oligonucleotides have a great affinity for different metallic cations, such as Cu2+, Hg2+ or Pb2+, among others. 
For this reason, when DNA–AgNCs are incubated in the presence of these types of cations there is a change 
in the fluorescence, which can be used to build a sensor. The fluorescence can be increased or quenched 
depending on the cation and DNA–AgNCs employed.

For example, a sensor for Hg2+ based on DNA–AgNCs can be easily prepared since it quenches the 
 fluorescence due to the oxidation of AgNCs by Hg2+ [54].

On the other hand, Cu2+ can be detected using a turn‐on strategy. In this case, the interaction between the 
copper ions and metallic silver led to a 9.4‐fold increase in the fluorescence [55]. What is more, this observation 
has allowed the preparation of AgNCs doped with Cu2+ showing excellent QY (51.2%) [56]. These results 
could be due to the generation of more rigid bimetallic nanoclusters, which may be more stable against 
quenching effects.

Wang and coworkers applied a different strategy for the detection of Hg2+. They combined the production 
of oligonucleotides using a DNA machine with the preparation of DNA–AgNCs. The machine uses two 
enzymes, a polymerase (KSF–) and an endonucleoase (Nb BbvC I), the required nucleotide triphosphates, 
and an oligonucleotide strand. The strand has three different regions: one encodes for a sequence that is able 
to form AgNCs, another encodes for the nicking site of the endonuclease, and the last one is able to bind 
Hg2+ and fold the oligonucleotide to yield the initiator duplex required for the polymerase to work. Only in 
the presence of Hg2+ the polymerase will be able to complete the duplex introducing the required sequence 
to prepare AgNCs. Once it is completed, the endonuclease can break the duplex, releasing the fragment 
required to stabilize the AgNCs. The remaining DNA structure is intact and the polymerase can work again 
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producing, in this way, multiple copies of the oligonucleotide strand required in the preparation of AgNCs. 
Then, the oligonucleotide is purified by an NAP‐5 column and used in the preparation of AgNCs under 
 standard conditions (Figure 4.4.1). Using this machine these workers were able to detect Hg2+ at 80 pM [57].

In addition to the fluorescence of DNA–AgNCs, these structures have other interesting properties. For 
example, AgNCs are able to reduce metallic salts, particularly cooper(II) to copper(0), leading to bimetallic 
nanoparticles [58]. The reaction also works with Hg2+ and Pb2+ and it is a convenient method for the  preparation 
of alloys at the nanoscale.

4.4.2.2 Small molecule sensors

The sensors developed for small molecules require there to be a strong interaction with the compound in 
order to modulate the fluorescent properties of the system. For this reason, most of the molecules employed 
contain thiols that strongly interact with silver clusters, quenching their fluorescence. A wide variety of 
 molecules have been detected by AgNCs stabilized with oligonucleotides, such as, glutathione, cysteine, 
homocysteine [45], and N‐acetylcysteine [59].

Most of the systems are based on fluorescence quenching (turn‐off approach), although an increase in the 
fluorescence is preferred for sensing [60]. In this regard, Li and coworkers found a DNA sequence that can be 
used for the preparation of fluorescent AgNCs whose fluorescence is increased in the presence of cysteine [43].

The use of aptamers in combination with AgNCs has allowed the detection of different structures, including 
small molecules. Aptamers are short sequences of oligonucleotides that can be designed to bind different 
 structures with high affinity and selectivity. Based on this approach, Zhou and Dong developed a method to 
detect cocaine at a concentration of 0.1 μM. The sensor consisted of two domains, one able to generate AgNCs 
and an aptamer specific for cocaine binding. The treatment of this sequence with AgNO

3
 and the subsequent 

reduction yield the fluorescent AgNCs with moderate intensity. However, the binding between the aptamer and 
cocaine promotes a conformational rearrangement, inducing a fluorescence increase of threefold (Figure 4.4.2). 
The same approach was employed to detect ATP using the corresponding aptamer [61].

Figure 4.4.1 Schematic representation of the DNA machine employed to detect Hg2+. The metallic cation folds 
the oligonucleotide into a duplex, which can be recognized by the polymerase. Once the synthesis has finished, 
an endonuclease releases the fragment, which can be used in the preparation of AgNCs
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4.4.2.3 Protein sensors

The sensors developed for proteins are based on two different strategies. One requires the activity of the 
 protein (enzymes) to trigger a change in the fluorescence of the DNA–AgNCs. The other one is more general 
and can be applied to other structures, as in the previous section. In this case a targeting molecule, such as an 
aptamer, is used to bind the desired protein. This interaction changes the fluorescent properties of AgNCs, 
allowing the detection of the protein.

Martinez and coworkers reported a thrombin sensor based on this approach that allowed its detection at 
0.1 nM [62]. The oligonucleotide employed was formed by two domains, an AgNCs template and the 
 corresponding thrombin aptamer. The interaction with the target protein induced a rearrangement in the struc-
ture that quenched the fluorescent signal of the DNA–AgNCs. Three different proteins, PDBGF, BSA, and 
streptavidin, were tested as negative controls showing the specificity of the system.

Thrombin has also been detected in a turn‐on strategy using two different oligonucleotides with three 
 different domains [63]. One domain was an aptamer, which was different in each strand and each one could 
bind distinct regions of the protein in a very specific manner. Also, both oligonucleotides had complementary 
regions that were used to promote their assembly. The third domain was different in the two oligonucleotides, 
one strand contained a template region for AgNCs, and the other one a guanine‐rich sequence. In this system, 
thrombin is recognized by both aptamers, whose interaction with thrombin allows the hybridization of the 
complementary fragments. Such rearrangement places the guanine‐rich region close to the AgNCs, leading to 
an increase in the fluorescence intensity, allowing the thrombin detection at a concentration of 1 nM of 
 concentration (Figure 4.4.3). Although this method requires the use of two different probes, it is highly  specific.

Yang and coworkers developed another turn‐on system to detect the PDBGF‐BB protein, where two probes 
were also required [64]. In this case, one probe is a folded aptamer, which becomes unfolded upon target 
binding. The rearrangement releases a domain complementary to a fragment of a second folded probe. The 
hybridization between these two oligonucleotides unfolds the second probe, which releases a fragment able to 
stabilize AgNCs. Therefore, the treatment of these two folded probes with AgNO

3
 and NaBH

4
 allows the 

generation of bright AgNCs just in the presence of the target protein (Figure  4.4.4). Using this strategy, 
PDBGF‐BB protein was detected in saliva at 5 nM.

The other approach that is employed in the detection of proteins is only used with enzymes since it exploits 
their activity to turn on or off the fluorescence of the sensor. A basic system that detects the activity of an 
enzyme was reported by Zhang and coworkers [65] for the detection of the endonuclease EcoRI. They 
used  the nuclease activity to cut the oligonucleotides employed in the preparation of fluorescent AgNCs, 
which contain the recognition sequence for the enzyme. In this way, the fluorescent system disassembles 
leading to a decrease in fluorescence. The same workers developed a turn‐on sensor for a different enzyme, 

Figure  4.4.2 Schematic representation of the use of aptamers and AgNCs as sensors. The aptamer domain 
 recognizes the ligand (cocaine) and binding leads to an increase in the fluorescence intensity
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the acetylcholinesterase, which is able to remove the acetyl group of acetylthiocholine [66]. The resulting 
thiocholine reacts with AgNCs present in the solution, increasing their fluorescence. The sensing capabilities 
of this system were comparable to the standard assay for acetylcholinesterase, known as the Ellman method.

A related system was developed to detect the glutathione reductase. Glutathione (GSH) is present mainly 
in its reduced form, and its oxidized derivative is associated with some diseases such as diabetes, Parkinson’s 
disease or cancer. The glutathione reductase transforms oxidized glutathione (GSSG) to its reduced form 
(GSH), which interacts with AgNCs increasing their fluorescence. In this way, the enzymatic activity can be 
detected by an increase in the fluorescence intensity (Figure 4.4.5) [67].

Other strategies are based on the oxidation of AgNCs, which can be done easily in the presence of  hydrogen 
peroxide (H

2
O

2
), leading to a fluorescence quenching. This can be used to develop sensors for oxidases or 

their substrates. This approach has been applied to the detection of glucose, which, in the presence of glucose 

Figure 4.4.4 Detection of PDGF‐BB protein using two different oligonucleotides. In the presence of the protein, 
both oligonucleotide unfold and a region for the preparation of AgNCs can be used (See color figure in color plate 
section)

Figure 4.4.3 Detection of thrombin using two different oligonucleotides. Both strands recognize thrombin but 
at different sites. Once they are bound to the thrombin, the complementary regions hybridize and place the 
AgNCs and the G‐rich domain in close contact, leading to an increase in fluorescence
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oxidase (GOx) and O
2
, produces gluconic acid and H

2
O

2
. The reaction is carried out in the presence of 

 fluorescent DNA stabilized AgNCs, whose fluorescence is quenched by the hydroperoxide (Figure 4.4.6). 
This method has allowed the detection of glucose at 150 nM [68]. The same approach was employed in the 
detection of cholesterol using the cholesterol oxidase in the generation of H

2
O

2
 [69].

DNA–AgNCs could be also used in the detection of the activity of tyrosinase, which is found at high 
 concentrations in melanoma cancer cells. In this case the enzyme is able to oxidize phenols to quinones, 
which can quench the fluorescence of AgNCs. The substrates of this enzyme are diverse, such as tyramine, 
dopamine or L‐tyrosine. In the presence of tyrosinase these compounds are transformed into their corre-
sponding quinones, which are able to oxidize the AgNCs and, therefore, quench their fluorescence.

Liu and coworkers studied Föster resonance energy transfer (FRET) between organic dyes and DNA–
AgNCs and used this phenomenon to develop a nuclease sensor. In this case, when the enzyme is not present 
a fluorescent signal arising from the DNA–AgNCs can be observed upon excitation of a dye close to the 
clusters. However, when the enzyme is present the DNA is cleaved and the FRET cannot be observed 
(Figure 4.4.7) [70].

Figure 4.4.5 Sensor of GSH reductase using DNA–AgNCs and the reduced form of glutathione. GSH reductase 
reduces the disulfide bond present in the GSH dimer. The reduced GSH activates the fluorescence of the AgNCs

Figure 4.4.6 Glucose sensor. The glucose is oxidized in the presence of glucose oxidase. During this process the 
molecular oxygen is transformed into hydrogen peroxide, which oxidizes the AgNCs quenching their fluorescence
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4.4.2.4 Nucleic acid sensors

The detection of nucleic acids can be performed easily using DNA–AgNCs. It requires the preparation of an 
oligonucleotide with at least two different domains. One should have the complementary sequence of the 
target nucleic acid and the other a sequence that will be used to generate AgNCs. Both domains can be placed 
consecutively although using a spacer sequence seems to give better results [71]. Therefore, the desired probe 
can be obtained from a simple DNA strand, after incubation with silver nitrate and reduction with sodium 
borohydride to generate AgNCs. The fluorescence of the probe is very sensitive to the environment and its 
initial intensity is altered upon hybridization with the corresponding target (Figure 4.4.8). This probe is much 
cheaper than the standard ones that require the use of organic dyes covalently attached to the DNA strand. On 
the other hand, probes made from AgNCs can be less stable and the combination of some targeting and 
 clustering sequences might be not compatible, since AgNCs can be generated in both domains. This type of 
sensor is very versatile and can be used to detect DNA, mRNA, microRNAs, and even the human telomerase 
RNA template [72].

Figure 4.4.7 Nuclease sensor. The fluorescence of AgNCs can be activated through a FRET process when the 
nuclease is not present. However, when the enzyme is in the media it cleaves the duplex, reducing the FRET  process

Figure 4.4.8 Nucleic acid sensor based on DNA–AgNCs. A single strand with two domains, one for the prepara-
tion of AgNCs and the other complementary to the target nucleic acid can be used to prepare the sensor. Once 
the AgNCs are generated, the incubation with the target leads to changes in the original fluorescence intensity 
due to the hybridization of both sequences
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4.4.2.4.1 DNA sensors

An example of this type of sensor was reported by Chang and coworkers [47], where the single point  mutation 
of a gene involved in tyrosinemia type I was detected with high sensitivity and selectivity. Upon hybridization, 
a ninefold increase in fluorescence was observed, probably due to the formation of more rigid duplex structures 
where the AgNCs were more protected against the quenching effects.

Another strategy employed to detect genes was based on the fluorescence enhancement of DNA–AgNCs 
by guanine‐rich oligonucleotides. The system requires two oligonucleotides that are able to bind the desired 
target at different consecutive regions. One of the oligonucleotides should contain a sequence to stabilize 
AgNCs and the other should have a guanine rich domain. Upon hybridization of both oligonucleotides with 
their corresponding target regions, the AgNCs and the guanine rich fragment are arranged in close contact, 
inducing a  drastic enhancement of the fluorescence intensity, as well as a red shift of the wavelength  emission. 
The system allowed the detection of the Braf oncogene at 10 nM, and was named by these workers as 
NanoClusterBeacon due to its similarity with the classical molecular beacons [73].

An analogous strategy was used to prepare a sensor that distinguishes the three possible mutations in a 
gene. The system, termed Chamaleon Nanocluster Beacons [74], works on the basis that different colors can 
be obtained by repositioning the guanine‐rich sequence with respect to the AgNCs. Furthermore, the fluorescence 
intensity could be used to quantify such mutations. Using this sensor, KRAS mutations could be characterized 
using real clinical samples from patients with ovarian serous borderline tumors.

As commented in the introduction of this chapter, duplexes are able to stabilize AgNCs and this feature has 
been exploited in the preparation of sensors. One example was reported by Wang and coworkers where 
 single‐point mutations of a gene responsible for sickle cell disease were detected [75]. In that report, the 
probe employed was an oligonucleotide complementary to the target sequence, with a loop of six cytosines 
close to the single‐point mutation. Once the duplex was hybridized, the C6 loop was able to form bright 
 yellow AgNCs using the standard procedure.

Another strategy employed to detect genes using duplexes takes advantage of the capability of abasic sites 
to host silver ions. An oligonucleotide with an abasic site is an oligonucleotide where a nucleobase has been 
removed, leaving a deoxyribose residue in the structure. These types of damage can occur by endogenous or 
exogenous processes spontaneously. Shao and coworkers managed to detect the single‐point mutation of p53 
gene using this methodology [76]. The probe employed was an oligonucleotide complementary to the target 
gene, which has an abasic nucleotide at the mutation site. The mutated base of p53 gene is a cytosine, which 
is able to bind Ag+ more efficiently than A, T or G, and therefore yields higher fluorescence (18 folds) after 
AgNCs preparation.

Kim and coworkers employed a strand‐displacement process to detect sequences that contain single‐ 
nucleotide polymorphisms (SNP) [77]. In this method, a DNA duplex is prepared by combining a strand that 
contains the complementary sequence of the gene with the SNP and a region for the generation of AgNCs 
with a strand that partially matches the recognition sequence. In the presence of the perfect match, the former 
strand is replaced by the new strand, which contains a fluorescence enhancer domain. Once the new duplex, 
is formed an increase in fluorescence can be observed (Figure 4.4.9).

A remarkable approach was reported by Willner, where the quenching properties of graphene oxide (GO) 
and the selective binding properties of single‐stranded oligonucleotides were employed to prepare a gene 
sensor. Single‐stranded oligonucleotides interact strongly with the GO through π–π staking interactions 
between the hexagonal graphitic units and the nucleobases. When a duplex is formed this interaction decreases 
and the oligonucleotides detach from the GO. In this approach an oligonucleotide with two domains, one for 
the generation of AgNCs and the other to bind the target sequence, was bound to GO through π–π interac-
tions. At this stage, the fluorescence of AgNCs is quenched by the GO, but when the complementary sequence 
is added it forms the corresponding duplex with the probe and it detaches from the GO leading to an increase 
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in fluorescence (Figure 4.4.10) [78]. The use of GO in combination with DNA–AgNCs is fairly versatile and 
has allowed the multiplex analysis of two different genes as well as the detection of ATP and thrombin using 
their corresponding aptamers.

Other quenching structures employed in the preparation of sensors are G‐quadruplexes, particularly a 
 parallel G‐quadruplex–hemin complex. This structure efficiently quenches the fluorescence of AgNCs 
through a photoinduced electron transfer process (PET) [79]. An oligonucleotide with three different domains 
was necessary to construct this type of sensor; the first domain was a fragment able to stabilize AgNCs, the 
second was a G‐rich fragment and the last one contained the complementary sequence of the target nucleic 
acid. In the absence of the target, the last fragment formed a stable loop with part of the G‐rich fragment, 
leading to highly fluorescent AgNCs. However, upon target annealing, the loop was unfolded and the 
 formation of G‐quadruplexes–hemin complex was allowed. As a consequence the AgNCs were quenched 
(Figure 4.4.11). Using this approach a single‐point mutation was detected at 0.6 nM, making this system the 

Figure 4.4.9 Sensor of SNP based on strand displacement. A DNA duplex composed of sequences with partial 
complementarity and AgNCs is incubated with a sequence complementary to the one that holds AgNCs. This 
sequence replaces the sequence with partial complementarity and the enhancer domain increase the  fluorescence 
of AgNCs

Figure 4.4.10 A gene sensor using GO and DNA–AgNCs. The fluorescence is quenched by the GO, but after 
duplex formation with the complementary sequence the probe detaches and the fluorescence increases
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one with the lowest detection limit for DNA based on DNA–AgNCs. Furthermore, the sensor could be 
adapted to sense ATP with excellent selectivity and sensitivity just by adjusting the probe sequence.

4.4.2.4.2 MiRNAs sensors

The detection of miRNAs is of great interest, and particularly the detection of multiple miRNAs at the same 
time. These regulatory RNAs are involved in multiple processes and their dysregulation is a clear fingerprint 
of disease. The method currently employed to detect these noncoding RNAs uses quantitative reverse 
 transcriptase PCR (qRT‐PCR), which has some drawbacks such as the cost of the equipment and reagents as 
well as the requirement of trained personnel to perform the assays. For these reasons, there is a pronounced 
interest in the development of new systems for the simultaneous detection of different miRNAs.

Similarly to the gene detection discussed here, one strategy consists of the use of DNA–AgNCs where the 
oligonucleotide sequence has a fragment complementary to miRNA target. The hybridization leads to a 
quenching of the fluorescence of AgNCs, allowing the detection of miRNAs with high selectivity. In this 
sense, Vosch and coworkers managed to detect miRNAs from plant extracts at a concentration 82 nM using 
this approach [80, 81].

Regarding the multiplexed detection of miRNAs, Ye and coworkers have used silver nanoclusters to simul-
taneously detect two different miRNAs (miR‐21 and miR‐141). Owing to the low concentration of these 
RNAs, they used a target‐triggered isothermal exponential amplification reaction (TIEAR), which allowed 
the detection of the miRNAs at picomolar concentrations. The method requires a template sequence that is 
complementary to the target and encodes for an oligonucleotide, which can be used in the preparation of 
AgNCs. The template also encodes sites for nicking enzymes between the different regions. Once the  template 
binds the target miRNA, a polymerase elongates the miRNA using the information encoded in the template. 
After that, nicking enzymes can cleave the new strands affording the oligonucleotides required for the prepa-
ration of AgNCs and the targets, which can start the process again. After several cycles, the  oligonucleotides 
obtained can be used for the preparation of AgNCs that allow the detection and the quantification of the target 
miRNAs [82]. As mentioned earlier, this method could be applied for  simultaneous detection of two miR-
NAs, since the sequences used could be adjusted to generate AgNCs with different emission wavelengths 
(Figure 4.4.12).

Figure 4.4.11 Gene sensor prepared with an oligonucleotide with three domains. The probe is folded and the 
system is fluorescent, but in the presence of the target sequence it unfolds and a G‐quadruplex is formed. 
A hemin molecule binds the G‐quadruplex and the fluorescence of AgNCs is quenched (See color figure in color 
plate section)
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4.4.2.5 Cells

The use of DNA–AgNCs is not limited to ex vivo samples, and they can also be used inside the cells to detect 
different structures in combination with targeting molecules. In this sense, the use of aptamers is the most 
straightforward approach, since oligonucleotides can be prepared with two different domains, one to stabilize 
AgNCs and the other to recognize the target structure (aptamer).

An example of this strategy was reported by Gao and coworkers, who employed an oligonucleotide that 
contains a poly‐cytosine domain, for the preparation of AgNCs and the sgc8 aptamer. After the preparation 
of AgNCs with this oligonucleotide, the probe was employed to target the nucleus of CCRF-CEM cells, 
allowing its visualization by fluorescence microscopy [83]. The use of a spacer between the two domains 
seems to be beneficial, as mentioned before, and the fluorescence increases [84]. The sgc8 aptamer was 
designed to target endosomes of CCRF‐CEM cells [85], and it has been shown that it specifically targets the 
human protein tyrosine kinase 7. Its translocation inside the cell is mediated by receptors and subsequently it 
reaches the endosomes [86]. However, these workers observed that the clusters ended in the nucleus of live 
cells after incubation for 2 h. They suggest that the structure of the aptamer may have been modified after the 
formation of AgNCs thus being able to recognize the nucleus. Other aptamers, and even antibodies, bound to 
AgNCs have shown a similar behavior ending in the nucleus of cells as well. This could suggest that  additional 
factors are involved in the translocation of DNA–AgNCs to the nucleus.

In this regard, the aptamer AS1411 was used to direct the AgNCs to the nucleus of MCF‐7 cells [87]. 
Hence, the aptamer and a poly‐cytosine region were connected through a spacer of five thymidines. AS1411 
interacts strongly with nucleolin, a protein overexpressed in the membrane of MCF‐7 cells. This aptamer has 
shown cytotoxic effects in cancer cells and is currently in phase II clinical trials [88]. Interestingly, the toxic 
effect of AS1411 was not influenced by the presence of AgNCs in the same oligonucleotide strand.

Aptamers labeled with DNA–AgNCs have been employed not only to detect membrane receptors but also 
in the staining of proteins inside the cells. For example, Huang and coworkers reported the use of an aptamer 
to detect prion protein (PrPc) labeled with DNA–AgNCs in SK–N–SH cells [89].

Other targeting molecules, such as antibodies, have also been employed, but their preparation is more 
complex since it requires the conjugation between the oligonucleotide and the targeting molecule.

An example of this approach was reported by Dickson and coworkers. They used antibodies of the heparin 
sulfate polysaccharide (SH receptor) with DNA–AgNCs to detect NIH 3T3 cells that overexpress the SH 
receptor. The incubation of the labeled antibodies with the cells at 4 °C allows the visualization of the cell 

Figure 4.4.12 Multiplexed detection of miRNAs based on TIEAR and AgNCs. Complementary sequences of 
miRNAs that contain a coding region for the formation of AgNCs are incubated with the miRNAs in the presence 
of enzymes. The system produces several copies of oligonucleotides that can be used in the preparation of 
AgNCs. The emitting colors can be encoded specifically for each miRNA (See color figure in color plate section)
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membrane. Once the temperature is raised to 37 °C, the fluorescent AgNCs are able to enter inside the cell 
and even the nucleus [90].

Besides antibodies, proteins with strong binding capabilities such as avidin have also been employed in 
cells. In this case a poly‐cytidine was conjugated with avidin, allowing the detection of cells that were 
 previously incubated with biotin. The strong affinity between avidin and biotin promotes the accumulation of 
the fluorescent AgNCs in the cells treated [84].

4.4.3 DNA computing (logic gates)

A different use of fluorescent DNA–AgNCs is in DNA computing, particularly in the elaboration of logic gates. 
In DNA computing, a structure made from DNA should change under some stimuli, mimicking logic arithmetic 
operations that are performed by semiconductors. The signal transducers can be organic dyes or quantum dots, 
but the use of AgNCs eases the preparation of these systems and renders them available at lower cost.

The first logic gate based on AgNCs was reported by Wang and coworkers and it was able to perform three 
logic operations: NOR, NOT and AND [44]. It was made of a single DNA strand with three different domains. 
One domain contained a sequence able to stabilize two types of AgNCs, one emitting at 570 and other one at 
640 nm. This domain was inserted between a domain rich in cytosines and another one rich in guanines. Once 
prepared, the fluorescent properties of the system could be modulated by two inputs, the addition of K+ or a 
low pH (H+), as well as the combination of both. When none of the inputs were applied, the original 
 fluorescence was maintained (NOR). When the pH was low, the C-rich fragment rearranged into an i-motif, 
leading to a non‐fluorescent system (NOT). When both inputs, K+ and H+, were applied to the logic gate, an 
emission at 601 nm was observed (AND). This is a basic logic gate but it shows the potential of DNA–AgNCs 
in this area of research, due to the ease of preparation and the modulation of their fluorescent properties by 
external stimuli.

A more complex example of a logic gate was reported by the same group a few years later, which was able 
to perform the following operations: OR, NOT, INHABIT, XNOR, and IMPLICATION (Figure  4.4.13). 

Figure 4.4.13 Logic gate prepared with DNA–AgNCs. The combination of inputs allows the mimicking of several 
logic operations
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In this case the oligonucleotide employed had a hairpin structure where the loop was composed of  thymidines, 
whereas the stem was mainly composed by deoxycytidines and deoxyguanosines [91].

The fluorescence of the AgNCs stabilized by the DNA hairpin was modulated by the presence of different 
cations. Particularly, the OR logic operation was obtained using K+ and Pb2+; when these cations were absent, 
the fluorescence was low. Upon the addition of either input (K+ or Pb2+) the hairpin structure changed to a 
G‐quadruplex and the fluorescence increased. The NOT operation was achieved using Mg2+ and Pb2+. In this 
case the presence of Mg2+ (alone or with Pb2+) reduced the original fluorescence. In a similar way the 
INHABIT operation was obtained using Pd2+ and EDTA as inputs. When Pd2+ was added an increase in 
 fluorescence was clearly observed, but it was prevented in the presence of EDTA. Hg2+ and cysteine (Cys) 
were used for the construction of the XNOR gate. In this system a fluorescent signal was obtained when both 
inputs were present or absent, but the fluorescence was quenched when either of them were present. The last 
logic gate (IMPLICATION) was prepared using Ag+ and Cys where the fluorescence was intense in all 
 combinations except when Cys was added alone.

Another example of the use of AgNCS in DNA computing is the preparation of a keypad lock system where the 
fluorescent AgNCs are used as signal transducers. The fundamental difference between a molecular logic gate and 
a molecular keypad lock is that in the former the output signal is obtained not only by the presence of the proper 
combination of inputs, but it is also required that the inputs are introduced in the right order. Dong and coworkers 
described the use of a DNA strand as the keypad lock and three different sequences of DNA as the inputs. When 
the sequences were added in the order B, A, and G and the resulting mixture was incubated with AgNO

3
 and treated 

with NaBH
4
, a fluorescent signal was obtained. When a different order was applied to the keypad lock the 

 fluorescence obtained was significantly less than that obtained with the correct combination (Figure 4.4.14). What 
is more, the keypad lock could be reused after treating the mixtures with exonuclease III [92].

4.4.4 Assorted examples

Besides the applications described earlier, DNA–AgNCs can be used to label other structures, such as DNA 
nanotubes. In a recent report a DNA nanotube was prepared with hairpin protrusions, where the loops of these 
hairpins were composed of cytosines. Thus, the generation of AgNCs can be directed to those positions. 

Figure 4.4.14 Representation of a keypad lock. The addition to one oligonucleotide of the inputs in the correct 
order (B + A + G) allows the generation of fluorescent AgNCs
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Fygenson and coworkers managed to prepare a DNA nanotube labeled with AgNCs, proving that these 
 fluorescent clusters can be arranged in a specific way along several micrometers [93]. This strategy, or other 
related ones, can be extremely useful in the spatial arrangement of interesting optical materials, such as 
AgNCs, for further photophysical studies.

In addition to the applications of DNA–AgNCs in sensing or imaging, they can be used as delivery systems 
of oligonucleotides in cells. Particularly, a sequence commonly present in virus and bacteria with an immu-
nostimulatory activity, the CpG motif, has been efficiently delivered to cells. This was achieved using a strand 
containing a C12 region and a CpG motif in the preparation of AgNCs. The new material was efficiently 
internalized, as confirmed by fluorescent microscopy and FACS and it was able to induce the immune 
response better than well‐established immunostimulatory lipopolysaccharide (LPS) [94].

4.4.5 Conclusions

As discussed throughout this chapter, the fluorescent properties of DNA–AgNCs have attracted the interest 
of several research groups. Specifically, their extraordinary sensibility to the environment makes them very 
useful materials for the development of sensors. For this reason, most of the applications reported have been 
directed at this area. So far, there have been systems described for the detection of a wide variety of  structures, 
such as small molecules, cations, proteins, enzymes, and nucleic acids.

Thanks to the versatility of oligonucleotides and the responsiveness of AgNCs, DNA–AgNCs can be 
employed to build complex sensing devices with high selectivity and sensibility as well as nano devices that 
perform basic logic operations.

The application of fluorescent DNA–AgNCs in cell cultures has been demonstrated, allowing the 
 visualization of the organelles and proteins. However, more studies are required to assert that AgNCs are a 
real alternative to the standard dyes currently used in cell culture and in vivo.

Besides the fluorescent properties of DNA–AgNCs, their ease of preparation as well as their reduced cost 
will further promote their use in the near future. Some of their applications may possibly become routine 
practice in research laboratories.
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5.1.1 Introduction

Nucleic acids exist in a variety of secondary structures in addition to the canonical B‐form DNA structure, 
depending on the sequence, ionic environment, temperature, solvent, and the presence of ligands [1–3]. 
Conformational transition of nucleic acids under different conditions has received much attention due to its 
influence on the functionality of the nucleic acids. In 1957, Felsenfeld and coworkers found that a chain of 
polyriboadenylic acid (polyrA) and two chains of polyribouridylic acid (polyrU) could form a three‐stranded 
structure in the presence of Mg2+ ions [4, 5]. During the three decades after the initial discovery, studies 
focused on the structures and physico‐chemical properties of triplex structures composed of various polynu-
cleotides. In 1987, it was demonstrated that a short oligonucleotide could bind sequence specifically to an 
oligopurine–oligopyrimidine double helix to form a triple‐helical structure through hydrogen bonds [6, 7]. 
The hydrogen bonds involved in triplex formation are different from those in Watson–Crick base pairing in 
duplex nucleic acids, and are referred to as Hoogsteen hydrogen bonds, or reverse Hoogsteen hydrogen 
bonds. Since then, tremendous progress has been made. Sequence‐specific recognition of duplex DNA 
by  forming triplex DNA structure renders the third strands as potentially useful in the inhibition of gene 
expression, in site‐directed DNA cleavage and repair, and as tools in biotechnology [8–10]. Herein, a focus 
on the structure and stabilization of triplex DNA is described.

5.1
Structure and Stabilization of CGC+ 

Triplex DNA
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5.1.2 Classification of DNA triplets

The canonical DNA triplex structure is generally formed between an oligonucleotide and a homopurine–
homopyrimidine duplex. The third strand (triplex‐forming oligonucleotide, TFO) binds in the major groove 
of the duplex and forms hydrogen bonds with the hydrogen bond donor and acceptor groups available on the 
major groove edge of the purine bases. On the basis of base sequence composition and the relative orientation 
of the backbone of the third strand to that of the purine strand of the duplex, the triple helices can be separated 
into three motifs [11–13]. (1) In the pyrimidine motif (TC triplex), a TFO binds parallel to the purine strand 
of the duplex, forming T•A*T and C•G*C triplets in the Hoogsteen configuration (the first two bases form 
the Watson–Crick pair, the third base refers to the Hoogsteen strand, and the symbols “dot” and “asterisk” 
refer to Watson–Crick and non‐Watson–Crick pairings, respectively). Generally, the formation of a C•G*C 
triplet requires protonation of the N3 atoms of the third strand’s cytosines under acidic conditions. Thus, the 
triplet can be written as CGC+. (2) In the purine motif (GA triplex), a TFO binds antiparallel to the purine 
strand of the duplex and forms C•G*G and T•A*A triplets via reverse Hoogsteen bonds. (3) In the purine–
pyrimidine motif (GT triplex), C•G*G and T•A*T triads can form in either the Hoogsteen or reverse 
Hoogsteen configuration. The hydrogen bonding schemes found in these triplets are depicted in Figure 5.1.1. 
Furthermore, some triplexes are hybrids between these different classes. For example, a TCG motif contains 
T•A*T, C•G*C, and C•G*G triplets in the same structure in the Hoogsteen configuration [14]. C•G*G, 
T•A*A, and T•A*T triplets can also form a mixed GAT motif in the reverse Hoogsteen configuration.

According to where the TFO originates from, triplexes can be classified as intramolecular and intermo-
lecular triplexes. In the intramolecular triplex, the third strand can come from an endogenous mirror repeat 
sequence of the same duplex DNA molecule. For example, one half of the pyrimidine strand folds back and 
binds to the half of the purine strand in the Watson–Crick duplex in a parallel fashion to form TAT and CGC 
triplets. The half of the displaced complementary purine strand remains single stranded. Owing to the require-
ment of H+ to protonate the cytosines in the third strand, this structure is called H‐DNA. H*‐DNA, consisting 
of C•G*G and T•A*A triplets in the reverse Hoogsteen configuration, can be formed at neutral pH and in the 
presence of divalent cations such as Mg2+ and Zn2+. A schematic description of the formation of H‐DNA and 
H*‐DNA is shown in Figure 5.1.2. A minimum of 15 base pairs of purine–pyrimidine are necessary to form 
an intramolecular triplex [15, 16]. The energy driving the formation of an intramolecular triplex is the nega-
tive superhelical tension [17]. Naturally occurring mirror repeat sequences capable of adopting intramolecu-
lar triplex structures are frequently found in mammalian genomes [18]. Intramolecular triplexes may play 
important roles in the processes of replication, genetic recombination, or gene expression, and are thus 
receiving significant attention [10, 17]. Moreover, owing to the correct stoichiometry of the three strands, the 
defined orientation of these strands with respect to each other, and the unfavorable formation of competing 
structures, intramolecular folded sequences are beneficial to the stability study of triplex structures.

The third strand in the triplex can also result from an exogenously applied molecule to form an intermo-
lecular triplex structure. At least 12 base pairs of purine–pyrimidine runs are required to form a stable triple 
helix, while shorter triplexes are not sufficiently stable [15, 19]. Intermolecular triplexes have attracted much 
attention because of their potential therapeutic application in inhibiting the expression of genes involved in 
cancer and other human diseases.

5.1.3 Structure of triplexes

The structural features of nucleic acid triplexes have been studied using different techniques. X‐ray 
fiber   diffraction was first employed to deduce the structure of poly(A)•2poly(U) and poly(dA)•2poly(dT) 
[20, 21]. The data obtained demonstrated the formation of TAT triplets with an axial rise per residue of 
3.26 Å and 12 residues per turn [20]. An A‐type model with all the sugars in the C3′‐endo conformation was 
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Figure 5.1.1 Representative scheme of the triplet motifs involved in the triplex structures (See color figure in 
color plate section)

Figure 5.1.2 Schematic illustration of the formation of intramolecular triple helices
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suggested based on these data. This model has been widely accepted in the literature. However, subsequent 
stereochemical modeling and infrared spectroscopy studies demonstrated that the triplex DNA structure is 
structurally and conformationally similar to the double helical B‐form DNA with a sugar pucker in the C2′‐
endo region [22, 23]. The triplex structure can be readily determined by NMR at the individual base‐triple 
level with distinct markers differentiating between Watson–Crick and Hoogsteen pairing. A triplex structure 
that is closer to B‐DNA than A‐DNA was suggested [24]. The protonation of cytosines in triplexes has been 
unambiguously observed [25–30].

In 1997, Nunn et al. observed a single CGC base triplet in the crystal structure of an oligonucleotide–drug 
complex between the minor‐groove drug netropsin and the decanucleotide d(CGCAATTGCG)

2
 [31]. Based 

on this experimental observation, they calculated the structure of a 10‐mer triplex, which has the B‐type 
 family characteristics for the target duplex, since its Watson–Crick base pairs are perpendicular to the helix 
axis and all the sugar groups of three strands have C2′‐endo puckers. Meanwhile, the third strand of the tri-
plex has a backbone conformation closer to the A‐type family with the C+ bases in the third strand tilted out 
of the plane of the GC base pairs. The model implies that the structures of triplexes cannot be simply described 
as classic A‐ or B‐type families, and they could even show features of both.

Single crystals of d(CTCCT
S
CCGCGCG)•d(CGCGCGGAG) (containing one phosphorothioate modifica-

tion in the backbone) have been grown by the vapor‐diffusion method [32]. The overall triplex dimensions 
differ somewhat from those of B‐form DNA, but the general topology remains similar [33]. The presence 
of CGC triplets causes sequence‐specific changes in the groove width of the Crick–Hoogsteen strands by 
the  electrostatic interactions between the C+ bases and the phosphate groups of the Crick strand. These 
 conformational changes restrict the access of water to the minor groove and may be unique structural features 
for the recognition of triplex DNA by protein molecules.

Sugimoto et al. employed circular dichroism (CD) to characterize the conformation of a pyrimidine‐
purine‐pyrimidine triplex [34]. The results indicate that the Hoogsteen strand would be located right in 
the center of the major groove of the host duplex to form the parallel triplex. Meanwhile, the addition of 
the Hoogsteen strand needs only small readjustments of the duplex to adapt to this conformational change 
without significantly distorting the duplex structure. Similar observations in CD studies were obtained by 
other research teams [35–37].

Soliva et al. reported the data of molecular dynamics simulations on the triplexes containing CGC triplets 
in aqueous solution [38]. The third strand divides the major groove of the target duplex into two grooves with 
different sizes: the major part (MM) and the minor part (mM) of the major groove. The MM groove is very 
wide (around 15–16 Å for the shortest interstrand phosphate–phosphate distance), and is only slightly less 
(around 1–2 Å) than that of a TAT triplex found previously [39]. The width of the MM groove alone is similar 
to that of the major groove of B‐DNA, which means that the binding of the third strand to duplex DNA sig-
nificantly widens the major groove of the duplex. Thus, the MM groove is wide enough to function as a rec-
ognition site for molecules. The mM groove is narrow (around 9 Å) and fairly shallow. The width and depth 
of the minor groove of the triplex are almost identical to those of B‐type duplex DNA. The shortest average 
distance between phosphates across this groove is about 11–12 Å, which gives a groove width of 5.8 Å, 
matching typical values for B‐type duplex DNA (5.9 Å). However, the groove shapes of the B‐type duplex 
and triplex are rather different in cross‐section. The former is U‐shaped, while the latter is V‐shaped. The 
minor groove of the triplex could be a target for specific minor groove binders.

5.1.4 Triplex stabilizing factors

Among the structures mentioned previously, parallel triplexes containing TAT and CGC triplets have been 
studied most widely. However, the applications of these triplexes in vitro and in vivo are limited due to their 
relatively low thermodynamic stability and slow kinetic formation, compared with the parent duplex DNA. 



This is a result of fewer hydrogen bonds being involved in the formation of triplex DNA and the unfavorable 
electrostatic repulsion between the negatively charged phosphate backbones. The stability of the triplexes 
should be dependent on the length and composition of the three strands, pH values, and the presence of 
 stabilizing agents such as metal ions and binding ligands. For intermolecular triplexes, the formation 
and stabilization would also depend on the concentration and ratio of the target duplex and the TFO.

5.1.4.1 Effect of pH on the triplex

The pH of the solution is an essential parameter for the CGC+ triplet. The formation of the CGC+ triplet 
requires protonation of the N3 atom of cytosine under acidic conditions for appropriate Hoogsteen bonding 
with the N7 atom of guanine. The pK

a
 of free deoxycytidine is about 4.3, and the value is higher in the triplex 

state, resulting from the different local environment and the hydrogen bonds with guanine. Consequently, the 
CGC+ triplet formation is pH dependent and of relatively low stability at neutral pH.

Melting studies are commonly employed to detect the thermodynamic stability of triplexes. At acidic pH, 
direct melting of the triplex into single strands can be observed, while at higher pH, two transitions are 
observed [40]. The low‐temperature transition exhibits clear pH dependence, suggesting the conversion of a 
triplex into a duplex and a single strand. The transition at higher temperatures is either pH‐independent 
between pH 6 and 7 [41, 42], or shows a slight reduction with decreasing pH values [34], involving the sepa-
ration of the Watson–Crick DNA duplex. At pH 8.0, the low temperature transition disappears, while the high 
temperature transition remains.

The formation pathway of a triplex is also significantly pH‐dependent. In an acidic environment, the triplex 
is formed by a one‐step docking. Under neutral conditions, the target duplex DNA structure forms first and 
then accepts the third strand into its major groove [34]. The difference in thermodynamic stability between 
the protonated and unprotonated CGC triplets is so large that it cannot merely be attributed to the energy 
associated with the formation of a single hydrogen bond. The contributions from electrostatic interactions 
with the negatively charged phosphate backbones and the base‐stacking interaction should not be ruled out 
[43]. Also, it has been shown that triplexes containing CGC+ triplets are more stable than those consisting of 
TAT triplets below pH 7.0 [43–45]. This observation is attributed to the fact that the positive charge on C+ can 
partly overcome the charge repulsion and favor disposition of this positive charge within the π‐stack [46]. 
However, the unprotonated CGC triplet with only one hydrogen bond displays less stability compared with 
the TAT triplet [47, 48].

5.1.4.2 Effect of cations on the triplex

The formation of triplexes requires a reduction in the repulsion between the negatively charged phosphate 
groups of the three strands. Monovalent cations, including Li+, Na+, and K+, can shielded the repulsion. Plum 
et al. found that 200 mM Na+ were sufficient to induce complete formation of a pyrimidine–purine–pyrimi-
dine intermolecular triplex at pH 6.5 [41]. In further investigations they found that the dependence of the 
thermodynamic stability of an intramolecular triplex on the Na+ ion concentration was different for different 
pH ranges [42]. At pH 5.0, a single transition shifted to higher temperatures with the increase in the Na+ ion 
concentration. At pH 6.0, a single transition broadened and then split into two transitions when the salt con-
centration increased. However, the low‐temperature transition shifted to a lower temperature while the high‐
temperature transition shifted to a higher temperature. At pH 6.5 and 7.0, the shift of the biphasic melting 
curves was similar to that at pH 6.0 with a higher salt concentration. At pH 8.0, a monophasic melting curve 
shifted to higher temperatures when the salt concentration increased. Moreover, it has been suggested that the 
effect of ionic strength decreases with increasing CGC content [49].

Divalent metal cations, such as Mg2+, Mn2+, Ca2+, and Ba2+, are more effective in shielding the negative 
charges. Thus, they are more effective than Na+ in the stabilization of triplex structures  in vitro [50]. 
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The cations with smaller ionic radius are expected to enhance the triplex stability. Owing to the biological 
significance of Mg2+, its effect on triplex stabilization was investigated very thoroughly. The stability of tri-
plexes containing TAT increases with increasing concentrations of Mg2+ ions at neutral pH [51, 52]. Analysis 
of cation effects in the pyrimidine motif is complicated by the electrostatic potential created by the protonated 
cytosines in the third strand. Pilch et al. reported that C+•G and T•A Hoogsteen base pairs appear to have 
similar stability in the presence of Mg2+ ions and at low pH [35]. James et al. demonstrated that the effect of 
Mg2+ decreases with an increasing content of CGC+ triplets [46].

Sugimoto et al. have investigated the effect of mixtures of mono‐ and divalent cations (Na+ and Mg2+) 
on the triplex stability [34]. In the absence of Na+ ions, Mg2+ ions favor stabilizing the duplex more than 
the third strand, since Mg2+ presents a site‐specific binding and is predisposed to bind to phosphate groups. 
In the presence of Na+, the thermodynamic stability of the duplex is almost Mg2+‐concentration independent, 
while the thermal stability of the triplex is clearly lower than that in the absence of Na+. This was attributed 
to the competition between the two different cations when binding to the triplex. Since Na+ is typically non‐
site‐specific and binds to phosphates and bases, shielding the negative charges where Mg2+ would 
bind, results in the insensitivity of the duplex stability to Mg2+ and reduces the stability of the Hoogsteen 
paired strand.

5.1.4.3 Effect of length and composition of the three strands on the triplex

Firstly, the influence of the position of the cytosine bases within the triplexes is critical to the stability. The 
triplex is less stable when a single CGC+ triplet is situated at the terminal position [43]. The stability increases 
markedly as the CGC+ triplet is moved into the center of the molecule. The lower stability of triplexes con-
taining terminal cytosines might be attributed to the fact that the interaction of the protonated cytosine with 
only one nearest‐neighbor is much weaker than when it stacks with two nearest‐neighbors.

Secondly, the number of cytosine bases within the triplexes is another factor related to the stability of the 
triplex. Asensio et al. found that triplexes containing two CGC+ triplets are more stable than that containing 
a single CGC+ triplet at low pH. Moreover, similar to the single CGC+ triplet, the stability increases as 
the CGC+ triplets are moved into the center of the molecule [43]. Adjacent placing of two protonated cytosine 
residues has only a small effect on the stability of the triple helix [53]. Furthermore, triplexes containing more 
CGC+ triplets in different positions were analyzed. Keppler and Fox revealed that increasing the proportion 
of CGC+ triplets increases triplex stability under conditions in which the TFO should be protonated [44]. The 
stabilization results from the effects that the positively charged cytosine has by favoring the interaction with 
the stacked π‐system or screening the charge of the phosphate groups. However, triplexes having consecutive 
protonated cytosines in the Hoogsteen strand are unstable, which can be explained by the electrostatic repul-
sion between adjacent protonated cytosines. Molecular dynamics simulations and Poisson–Boltzmann (PB) 
calculations suggested that Hoogsteen cytosines in triplexes containing contiguous CGC triplets are not fully 
protonated, but a certain percentage of the imino form exists [38]. The distance between the amino groups of 
protonated cytosines and the imino groups is very close, which favors a fast proton interchange, without 
involving water molecules. The presence of neutral Hoogsteen cytosines can screen the electrostatic repul-
sion between ptotonated cytosines. Therefore, triplexes can be stable when protonated cytosines are separated 
by at least one neutral base. The most stable triplexes contain alternating CGC+ and TAT triplets [46].

Thirdly, the thermodynamic stability of the target duplex also affects the stability of the triplex. Rusling 
et al. designed a variety of different duplexes containing the same 14 bp oligopurine–oligopyrimidine target 
sequence with different flank sequences on either or both sides [54]. At pH 5.0, they found that the triplex 
melting temperature increased with increasing length of the duplex, and that GC‐tails produced more stable 
complexes than AT‐tails. There is no significant difference between triplexes containing flank sequences on 
the 3′‐ or the 5′‐ends. Triplexes containing GC pairs at both sides were found to be even more stable. The 



triplex generated from an intramolecular duplex with GC pairs at both termini presented the highest stability. 
However, at pH 5.8, all these triplexes displayed little difference in their melting temperatures. These data 
demonstrate that as the triplex becomes more stable, the melting temperatures become more dependent on the 
nature of the underlying duplex.

Furthermore, the thermodynamic properties of intramolecular triplexes are slightly dependent on associ-
ated junctions or loops. Sugimoto and coworkers compared three parallel pyrimidine DNA triplexes, includ-
ing one intermolecular triplex, one intramolecular triplex with a 3′‐junction, and one intramolecular triplex 
with a 5′‐junction [55]. They found that the intramolecular triplexes with different junction orientations were 
thermodynamically more stable than the intermolecular triplex. The CD spectra showed that their peaks are 
similar and differ only in the intensity, suggesting that the presence of junctions would not affect the binding 
sites of the TFO on the target duplex, but change the groove width and backbone torsion angles. Shimizu 
et al. studied intramolecular triplexes with identical base triads in the stem but with different loop sizes (4, 6, 
8, and 10 bases) in supercoiled plasmids [56]. They found that a higher supercoil energy is required to form 
triplexes with longer loops. Thus, the thermodynamic stability of triplexes with longer loops is lower than 
that of triplexes with shorter loops. Besides the loop length, the base composition of the loop region also 
affects the structural transition and triplex stability. Loop regions containing high GC content might require 
more supercoil energy for triplex formation, leading to more unstable structures compared with loops with a 
low GC content.

5.1.4.4 Molecular crowding

The stability of triplex structures is sensitive to their aqueous environment. Some groups have studied the 
molecular crowding effect on the triplex stability. They found that the Hoogsteen base pairs were stabilized 
in the presence of poly(ethylene glycol) (PEG), used as crowding ligand [57–60]. It was found that on the 
Watson–Crick and Hoogsteen base pairs the molecular crowding effects were opposite, resulting from the 
different behaviors of the water molecules binding to the DNA strands [61].

5.1.5 Formation of stable CGC+ triplex DNA

The requirement for cytosine protonation limits the formation of CGC+ triplexes in living cells since the 
 cellular pH is usually above 7.0. To overcome this drawback, several strategies have been employed 
to  improve the stability of CGC+ triplexes. One strategy focuses on the design and use of non‐natural 
 nucleosides to form  Hoogsteen hydrogen bonds with guanine, at physiological pH. Modification of the 
sugar–phosphate backbone provides another means of improving the stability of the triplex. Small molecules 
that can selectively bind to triplex DNA and regulate their stability were designed and synthesized. The 
attachment of DNA‐binding ligands at the termini of TFO is an alternative for stabilizing the triplexes.

5.1.5.1 Analogues mimicking protonated cytosine

In 1984, Morgan and coworkers found that poly(pyrimidine)•poly(purine) DNA (poly[d(Tm5C)]•poly[d(GA)]) 
containing 5‐methylcytosine could form a triplex at pH values below 8, while the unmethylated analogue 
poly[d(TC)]•poly[d(GA)] only forms a triplex at pH values below 6 [62]. Similarly, replacement of 2′‐
deoxycytidine with 5‐methyl‐2′‐deoxycytidine (m5C, the structure is shown in Figure 5.1.3A) increases the 
oligonucleotide affinity to the target dsDNA and extends the pH range for binding [63]. This stabilization can 
be explained as follows: substitution of methyl for hydrogen at position 5 promotes binding of the oligonu-
cleotide via a hydrophobic effect created by the “spine” of methyl groups in the major groove. Moreover, 

Structure and stabilization of CGC+ triplex DNA 337



338 DNA in supramolecular chemistry and nanotechnology

owing to the increased pK
a
 of m5C relative to dC, methylation leads to extension of the pH range (about 

0.4 units) for triplex stability [63]. The m5C was the first base to be shown to stabilize CGC triplexes. Since 
this discovery, it has frequently been used as a reference nucleobase for stability studies. However, the use of 
m5C alleviates the pH limitation only partially and protonation of N3 is still required. However, for the bind-
ing of contiguous tracts of GC base pairs on dsDNA by the pyrimidine motif, over a wide range of pH, even 
DNA containing m5C may be inadequate. The low stability of triplexes containing adjacent m5C residues 
could result from charge–charge repulsion by the adjacent protonated residues.

Neutral pyrimidine analogues with two hydrogen bond donor groups were designed and synthesized to 
eliminate the requirement for protonation of cytidine and to stabilize parallel triple helices (Figure 5.1.3B). 
Oligonucleotide analogue containing 2‐amino‐5‐(2‐O‐methyl‐β‐D‐ribofuranyl)‐4(1H)‐pyrimidinone (2′‐O‐
methylpseudoisocytidine) substituted for 2′‐deoxycytidine has been synthesized [64, 65]. These strands were 
shown to cause triplex formation in neutral and basic conditions without the requirement for protonation, 
since this nucleoside already contains one H at the N3 position for hydrogen bonding with N7 of guanine in 
the Hoogsteen pair of the triad. Besides, methoxy substitution at the 2′‐position of pyrimidine nucleosides 
stabilized the triplex formation [64]. Furthermore, since the base residue is uncharged or unproto-
nated,  DNA  containing 2′‐O‐methylpseudoisocytidine could form triplexes with dsDNA containing a 
 homoguanine cluster [65]. Berressem et al. found that oligonucleotides containing 6‐oxocytosine (oxoC) can 

(A)

(B)

(C)

Figure 5.1.3 (A) and (B) Chemical structures of cytosine analogues that mimic protonated cytosine; (C) chem-
ical structures of cytosine analogues with increased pKa



form stable triplexes over a pH range of 6.0–8.0 [66]. The electron‐withdrawing oxo group can increase 
the acidity at N3H and the 4‐NH

2
 group to stabilize the hydrogen bonds to guanines. However, the stabil-

ity of the triplexes in more acidic solutions is still inferior to oligonucleotides containing the natural cytosine 
bases. The more electron‐poor heterocycle of the 6‐oxocytosine bases causes a weaker base stacking 
and,  thus, decreases the stability of the triple helix. This effect could not be compensated by more stable 
hydrogen bonds.

Another analogue 4‐amino‐1‐(β‐2‐deoxy‐D‐erythro‐pentofuranosy1)‐5‐methy1‐2,6‐[1H,3H]‐pyrimidione 
(m5oxC), a 6‐keto derivative of m5C, was described by Xiang and coworkers [67, 68]. This maintains the 
5‐methyl group that has been shown to enhance stability in the m5C–G–C triplet. Its use in targeting dsDNA 
containing isolated and contiguous G–C base pairs has been studied. For duplex targets containing G–C and 
A–T base pairs, with each of the G–C base pairs isolated by one or more A–T base pairs, the T

m
 values are 

lower than those of the C‐ or m5C‐containing triplexes at acidic pH. This behavior is caused by differences 
in the hydrogen‐bonding characteristics. C or m5C can form one charged hydrogen bond, which enhances the 
triplex stability through providing a shielding effect for the three polyionic strands, while m5oxC forms only 
an uncharged hydrogen bond. However, there is virtually no variation in the T

m
 for the m5oxC‐containing tri-

plex over the pH range 6.4–8.5. The C‐ or m5C‐containing triplexes would be destabilized with the increase 
of the pH value, resulting from the loss of hydrogen bonding functionality at the N3 nitrogen of the C (m5C) 
residues and the loss of compensating charge effects. The m5oxC analog lacks any compensating positive 
charge effects, but with the presence of a pH‐independent hydrogen bond donor at the pyrimidine N3 nitro-
gen, stabilized triple helices are formed equally well at pH 6.4 or 8.5.

In addition, TFOs containing m5oxC cannot target dsDNA containing a series of contiguous G–C base pairs. 
This is attributed to the ineffective base stacking between the analogue residues or the undesirable steric 
effects resulting from the carbonyl substituent at the 6‐position [68]. A sequence containing alternating m5C 
and m5oxC bases, however, is effective for targeting dsDNA containing contiguous G–C base pairs. 
Furthermore, the nucleoside derivatives of the pyrimidine bases m5oxC have been prepared with flexible 
 acyclic carbohydrate linkers (am5oxC) [69]. Replacement of the m5oxC residues by the corresponding acyclic 
derivative simply induces some added flexibility into the third strand, without altering the nature of the base–
base interactions. Nevertheless, this alteration results in an increase of the thermal stability over the pH range 
7.0–8.5. Vonkrosigk et al. reported that the pyDDA base, a pyrimidine analogue based on a pyrazine ring, 
presented the same hydrogen‐bonding pattern as protonated cytosine. It supported triple helix formation that 
was independent of pH from pH 6.3 to 8.0 [70].

5.1.5.2 Analogues with increased pKa

The previous approaches to overcome the requirement of protonation consist of the introduction of analogues 
that emulate the hydrogen‐bonding face of an N3‐protonated cytosine without the need for protonation. 
Another approach to increase the affinity of oligonucleotides to target dsDNA at neutral pH is the replace-
ment of the cytidine nucleosides by analogues that, ideally, are completely protonated under physiological 
conditions and provide the hydrogen‐bonding pattern required for triplet formation (Figure 5.1.3C). A carbo-
cyclic analogue of 5‐methyl‐2′‐deoxycytidine (cmdC) was designed by substitution of the furanosyl oxygen 
with a methylene bridge to generate a cyclopentane ring. Removal of the oxygen of the furanosyl ring has a 
significant effect on the basicity of the parent heterocycle. The analogue has a slightly higher pK

a
 than that of 

the furanosyl nucleoside. When incorporated into an oligopyrimidine third strand, cmdC stabilizes a triple 
helix relative to the furanosyl nucleoside, presumably due to the increased basicity of the heterocycle [71].

However, the increase in basicity is limited. Pudlo et al. synthesized DNA containing 6‐amino‐2′‐O‐
methylcytidine, a protonated cytidine analogue for triple helix binding studies [72]. Although the analogue 
displayed a pK

a
 of 6.8, a stable triplex could not form due to unfavorable conformational properties around 
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the nucleosidic bond in this 2,6‐substituted pyrimidine nucleoside. Replacement of the nitrogen atom N1 in 
the pyrimidine ring by carbon and concomitant removal of the 2‐oxo function should result in the more basic 
pyridine C‐nucleoside, P, without perturbing the hydrogen bonding pattern relevant for triple helix formation 
[73–76]. The pK

a
 value is 6.26 for P, which is about two pK

a
 units higher than that of natural cytidine [73, 

74]. Owing to its enhanced basicity, it is an excellent substitute for natural cytidine in DNA duplex recogni-
tion at physiological pH values. Furthermore, the lack of the 2‐oxo function present in cytidine does not 
perturb third‐strand binding in the major groove of DNA. Moreover, Bates et al. assessed the ability of the 
α‐ and β‐anomers of P (α‐AP and β‐AP) to form triplexes [75]. It was found that TFOs containing α‐AP had 
a slightly higher affinity for the target duplex than those with β‐AP, since α‐AP had a higher pK

a
 value 

 compared with β‐AP. The ODNs containing these non‐natural AP nucleosides exhibited increased resistance 
to nucleases present in the medium, while ODNs containing cytosine were degraded quickly.

5.1.5.3 Backbone modification

In order to change the electrostatic properties and flexibility of the negative phosphodiester backbone of 
DNA, or to restrict the conformation of the sugar part, different synthetic modifications have been proposed, 
including phosphate modification, sugar modification, and full backbone replacement (Figure 5.1.4).

Phosphorothioate (PS) or methylphosphonate containing strands show reduced degradation by many nucle-
ases. For phosphorothioate DNA, the presence of a sulfur atom leads to subtle conformational changes due to 
the larger size of sulfur and changes in the charge distribution around the phosphate group. Moreover, it was 
expected that the uncharged methylphosphonate substitution can overcome the electrostatic repulsion of the 
third strand. However, it was found that substitutions of phosphodiesters for phosphorothioates or methyl-
phosphonates destabilize the pyrimidine motif [40, 49, 77]. Replacements of the O3′→P5′ phosphodiester 

(A)

(B) (C)

Figure 5.1.4 Modifications used to enhance triplex stability. (A) Phosphate modifications, (B) sugar  modifications, 
and (C) PNA



linkage by a N3′→P5′ phosphoramidate linkage can yield more stable triplexes under physiological condi-
tions [78, 79]. Even more drastic modifications of the phosphate group were examined. It was found that 
substitution of the phosphate group by a methylthiourea is favorable for triplex stability [80, 81].

The sugar modifications were also analyzed extensively. The TC motif can be stabilized by 2′‐O‐methylated 
TFO substitution [40]. The sugars of the 2′‐OMe strand adopted a predominantly C3′‐endo conformation, 
which may be more favorable for triplex formation. Locked nucleic acid (LNA) is an RNA derivative in which 
the ribose ring is constrained by a methylene linkage between the 2′‐oxygen and the 4′‐carbon. It was found 
that TFOs based on LNA could form triplexes at physiological pH values with significantly increased thermo-
stability [82]. In addition, it was reported that 2′‐O,4′‐C‐aminomethylene‐bridged nucleic acid (2′,4′‐BNANC), 
3′‐amino‐2′‐O,4′‐C‐methylene bridged nucleic acid (3′‐amino‐2′,4′‐BNA), and 2′‐O,4′‐C‐ethylene bridged 
nucleic acid (ENA) modifications of TFOs could promote pyrimidine motif triplex formation at physiological 
pH [83–87]. The phosphoramidite monomer of the C‐nucleoside 2′‐aminoethoxy‐2‐amino‐3‐methylpyridine 
(AE‐MAP) has been synthesized and incorporated into TFOs [88]. It is selective for G–C base pairs.

Full backbone replacement by other polymerizing units has also been explored. Peptide nucleic acid 
(PNA)  is a mimic of nucleic acid in which the natural sugar–phosphate backbone has been replaced by 
 achiral N‐(2‐aminoethyl) glycine units [89]. The lack of charge in the backbone and the special plasticity of 
PNA make the hybrid structures more stable [90, 91].

Another strategy to enhance triplex stability is to attach a DNA‐binding agent to one end of the triplex‐
binding oligonucleotide. An acridine derivative was covalently linked to the 5′‐end of a homopyrimidine 
oligonucleotide [92]. The acridine intercalates at the triplex–duplex junction and strongly stabilizes the com-
plex formed by the oligopyrimidine with its target duplex sequence. Cytosine methylation further increases 
the stability of the complexes. A δ‐carboline derivative was attached covalently to a TFO at its 5′‐ or 3′‐ter-
minus, which is effective in stabilizing the triplex [93–95]. Introduction of naphthalene diimide [96] or 
azobenzene [97] to the terminus of the TFO also presents triplex‐stabilizing effects.

5.1.5.4 Triplex binding ligands

Molecules that would bind preferentially to triple‐helical DNA compared with double‐stranded DNA should 
enhance the stability of triple‐helical structures. Besides, if the formation of triple‐stranded DNA structures 
has a biological role, compounds that bind to these structures would provide a new tool for studying their 
biological functions. So far it has been reported that many ligands can interact more tightly with a triplex than 
with a duplex, and strongly stabilize the triplex structure through intercalation or minor groove binding 
(Figure 5.1.5) [16, 98, 99].

The classical DNA intercalator, ethidium bromide (EB), can bind to DNA triple helices by intercalation 
[100, 101]. This compound stabilizes TAT triplexes slightly, but destabilizes CGC+ triplex DNA. This is 
attributed to electrostatic repulsion between positively charged EB and the protonated cytosines. It was found 
that a benzo[e]pyridoindole derivative (BePI) showed preferential binding to a triplex rather than to a duplex 
and strongly stabilized the triplex [102]. The first molecule that was described to stabilize triplexes has four 
rings with a crescent shape and can optimize stacking interactions with base triplets. Hydrophobic and elec-
trostatic interactions also play important roles. Subsequently, several benzopyridoindole derivatives (BePIs 
and BgPIs) were synthesized and shown to efficiently stabilize triplexes [103, 104].

The sequence specificity for triplex stabilization was also investigated. It was found that BePIs and BgPIs 
bind preferentially to triplexes containing a stretch of adjacent TAT triplets. Their stabilization effect is much 
weaker on a triplex where the stretch of adjacent TAT triplets is interrupted by CGC triplets. Meanwhile, the 
ability of these ligands to stabilize sequences containing CGC triplets strongly depends on the structure and 
the charge of the ligands [104]. Benzo[f]quino[3, 4‐b]quinoxaline derivatives (BQQ) with a five‐membered 
ring bind strongly to triplexes and show a high discrimination between triplexes and duplexes [105]. A further 
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aromatic ring can engage in additional stacking interactions with the pyrimidine strand of the Watson–Crick 
duplex upon binding to the triplex.

Coralyne, a crescent‐shape DNA‐binding ligand, exhibits significant antitumor activity against leukemias 
in mice. Lee et al. reported that coralyne has a higher affinity for triplexes than for duplexes, especially in the 

(A)

(B)

(C)

Figure 5.1.5 Chemical structures of triplex binding ligands. (A) Intercalators, (B) groove binding ligands, and 
(C) conjugates of two ligands



presence of Mg2+ ions [106]. Intercalation and stacking interactions are accommodated by the triplexes. 
Meanwhile, coralyne has little sequence specificity, unlike EB, although coralyne is also positively charged. 
The large unsaturated ring system of coralyne is required. Less charge in coralyne will be delocalized onto 
the methoxy groups so that there is no sequence specificity. Contrary to these results, Fox’s group reported 
that coralyne has a moderate preference for triplexes over duplexes, but has a significant binding preference 
for the TAT triplet over the CGC+ triplet, even at pH 5.5 [107]. The weaker binding to CGC+‐containing tri-
plexes results in a different conformation, in which the planar chromophore is only partly intercalated.

Quinoline derivatives can provide significant and selective stabilization of the triplex DNA [108–110]. 
They possess an appropriate aromatic surface, positive charge, and some flexibility in the aromatic system 
to match the propeller twist of the triple‐base interactions in the triplex. For naphthylquinoline, there is a 
good stacking of the naphthylquinoline ring with the bases at a triplex intercalation site, while the ring is 
too large to stack optimally with base pairs at a duplex intercalation site. Although naphthylquinoline stabi-
lizes  triplexes containing blocks of TAT triplets, it has no effect on triplexes formed with third strands 
composed of (TC)

n
 or (CCT)

n
. Fox’s group found that 2,7‐disubstituted anthraquinone produced a stabiliza-

tion of  triplexes, except for those containing alternating TAT and CGC+ triplets, although it is much more 
effective at stabilizing triplexes that are rich in TAT triplets [111]. The broader sequence selectivity of  
2,7‐disubstituted anthraquinones compared with naphthylquinolines resulted from the absence of a positive 
charge on the aromatic ring system. Intercalation of the uncharged anthraquinone ring system between the 
adjacent protonated cytosines generates a stack of alternating charged and uncharged residues, separating 
the charged CGC+ triplets from each other. Triplexes containing alternating TAT and CGC+ triplets are not 
stabilized by 2,7‐disubstituted anthraquinones, since the ligand would interrupt the alternating pattern of 
charged and uncharged residues.

The previously mentioned ligands stabilize triplexes by intercalation. The influence of minor groove bind-
ing agents on triplexes was also studied (Figure 5.1.5B). Some minor groove binders decrease the thermal 
stability of triplexes. For example, Hoechst 33258 can bind to the triplex and destabilize the triplex whereas 
it stabilizes the duplex [98, 112]. Netropsin was reported to bind in the minor groove of DNA and thermally 
destabilize the triplex–duplex equilibrium dramatically [113]. Some minor groove binding ligands have a 
different behavior; for example, 1,3‐bis(4′‐amidinophenyl)triazene (berenil) binds to triplexes in a minor 
groove binding mode without displacing the major groove‐bound third strand [114]. The magnitude and the 
direction of the effect of berenil on the thermal stability of DNA triplexes depends on both the Na+ concentra-
tion and the drug binding density. The triplex was stabilized at lower and destabilized at higher Na+ concen-
trations. 4′,6‐Diamidino‐2‐phenylindole (DAPI) had a much larger effect on the duplex than on the TAT 
triplex [98]. However, DAPI destabilized the triplex containing mixed TAT and CGC+ triplets. Neomycin is a 
very effective aminoglycoside in stabilizing a DNA triple helix without affecting the DNA duplex [115]. It 
shows a preference for stabilization of TAT triplets but can also accommodate CGC+ triplets [116]. Binding/
modeling studies show a marked preference for neomycin binding to the larger MM groove.

Another class of triplex stabilizing agents has been developed by linking two triplex binders together 
(Figure 5.1.5C). It was found that pyrene–neomycin conjugates can stabilize a triplex much more effectively 
than neomycin alone at low concentrations [117]. Computer modeling suggests that the pyrene can interca-
late between the base pairs while neomycin stays bound to the MM groove. The BQQ–neomycin conjugate, 
consisting of a triplex‐specific intercalator and a minor groove binder, is more potent in stabilizing DNA 
triplexes than BQQ, neomycin, or a combination of both [118]. The principle of dual recognition could be 
applicable to the design of more triplex stabilizing ligands [119].

Although a large number of studies have been conducted on the interaction of triplex DNA with ligands, 
these ligands stabilize triplexes in a sequence‐dependent manner. Most of them stabilize triplexes containing 
consecutive TAT triplets. Some of them stabilize triplexes which also contain CGC+ triplets, but with a rela-
tively low efficiency.
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5.1.5.5 Other stabilizing effects

5.1.5.5.1 Polyamines

In eukaryotes, spermine and spermidine (structures shown in Figure  5.1.6A) are present in millimolar 
 concentrations and may be as high as 5 mM in the nucleus. These naturally occurring polyamines are 
largely protonated at physiological pH and exhibit a net positive charge close to +4 and +3, respectively. 
Their inherent polycationic nature and conformational mobility favor electrostatic interaction with the 
anionic phosphates of DNA. It was found that spermine and spermidine favor both inter‐ and intramolecu-
lar pyrimidine motif triplexes under physiological pH [120–122]. Firstly, they can be used as free ligands. 
Upon binding to DNA, they reduce the electrostatic repulsion between the phosphate backbones. The addi-
tion of spermine can also alter the relative stability of triplexes containing C, m5C, and m5oxC significantly, 
due to its ability to shield the charged phosphates and enhance triplex stability [68]. However, the effect of 
spermine is more marked on triplexes containing m5oxC than that on triplexes containing C and m5C 
because protonated residues already assist in limiting destabilization as a result of charge repulsion effects. 
Secondly, spermine and other polyamines could be covalently linked to the 5′‐terminus of TFOs to form 
triplexes [123]. It was found that the appended polyamine enhanced the thermal stability of the resulting 
triple helix at pH 6.5. The conjugation of spermine could eliminate the requirement for free polyamine or 
Mg2+ ions in triplex formation. Barawkar et al. combined the properties of m5C and spermine to design 
5‐Me‐dC‐(N4)‐spermine containing TFOs. Stable triplexes formed at physiological pH, even in the absence 
of Mg2+ ions [124, 125]. The spermine attached to the TFO is accommodated in the deep major groove of 
the duplex along with the TFO. The higher stability of 5‐Me‐dC‐(N4)‐spermine containing triplexes 
resulted from the extra binding energy between the target duplex and the polyamine appended to the TFO. 
N3 protonation of C was not observed in the resulting triplex. The loss in stability due to the absence of 
the Hoogsteen bond between N3 of cytosine and N7 of guanine is compensated by favorable electrostatic 
interactions between DNA and spermine. Furthermore, 1,11‐diamino‐3,6,9‐trioxaundecane was cova-
lently attached to N4 of 5‐Me‐dC instead of spermine. The triplex could form at physiological pH through 
hydrophobic binding [126].

5.1.5.5.2 Basic oligopeptides

Basic oligopeptides, another class of biologically relevant polycations, can also stabilize triplex DNA. 
Cationic amino acid residues of basic peptides might bind to and neutralize phosphate groups of triple‐helical 
nucleic acids [127]. Potaman and Sinden found that lysine‐rich oligopeptides can substitute for other triplex‐
stabilizing factors including low pH, divalent metal ions, or polyamines. In the presence of lysine‐rich pep-
tides, the intermolecular triplex was stabilized up to pH 6.5 [128]. The stabilizing effect of the peptide was 
much greater than that of Mg2+ and a little weaker than that of spermine. A peptide sequence containing five 
cationic amino acid residues Lys‐Lys‐Lys‐Lys‐Lys has a pronounced triplex‐stabilizing effect, while peptide 
sequences containing alternating cationic and neutral residues such as Lys‐Gly‐Lys‐Gly‐Lys and Lys‐Ala‐
Lys‐Als‐Lys had less stabilizing effect. The differences resulted from the positive charge densities. For Lys‐
Gly‐Lys‐Gly‐Lys and Lys‐Ala‐Lys‐Als‐Lys with the same charge densities, the reduced stabilization of the 
latter might be correlated with the more hydrophobic group within Ala. Since the major groove of the duplex 
target would be occupied by the TFO and thus is inaccessible, oligopeptides might bind in the minor groove 
or in the new grooves formed upon TFO binding. The study offered the possibility of tuning triplex stability 
by changing the sequence and fraction of amino acids residues within the peptides.

Ferdous and Torigoe and coworkers demonstrated that poly(L‐lysine)–graft‐dextran (PLL‐g‐Dex) 
 copolymer was extremely good at promoting pyrimidine motif triplex formation at neutral pH (Figure 5.1.6B) 
[129, 130]. The sequence specificity of triplex formation was not affected since the hydrophilic dextran 



chains did not disorder the higher‐order structure of the triplex. Moreover, the triplex‐promoting efficiency of 
the copolymer was higher than that of spermine. The major contribution of the copolymer is from the consid-
erable increase in the association rate constant, which increases with the valence of the cation. In addition, 
the polynucleotides associated with the copolymer may be forced to merge into the dextran‐rich phase, which 
has a low dielectric constant. Such an environment under a low dielectric constant may enhance hydrogen 
bonding between the TFO and the target duplex to promote triplex formation.

5.1.5.5.3 Silver ions and silver nanoclusters

In 2009, Ihara et al. reported an effective alternative method for stabilization of the parallel‐motif triple 
helix of DNA using Ag+ ions [131]. In the duplexes, Ag+ ions are placed between the bases to form specific 
C–Ag+–C bridges. The silver ions displace an N3 proton of a cytosine in the CGC+ base triplet to form a 
CG.CAg+ (Figure 5.1.6C). This was found to stabilize parallel‐motif triplexes even at neutral pH. The shapes 
of the circular dichroism (CD) spectra in the presence of Ag+ were rather different from the typical spectra of 
DNA triplexes. The coordination distance in N–Ag+–N was longer than that of the Hoogsteen hydrogen 
bonds in CGC+. Model studies showed that the cytosines on the third strand are forced into twisting from the 
plane of Watson–Crick GC pairs in CG.CAg+ triplets. This nonplanarity of CG.CAg+ triplets seems to alter 
the whole structure of the triple helix.

Furthermore, Feng et al. found that site‐specific formation of fluorescent Ag nanoclusters (AgNCs) could 
be realized by reducing the Ag+ ions in situ in the triplet CG.CAg+ base sites [132]. The formation of AgNCs 
did not destroy the triplex structure. The UV melting studies indicated that melting temperatures were 
increased in the presence of Ag+ ions and AgNCs, demonstrating that the triplex retained its integrity during 
the synthesis of AgNCs. The influence of the number of the set of two successive CGC+ triplets on AgNCs 
synthesis was investigated. Emission intensity of AgNCs increased with increasing of number of the set of 
two successive CGC+ triplets while the corresponding emission wavelengths remained unchanged.

(A)

(B) (C)

Figure 5.1.6 (A) Chemical structures of spermine and spermidine, (B) structure of poly(L‐lysine)‐graft‐dextran, 
and (C) the Ag+‐mediated base triplet CG.CAg+
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5.1.5.5.4 Single‐walled carbon nanotubes

To date, the influence of intercalative drugs and minor groove binding agents on triple helices has been 
widely investigated. However, there is no ligand that has been reported to selectively stabilize CGC+ triplets 
rather than TAT. Some groups have turned their sights to the nanomaterials with unique structural and bio-
logical properties. Single‐walled carbon nanotubes (SWNTs) are recognized as a promising modulator of 
DNA structures due to their one‐dimensional nanoscale geometry, biocompatibility, and controllable surface 
properties [133–135]. Very recently, Qu’s group reported that a duplex d(CT)•d(AG) can be disproportioned 
into triplex d(CT)•d(AG)•d(C+T) and single‐stranded d(AG) in the presence of carboxyl‐modified SWNTs 
(SWNTs‐COOH) at pH 6.5 [136]. The single‐stranded d(CT) has overhangs around the triplex sequence, 
which may immobilize the triplex on the surface of SWNTs and promote the triplex formation. According to 
this study, SWNTs act as helicases to catalyze the unwinding of dsDNA [133]. Meanwhile, the interaction 
between SWNTs and d(CT)•d(AG) can promote protonation of dC residues by changing their pK

a
 values. 

Besides SWNTs‐COOH, negatively charged hydroxyl‐SWNTs can induce triplex formation, while positively 
charged amino‐modified SWNTs cannot induce the formation of triplexes. Electrostatic interaction plays a 
crucial role in the repartition of duplex d(CT)•d(AG) into a triplex and a single strand. The study suggests that 
SWNTs can reduce the stringency of conditions that are required for the formation of CGC+ triplexes.

5.1.6 Summary

In the past decades, the formation of triplex structures has attained considerable attention due to their impor-
tant roles in regulating DNA metabolism and gene function. Substantial progress in understanding the struc-
ture and energetics of triplex structures has been achieved. However, owing to the instability of the Hoogsteen 
base pairs at physiological pH, their applications have been severely limited. Many studies have been devoted 
to increasing the stability of triplexes, including modifications of the base, sugar, and phosphate backbone, 
using triplex binding ligands, polyamines, oligopeptides, silver ions, and single‐walled carbon nanotubes, or 
conjugation of polyamines and triple helix‐specific binding agents. These efforts are valuable for the use of 
triplex forming oligonucleotides. However, there are still many unanswered questions that are required to be 
resolved through further investigations.
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5.2.1 Introduction

DNA is recognized as the molecule of life for its role in preserving and transferring our genetic code, but its 
unique assembly features have also made it an ideal building block for nanomaterials [1]. Because of the high 
fidelity and cooperativity of molecular recognition between nucleobases resulting from the specificity of 
hydrogen bonding, DNA forms predictable double helical structures of well defined nanoscale dimensions. 
The ability to construct a near infinite number of DNA sequences using facile automated synthesis has 
allowed this molecule to emerge as a programmable scaffold for organizing molecules and materials into 
one‐, two‐, and three‐dimensional structures. One important emerging field is the use of synthetic molecules 
to tune and modify the stability, functionality, and assembly of these DNA‐based structures. These molecules 
can be incorporated into the structures through one of two methods: covalent insertion or non‐covalent 
 interactions, both of which will be discussed here.

5.2.2 Covalent insertion of synthetic molecules into DNA

Even the simplest chemical insertions into DNA strands are able to alter the hybridization of nucleobases and 
control their self‐assembly outcomes. For instance, by positioning organic molecules with specific geome-
tries within the phosphate backbone of DNA, linear duplexes can be oriented relative to each other in a unique 
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manner and lead to complex, high‐order structures. Furthermore, by inserting molecules capable of coordi-
nating metal ions, it is possible not only to modulate the assembly process and provide an enhancement of the 
duplex stability, but also to equip the resulting structures with entirely new functions relevant to many fields 
(e.g., nanoelectronics, medicine, light harvesting).

Thanks to the ease of automated synthesis and the efficiency of coupling approaches, a plethora of 
 synthetic modifications are available.

5.2.2.1 Incorporating organic molecules into DNA

The ability to insert synthetic molecules, vertices and linkers, directly into the DNA sequence, through the 
use of automated synthesis and off‐column coupling techniques has led to a variety of assemblies with newly 
embedded properties and functions.

In many cases, it is preferable to maintain all the natural characteristics of DNA while incorporating 
chemical modifications. The most widely used approach to modify the DNA backbone includes the design and 
insertion, via automated solid‐phase synthesis, of artificial non‐nucleoside phosphoramidites. Alternatively, 
organic molecules can be coupled to the termini of the DNA strands via covalent strategies that involve the 
use of an appropriate derivative of the molecule of choice, in solution. Thus, different research groups have 
explored organic/inorganic molecule–DNA hybrid structures or polymer–DNA hybrids by looking at 
 compounds that do not require traditional phosphoramidite chemistry. For example, Lee et al. screened 
 several types of phosphoramidite‐free coupling reactions and determined that amide coupling with flexible 
synthetic linkers gave the highest yields (35%) [2]. Similarly, amide coupling has also proved feasible for 
creating DNA–polymer hybrids [3, 4], and attaching metal‐binding ligands [5]. Other crosslinking methods 
include NHS‐ester reactions [6], and copper(I) catalyzed alkyne–azide cycloaddition (CuAAC or “click” 
chemistry) [7]. Recently, Nguyen and coworkers carried out CuAAC‐mediated coupling of a tetraaryl azide 
molecule with alkyne‐modified DNA strands on a controlled pore glass solid support. Interestingly, this gave 
branched structures with four DNA arms in good yield (in addition to 1, 2, and 3 arms), due to the increased 
local concentration of DNA strands on the solid support [8]. El‐Sagheer and Brown have demonstrated the 
CuAAC ligation of DNA and RNA strands using a complementary DNA strand that brings the azide and 
alkyne substituted ends into close proximity. This gives a triazole instead of a phosphate linkage, and the 
resulting structures could be replicated using the polymerase chain reaction [9, 10].

Non‐nucleoside phosphoramidites are very adaptable in that they can be created from a variety of mole-
cules with interesting properties. If the molecule is to be inserted within the DNA backbone, the synthetic 
building block is designed with two hydroxyl groups. One hydroxyl group can be protected using an acid‐
labile group, such as a triphenyl methyl (trityl) derivative, and mimic the 5′‐end of a nucleotide for synthesis 
purposes. The other hydroxyl is reacted with a chloro‐phosphoramidite or a phosphorodiamidite, creating the 
phosphoramidite necessary for automated synthesis (Figure 5.2.1).

These phosphoramidite derivatives can be designed to introduce a number of modifications to DNA, such 
as: minimizing steric hindrance, increasing stability, increasing or reducing flexibility, favoring the self‐
assembly of a specific product, and imparting new functions to the resulting structures. In this section, a 
series of selected examples will be discussed in more detail.

5.2.2.2 Adjusting flexibility

Flexibility in DNA assemblies has many benefits. Increased flexibility can allow for the formation of struc-
tures that would otherwise be too sterically hindered for correct assembly, whereas rigid molecules can favor 
certain structural shapes over others. For example, Shchepinov et al. reported a study on the optimal compo-
sition and length of a phosphoramidic spacer in order to reduce the steric hindrance between oligonucleotides 
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tethered on a polypropylene solid support [14]. These phosphoramidite spacers have a significant effect on 
hybridization, the most important determinant being their length and thus the distance of the oligonucleotides 
from the surface. Similar spacers were eventually incorporated into DNA nanoassemblies to lend flexibility 
to junctions [15, 16].

An early example of how DNA assembly could be manipulated by synthetic insertions is illustrated by 
the work of Shi and Bergstrom [17]. In this case, two identical, self‐complementary, single‐stranded (ss) 
DNA arms were convergently synthesized from a rigid p‐(2‐hydroxyethyl)phenylethynylphenyl spacer unit 
attached to controlled pore glass (CPG). From the resulting strands, discrete macrocycle formation occurred 
as a function of monomer concentration (Figure 5.2.2A). When attempting to increase the flexibility of the 
linkers that connected the vertex to the two arms, hybridization resulted in increased amounts of monomer 
and lower‐order structures.

5.2.2.2.1 Mediating DNA self‐assembly

The groups working with von Kiedrowski [18] and Sawai [19] reported three‐way organic junctions on which 
DNA can grow by standard phosphoramidite chemistry. von Kiedrowski and coworkers constructed a trifunc-
tional flexible linker connected to three oligonucleotides of identical sequence, which could associate, under 
kinetic conditions and in the presence of their complementary strands, into dimeric or tetrameric structures. 
However, Sawai and coworkers described the synthesis of a branched tris‐DNA module in which two identi-
cal and one different oligonucleotide strands were connected by a rigid linker molecule. By hybridization to 
a complementary branched strand, a variety of closed cages were formed. As demonstrated by mung bean 
nuclease digestion, the linker effectively pre‐organized the DNA strands, preferentially forming fully 
duplexed cage structures over oligomers.

In all these examples, however, self‐complementarity results in a ladder of concentration‐dependent prod-
ucts rather than a single assembly. Sleiman and coworkers developed an approach that used six rigid organic 
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Figure 5.2.1 An example of phosphoramidite preparation using a chloro‐phosphoramidite. (A) Protection of a 
hydroxyl via tritylation. DIPEA should be added in a dropwise fashion [11,12]. (B) Conversion into a phosphora-
midite suitable for automated synthesis [12,13]. Dry conditions should be maintained throughout both reactions: 
DMAP = 4‐dimethylaminopyridin, DIPEA = N,N‐diisopropylethylamine, and DCM = dichloromethane
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vertices (m‐terphenyl based)‐conjugated ssDNA arms that were not self‐complementary and not identical 
with one another, which led to the preferential formation of a single assembly. Linker sequences were 
designed to ensure a very narrow product distribution, with a hexamer as the predominant product obtained 
through classical base pairing. This system was used as a scaffold to precisely position gold nanoparticles 
(AuNPs) into a discrete 2D structure (Figure 5.2.2B).

Using the same rigid triphenyl vertex, this group reported the synthesis of cyclic single stranded DNA 
polygons, such as squares, pentagons, and hexagons, by directed chemical ligation of their ends. Gold nano-
particles monosubstituted with a DNA strand were positioned by hybridization to their single‐stranded arms, 
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Figure 5.2.2 (A) Macrocycle formation through the use of rigid organic linkers [17]. Reproduced with permis-
sion from [17]. Copyright © 1997 WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim. (B) Use of rigid linkers to 
create a well‐defined DNA scaffold for gold nanoparticle arrangement [12]. Reprinted with permission from [12] 
Copyright 2006, American Chemical Society. (C) A simple square‐shaped DNA template can position gold nano-
particles in three different orientations depending on which complementary strands are added: (i) square, 
(ii) trapezoid, and (iii) rectangle. The scale bar on the TEM images corresponds to 50 nm [21].  Reprinted with 
permission from [12] Copyright 2006, American Chemical Society. (D) A nanotube built from rungs containing 
rigid linkers can hold and release cargo [22]. Reproduced from [22]. Copyright © 2010, Rights Managed by 
Nature Publishing. (E) Single‐stranded polygons 3–6 are constructed using a rigid linker (1). A face‐centered 
approach was then used to create three‐dimensional cages [23]. Reprinted with permission from [23] Copyright 
2007, American Chemical Society



thus yielding 2D‐nanoparticle assemblies with pre‐designed geometries. This approach allowed the writing, 
erasing, and modification of structural features of gold nanoparticle DNA assemblies with externally added 
DNA strands (Figure 5.2.2C) [20, 21].

These studies led to the development of other small DNA assemblies that rely on a minimum number of 
high‐affinity interactions between complementary strands to form small, distinct structures in high yield 
[24–26]. Chemically‐introduced small molecules allow the use of a relatively small number of strands, as 
compared with DNA origami approaches [27, 28], resulting in “DNA‐economic” nanostructures [29, 30].

Using the single‐stranded DNA polygons (3–6, Figure  5.2.2E) Sleiman’s group then showed a face‐ 
centered approach to create a number of three‐dimensional DNA cages in a quantitative manner (Figure 5.2.2). 
Addition of strand loops and DNA overhangs resulted in cages that could be effectively “opened” and 
“closed” through the addition of an eraser strand complementary to the strand with an overhang [23].

A modular approach to construct DNA nanotubes with finely controlled geometry, size, and persistent 
length was then reported, using the polygons 3–6. These nanotubes can be generated in single‐stranded and 
open forms, as well as double‐stranded and closed versions, of dramatically different stiffness. A DNA nano-
tube structure that encapsulates gold nanoparticles of specific sizes to form nanoparticle “pea‐pod” lines was 
created. An interesting “sieving” ability was noted: only specific nanoparticle sizes that match the size of the 
capsules along the nanotubes could be encapsulated, and the process is very selective. When a specific DNA 
strand is added, it causes release of the strands that close the nanotube, and this nanoparticle cargo is released 
quantitatively in less than 15 min (Figure 5.2.2D) [22, 23]. A method to control the length of these nanotubes 
to monodisperse, pre‐programmed values was reported (up to 1 µm). This method to create lines of encapsu-
lated gold nanoparticles of all the same length shows promise for size‐defined plasmonic wires [31]. von 
Kiedrowski and coworkers have used tris‐oligonucleotide branched molecules with an aromatic linker to 
prepare a 3D DNA dodecahedron [32].

5.2.2.3 Direct effect of synthetic organic linkers on DNA stability and assembly

Insertion of synthetic linkers has several direct effects on the DNA duplexes. Firstly, adjacent duplexes are 
held in much closer proximity than would normally be accessible through Brownian motion. Secondly, 
the  aromatic nature of many of the linkers entails the addition of a hydrophobic break in the otherwise 
 hydrophilic phosphate backbone of DNA. Thirdly, rigid linkers constrain the ends of the duplexes in specific 
conformations. In order to properly predict how linkers will affect assembly, it is necessary to understand 
their immediate influence on DNA.

To determine how nearby duplexes might interact, Schatz and coworkers investigated the cooperative 
 melting of small molecule DNA hybrids possessing only two closely associated, asymmetric double‐stranded 
DNAs. Each strand contained a central linker. The aim was to facilitate the formation of cage‐like dimers 
where two duplexes are oriented in a parallel fashion (Figure  5.2.3A) [33]. These aggregates displayed 
sharper melting profiles compared with unmodified DNA duplexes, consistent with cooperative melting on 
the two duplexes [34, 35].

A follow‐up study [16] employed experimental and computational methods to elucidate the role of a 
hydrophobic rigid organic core in the assembly of discrete nanostructures (Figure 5.2.3B) in an aqueous 
environment. When sequences were designed such that the hydrophobic surfaces of linkers were unable to 
interact with one another (i.e., they were too far apart), a mixture of cage dimers and ill‐defined networks 
formed. In contrast, if the DNA sequence allowed for stacking of the hydrophobic linkers, a good minimiza-
tion of the hydrophobic surfaces of the cores occurred, resulting in a single highly‐stable structure with a 
dramatic enhancement of thermal denaturation temperature of 15 °C (T

m
, a measure of DNA stability). 

These results emphasize the significant role of hydrophobic interactions occurring between organic cores in 
 nanostructures built from organic–DNA hybrid building blocks.
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A study by Greschner et al. [36] further elucidated the cooperative interactions between parallel duplexes 
by creating two complementary strands of DNA, each bisected by a linker. These strands could then be 
assembled into a variety of structures (Figure 5.2.3C). It was shown that, when connecting two DNA strands 
equipped with synthetic linkers, factors such as linker rigidity, size, and DNA strand orientation affected both 
the assembly outcome and the stability of the resulting duplexes. A significant increase in thermal denatura-
tion temperature was observed in comparison with a single DNA duplex. A short and rigid triphenylene linker 
gave the greatest stabilization with a 10 °C increase in T

m
, and almost full cooperativity in the melting of the 

two duplexes was observed. Using the same DNA sequences with more flexible linkers gave a degree of sta-
bilization greater than that of single duplexes, but lower than that obtained using the rigid linkers. Thus, the 
same DNA sequence can be tuned to melt in a wide range of different temperatures by correctly selecting the 
linker structure. In addition, changes in the DNA‐to‐linker connectivity (e.g., 5′‐linker‐3′ versus 3′‐linker‐3′) 
can lead to dramatic changes in the self‐assembly behavior of the same base‐set of strands, from the formation 
of cyclic dimers and tetramers to higher‐order cycles and oligomeric assemblies (Figure 5.2.3D) [36].

The observed increases in stability with the use of synthetic linkers are especially useful in biological 
environments that may degrade DNA. For example, a combination of folded topology and 5′/3′ end‐capping 

(A) (B)

(C) (D)

Figure 5.2.3 (A) Two parallel duplexes connected via linkers have a sharper melting curve than a single duplex 
[33]. Reprinted with permission from [33] Copyright 2010, American Chemical Society. (B) Hydrophobic cores 
stacked atop one another (bottom) have greater stability than the same core in isolation (top) [16]. Reprinted with 
permission from [16] Copyright 2012, American Chemical Society. (C) Two strands bisected by a rigid linker are 
capable of assembling into a variety of shapes. (D) By altering the DNA‐linker connectivity of the strands in (C), 
the product distribution is greatly altered: (1) 3’‐linker‐3’; (2) 5’‐linker‐3’ (3) 5’‐linker‐5’ [36]. Reprinted with 
 permission from [36] Copyright 2012, American Chemical Society



with synthetic insertions has been observed to significantly improve the serum stability of DNA cages. 
The greatest improvement was achieved through end‐capping using hexaethylene glycol, which reduced the 
ability of exonucleases to recognize the oligo nucleotide 5′/3′ ends [37].

5.2.2.3.1 Supramolecular assembly guided through synthetic additions to DNA

Instead of simply replacing a nucleotide in the DNA strand, synthetic linkers also allow for additional DNA 
strands to be attached at a single branch point (DNA branching) [18, 23, 38, 39]. Shchepinov et al. [39] 
reported higher‐order branching junctions that allow for the formation of cross‐linked systems. The group 
working with Majima and Seeman [40] used a tetrabranched DNA structure with a porphyrin core to induce 
the rolling of DNA tiles into tubular structures. More recently, synthetic cores have been expanded to six 
DNA arms with a pseudo‐octahedral structure and an adamantane derivative [41].

In addition to creating vertices with multiple DNA arms, synthetic branches can be used to introduce den-
dritic moieties onto the ends of DNA strands. When the dendrimer is of a different polarity than the parent 
DNA strand, assembly patterns similar to those seen in block copolymers emerge.

For example, Carneiro et al. [42] used phosphoramidite chemistry to create a series of DNA dendrons 
consisting of from two to eight branches of hexaethylene glycol attached to short (10–20 bases) DNA strands 
(Figure 5.2.4A). When assembled in a mixture of acetonitrile and aqueous buffer, these short block copoly-
mers create distinct, long‐range fibers whose assembly is mediated by the two “blocks” (hydrophilic DNA 
and the more acetonitrile‐soluble oligoethylene glycol) [42]. The Gothelf’s group reported the organization 
of poly(amidoamine) dendrimers (PAMAM) on a DNA strand and their covalent “click” coupling by CuAAc, 
thus producing DNA‐templated PAMAM dimers, trimers, and oligomers [43].

Dendritic moieties have also been used to modify the properties of DNA cages. DNA cubes decorated with 
dendritic hydrophilic or hydrophobic chains (D‐DNA) display different cellular uptake profiles when com-
pared with naked structures. While the hydrophobic chains help with the rapid uptake of the DNA cages, the 
hydrophilic chains favor sustained uptake of the cages over time; these properties can be used to finely tune 
the cellular uptake profile of a given DNA nanostructure [44].

Furthermore, selective placement of dendritic hydrophobic residues on a 3D DNA scaffold can modulate 
the amphiphilic assembly properties. When four such hydrophobic units are organized on one face of the 
cube, the alkyl chains engage in an intermolecular “handshake” across two cubes, resulting exclusively in a 
cube dimer. When eight dendritic units are organized on the top and bottom faces of the cube, they engage in 
a “handshake” inside the cube (Figure 5.2.4B). This forms a monodisperse micelle within a DNA cage, which 
can encapsulate small hydrophobic molecules, and release them with added DNA strands [45].

Block copolymer assembly can also be accessed without the use of dendrons. Currently, sequence‐ 
controlled synthetic polymers are a major synthetic challenge in polymer chemistry. Recently, a stepwise, 
solid‐phase, phosphoramidite synthesis has been employed to produce sequence‐controlled polymers attached 
to DNA. These sequence‐specific DNA amphiphiles can be produced with control over the length and pattern 
of the hydrophobic portion. Investigation of the amphiphilic self‐assembly of these DNA conjugates has 
revealed that molecules with the same composition but different sequences have very different properties. 
This highlights the importance of sequence control for the production of well‐defined materials with predict-
able assembly behavior (Figure 5.2.4C) [46].

5.2.2.3.2 Backbone insertion of metal binding organic molecules

The site‐specific incorporation of transition metal binding molecules into the DNA backbone represents an 
alternative strategy to drive and tune the self‐assembly of DNA nanostructures. This is because transition 
metal centers provide access to numerous coordination geometries and new bond angles that can be useful for 
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controlling the stability and reversibility of duplex formation. Moreover, they possess electronic, photo-
chemical, and catalytic properties that can be directly transferred to the DNA assembly and are embedded as 
new functional features, which are useful for materials science and biotechnology applications. In addition, 
DNA represents a way to pattern metals in precise positions and in a programmable manner, and to generate 
dynamic, switchable, and molecule‐responsive structures.

Early examples of direct metal–complex insertions into DNA, where the coordination environment influ-
enced the arrangement of the strands, were reported by the groups working with McLaughlin [47, 48] and 
Sleiman [32, 33]. In the first case, McLaughlin’s group designed a six‐oligonucleotide‐armed ruthenium(II) 
tris‐(bipyridyl)‐centered complex as a building module for supramolecular nanoscale assemblies. The 
Sleiman group reported on the synthesis of DNA junctions modified with Ru complexes and their application 
in nanostructure assembly [49, 50] (Figure 5.2.5). Two of these units, by hybridization with complementary 
sequences, led to the formation of a discrete cyclic structure, where the Ru metal center dictated the appropri-
ate orientation of the arms.

While creating metal junctions through phosphoramidic modification of DNA strands, it should be consid-
ered that the metals must be sufficiently inert and resistant to automated DNA synthesis conditions. If more 
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Figure 5.2.4 (A) Structure of a DNA–ethylene glycol or DNA–dodecanol dendron using synthetic branching 
phosphoramidites [42]. Reprinted with permission from [42] Copyright 2010, American Chemical Society. 
(B) Selective orientation of hydrophobic moieties results in dimerization (top), or encapsulation (bottom) [45]. 
Reproduced from [45]. Copyright © 2010, Rights Managed by Nature Publishing. (C) Synthesis scheme for 
sequence‐defined polymer–DNA amphiphilesm [46]. Reproduced with permission from [46]. Copyright © 2014, 
WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim



kinetically labile metals need to be incorporated into the DNA backbone, another approach is available. This 
is based on the conjugation of a metal‐binding ligand to the end of the purified oligonucleotides, through a 
phosphoramidite derivative attached to DNA during standard automated synthesis, followed by the binding 
of the metal to the ligand‐modified DNA. The ligand phosphoramidites can differ significantly from the DNA 
bases, so that the metals can bind to them selectively.

Terpyridine, bipyridine, and phenanthroline have been conjugated to the DNA backbone to coordinate with 
a variety of metals. Han and coworkers demonstrated that ssDNA end‐modified with a terpyridine ligand 
could be used to guide the assembly process upon addition of specific metals (Figure 5.2.6A) [52]. In the 
presence of Fe2+ ions, the ligand–metal coordination clipped together two unique strands of DNA, forming a 
metal‐bound branched building block. The assembly resulted in the formation of a mixture of heterodimers 
and homodimers so that a purification step was needed. Both metal coordination and predesigned base  pairing 
allowed control of the assembly process and programming of the outcome.

Göritz and Krämer presented a short DNA sequence modified at both termini with a terpyridine derivative. 
In the presence of metals such as Fe2+, Zn2+, and Ni2+, this system preferentially cyclizes (Figure  5.2.6), 
 displacing a complementary DNA strand [53]. Even though this metal–ssDNA unit was not incorporated into 
higher‐ordered structures, it represents a valid example of how metal modification can control the conforma-
tion of the resulting system. In contrast, Sugimoto and coworkers used ligand insertions to assemble higher 
complexity structures, providing an example of a reversible, metal‐mediated self‐assembly method. Upon 
addition of Ni2+ ions, bipyridine modified G‐quadruplexes could be switched from an anti‐parallel to a 
 parallel structure, resulting in intermolecular formation of a “G‐wire”. By adding EDTA, the process could 
be reversed [54].

Selective incorporation of a range of reactive transition metals into DNA‐templated junctions was reported 
by the Sleiman group. Two single strands were modified with a phosphoramidite derivative of a phenanthro-
line molecule. This allowed close contact between the metal complex and DNA, resulting in a synergistic 
stabilization upon addition of the metal (Ag or Cu) and highly stable DNA–metal assemblies [55]. Besides 
greatly enhanced stability (e.g., thermal denaturation increases from 40 to 80 °C), the possibility to organize 
different transition metals in precise locations within a nanostructure is particularly appealing.

Later, the same group designed three different ligand environments – terpyridine (tpy), diphenylphanthro-
line (dpp) and a combination of the two – each of them capable of selectively binding to a specific transition 
metal ion (Figure 5.2.7B) [56]. Based on thermal denaturation (T

m
) studies, it was shown that (dpp)

2
–DNA 

(A) (B)

Figure 5.2.5 (A) The Ru(bpy)3 corner molecule orients the attached ssDNA such that a cyclic dimer forms [51].  
Reproduced from [51], with permission from Elsevier. (B) A six‐armed, metal‐based DNA vertex [48]. Reproduced 
with permission from [48]. Copyright © 2004, WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim
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bound most strongly with Cu(I), (tpy)
2
–DNA bound strongest with Fe(II), and the mixed ligand environment 

tpy–dpp prefers Cu(II). The Fe(II)–(tpy)
2
–DNA gives a T

m
 increase of 40 °C, one of the highest reported T

m
 

increases for metal complex modification of a DNA duplex. Interestingly, “error checking” was observed: 
when an “incorrect” metal ion was placed within one of those ligand environments, either a spontaneous 
adjustment of the oxidation state of the metal occurred, or the metal was displaced in favor of a more stable 
species when multiple metals were present.

(A)

(B)

Figure 5.2.6 (A) Terpyridine‐modified DNA can bind to Fe(II), connecting different DNA strands into a triangle 
[53]. Reprinted with permission from [53] Copyright 2005, American Chemical Society. (B) With Zn(II), a 
 terpyridine–DNA can be switchably opened and closed [54]. Reprinted with permission from [54] Copyright 
2007, American Chemical Society

(B)(A) (C)

Figure 5.2.7 (A) Assembly of a stable DNA triangle with metal–ligand vertices [55]. Reproduced with permis-
sion from [55]. Copyright © 2008, WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim. (B) Selective metal incor-
poration via ligand selection [51]. Reproduced with permission from [51]. Copyright © 2009, WILEY‐VCH Verlag 
GmbH & Co. KGaA, Weinheim. (C) Metal‐DNA cage [15]. Reproduced from [15]. Copyright © 2009, Rights 
Managed by Nature Publishing



Following this approach, the construction of a metal–DNA cage, with site‐specific incorporation of transi-
tion metals in the vertices of the structure, was reported [15]. The metal coordination geometry defines the 
geometry of the vertex, and the DNA strands give programmable regions that can be used as building blocks 
for 2D and 3D structures with properties potentially similar to a unit of metal–organic frameworks (MOF), 
such as metal‐mediated redox, photochemical, magnetic or catalytic control on encapsulated guest molecules 
(Figure 5.2.7C).

Complementary work by Sheppard first reported the templated synthesis of salen–metal–DNA com-
plexes from salicylic aldehyde‐modified DNA [57]. Using one DNA strand as a template, two salicylic 
aldehyde‐modified DNA strands can be covalently linked and coordinate a metal ion, resulting in a very 
stable structure that resists chemical denaturation. The same group also reported that two complementary 
DNA strands with salicylic aldehyde modifications at the ends can also template the formation of a salen–
metal complex [58]. The covalently linked product has a slightly higher stability than a DNA hairpin. 
Gothelf and coworkers reported a series of studies on using DNA hybridization and metal complexation to 
join organic functional groups together to make macromolecular nanostructures [59–63]. The idea is that 
DNA can direct the assembly of the functional groups so that they are located at desired positions. They can 
then be connected together using metal–salen complex formation and the macromolecular product would 
be cleaved from the DNA.

It is of note that Takezawa and Shionoya [64], Schultz and coworkers [65], Carell and coworkers 
[66, 67], in addition to others groups [68–71], have reported the replacement of DNA bases with metal‐
binding ligands, and the creation of metal‐mediated base pairs, a topic reviewed elsewhere. More recently, 
Shionoya and coworkers [72] synthesized a DNA bipyridine‐modified three‐way junction structure that 
can be specifically stabilized by the addition of Ni(II) ions (3:1 ligand–metal complexation). Although 
metal selectivity and coordination structure are still difficult to predict, they envisaged that the metal‐
locked junction system would significantly increase the programmability of DNA nanostructures whose 
stability and rigidity can be regulated by reversible metal coordination at the branching points. It has been 
shown that a diastereomeric preference could be a result of the chiral DNA environment at the junction. 
A DNA‐templated method to create chiral metal–DNA junctions was presented by the Sleiman group 
[73]. This involved the use of a phenanthroline‐modified strand and a minimal amount of DNA. This 
compact chiral four‐arm junction has great potential as a building block to construct other structures 
(Figure 5.2.8).

Figure 5.2.8 Assembly of a four‐way DNA junction mediated by metal–ligand interactions [73]. Reproduced 
from [73]. Copyright © 2009, Rights Managed by Nature Publishing
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5.2.3 Non‐covalently guided DNA assembly

Covalently inserting synthetic molecules into the DNA backbone introduces many unique properties for 
DNA assembly and represents a powerful tool towards controlling structure. However, covalent insertion of 
a molecule is not always feasible for a given assembly. Instead, adding molecules that interact with DNA 
non‐covalently provides an attractive alternative for modifying DNA behavior.

There are several ways by which small molecules can interact with DNA, including: hydrogen bonding 
[74–76], van der Waals interactions [77, 78], metal‐ion coordination [79–81], and electrostatics [82, 83]. 
Furthermore, many molecules display a variety of specific binding modes. For the purposes of guiding DNA 
assembly, groove binders and intercalators have interesting properties. The application of these properties to 
DNA self‐assembly will now be discussed.

5.2.3.1 DNA intercalators

Intercalators are small, flat, polyaromatic molecules that can insert between the base pairs of B‐DNA. First 
described by Lerman in 1961 [84], intercalators insert into the 3.4 Å inter‐base pairing site, allowing for 
enhanced π‐stacking interactions when the flat, aromatic molecules are introduced. Ideal intercalators contain 
three‐to‐four fused rings [85] and interact with the DNA through hydrogen bonding, π‐stacking, van der 
Waals interactions, hydrophobic interactions, and steric effects (Figure 5.2.9A), all of which contribute to an 
overall stabilization of the DNA duplex [86].

In addition to stabilizing the DNA duplex, intercalation has a variety of direct effects on the structure of 
DNA, which can be harnessed to control nanostructure assembly. These effects include lengthening and 
unwinding of the duplex, and occur as an intercalator inserts between the base pairs, causing local distur-
bances in the helical structure. As more intercalators bind, the changes to the structure multiply and become 
more pronounced (Figure 5.2.9B) [84, 87].

One of the most readily characterized outcomes of intercalation is helical unwinding, which has 
been used as a method of differentiating between groove binding and intercalation. In 1970, Michael 
Waring of the University of Cambridge postulated that if intercalators unwind DNA, they should have 

(B)(A)

Figure 5.2.9 (A) Various intercalators. (B) Crystallographic structure of ellipticine in DNA. Inter‐base pair spaces 
containing ellipticine are stretched [87]. Reproduced with permission from [87], IUCr



a pronounced effect on supercoiled circular DNA [88]. The degree of coiling was judged using ultra-
centrifugation to ascertain the sedimentation coefficient. For each of seven intercalators tested, a 
decrease in sedimentation coefficient was observed as the number of intercalators per nucleotide was 
increased, corresponding to helical unwinding. In several cases, the sedimentation coefficient reached 
a minimum and then began to increase at greater intercalator concentrations. This was interpreted as the 
helix reaching a point where it was fully unwound (the sedimentation coefficient minimum). A similar 
test with known groove binders gave no change to the  sedimentation coefficient. From this study, it was 
concluded that not only did intercalators unwind DNA, but different intercalators unwound DNA to 
different extents. Similar results were later obtained using the methods of buoyant density [89] and 
viscometric titration measurements [90].

The first determination of the precise degree of helical unwinding per intercalator that stood the test of 
time was performed by Wang in 1974. By ligating DNA in the presence of known amounts of intercalator 
(ethidium bromide, in this case), Wang was able to generate circular DNA of varying superhelicity. 
Subsequently, he performed an alkaline titration to determine the point at which each DNA lost all helicity. 
From this he was able to calculate the degree of unwinding of ethidium bromide as –26°, the value still in 
use today [91].

The stabilizing and helical unwinding properties of intercalators were harnessed for structural DNA 
nanoassembly by Greschner, Bujold, and Sleiman [92]. They used a strained two‐dimensional (2D) sys-
tem that could potentially form a wide variety of structures including: those that were fully duplexed 
(containing even numbers of strands hybridized into cycles) and those with single‐stranded ends (ssDNA, 
those with odd numbers of strands or uncyclized even numbers of strands, Figure 5.2.10A). Without the 

(A) (B) (C)

Figure 5.2.10 (A) A strained 2D system that can assemble into many possible structures. Upon addition of EtBr, 
(lane 2), only cyclic products form. (B) A 3D “ninja star” system. The symmetrical nature of the strands provides 
many possible products, but addition of EtBr results in one product. (C) A second 3D system shows a similar change 
in product distribution [92]. Reprinted with permission from [92] Copyright 2013, American Chemical Society
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addition of an intercalator, this system formed undefined oligomers. With the addition of an intercalator 
prior to annealing, well-defined, fully cyclized structures emerged. This experiment was successful with 
several different intercalators, including ethidium bromide (EtBr), acridine orange, methylene blue, and 
proflavine.

With EtBr, the authors were able to use the defined unwinding angle of –26° to model and explain different 
product distributions among the cyclized structures. Without an intercalator, the alignment of DNA strand‐
ends – rigidly defined by a restrictive organic linker [36] – is unfavorable for the formation of cycles, result-
ing in oligomers. Addition of EtBr alters the strand‐end alignment such that even small cycles, such as dimers 
and tetramers, can be formed, allowing for the production of a variety of nanoassemblies from the same initial 
DNA strands.

The presence of only fully duplexed structures was explained through the stabilizing effects of intercala-
tors on DNA. Favorable π‐interactions, and electrostatic interactions between the positively‐charged interca-
lator and the negatively‐charged phosphate backbone of DNA, energetically favor double‐stranded DNA 
(cyclic DNA, in this case) over ssDNA.

The group then designed a 3D system using repeating strands, such that many products were possible. 
When assembled in the presence of EtBr, only one product (the smallest, fully duplexed “ninja star” 
 product) formed (Figure 5.2.10B). The same result was observed using a nanostructure from the literature 
[25]  – an assembly with many products was reduced to the single, smallest, fully‐duplexed tetrahedron 
product (Figure 5.2.10C). Finally, it was demonstrated that the intercalator could be removed post‐ assembly 
without disturbing the final product distributions. As such, intercalators can stabilize and isolate a single 
product from many possible products, increasing the yield and simplifying the design process of DNA 
nanoassemblies.

Lengthening of the DNA helix is another inherent property of intercalators. As an intercalator inserts into 
the duplex the distance between base pairs is enlarged to better accommodate this molecule. The lengthening 
of the inter‐base pair distance is achieved by straightening the backbone of DNA, allowing the base pairs to 
be further apart without changing the inter‐phosphate distance [93]. Although straightening the backbone of 
DNA creates extra space for intercalator binding, it also strongly distorts the phosphate backbone that is 
directly flanking the intercalator. As such, the inter‐base pair spaces directly above and below the intercala-
tion site become distorted and inaccessible to a second intercalator. Therefore, in many intercalated systems, 
the neighbor exclusion principle applies, limiting intercalation events to a maximum of one out of every two 
inter‐base pair sites [93–95].

Duplex length can play an important role in DNA nanostructure design. Adding additional bases to 
structures not only changes the overall helical twist of a structure, but also provides increased  flexibility. 
In 2009, Shih and coworkers demonstrated that in tightly‐packed DNA origami, adding bases to obtain an 
underwound 11 bp/turn for each crossover strand resulted in a higher yield than using the conventional 10.5 
bp/turn [96]. They hypothesized that this might be due to the adjacent duplexes being more flexible, allow-
ing them to bow away from one another and reducing electrostatic repulsion between the phosphate back-
bones.

In 2012, members of the same laboratory went a step further. By adding intercalators to underwound DNA 
origami structures, they were able to stabilize the duplexes and increase the yield of the final assemblies from 
around 14% to 24–30%, depending on the initial degree of unwinding (Figure 5.2.11A) [97]. Furthermore, 
these workers demonstrated that in addition to aiding in assembly, intercalators could be used to non‐ 
covalently introduce functionality to DNA nanostructures. This was done using pegylated tris‐acridine. When 
the tris‐acridine intercalated into the underwound duplexes, the PEG chains (polyethylene glycol) were 
secured to the nanoassembly, coating its surface and presenting an easy, viable method of surface function-
alization (Figure 5.2.11B). Intercalation‐mediated DNA functionalization with gold nanoparticles [98, 99] 
and streptavidin [100] has also been shown.



5.2.3.2 Groove binding

In contrast to intercalators, groove binders have not been as well explored in DNA nanostructure assembly. 
However, they do possess an interesting characteristic, which is less common in intercalators – sequence 
specificity.

Groove binders can target either the major or minor groove of DNA. Minor groove binders include a 
 variety of anticancer drugs such as distamycin [101], and netropsins (Figure 5.2.12) [94, 102]. Many minor 
groove binders consist of several ring structures linked in an arched shape that fits the concavity of the minor 
groove. Specificity for the minor groove over the major groove comes from hydrogen bonding, electrostatic 
interactions, and van der Waals forces (Figure 5.2.12) [74, 103–105]. The group working with Dervan have 
developed pyrrole–imidazole polyamides that bind to the minor groove of DNA and target specific DNA 
sequences [106, 107]. They showed similar sequence‐binding specificity to DNA crossover tiles, and were 
able to create an ordered streptavidin array by attaching biotin units to these minor groove binders [108].

Although the early discovery of natural minor groove binders directed research towards this class of 
 molecules [109, 110], major groove binding has also had some successes. Some proteins such as the herpes 
simplex virus [111] and enzymes like group II intron endonucleases [112] are known major groove binders. 
Both of these naturally occurring molecules bind through interactions with specific bases and phosphate 
groups. As such, they are sequence specific to 8 and 44 base segments, respectively.

Sequence specificity is often a goal in designing intercalators for therapeutic use. By targeting the interca-
lator drugs to different DNA sequences, it should be possible to decrease their cytotoxicity. In the field of 
DNA nanoassembly, a promising approach would be to combine the sequence specificity of groove binders 
with the stabilizing and duplex‐modifying properties of intercalators. Early advances in sequence‐specific 
intercalators were seen in drug therapeutics. Connecting two intercalators that have a G–C or A–T preference 

(A) (B)

Figure 5.2.11 (A) Addition of an intercalator stabilizes underwound DNA origami structures: L is a reference 
ladder and S is a purified, untwisted cylinder. The gel on the right shows the underwound cylinder with increasing 
amounts of EtBr. The best yield is shown by the box in the middle. (B) Left, DNA origami ring. Right, PEGylated 
intercalator inserts between the base pairs of the ring [97]. Reproduced from [97] with permission from The Royal 
Society of Chemistry
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should result in an overall increase in specificity. One example is a bis‐daunorubicin connected by a p‐xylyl 
linker [113, 114]. This bis‐intercalator (Figure 5.2.13) was found to bind to a specific six‐base sequence, with 
the xylyl linker residing in the DNA minor groove [115].

More recently, a tetraintercalator was introduced that is specific to a 14 bp target sequence. In addition to 
intercalating at four different sites, the molecule threads itself through the DNA strand, such that the links 
between intercalators move from the minor groove to the major groove and back to the minor groove 
(Figure  5.2.13B). The large number of intercalator–DNA interactions make the resulting complex both 
 specific and very stable, resulting in a halflife of 16 days [116].

(A) (B)

Figure 5.2.12 (A) Arc‐shaped groove binders can bind specifically to certain functional groups in DNA base 
pairs [94]. Reproduced with permission from [94] Copyright 2011, John Wiley & Sons, Inc. (B) A model of how a 
groove binder sits in the DNA minor groove [103]. Reproduced from [103] with permission from Elsevier

(A) (B) (C)

Figure 5.2.13 (A) bis‐intercalator WP631 [114]. Reprinted with permission from [114] Copyright 1998, American 
Chemical Society. (B) Threading tetra‐intercalator [116]. Reproduced from [116]. Copyright © 2011, Rights 
Managed by Nature Publishing. (C) The intercalator TANDEM can join two duplexes non‐covalently in an end‐
to‐end fashion [117]. Reproduced from [117] with permission from The Royal Society of Chemistry



Finally, the stabilizing abilities of sequence specific bis‐intercalators have been used to create duplexes that 
can be connected via their blunt ends. By designing duplexes with the correct base sequences at their terminal 
ends, Rackham et al. were able to use echinomycin to bridge between the two duplexes such that their blunt 
ends abutted (Figure 5.2.13C). Force measurements revealed that the connection was as strong as a normal 
single bond, indicating that the intercalators were well anchored [117]. It is feasible that bis‐intercalators 
might become a tool for assembling nanostructures, bringing blunt ends together.

5.2.4 Conclusions

All these approaches can be exploited to incorporate a broad range of organic/inorganic molecules into the 
DNA structure, allowing for the control and modulation of its stability and self‐assembly properties. The 
features and functions of the resulting DNA assemblies might be tuned at will by appropriate design of the 
added synthetic complexes or, for instance, by external stimuli that affect dynamic aspects of coordination 
bonding. These materials could be easily envisioned for DNA molecular hosts, nanomachines and nanode-
vices, and for several applications in drug delivery, optoelectronics, magnetic materials, light harvesting, 
diagnostics, and bioimaging.

With the area of DNA nanotechnology still very much under development, non‐covalent methods of 
 controlling assembly are a burgeoning field. Intercalators and groove binders have demonstrated the ability to 
stabilize fully duplexed structures, modify assembly outcomes, increase yields, functionalize assemblies, and 
connect blunt‐ended duplexes. These techniques will simplify the sequence‐design requirements for many DNA 
assemblies, ultimately leading to the formation of larger, more complex, and functional DNA nanomaterials.
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5.3.1 Introduction

Oligodeoxynucleotides are fascinating building materials. They are readily synthesized in automatic fashion 
in lengths of up to 100–50 nucleotides, and they form antiparallel duplex structures, based on the base‐paring 
rules of Watson and Crick [1]. Duplexes of DNA strands are approximately 2 nm in diameter and have a 
typical persistence length in aqueous buffer of over 100 base pairs. When combined with branching points, 
such as Holliday junctions, bends or loops, diverse shapes and structures can be designed and built through 
hybridization [2]. A Holliday junction is a biologically relevant structure that helps with the exchange of 
genetic information between two homologous or non‐homologous DNA strands [3], and its use in nanocon-
struction is one of many examples in this field of new, non‐natural functions for the structural elements 
found in a cell. The structural diversity of DNA nanostructures can be further increased by incorporating 
non‐duplex motifs, such as triplexes or G‐quadruplexes, or by including RNA strands in the design [4].

Initially, DNA‐based nanoconstruction was focused on finite nano‐objects, such as Ned Seeman’s cube [5] 
or Turberfield’s tetrahedron [6]. However, Rothemund’s origami technique that uses a long single‐stranded 
template, folded by more than 100 scaffold strands, moved the field to a new level [7]. Origami structures 
created by Shih, Dietz, Liedl, and others, then included delicate shapes with curved surfaces and dazzling 
levels of structural engineering [8–10]. Designed origami structures now include an entirely artificial ion 
channel [11], and a three‐dimensional object whose structural details were confirmed in a high‐resolution 
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structure [12]. While most groups in the field focus on structures of ever‐increasing size, we, and others, have 
studied ways of building small origami structures that can be prepared from less than 25 staple strands, so that 
new synthetic methods can be readily tested in affordable experiments [13].

Building infinite networks, rather than finite objects, from DNA is more challenging. Porous three‐ 
dimensional networks with cavities with a size sufficient to bind proteins were the initial goal of the pioneer-
ing work of Seeman, but it took more than 25 years from the early phases of the project [14] to the design of 
the first DNA crystals with tuneable unit cell dimensions [15]. Although small proteins can be included in 
DNA lattices [16], it remains unclear whether X‐ray crystal structures of high resolution can be obtained from 
such inclusion complexes.

Ten years ago we asked whether designed, porous three‐dimensional lattices, held together by DNA 
duplexes, could be obtained by allowing branched oligonucleotide hybrids to assemble, based on hybridiza-
tion of their DNA arms. The hybrids were designed to consist of a pre‐organizing organic core element and 
short oligodeoxynucleotides as ‘sticky ends’. At the time, Stewart and McLaughlin had just published work 
on branched structures with transition metal complexes as cores (Figure 5.3.1a) [17]. Complexes with six 

aggregates

ordered 3D lattice

(a)

(b)

duplex formation

oligonucleotide

branching elements

NN

NN

CH2CONH(CH2)6O–DNA
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Figure 5.3.1 DNA hybridization‐driven building of 3D lattices or aggregates
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DNA arms were also tested by this group, but it remained unclear whether the assemblies formed had an 
ordered geometry [18].

Even though there was already a rich chemistry of one‐ and two‐dimensional arrays, based on DNA [19], 
a review published in 2005 still considered periodic matter constructed from DNA to be a long‐term goal of 
this field [20]. At the time, the breakthrough for DNA‐coated gold nanoparticles [21] (Figure 5.3.1b) forming 
lattices with a high level of crystallinity [22–24] was still a long way off, as was the design of the first crystal 
of the triangle folding motif [15]. It was unclear whether DNA duplex formation could be used as the guiding 
principle for assembling ordered three‐dimensional lattices. It seemed quite likely that aggregation would be 
the predominant outcome of hybridization experiments involving branched oligonucleotide constructs, as 
shown schematically in the lower part of Figure 5.3.1b for colloids.

5.3.2 Branched oligonucleotides

We felt that it would be worthwhile pursuing a different approach from those using inorganic branching 
 elements (including gold colloids) or DNA folding motifs. Instead, we decided to synthesize hybrids of rigid 
hydrocarbon ‘cores’ with terminal hydroxy groups and oligonucleotide chains. The term ‘hybrid’ is meant to 
indicate that these species are devoid of bifunctional linkers of the type commonly used in bioconjugation 
chemistry [25]. We reasoned that the cores would pre‐organize the DNA arms, so as to induce stable and pos-
sibly periodically ordered structures during hybridization. The hydrocarbon cores should also be chemically 
more resistant than inorganic complexes, facilitating syntheses. Further, the hybrids should be monodisperse, 
pure compounds, avoiding the complications that can arise from preparing statistically coated nanoparticles. 
The appropriate geometric form should then ensure that all DNA arms could, at least in principle pair with a 
complementary strand in the final assembly.

Firstly, we focused on hybrids with four DNA arms. The initial synthesis used a commercial phosphora-
midite that gave hybrids such as I with a flexible core and self‐complementary DNA arms (Figure 5.3.2). The 
short‐hand used for I is (AGGCCT)

4
Trebler, where ‘Trebler’ represents the core. Sequences in this and all 

other hybrids mentioned in short‐hand in the text are given in the 5′‐ to 3′‐direction. The synthesis was carried 
out on a solid support using a combination of 3′‐ and 5′‐phosphoramidites of the natural 2′‐ deoxynucleosides. 
Automated DNA synthesis of the first strand was followed by manual coupling of the pentaerythritol‐
based phosphoramidite trebler and subsequent coupling cycles on a DNA synthesizer. Two hybrids with 
octamer  DNA arms, such as (5′‐CAGGCCTG‐3′)

4
Trebler (II) with self‐complementary arms and (5′‐

CGCACGTG‐3′)
4
Trebler (III) with non‐self‐complementary sequences, were also prepared.

Next, UV‐melting curves of the hybrids were measured in 10 mM phosphate buffer at hybrid concentra-
tions of 1–2 μM and a salt concentration of 150 mM NaCl, that is, under conditions that are common for 
UV‐melting curves experiments with linear DNA. When allowed to hybridize and subjected to melting, an 
increase in the UV‐melting point of >40 °C and a significant hysteresis between heating and cooling curves 
was found for I when compared with the melting curve of the linear hexamer duplex [26]. This suggested that 
large assemblies were forming, whose assembly and disassembly processes were too slow to achieve equilib-
rium at the given heating and cooling rates of 1 °C. Further, the hyperchromicity reading for the melting 
transition was only half that for the linear control duplex of the same hexamer sequence. The subsequent 
cooling curve showed even less intense hypochromicity than the reduced hyperchromicity observed upon 
heating. Together, these suggested that only a fraction of the DNA arms engaged in duplex formation, most 
probably because of slow kinetics and/or the inability to adopt a more optimal structure for maximum base 
pairing. Electrophoresis using PAGE gels revealed that the hexamer hybrid I did not form assemblies large 
enough (or stable enough) to prevent migration into the gel, while self‐complementary octamer hybrid II 
formed some structures incapable of migrating out of the loading pocket. Control octamer hybrid III did 
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migrate into the gel, but the band was significantly broadened compared with that of a linear control. Finally, 
AFM images showed small assemblies for I but much larger, mushroom‐type structures for assemblies of II, 
with lateral dimensions greater than 1 µm [27]. Taken together, these results confirmed that branched oligo-
nucleotides form larger assemblies that are thermally more stable than linear duplexes with the same oligo-
nucleotide length. The small hyperchromicity accompanying melting and the irregular shapes observed by 
AFM suggested that the flexible core did not provide a strong pre‐organizing effect.

5.3.3 Hybrids with rigid cores

Based on the results of the studies with the non‐symmetrical and flexible core, it was decided to employ core 
molecules with a higher degree of symmetry and rigidity. Further, since binding was strong, the length of the 
DNA arms was further reduced. Consequently, a symmetrical, tetrahedral DNA hybrid was synthesized, 
using tetrakis(p‐hydroxyphenyl)methane (TPM) as the organic core (Figure 5.3.3), which was initially pro-
vided by Stefan Bräse and coworkers as part of a collaborative project [28, 29].

The initial hybrids were constructed via solid‐phase synthesis (Figure 5.3.4). The synthetic approach is 
similar to that known from studies by the groups of McLaughlin [17, 30] and Sleiman [31], in that  
both 3′‐ and 5′‐phosphoramidites are used as building blocks and two stages of chain assembly are involved. 
The initial stage used so‐called ‘reverse’ DNA synthesis to construct the first oligonucleotide arm. This began 
with 5′‐phosphoramidites and long‐chain alkylamine controlled‐pore glass (LCAA cpg) as the support, to 
which the first nucleoside is immobilized. After three coupling cycles with 5′‐amidites that produced the first 
tetramer chain, the oligonucleotide terminus was phosphitylated, followed by immediate coupling of the core 
and oxidation. A chloroamidite was used as phosphitylating agent, and the TPM core was added in a solution 
containing tetrazole as the activator. Microwave‐assisted couplings [32] gave fewer side products than the 
corresponding reactions at ambient temperature.
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During the last phase of the solid‐phase synthesis, the remaining three oligonucleotide arms were built 
simultaneously on the remaining three hydroxyl groups of the TPM core via conventional DNA coupling 
cycles, using 3′‐phosphoramidites. To achieve high yields, more equivalents of the phosphoramidites were 
used and the coupling time was extended, as compared to the standard protocol. After completion of the chain 
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organic core
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assembly, DNA hybrids were cleaved from the solid support using aqueous ammonia [26]. Purification was 
challenging, often requiring a two‐step  chromatographic protocol based on reversed‐phase and/or ion‐
exchange stationary phases. Using the solid‐phase approach, several TPM hybrids with self‐complementary 
DNA arms, such as (AGGCCT)

4
TPM, (TTAA)

4
TPM and (CG)

4
TPM were obtained. Further, we also synthe-

sized control hybrids with non‐self‐complementary DNA sequences, including (GTCCAG)
4
TPM, 

(CAAA)
4
TPM and (CC)

4
TPM. Yields of  purified TPM hybrids ranged from 1 to 15% [33].

Hybrids in hand we then proceeded to studying their hybridization properties. The results of the measure-
ments are shown in Table 5.3.1. UV‐melting curve experiments showed that the TPM core, when decorated 
with four hexamer DNA strands, gives very stable assemblies. The melting point at an ionic strength similar 
to that of physiological salt concentration was recorded as 70 °C, which is 46 °C higher than that of the linear 
control duplex (5′‐AGGCCT‐3′)

2
, whose duplex gave a melting point of 25 °C under the chosen experimental 

conditions, confirming that rigid and highly symmetrical cores favour stable assemblies. Surprisingly, DNA 
arms as short as dimers were found to induce hybridization in low micromolar solutions of hybrids, if (and 
only if) the DNA sequences were self‐complementary. The predicted UV‐melting point of the duplex of lin-
ear CG dimers is well below –20 °C, demonstrating how strong the effect of multivalency is in the hybridiza-
tion of hybrids with stiff, symmetrical cores.

While the assemblies of hybrids remained soluble in aqueous buffers devoid of divalent cations, addition 
of magnesium chloride led to the formation of solids that slowly precipitated upon cooling [26]. Again, this 
unusual property (the ability to form solids from micromolar solutions), was not found for linear oligonu-
cleotides and was limited to TPM hybrids bearing self‐complementary DNA arms. Control hybrids with 
non‐self‐complementary sequences did not produce solids, nor did they give cooperative transitions in UV‐
melting experiments. Taken together, these results showed that symmetrically branched oligonucleotides 
with rigid, four‐arm branching elements hybridize to form more stable assemblies than their counterparts 
with flexible cores, and that CG dimers suffice as ‘sticky ends’. In fact, the term ‘CG zippers’ was coined in 
these and subsequent studies involving such hybrids.

Table 5.3.1 UV‐melting points (°C) of complexes of DNA hybrids 
and controls at a hybrid concentration of 4 µM and a strand 
concentration of 16 µM for linear controls [26, 33]

Compound Buffer onlya +NaClb +MgCl2
c

AGGCCT 18 24 27
(AGGCCT)4TPM 62 70 70
(GTCCAG)4TPM n.t.d n.t. n.t.
TTAA n.t. n.t. <15
(TTAA)4TPM 19 26 40
(CAAA)4TPM n.t. n.t. n.t.
(CG)4TPMe n.t. <15 solidf

(CC)4TPMe n.t. n.t. n.t.

a 10 mM triethylammonium acetate (TEAA) buffer, pH 7.0.
b Plus150 mM NaCl.
c Plus100 mM MgCl2.
d No cooperative transition.
e Hybrid concentration 15 µM.
f
 Precipitation observed at <15 °C.



The melting curves of the assemblies formed by the dimer hybrid (CG)
4
TPM were broad, a feature typical 

for very short duplexes. In contrast, the assemblies of DNA‐coated gold nanoparticles gave very sharp melt-
ing curves [34]. We concluded that the electrostatic situation must be very different between the ‘hybrid case’ 
and the ‘nanoparticle case’ with its much longer DNA arms, many of which most probably do not engage in 
duplex formation, but rather produce an unusual electrostatic environment around the strands that hybridize. 
Perhaps, because the strands are short and held tightly by the rigid core, there is no longer a counter ion cloud 
that acts cooperatively. Further, the UV‐melting studies on the hybrids showed a steep salt dependence for 
the formation of the assemblies. We assume that this is because a tight packing of the negatively charged 
backbones occurs. The unusually strong pairing of the DNA arms of our branched oligonucleotide hybrids 
also led us to assume that the lack of crystallinity in the assemblies of earlier branched constructs, with long 
arms [17, 30], may have been due to irreversible hybridization that prevented adopting a thermodynamically 
more stable, ordered state [24].

Shortly after our publication on assemblies of hybrids with dimers as DNA arms [26], Seeman and cowork-
ers succeeded in crystallizing DNA folding motifs into lattices with designed crystal structure [15]. They used 
dimer sticky ends. The motif carrying the dimers was a so‐called tensegrity triangle (Figure 5.3.5), and the 
resolution of the crystal structures reached 4 Å. The tensegrity triangle consists of a rigid C

3
‐symmetric  

all‐DNA core, which is formed through hybridization of seven oligonucleotide strands. Crystal growth was 
probably favoured by the high degree of symmetry and rigidity of the folding motif. The short, dimer sticky 
ends at the corners of the triangle probably hybridized with the necessary degree of reversibility during crystal 
growth. Apparently, kinetically accessible alternative structures that would have led to less ordered lattices 
were sufficiently unstable to dissociate before the growing assembly enclosed the defect. The fact that non‐
self‐complementary sticky ends were used and that a rigid, six‐arm motif was the one that crystallized was 
not unexpected, given the results with the organic hybrids, mentioned earlier. Further confirmation for the 

Figure 5.3.5 Tensegrity triangle of Seeman and colleagues formed by three different strands, with six dimer 
sticky ends. This motif forms designed DNA crystals via hybridization of the dimer ends [15] (See colour figure in 
colour plate section)
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hypothesis that much shorter sequences support crystal growth than are needed for hybridization of linear 
duplexes came from the studies on DNA‐coated nanoparticles, where a combination of stiff duplex regions, 
‘flexor’ regions, and short sticky ends (as short as tetramers) were shown to favour crystallographic order [23].

5.3.4 Second‐generation hybrids with a rigid core

In order to develop the next generation of hybrids, we sought a collaboration with theoreticians. Wolfgang 
Wenzel and coworkers took it upon themselves to develop a system for simulating the assembly of DNA 
hybrids, using a coarse‐grained model. The rigidity of the hybrids, and the geometry of the core, including 
the number of DNA arms were varied, and the extent to which periodic lattices formed upon simulated 
 adiabatic cooling was measured using an artificially defined ‘order parameter’ [35]. Even though the coarse‐
grained model could not accurately reproduce the intramolecular conformation, salt concentration and  solvent 
effects, interesting insights were gained. The first was that hybrids have a tendency to form assemblies with 
a range of different ring sizes, particularly when self‐complementary sequences and tetrahedral geometries 
are involved. This tendency reduces the likelihood of obtaining crystals through cooling of hybrid solutions. 
As long as there is a similar level of base pairing, order had little energetic significance in these systems. 
Secondly, more ordered model assemblies were observed in the simulations when octahedral, six‐arm models 
of hybrids were studied. Thirdly, and perhaps unsurprisingly, an increase in rigidity was found to favour 
crystallinity. Finally, the association strength was predicted to increase with a decrease in the number of like 
charges in the backbone of the sticky ends. This effect was again expected, based on conventional Coulombic 
effects. For three representative hybrid models, the simulations predicted the following order of crystallinity: 
tetrahedral four‐arm with a flexible core < tetrahedral four‐arm with rigid core < octahedral six‐arm hybrid. 
The predicted order in the thermal stability of the assemblies was: tetrahedral four‐arm with a flexible core ≈ 
tetrahedral four‐arm with rigid core << octahedral six‐arm hybrid.

Encouraged by the theoretical studies, we then designed DNA hybrids with new organic cores. The struc-
tures of these hybrids are shown in Figure 5.3.6. Two of the second‐generation hybrids feature adamantane‐
based cores. The TBA core contains stiff biphenyl linkers to further increase rigidity. The TPPA core is based 
on the same design principle, in that the adamantane bears four biaryl‐arms, but the linkage between the first 
nucleoside and the core itself is a triazole moiety. This linkage not only contains a smaller number of bonds 
that are able to rotate, it is also uncharged, so that (CG)

4
TPPA had no more than four negative charges. Unlike 

the phenol‐based cores, which were assembled using phosphoramidite chemistry, the triazole linker required 
a 1,3‐dipolar cycloaddition (‘click reaction’) to connect the DNA arms to the core. This was the first hybrid 
to be fully assembled in solution phase, rather than on a solid support. Details of solution‐phase syntheses are 
discussed later (see Section 5.3.5).

The third of the second‐generation hybrids was (CG)
6
HPX. The HPX core is pseudo‐octahedral, and was 

as close as we and our collaborators got to truly octahedral structures using our established approach of build-
ing cores by conventional organic synthesis. Like the TPM core, it features para‐hydroxyphenyl arms to 
whose distal alcohol functions DNA arms were attached by solid‐phase DNA syntheses, as described in 
Figure 5.3.4. A crystal structure of the core by itself [35] confirmed its propensity to readily form ordered 
lattices. Owing to the steric crowding, a higher level of structural rigidity was expected for the HPX hybrids, 
when compared with the TPM counterparts. However, the yields were also lower, and the purification and 
characterization was more challenging. We also had to find the correct conditions for MALDI‐TOF (matrix‐
assisted laser desorption ionisation time of flight) mass spectrometry to detect both the final (CG)

6
HPX 

hybrid and partially deprotected intermediates of the syntheses. After successful synthesis and purification, 
UV‐melting curve experiments were again conducted for the hybrids with CG zippers as DNA arms for all 
three new cores [35]. Table 5.3.2 gives an overview of the results.



The strength of the association of the second‐generation hybrids warranted a special approach for melting 
curves. To ensure that at the beginning the assay solution contained monomeric hybrids, strongly denaturing 
conditions were employed. For this, a sample containing the hybrid and 10 mM NaOH was heated to 95 °C, 
followed by neutralization with AcOH in the heat, buffering, dilution and initiation of the first cooling curve. 
Even in the absence of other salts (other than NaOAc and 10 mM TEAA) a transition was observed for 
pseudo octahedral (CG)

6
HPX, but not for the less rigid four‐arm hybrid (CG)

4
TPM. For rigid tetra‐anionic 

(CG)
4
TTPA, the ‘assembly point’ was already above 60 °C, despite the low ionic strength. Addition of a 

near‐physiological concentration of NaCl (150 mM) had a very significant effect on the ability of the hybrids 
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Figure 5.3.6 Second generation hybrids with rigid organic cores: TBA = tetrakis(p‐hydroxybiphenyl)adaman-
tane core; TTPA = tetrakis(triazolylphenyl)adamantane core and HPX = hexakis(p‐hydroxyphenyl)xylene core
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to assemble. For the TPM hybrid, a cooperative transition was now observable, for the HPX hybrid, the tran-
sition point shifted to 25 °C, and for (CG)

4
TTPA, a solid formed, even in the heat.

Following the addition of divalent cations (100 mM MgCl
2
), all three hybrids with CG zippers formed 

solids. For the least rigid four‐arm core (TPM), the onset of precipitation occurred at approximately 10 °C, 
for its six‐arm counterpart HPX, precipitation was visible at 25 °C, whereas the tetratriazolide (CG)

4
TTPA 

began to form a solid immediately after neutralization and MgCl
2
 addition at 95 °C. The assemblies melted 

slowly, if at all, during subsequent heating, as expected for extended networks. The material formed 
by (CG)

4
TTPA did not fully dissolve again, even at 95 °C. Control experiments with hybrids featuring non‐

self‐complementary DNA arms did not show precipitation, suggesting that the assembly was indeed induced 
by base pairing.

At the end of the cooling and heating cycles, MALDI‐TOF mass spectrometry yielded signals for pure 
DNA hybrids, without discernable decomposition. Electron microscopy of samples of (CG)

6
HPX and 

(CG)
4
TTPA showed rectangular crystals of approximately 100–200 nm length that diffracted the electron 

beam in the diffraction mode (vide infra) [35]. Further, diffusion of intercalators into pre‐formed materials 
indicated that nanoporous materials had formed. Again, the intercalation was limited to the materials found 
for hybrids with self‐complementary DNA arms, but not the solutions of control hybrids, indicating that 
Watson–Crick base pairing was the molecular basis of assembly. For ethidium bromide, a stoichiometry of 
1:3 between the intercalator and the DNA hybrid was found in the solid soaked in ethidium bromide solution. 
Elemental analysis of the neat material formed by (CG)

4
TTPA indicated that 24 equivalents of MgCl

2
 and 

40% water had been included in the materials.
Overall, the results from the study on the second‐generation hybrids confirmed the predictions made by the 

theoretical study. More rigid hybrids have a greater propensity to assemble into materials, as also confirmed 
by the properties of (CG)

4
TBA, which was studied in more detail later [36, 37], and the six‐arm pseudo‐ 

octahedral core geometry of (CG)
6
HPX that led to more avid assembly than the tetrahedral geometry of 

(CG)
4
TPM. The step from octaanionic (CG)

4
TPM to tetraanionic (CG)

4
TTPA gave the most dramatic effect, 

with the formation of nanoporous materials from low‐millimolar hybrid solutions in aqueous buffer, even at 
temperatures as high as 95 °C.

Table 5.3.2 UV‐melting points (°C) of assemblies formed by branched DNA 
hybrids at a hybrid concentration of 10 μM [35, 36]

Compound Buffer onlya +NaClb +MgCl2
c

(CG)4TPM n.t.d 14 ± 0.8 solide

(CC)4TPM n.t. n.t. n.t.
(CG)6HPX 18.7 ± 0.9 25.1 ± 1.3 solidf

(TC)6HPX n.t. n.t. n.t.
(CG)4TBA 65 over 95g solidf

(TC)4TBA n.t. n.t. n.t.
(CG)4TTPA 61.5 ± 0.7 solidh solidh

(CC)4TTPA n.t. n.t. n.t.

a 10 mM TEAA buffer, 1.5 mM NaOAc, pH 7.
b Plus 150 mM NaCl.
c Plus 100 mM MgCl2.
d No cooperative transition.
e Precipitation at <10 °C.
f Precipitation at <25 °C.
g
 The Tm could not be calculated because of the limited experimental  temperature range.

h Precipitation at <95 °C.



5.3.5 Solution‐phase syntheses: Synthetic challenges

The interesting properties of the material formed by the second‐generation hybrids prompted us to develop 
solution‐phase syntheses of these compounds, so that larger amounts could be produced. The main draw-
backs of the solid‐phase syntheses used thus far had been the cost of the supports, the use of a large excess of 
phosphoramidites and other reagents, the difficulty of scaling up the syntheses with the available instrumen-
tation, low yields and challenging purifications. To be viable industrially, we also wished to avoid chroma-
tography in the newly developed solution‐phase routes. We focused on hybrids with HPX or TBA as the core. 
Further, we opted for a ‘block condensation’ strategy, involving dimer syntheses, and coupling of dimers to 
the core, rather than mononucleotide‐based conventional assembly of the DNA arms. When pure dimer build-
ing blocks are coupled to cores, no products lacking a single nucleotide residue should be formed, so that 
purification should be easier. Further, the number of steps with large and polar intermediates is reduced, 
facilitating handling. The more convergent approach was also expected to be more versatile and cheaper. 
Finally, we decided to prepare all cores ourselves, rather than relying on our (fruitful and enjoyable) collabo-
rations. Figure 5.3.7 shows typical syntheses of cores, that of TBA and that of the acetylide used to construct 
the TTPA hybrids.

Starting from 1‐bromoadamantane, 1,3,5,7‐tetraphenyladamantane is obtained in a variation of a Friedel–
Crafts alkylation [38, 39], followed by four‐fold iodination to 1,3,5,7‐tetrakis(4‐iodophenyl)adamantine [40]. 
The latter can be subjected to a four‐fold Suzuki coupling with the boronic acid derivative of anisole to 
give the tetraether precursor of the TBA core [41]. Ether cleavage with BBr

3
 then yields TBA itself in 84% 

overall yield [29]. Alternatively, the tetra‐iodide can be employed in a four‐fold Sonogashira coupling 
with  ethynyltrimethylsilane, and 1,3,5,7‐tetrakis(4‐ethynylphenyl)adamantane can then be released with 
potassium fluoride [41]. The latter is suitable for 1,3‐dipolar cycloadditions to azidonucleosides.
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2. KF, MeOH

1. Pd (PPh3)4, K2CO3,
   4-methoxyphenyl boronic acid
2. BBr3 

TBA core 

1,3,5,7-tetrakis (4-ethynylphenyl) adamantane

1,3,5,7-tetraphenyladamantane
1,3,5,7-
tetrakis

(4-iodophenyl)
adamantane

Figure  5.3.7 Synthesis of 1,3,5,7‐tetrakis(4‐ethynylphenyl)adamantane and tetrakis(p‐hydroxybiphenyl)ada-
mantane (TBA) from bromoadamantane as starting material [38, 39]. The iodination reagent is bis(trifluoroacetoxy)
iodobenzene (BTI) [40]
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The syntheses of the TPM and HPX cores are shown in Figure 5.3.8. The earliest synthesis of tetrakis(4‐
hydroxyphenyl)methane had been reported by Wuest and coworkers [42]. Their three‐step route started from 
trityl chloride and gave a total yield of 50%. Our current route starting from 4,4′,4′′‐trimethoxytrityl chloride 
gives an overall yield of 77% [26]. The HPX core was prepared from dimethyl terephthalate via 1,4‐
phenylenebis[bis(4′‐methoxyphenyl)methanol] to give the desired hexakis(p‐hydroxyphenyl)xylene in 36% 
overall yield [43]. In the crystal structure mentioned earlier, HPX showed the expected pseudo‐octahedral 
geometry. In the solid state, HPX forms a two‐dimensional network of intermolecular O–H…O hydrogen and 
extensive channels [28].

With the desired core in hand, the assembly of the actual hybrid can be undertaken. When we first turned 
to solution‐phase syntheses, we were faced with low yields. Some of the difficulties were due to the  dendrimer‐
like structure of hybrids, others were due to the difficulty of handling and purifying richly functional polar 
molecules. Figure 5.3.9 gives a graphical overview for phenolic cores.

The first challenge of the block condensation‐based assembly was to produce the dimer or oligomer build-
ing blocks cheaply from commercial starting materials. In order to be attractive, the building block assembly 
has to occur in solution and chromatography should be avoided. Secondly, because cores are highly 
 symmetrical, rigid molecules, they can form stable crystals and tend to be poorly soluble in many of the more 
common solvents. Thirdly, and perhaps most importantly, during the initial phase of the project, coupling 
conditions had to be found that give high yields without the massive excess of phosphoramidites or H‐ 
phosphonates that is common in solid‐phase syntheses. With the coupling going to completion, a fourth chal-
lenge arose from the fact that polar and richly functionalized molecules had to be isolated and (pre)purified. 
Though straightforward conceptually, the subsequent two‐ or three‐step deprotection became the fifth 
 challenge and the toughest nut to crack during the optimization phase of the project, as decomposition reac-
tions were difficult to suppress. The final, sixth, major challenge was to prevent premature assembly of 
hybrids with self‐complementary DNA arms during the final purification steps.

Several methods for synthesizing dimer building blocks were considered that differ in the protect-
ing groups, coupling chemistry and the monomers used [44–46]. The method of Moroney and coworkers 
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originally developed for trimer phosphoramidites [47], gave satisfactory yields for dimer phosphoramid-
ites. It uses methyl protecting groups for the phosphodiester, which are more stable than a cyanoethyl 
group. Figure 5.3.10 shows the first successful solution‐phase route to the (TC)

6
HPX hybrid using dimer 

phosphoramidites and subsequent coupling to phenolic cores [48]. Dimer construction started from 
 commercially available phosphoramidites and a previously 3′‐protected nucleoside. A phosphoramidite 
was then coupled to the 5′‐alcohol, and the resulting phosphite triesters were oxidized in situ to give fully 
protected dimers that could be chromatographed. The 3′‐terminal phenoxyacetyl (PAC) protecting group 
was removed, followed by phosphitylation of this position. After this time‐consuming and difficult 
 construction of the dimer, the building block was coupled to the HPX core, using tetrazole as the catalyst, 
followed by oxidation with tert‐butylhydroperoxide (TBHP). Diisoproylethylamine and 1‐thionaphthol 
were added to the fully protected hybrid to cleave the methyl groups, followed by detritylation with 
Dowex MAC3 resin or trichloroacetic acid (TCA). Base labile protecting groups were then removed with 
ammonium hydroxide and methylamine [48].

A detailed study of the coupling reaction showed that over time decomposition or hydrolysis of the initial 
phosphite occurred, lowering the yield. The low solubility of the core further complicated the coupling. 
Lowering the concentration of the tetrazole catalyst, improving the drying protocol for the core and the dimer, 
and an unusual temperature protocol (first slightly elevated to get the core into solution, and then cooling to 
drive coupling to completion) improved yields. Satisfactory conversions could finally be achieved by using 
two successive coupling cycles, driving coupling to 85–99% yield [48].

Still, the route described above was long and not free from chromatographic steps. Therefore, an alterna-
tive approach was developed that uses H‐phosphonates of dimers as building blocks. This approach is an 
extension of the work of Jones and coworkers on cyclic diguanosine monophosphate [49], in that it uses a 
combination of phosphoramidite and H‐phosphonate chemistry. With the adapted route (see Figure 5.3.11 for 
a TBA hybrid), our DNA dimer building blocks became accessible in gram quantities without chromatogra-
phy in near‐quantitative yield in less than three days of laboratory work, starting exclusively from affordable 
 commercial compounds.
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The synthetic route begins with commercially available phosphoramidites that are hydrolysed, followed by 
removal of the cyanoethyl groups with tert‐butylamine and detritylation with dichloroacetic acid. The resulting 
H‐phosphonate is then coupled at its 5′‐position with a second phosphoramidite. Oxidation with a peroxide 
gave the H‐phosphonate dimer in 44% yield. Similarly, other dimers, such as 5′‐CG‐3′, 5′‐TC‐3′ and 5′‐GA‐3′ 
were also obtained [36]. The assembly of the hybrids started with an H‐phosphonate coupling employing 
diphenylchlorophosphate (DPCP) as the condensing agent [50]. At –40 °C, a temperature previously recom-
mended by Reese and Song for other H‐phosphonate couplings [51], near‐quantitative conversion was 
observed. The crude product was then oxidized by treatment with I

2
 and subsequent addition of water [50]. The 

fully protected DNA hybrid was detritylated with 6% DCA solution, followed by purification through pre-
cipitation. To remove the cyanoethyl groups and the protecting groups of the nucleobases, the hybrid was 
treated with ammonium hydroxide. After lyophilisation, the crude product can be purified by extraction and 
precipitation steps, combined with reversed‐phase chromatography, where necessary [36, 37].

In the laboratory, the H‐phosphonate route is now more popular, as it produces the dimer building blocks 
more quickly and from inexpensive starting materials. The H‐phosphonate group of the 3′‐terminal nucleo-
side is unreactive during the coupling at the 5′‐position, and the subsequent oxidation, thereby eliminating 
the need for a protecting group at the 3′‐position. Though GA‐containing sequences continue to be challeng-
ing, the H‐phosphonate route has proven reliable and attractive.

This account would not be complete without mentioning hybrid synthesis via cycloaddition or the ‘click 
reaction’. Figure  5.3.12 shows a representative route. Starting from 1,3,5,7‐tetrakis(4‐ethynylphenyl)ada-
mantane and a 3′‐azido‐2′,3′‐dideoxynucleoside, the first four nucleosides are attached via Cu(I)‐catalysed 
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Huisgen cycloaddition [52]. Use of an equimolar amount of copper and a reducing agent led to a short reac-
tion time of just 1 h, instead of the 10 h of earlier protocols [28]. Addition of a 5% aqueous EDTA solution at 
the end of the reaction produces the (GiBu)

4
TTPA hybrid as a colourless precipitate that can be easily sepa-

rated from all other components of the reaction mixture by centrifugation [35, 36. 48, 53]. After this first 
coupling, either H‐phosphonate or phosphoramidite chemistry can be used to append the terminal nucleoside 
to the (GiBu)

4
TTPA intermediate to then give, after deprotection, tetra‐anionic (CG)

4
TTPA.

5.3.6 Hybrid materials

Ultimately, branched oligonucleotide hybrids with rigid cores will remain interesting only if they show their 
usefulness in practical applications. Testing material properties requires routine access to gram, if not kilo-
gram amounts. We have recently begun to scale‐up the syntheses of hybrids with a phenolic core, using the 
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Figure 5.3.11 Solution‐phase synthesis of (CG)4TBA employing a H‐phosphonate block condensation  coupling [36]
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solution‐phase approach outlined here, so that tests on the ability to store and release host molecules can be 
run in earnest. While oligonucleotides are usually produced in microscopic quantities, with a 50 nanomole 
scale being standard for commercial oligonucleotide providers, a single run of our modestly scaled‐up proto-
col readily produces 10 µmoles of pure (CG)

4
TBA within less than a week and in excellent purity, without the 

need for HPLC (Figure 5.3.13).
The hybridization of the zipper arms of hybrids can be detected in UV‐melting experiments, but the proof 

of assembly is the visible formation of a material. The branched oligonucleotide hybrids presented here 
 produce materials upon addition of millimolar concentrations of magnesium chloride [26, 35]. When the 
precipitate is isolated and treated with solutions of intercalators, stoichiometric quantities of the intercalators 
are taken up without any need to disassemble and reassemble the materials. This suggests that the materials 
are nanoporous. Usually, one equivalent of intercalator is taken up per CG dimer duplex formed [35, 36, 48]. 
Figure 5.3.14 shows images of samples of (CG)

4
TBA, together with corresponding samples of (TC)

4
TBA as 

a control compound that does not form a solid. The fluorescence images show that despite the high loading 
density, some intercalators are fluorescent when taken up into the materials of (CG)

4
TBA. The reversible 

uptake and release of small molecules and the light harvesting properties are among those that are currently 
being studied in our laboratories.

Certainly, one of the intellectually most interesting questions is whether the assemblies of branched hybrids 
can be induced to grow into macroscopic crystals suitable for X‐ray crystallography. We presume that obtain-
ing large crystals is largely a kinetic problem, and that finding conditions that prevent the formation of a large 
number of seed crystals at a concentration high enough to produce crystals quickly is not trivial. We note that 
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(a) (b)

Figure 5.3.13 Scaled‐up solution‐phases synthesis of a hybrid. (a) Photograph of flasks with product fractions of 
a run of the current solution‐phase synthesis of (CG)4TBA, after lyophilization, as obtained after a single cartridge 
purification step, that is, without HPLC purification. (b) MALDI‐TOF mass spectrum of the product in the 100 mL 
flask shown in (a). Calculated for C134H144N32O52P8 [M – H]– 3281, found 3281; calculated for [M – 2H]2– 1640, 
found 1640

Figure 5.3.14 Fluorescence images from intercalation experiments with two different hybrids under UV light 
[37]. On the left‐hand side, materials formed from aqueous solution of (CG)4TBA are shown. The materials were 
produced by treating micromolar solutions of the hybrid with NaCl (150 mM) and MgCl2 (100 mM), cooling to 
4 °C, and isolation of precipitates, followed by addition of the respective dye. On the right‐hand side, correspond-
ing images of samples of the (TC)4TBA hybrid as control compound, treated in the same fashion, are shown. 
The dyes added are ethidium bromide (samples 1 and 5), methylene blue (samples 2 and 6), tetrakis(N‐methyl‐4‐
pyridinium)porphyrin tetra(p‐toluenesulfonate) (samples 3 and 7), and YOYO‐1 iodide (samples 4 and 8). The 
luminescence images were taken at λex = 366 nm (See colour figure in colour plate section)

DNA‐based nanostructuring with branched oligonucleotide hybrids 391



392 DNA in supramolecular chemistry and nanotechnology

for DNA‐coated gold nanoparticles, obtaining large single crystals remains challenging [54]. Growing crys-
tals can also be complicated by the formation of salt crystals made up of components of the buffered aqueous 
solutions of samples. Figure 5.3.15 shows an electron microscopy image of a sample of (CG)

6
HPX that was 

allowed to assemble from a pure aqueous solution, devoid of any added salts or buffer components.

5.3.7 Outlook

Porous materials are attractive as catalysts. Zeolites are well‐established a well-known example of a porous 
catalyst [55, 56]. Their pore size is in the sub‐nanometre range. Producing nanoporous catalysts is a challenge. 
It is interesting to ask whether DNA assemblies can act as such catalysts. Roelfes and colleagues elegantly 
showed that DNA is an interesting chiral ligand in catalytic systems [57]. Among the reactions studied by this 
group are asymmetric Diels–Alder reactions and addition reactions to various substrates that rely on copper 
complexes bound to duplexes. We have recently begun to explore the synthesis of branched oligonucleotide 
hybrids that feature transition metal complexes. Figure  5.3.16 shows the ruthenium complex (CG)

6
HPB‐

Ru(biPy)
2
 that was  prepared via solution‐phase synthesis, starting from a literature‐known bipyridyl core [58].

Bipyridyl units are strong bidentate ligands, and bipyridyl complexes have been studied previously in the 
context of DNA [30, 59]. Moreover, DNA nanostructures containing transition metal complexes are being 
studied for their photophysical, redox, catalytic and magnetic properties [60]. Hybrid (CG)

6
HPB‐Ru(biPy)

2
 

with its 2,2′‐bipyridine metal complex core was obtained in pure form after stringent HPLC purification and 

Figure 5.3.15 Transmission electron micrograph of a sample of (CG)6HPX, produced by cooling an aqueous 
solution (100 μM), free of added salts or buffers, and keeping the sample at 10 °C for one day [33]. The image 
was taken after 5 min of TEM imaging, leading to visible decomposition on the surface of the crystallites, indicat-
ing that they are indeed made up of an organic material, not an inorganic salt. The TEM image was taken at room 
temperature and 120 keV. The length bar in the lower right‐hand corner is 100 nm



showed strong luminescence, even in solid form (Figure 5.3.17). The photochemical stability of the material is 
currently under investigation. From the initial results, it seems likely that photochemical reactions can indeed 
be induced, similar to what was observed by us with porphyrin‐containing branched oligonucleotides [61].

We are currently preparing metal‐free versions of the hybrid with a bipyridyl core, assuming that different 
metal ions can be inserted post‐synthesis, as demonstrated for other DNA constructs [62]. Another area of 
particular interest to us is to combine hybrids with DNA sequences that form nucleotide‐ and cofactor‐binding 
motifs [63, 64]. In addition, we are synthesizing new hybrids with core molecules of different geometries and 
increasing number of DNA arms. The progress achieved along these lines will be published in due course.
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Figure 5.3.17 Optical properties of hybrid (CG)6HPB‐Ru(biPy)2. (a) Photograph of a sample of 8 mg (1.6 µmol) 
in daylight, (b) the same sample under UV light (366 nm), (c) fluorescence spectrum of a 1 μM solution of 
(CG)6HPB‐Ru(biPy)2 in 10 mM NH4Ac buffer, λex = 455 nm (See colour figure in colour plate section)
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5.3.8 Conclusions

Branched, symmetrical oligonucleotides have properties very different from their linear counterparts. 
They hybridize to form duplex‐mediated superstructures based on sticky ends that are much shorter than are 
required for linear oligonucleotides forming duplexes at micromolar concentrations in aqueous buffers. Upon 
addition of divalent cations, such as magnesium ions, they form macroscopically visible materials that take 
up intercalators, salts and other guest substances. Thus, they are attractive as nanoporous storage media. 
Significant advances have been made in the synthesis of branched oligonucleotide hybrids with rigid core 
molecules, most importantly by developing solution‐phase approaches. Solution‐phase syntheses that are 
rapid, inexpensive and robust now produce hybrid materials routinely in ever‐increasing quantities, opening 
the door to the exploration of their fascinating properties.
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5.4
DNA‐Controlled Assembly 

of Soft Nanoparticles

Stefan Vogel

5.4.1 Introduction

Controlled assembly of soft nanoparticles requires a recognition event to trigger the formation of a non‐ 
covalent assembly [1]. Among known supramolecular structures such as proteins and oligonucleotides, 
DNA is by far the most versatile building block to perform such tasks [2]. The main advantage, besides; the 
predictable hybridization and sequence design, is the highly automated and cost‐effective synthesis of 
DNA [3] and the ever increasing number of available chemistries to extend the natural toolbox of DNA with 
unusual properties, such as lipids, dyes, additional charges and conformational restricted monomers (LNA), 
unlocked nucleic acids (UNA) and uncharged nucleic acids, such as peptide nucleic acids (PNAs) [4, 5]. The 
DNA controlled assembly of solid nanoparticles is well established for a number of solid nanoparticles 
despite the often tedious and not generally applicable surface chemistry [6–8], but much less has been 
reported on soft nanoparticles [1, 9–11].

A large number of soft nanoparticles are known, (e.g., dendrimer‐, polymer‐ or lipid‐based nanoparticles) 
and among the most important class of natural soft nanoparticles are vesicles [12, 13]. Vesicles are lipid 
nanoparticles based on natural lipids and are of particular interest due to their occurrence in nature as intra‐ or 
extracellular transport vehicles (e.g., endosomes and exosomes). The equivalent type of soft particles based 
on synthetic lipids are liposomes, which are equivalent to vesicles in all aspects except for properties that are 
linked to the particular nature of the synthetic lipid or lipid mixture used. Lipid based soft nanoparticles often 
form lipid bilayers, that allow surface modification through attachment of other molecules by simple mem-
brane anchoring, a process which is entirely non‐covalent and driven by the hydrophobic effect. Membrane 
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anchoring is highly predictable for lipid nanoparticles in aqueous solution. Depending on the nature of the 
lipid‐membrane anchor a wide range of anchoring strengths is available and can easily be adjusted to the 
required level of anchoring strength by variation of the anchor length or number of anchors for each anchored 
molecular entity [14–16]. DNA‐controlled assembly does require lipid‐modified oligonucleotides (e.g., DNA 
or RNA) with a number of DNA design considerations (see Figure 5.4.1). Immobilization of DNA (encoding) 

(a)

(b)

(c)

Figure 5.4.1 DNA‐sequence design. Schematic representation of liposome aggregation upon duplex formation 
between lipid‐modified DNA strand(s) and an unmodified (a, c) or modified complementary DNA strand 
(b). Liposomes and DNA strands are not drawn to scale
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on solid nanoparticles requires surface chemistry, which is well established for a  limited number of materials 
such as gold (via sulfur chemistry) or silica (silanol derivatization), but for most other materials no estab-
lished chemistry is available and the surface anisotropy found for most solid materials requires tedious pro-
cedures to control surface chemistry and uniform surface coverage (e.g., encoding with DNA).

However, soft nanoparticles based on lipid bilayers (e.g., vesicles or liposomes) possess a universal mode 
for encoding surfaces by membrane anchoring of lipid modified DNA. In light of the technically demanding 
procedures for solid nanoparticles, non‐covalent attachment of DNA to lipid bilayer surfaces becomes a very 
attractive technology [1, 17].

5.4.2 Sequence design

Incorporation of one or more lipid‐membrane anchors into DNA leads to different sequence designs, which 
in general all allow assembly of liposomes. However, working with multiple sets of encoded liposomes or 
applications in molecular diagnostics with unmodified DNA target sequences requires a different sequence 
design (see Section 5.4.2).

5.4.2.1 Double membrane anchor ssDNA design

In applications using just one type of liposomes, all of the DNA design suggestions (see Figure 5.4.1) are 
feasible. However subtle differences during the DNA‐controlled assembly of liposomes are a direct result of 
different DNA designs. For a single DNA strand that is modified at both ends (Figure 5.4.1a), the DNA is 
tightly but reversibly anchored to the lipid bilayer of the liposome. The attached DNA is free floating on 
the surface of the liposome with full lateral mobility and restricted mobility for upwards movement (partial 
lipid membrane anchor release) [11, 18]. This dynamic process allows hybridization at one end, which sub-
sequently exerts an increasing pull from the DNA duplex formed. This process continues until one end of 
the DNA is no longer anchored but is exposed to the aqueous bulk phase. Owing to the energetically unfa-
vorable disturbance of the hydrogen bonding network of the solvent, a strong hydrophobic effect forces the 
free anchor to anchor into another lipid bilayer surface. The DNA will therefore attach to the next available 
liposome in the proximity and DNA‐controlled assembly will proceed until all free DNA has hybridized to 
the complementary membrane‐anchored DNA [1]. It is important to note that re‐anchoring of the free lipid‐
membrane anchor of the resulting DNA duplex into the same liposome is energetically very unfavorable. 
Anchoring of both ends of the formed DNA duplex to the same liposome would require bending of the rigid 
double stranded DNA and also require partial desolvation of the DNA duplex caused by the very close con-
tact to the lipid surface. The assembly process can be tuned by adjustment of the lipid anchor (see Section 5.4.3) 
and length of the DNA.

5.4.2.2 Single membrane anchor multiple ssDNA design

In order to assemble different batches of liposomes, a number of alternative designs are available. A simple 
design consists of two different complementary ssDNAs, each modified with a single membrane anchor. 
Both strands have to be modified either at the 3′‐end or at the 5′‐end, as sequence designs with lipid mem-
brane anchors juxtapositioned at the same end may promote hemifusion instead of reversible assembly (see 
subsequent section). This design does work for liposomes encoded with complementary DNA strands and 
allows assembly of more than two different liposomes, each encoded with one or more membrane anchored 
ssDNAs. For applications in molecular diagnostics with DNA targets from a biological source a design with 
a bridging DNA (see Figure 5.4.1c) or a double‐modified ssDNA (see Figure 5.4.1a) may be used.
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5.4.2.3  Single membrane anchor multiple ssDNA design for irreversible  
assembly (fusion/hemifusion)

An irreversible DNA controlled assembly will enable hemifusion or fusion of liposomes and requires a 
design that reduces the distance between two liposomes to an extent that the resulting destabilization of 
the lipid bilayer membrane is sufficient to induce hemifusion (fusion of the outer lipid layer, see Figure 5.4.2) 
or eventually full fusion (fusion of the outer and inner lipid layer). The required DNA design will, in contrast 
to designs shown in Figure 5.4.1, have both lipid anchors on the same end of the DNA duplex to force the 
liposomes together in a ‘zipper‐fashion’ rather than forming inter‐liposomal spacers. Not all aspects of the 
DNA  controlled hemifusion/fusion mechanism are currently well understood and the process is dependent on 
a number of parameters, such as DNA sequence design, number and structure of the membrane anchor(s) and 
DNA concentration [19, 20].

5.4.3 Lipid membrane anchors

The non‐covalent anchoring of DNA to the surface of liposomes requires a membrane anchoring unit that 
keeps the DNA attached to the liposome, and the obvious choice are lipophilic moieties. In principle, natural 
or synthetic lipids are equally applicable. A number of lipid modifications have been described in the litera-
ture, including modifications on the nucleobase, terminal tocopherol and cholesterol‐derived building blocks 
[21–23]. However, terminal modifications with lipids often lead to DNA‐conjugates with strong detergent 
properties and, depending on the concentrations, a strong tendency for self‐aggregation. To avoid self‐ 
aggregation and to increase flexibility in the DNA design, a generic key intermediate (see Scheme 5.4.1) 
based on an aza macrocycle has been developed [23–25], which allows attachment of different lipid moieties 
and subsequent conversion into the corresponding DMT‐protected phosphoramidite building block for 
 automated solid phase synthesis [3].

The resulting lipid membrane anchor building blocks allow multiple incorporations into the DNA and are 
not limited to terminal modifications (see Scheme 5.4.1). An appropriate lipid membrane anchor is crucial for 
efficient DNA controlled assembly of liposomes, and not only the lipid anchor structure and length but also 
the positioning in the DNA strand is important. A general solution to circumvent self‐aggregation is to add a 
number of additional nucleobases (usually 1–3) on the terminal end relative to the position of the membrane 

Figure 5.4.2 DNA‐sequence design. Schematic representation of irreversible liposome aggregation (hemifusion/
fusion) upon duplex formation between a two lipid‐modified DNA strands. Liposomes and DNA strands are not 
drawn to scale



anchor(s). This approach is sufficient to suppress self‐aggregation and development of detergent properties of 
the resulting DNA–lipid conjugate. Membrane anchoring requires at least two lipid membrane anchors of 
sufficient lipophilicity to anchor the DNA–lipid conjugate without significant partitioning between the lipo-
some surface and the aqueous solution [26], and the minimal length of the lipid membrane anchor is around 
10–12 carbon chains (unsaturated linear lipid chains). This estimation has been validated for DNA sequences 
of 9–30 nucleobases, reliable anchoring is achieved with 14–16 carbons whereas longer anchors (>20 car-
bons) lead to very strong anchoring. In particular, DNA designs with ssDNAs modified with two membrane 
anchor building blocks with 20 carbons incorporated at each end of the DNA lead to permanent irreversible 
anchoring and no assembly is observed. This is of course of no consequence for single lipid modified 
DNAs,  which are membrane anchored just stronger than is necessary for efficient liposome assembly 
(Jakobsen, U. and Vogel, S., unpublished results).
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5.4.4 DNA‐controlled assembly studied by UV spectroscopy

Ultraviolet spectroscopy (UV) is a very convenient and powerful method for monitoring the process of DNA 
controlled liposome assembly and disassembly [27]. The assembly process can be followed for different 
wavelengths, with signals decreasing at longer wavelengths, in full agreement with the Stokes–Einstein equa-
tion where the scattering of light decreases with increasing wavelength. The observed change in apparent 
absorbance upon thermal cycling is a result of light scattering by particle aggregates formed during particle 
assembly and aggregates dissolved during disassembly, rather than the absorption of light by the individual 
molecular components (e.g., DNA nucleobases at 260 nm).

The apparent absorbance is also a measure of the reversibility of the assembly and disassembly process. 
Measurement of the same level of apparent absorbance after a full thermal cycle will indicate that the 
same number and average size (polydispersity) of aggregates has been formed and dissolved during thermal 
cycling [1]. Ultraviolet spectroscopy in the presence of liposomes allows monitoring of DNA controlled 
assembly processes based on double or triple helix formation. More complex DNA structures, such as triple 
helices, are often difficult to monitor by conventional thermal denaturation studies (in the absence of 
liposomes), since competing hybridization events from self‐association of single strands will often obscure 
measurements, but thermal denaturation in the presence of liposomes will distinguish between the different 
possible DNA structures based on the level of liposome assembly, as expressed by the change in apparent 
absorbance and the observed T

m
 value [28]. The light scattered away from light path by individual liposomes 

or liposome aggregates will reduce the amount of light that reaches the detector and the result is an increased 
apparent absorption upon liposome assembly and disassembly.

The recorded curves for thermal cycling in aqueous buffer solutions are, therefore, fundamentally 
 different  from regular thermal denaturation profiles of hybridized oligonucleotides measured at 260 nm  
(absorption maximum for DNA nucleobases). Regular thermal denaturation measurements lead to a rise in  
absorbance with increased temperature due to onset of denaturation of hybridized structures to free ssDNA 

Figure 5.4.3 Confocal image of aggregates formed by DNA controlled assembly with a pair of complementary 
lipid modified DNA strands and two colored batches of liposomes (5’‐TTT‐X‐GTG‐ATA‐TGC‐X‐TTT : 3’‐TTT‐X‐
CAC‐TAT‐ACG‐X‐TTT, 1 μM DNA, POPC liposomes Ø = 100 nM, pH 7) (Bagatolli, L., Jakobsen, U. and Vogel, S., 
unpublished results) (See color figure in color plate section)



with typically broad transitions covering a 10–20 °C thermal window. In strong contrast to regular measure-
ments, DNA controlled liposome assembly shows inverted curves with a much narrower thermal transition 
window of 2–4 °C. The resulting aggregates vary in size (see Figure 5.4.3) depending on the available DNA 
concentration and the initial size of the individual liposomes [1].

A comparison of thermal denaturation results from complementary lipid‐modified DNA strands (see 
Figure 5.4.4a and b) shows that lipid modifications (X) positioned opposite to each other result in a signifi-
cantly increased thermal stability (∆T

m
 = +26 °C). This is also observed, but to a lesser degree, for the same 

DNA pair in the presence of liposomes (∆T
m
 = +15 °C), but it also shows that even a combination of two lipid 

modified ssDNA strands with two incorporated lipid membrane anchors at each end allow DNA controlled 
liposome assembly (with reduced efficiency in direct comparison, see Figure 5.4.4b). The reason for this 
finding is attributed to the much stronger hydrophobic interactions between the lipid modifications in the 
absence of liposomes than in the presence of liposomes, as the liposomes compete for the interaction with 
the lipid moieties. In the presence of liposomes, most of the hydrophobic interactions will be directed towards 
anchoring into the lipid bilayer of liposomes rather than DNA interstrand interactions [17, 23].

Another feature of the complex DNA controlled liposome assembly and disassembly is the reversibility of 
the aggregate formation. Sometimes the first thermal cycle is associated with a slightly lower absolute 
value  for the apparent absorbance compared with subsequent thermal cycles. It is assumed that not all 
 membrane‐anchored olgonucleotides are are able to partcipate in the assembly process, but in the next cycle 
an equilibrium is reached and all subsequent thermal cycles show virtually superimposed curves (see 
Figure 5.4.5b). In addition, an important observation is the difference in signal intensity. Regular thermal 
denaturation measurements in the absence of liposomes lead to only minor changes in apparent absorbance 
(∆abs ~ 0.08 a.u.), whereas the same measurement in the presence of liposomes and four times lower DNA 
concentration yields a ten times increased signal (∆abs ~ 0.8 a.u., see Figure 5.4.4).

The thermal transition temperatures are highly reproducible and have, in combination with the remarka-
ble  sharp thermal transition (see Figure 5.4.5a), potential diagnostic applications (e.g., SNP analysis and 
post‐PCR diagnostic methods) [6, 29].

(a) (b)(a) (b)

Tm Tm

Tm

Tm

Tm

Tm

Figure 5.4.4 Thermal denaturation data for complementary lipid‐modified DNA strands in the absence (a) and 
presence of liposomes (b), (DNA concentration for experiment (a) is 0.5 μM and for (b) is 0.125 μM, POPC 
liposomes Ø = 100 nm, pH 7)
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The remarkable sharp thermal transitions have been described earlier for the DNA‐controlled assembly of 
gold nanoparticles [6] and can be explained by a cooperative behavior of DNA‐linked liposomal aggregates. 
Upon heating of DNA‐linked liposomes, the DNA linker structures are increasingly destabilized until the 
thermal denaturation point is reached. Each individual liposome is presumably linked by a number of mem-
brane anchored duplex structures (interliposomal DNA linker) Also, each DNA linker denaturation event is 
associated with a decrease in local ion strength, which results in a subsequent destabilization of the remaining 
hybridized DNA linkers. This process leads to a rapid destabilization and disassembly of the liposomal aggre-
gates and results in a remarkably sharp thermal transition compared with regular unmodified duplex DNA in 
the absence of liposomes [30].

A special case of DNA controlled liposome assembly is the irreversible assembly. This requires a DNA 
design as shown in Figure 5.4.2 with lipid‐modified DNA strands that position both membrane anchors at one 
end of the corresponding DNA duplex. Two batches of liposomes are encoded by complementary DNA 
anchored to the liposome surface at one end and will trigger assembly in a ‘zipper‐fashion’ upon mixing. The 
liposomes are presumably forced very close together during the assembly process and the DNA linker exerts 
a considerable mechanical stress on the outer layer of the lipid membrane [19, 20]. At one point the outer lipid 
layer of two juxtapositioned liposomes will fuse and the whole assembly process will ultimately lead to 
hemifusion, and also potentially to mixing of the inner lipid layers with subsequent fusion. This hemifusion 
process is not reversible and each thermal cycle will only lead to additional hemifusion of free liposomes 
in solution, depending on the DNA concentration. The resulting apparent absorbance will increase for each 
cycle and will not return to the value observed for free liposomes (see Figure 5.4.6).

Examples of DNA controlled hemifusion/fusion have been reported in the literature, but so far only with 
very limited fusion and content mixing (<5%) [19, 20]. However, the DNA programmed approach to fusion 
of lipid bilayers is an extremely elegant application of DNA‐hybrid materials and a very advanced example 
for DNA based supramolecular chemistry.

5.4.4.1 Thermal stability of lipid‐modified DNA conjugates

The assembly of liposomes requires lipid‐modified DNA strands. Such DNA‐hybrid material has, to the best 
of our knowledge, no equivalent in nature but does possess unique properties.

(a) (b)

Figure 5.4.5 Thermal denaturation data for complementary lipid‐modified DNA strands showing a full thermal 
cycle (a) and an overlay of the first derivative of two consecutive heating cycles (b) in the presence of liposomes 
(POPC liposomes, Ø = 65 nm, 0.125 μM DNA concentration, pH 7)



It becomes clear from thermal denaturation data of lipid‐modified DNA strands that positioning of the corre-
sponding lipid membrane anchor building block is crucial for DNA duplex stability (see Table 5.4.1) and bio-
physical properties such as surface activity. Two juxtapositioned monomers in each DNA strand, as dangling 
ends, stabilize the duplex considerably (∆T

m
 ≥ 20 °C, Table 5.4.1, entries 2, 7, and 8), whereas juxtapositioned 

incorporations in the middle of the DNA duplex lead to a strong stabilization for palmityl modified DNA (X, 
∆T

m
 = 8 °C, Table 5.4.1, entry 4) and an even stronger stabilization for cholesteryl‐modified DNA (Y, ∆T

m
 ≥ 

20 °C, Table 5.4.1, entry 5). This is remarkable in light of only two incorporations opposite to each other for either 
palmityl or cholesteryl derived membrane anchors, which is caused by strong hydrophobic forces that induce 
dense packing of the lipids placed opposite to each other. The stabilization by lipid‐modified building blocks in 
the middle of a DNA duplex correlates with the relative lipophilicity of the substituents (Table 5.4.1). The results 
are remarkable considering the steric demand (compared with a natural T‐nucleotide) and the structure of the 
‘abasic’ non‐nucleosidic building blocks, which introduce a large abasic site in the DNA duplex [17, 23, 24].

5.4.4.2 DNA mismatch discrimination studies

The remarkably sharp thermal transitions during DNA‐controlled assembly and disassembly are very valua-
ble in applications for detection of single nucleotide polymorphism analysis (SNP analysis), as even weakly 
discriminated mismatches are easily distinguished from the fully complementary target by the simplified 
analysis of non‐overlapping thermal transitions. The discrimination of single mismatches (∆T

m
) in lipid‐

modified oligonucleotide sequences is otherwise comparable to unmodified DNA and allows traditional 
probe sequences design [1].

Comparison of the thermal denaturation data for the same sequence with or without liposomes results in 
surprisingly similar T

m
 values despite the much lower DNA concentrations used for experiments with liposomes 

(0.5 μM versus 0.062 μM, see Table 5.4.2). This indicates an additional stabilization of the DNA duplex as part 
of the interliposomal DNA linker bundles connecting the individual liposomes to larger aggregates.

Figure  5.4.6 Thermal denaturation data for irreversible hemifusion/fusion of liposomes by DNA‐controlled 
assembly (POPC liposomes, Ø = 100 nM, 0.2 μM DNA concentration, pH 7)
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5.4.5 Assembly on solid support

Earlier chapters focused on DNA‐controlled assembly in solution, but DNA tethering to solid supported 
membranes is possible using the same DNA sequence design as described in Section 5.4.2. DNA controlled 
tethering of liposomes to solid supported membranes has been described with our dipalmityl lipid membrane 

Table 5.4.1 Influence of aza crown ether monomers X, Y on thermal DNA duplex stabilitya,b

Entry Duplex Tm (°C) ΔTm (°C)

1 5’‐TTTGTGATATGCTTT
3’‐TTTCACTATACGTTT

31.0 —

2 5’‐TTTXGTGATATGCXTTT
3’‐TTTXCACTATACGXTTT

60 29

3 5’‐TGTGGAAGAAGTTGGTG
3’‐ACACCTTCTTCAACCAC

56.0 —

4 5’‐TGTGGAAGXAGTTGGTG
3’‐ ACACCTTCXTCAACCAC

64.0 8.0

5 5’‐TGTGGAAGYAGTTGGTG
3’‐ ACACCTTCYTCAACCAC

77.5 21.5

6 5’‐TTTTGTGGAAGAAGTTGGTGTTT
3’‐TTTACACCTTCTTCAACCACTTT

58 —

7 5’‐TTTXTGTGGAAGAAGTTGGTGXTTT
3’‐TTTXACACCTTCTTCAACCACXTTT

77.0 21.0

8 5’‐TTTYTGTGGAAGAAGTTGGTGYTTT
3’‐TTTYACACCTTCTTCAACCACYTTT

>86 >28

a X, Y denote the aza crown ether monomer (see Scheme 5.4.1).
b Conditions: Tm values (°C) and ∆Tm = change in Tm value calculated relative to the DNA : DNA reference duplex, 
 measured as the maximum of the first derivative of the melting curve (A260 versus temperature) recorded in medium 
salt  buffer (110 mM Na+, pH 7.0, 100 mM NaCl, 10 mM NaH2PO4/Na2HPO4), using 0.5 μM concentrations of the 
two complementary strands. Exp. error: ±0.5 °C.

Table 5.4.2 Mismatch discrimination data from thermal denaturation experimentsa,b

Entry Duplex Tm (°C) ΔTm (°C) Tm (°C) ΔTm (°C)

3´‐TTTXACACCTTCTTCAACCACXTTT With liposomesc Without liposomesd

1 5´‐TGTGGAAGAAGTTGGTG 48 — 47 —
2 5´‐ TGTGTAAGAAGTTGGTG 36 –12 37 –10
3 5´ ‐TGTGAAAGAAGTTGGTG 38 –10 38 –11
4 5´ ‐TGTGCAAGAAGTTGGTG 36 –12 37 –11

a X denotes the palmityl substituted aza crown ether base surrogate (see Scheme 5.4.1).
b Conditions: Tm values (°C) and ΔTm = change in Tm value calculated relative to the DNA : DNA reference duplex measured as 
the maximum of the first derivative of the melting curve (A260 versus temperature) recorded in medium salt buffer (10 mM HEPES, 
110 mM Na+, pH 7.0).
c 62 nM concentrations of the two complementary strands in presence of liposomes.
d 1 μM concentrations of the two complementary strands in the absence of liposomes. Exp. error: ±1 °C.



anchors [1] and earlier using terminal cholesteryl [26] incorporated into two individual DNA strands bearing 
one cholesteryl membrane anchor each. This results in a more complex DNA design with four DNA strands 
for the assembly as well as in another important study on terminal dialkyllipid‐modified DNA [20] describing 
tethering and movement of liposomes in an electrical field.

The reversible attachment of liposomes as shown in Figure  5.4.7 involves only a single DNA strand, 
which contains two dipalmityl based membrane anchors at each end of the DNA. This allows control of the 
assembly process by unmodified DNA and may even be used for analytical or diagnostic applications on 
biological DNA samples with the assembly process as a powerful read out for hybridization to a biological 
target DNA sequence [1].

Thermal denaturation of the surface bound liposome aggregates occurs by heating of the system beyond 
the thermal denaturation temperature (T

m
 = 46 °C in Figure 5.4.7). Heating dissolves all aggregates, which 

reform upon cooling. The process is highly reversible and can be visualized directly by fluorescence micros-
copy (see Figure  5.4.7). Multiple heating–cooling cycles lead to similar surface coverage by liposome 
aggregates despite a large excess of the POPC liposome surface in solution (>600 times) [1]. This surprising 
finding shows that DNA (23‐mer) anchored by dipalmityl membrane anchors does not partition signifi-
cantly into the solution and is probably bound stronger to the surface of the solid supported POPC lipid 
bilayer than to the free floating POPC liposomes. It is speculated that the more ordered and densely packed 
POPC bilayer on the solid support is able to bind the lipid‐modified DNA stronger than free liposomes 

(a) (b)

(e)

(c) (d)

Figure 5.4.7 Fluorescence microscopy data for the reversible DNA controlled liposome assembly on solid sup-
ported POPC bilayers (a) to (b) and the subsequent disassembly and reattachment of liposome aggregates after 
thermal denaturation (c) to (d); (e) schematic representation of DNA‐controlled assembly of POPC liposomes on 
the surface of a solid supported POPC bilayer. Adapted from [1]. Reproduced with permission from [1]. Copyright 
© 2008, American Chemical Society
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[1, 31]. The lateral diffusion of the liposomes monitored by fluorescence microscopy shows fast diffusing 
small aggregates and much slower diffusing larger aggregates, as expected from a solid supported fluid 
membrane [1, 11, 18].

5.4.6 Assembly of giant unilamellar liposomes (GUVs)

Most studies have been performed in solution with nanoparticles between 50 and 200 nm in size, but DNA 
controlled assembly is also highly versatile for larger particles or extended lipid bilayer surfaces. 
Attempts to transfer the concepts from nanoparticles to larger macroscopic lipid particles have led to stud-
ies  on giant liposomes (~50 µm) using the same lipid‐modified DNA strands employed in the liposome 
assembly on solid supported lipid bilayer surfaces (see Section 5.4.5) [32]. The almost perfectly spherical 
giant liposomes (Figure 5.4.8a) perform unaltered as long as lipid‐modified DNA is only anchored to the 
surface. As soon as a complementary DNA strand is added to the solution, a major change is observed and 
the spherical shapes of the liposome group from Figure 5.4.8a changes very significantly. DNA controlled 
assembly, as seen for rapidly diffusing nanometer sized liposomes, is not possible for large GUVs and 
we  observe, therefore, a large scale (square micrometer) ‘glue‐effect’. The interliposomal DNA linkers 
force larger areas to attach to the neighboring liposome, altering their shape in the process. The observed 
process is relatively fast given the nanomolar concentrations of DNA and the enormous size of the giant 
liposomes used (Jakobsen, U., Bagatolli L. and Vogel, S., unpublished results). Most of the interliposomal 
surface attachment occurs within a few minutes. However, the process is dependent on the sequence 
 complementarity between the lipid‐modified DNA and the complementary DNA. Introduction of a single 
mismatch in the complementary DNA strand slows the process considerably, down to approximately 45 min 

Figure 5.4.8 Images from confocal microscopy studies showing giant unilamellar liposomes (POPC, 0.5% DiI 
dye, attached lipid modified DNA–5’‐TTTXCACCAACTTCTTCCACAXTTT, 100 nM) followed over time, at time 
point 0 min (a) complementary DNA is added and the next snapshot is taken after 15 min (b). The observed red 
hue is due to the addition of 4’,6‐diamidino‐2‐phenylindole (DAPI) at time point 5 min (however, intercalation of 
DAPI into the formed DNA duplex could not be distinguished from the DAPI staining of the membrane) (Jakobsen, 
U., Bagatolli L., and Vogel, S., unpublished results) (See color figure in color plate section)



compared with <5 min for the fully complementary strand. The extended ‘glue‐effect’ shows the generic 
power of non‐covalent interactions based on hybridization of lipid membrane anchored DNA in the context 
of larger  particles, such as GUVs.

5.4.7 Conclusions

The DNA controlled assembly of liposomes is applicable to particles spanning sizes in the range of three 
orders of magnitude from 50 to 50000 nm (GUVs). This is another striking example of the power of DNA 
in  supramolecular chemistry. It also exemplifies the inherent DNA programmability and the enormous 
molecular flexibility of DNA‐hybrid materials synthesized by automated solid‐phase synthesis, in combina-
tion with a large toolbox of non‐natural chemistries available for modification and enrichment of DNA with 
new functionalities in a complex setting, combining design on a nanometer scale (a DNA‐hybrid material) 
and triggering of macroscopic effects (liposome aggregates of >50 µm). The combination of DNA with natu-
ral or synthetic lipids leads to a new class of unusual DNA‐hybrid material. This material combines the DNA 
programmability through hybridization and the hydrophobic effect as a strong driving force for controlled 
membrane anchoring and subsequent controlled assembly of soft nanoparticles such as liposomes. Controlled 
adhesion as well as bilayer fusion in natural processes, such as endosome and exosome formation, is of fun-
damental interest for the understanding of key processes in molecular biology (e.g., cell–cell communication 
by exosomes or transport of encapsulated biological material within endosomes). DNA controlled assembly 
of model nanoparticles such as liposomes may shed light on the basic biophysical requirements for controlled 
fusion of natural lipid bilayers and at the same allows new applications within the field of drug delivery 
(e.g., artificial exosomes for delivery of oligonucleotides) and molecular diagnostics (e.g., PCR free detection 
of DNA). Future systematic studies with new DNA–lipid conjugates will allow fine‐tuning of important 
properties and functionalities needed for assembly, hemifusion, and fusion of lipid bilayers and extend the 
range of useful DNA‐hybrid materials even further.
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5.5
Metal Ions in Ribozymes and Riboswitches

5.5.1 Introduction

In the last decades, a vast number of studies have shown that RNA is much more than a passive, single‐
stranded carrier of genetic information. Similar to proteins, RNA can form sophisticated tertiary structures 
that have various “enzymatic” and regulatory functions. RNA enzymes, that is, ribozymes, use similar cata-
lytic strategies as their protein counterparts. General catalytic strategies employed by ribozymes include 
metal ion, acid–base, and electrostatic catalysis or a combination thereof. Interestingly, RNA is able to carry 
out its functions as it has a much‐reduced variety in “side chains” (i.e., nucleobases) and functional groups, 
as compared with proteins. Other RNAs are involved in regulatory processes, riboswitches being one exam-
ple. These RNAs bind small metabolites with high affinity, changing their three‐dimensional structure upon 
complex formation. This binding equilibrium is used in the regulation of protein expression of the down-
stream gene.

When single‐stranded RNA folds into large and compact structures, its negatively charged phosphate 
groups are brought together in close proximity, but positive cations are required to compensate for the charge 
repulsion. Metal ions are thus needed in the first place for simple charge compensation, and hence for the 
folding of RNA into stable tertiary structures. In addition, being omnipresent they also participate in and 
influence directly the catalytic activity of all ribozymes. Consequently, also the function of riboswitches is 
crucially linked to metal ions, as only in their presence the active fold prone to bind the ligand with high affin-
ity can be achieved. As such, metal ions are also key factors in the riboswitch‐based regulation mechanism 
or in the efficient drug targeting of RNA.
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Within the scope of this chapter, we will provide a concise overview of the delicate relationship between 
biologically relevant metal ions or metal complexes and the two classes of naturally occurring functional 
RNAs: ribozymes or riboswitches.

The chapter is divided into three main parts. The first introduces the most important types of metal ion–
RNA interactions, concentrating on the biologically most significant metal ions and discussing the various 
coordination modes and most frequent specific binding sites. Secondly, we will present the world of both 
small and large ribozymes giving special attention to the influence of cations on the structure, folding, and 
function. In the third part, we will explain how metal ions and metal complexes are involved in the correct 
structure formation and functioning of riboswitches.

5.5.2 Coordination chemistry of RNA

As a rough rule, monovalent ions are necessary for the formation of secondary structures, while divalent 
metal ions are needed to establish tertiary interactions within RNA (Figure 5.5.1). In small RNAs, monova-
lent ions may substitute divalent ions, but only at unphysiologically high, that is, molar, concentrations, 
which is concurrent with a major loss in activity [1]. The two biologically most relevant cations that interact 
with nucleic acids are K+ and Mg2+. Their concentrations in the cytosol are, at 1 mM (Mg2+) and 140 mM (K+), 
the highest among all monovalent and divalent metal ions [2]. The intracellular concentration of Na+ does not 
usually exceed 12 mM, therefore its influence on RNA is much smaller compared with K+ [3]. The most 
important role of K+ ions is to compensate the negative charge of the phosphate backbone, which will, in turn, 
allow closer distances between the phosphate groups in the folded secondary structure of the RNA. 
Nevertheless, the binding mode of K+ can be inner‐sphere. For example, typical structures that are supported 
by K+ ions are G‐quadruplexes – specific four‐stranded structures formed by guanine‐rich nucleic acids (for 
recent reviews, see [4, 5]).

Divalent ions, apart from being crucial for the mediation and stabilization of tertiary interactions, are also 
directly involved in the biological activity of ribozymes under physiological conditions. The usual divalent 
key player, Mg2+, is a hard metal ion that binds six ligands in an octahedral geometry and prefers hard ligands, 
such as oxygen, rather than nitrogen and sulfur atoms. Studying the specificity of Mg2+ binding to RNA is 
particularly challenging, since this ion is spectroscopically silent and difficult to distinguish from Na+ and 
H

2
O in crystal structures [2]. Moreover, its binding is quite weak, making it a difficult target for thermody-

namic studies. For these reasons, it is often difficult to show its specific binding site and, frequently, in 
experimental studies, Mg2+ needs to be replaced by Zn2+, Cd2+, Pb2+ or lanthanides as mimics [2, 7, 8]. Other 
metal ions are also used as mimics, for example Ca2+ has similar ligand preferences as Mg2+, but its complexes 

Figure 5.5.1 Schematic and simplified view of RNA folding. Monovalent ions are crucial for charge‐screening 
and secondary‐structure formation. Divalent ions (dark spheres) are needed to form tertiary interactions essential 
for a catalytically active architecture. Adapted from [6]. Reproduced with permission from [6]. Copyright © 2005 
WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim
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with monophosphate groups are 0.75 times weaker than those with Mg2+. Nevertheless, even low concentra-
tions of Ca2+ are able to substitute Mg2+ at specific places, inhibiting for example the cleavage of group II 
introns [9, 19]. Also, Mn2+ is a good example of a common mimic of inner‐sphere bound Mg2+ [11].

Potential sites of metal ion–RNA interactions include the oxygen atoms of each phosphodiester linkage, 
the N7 and N3 atoms of purines, the N1 of adenine, the N3 of cytosine, as well as the carbonyl oxygens at C6 
of guanosine, and at C2 and C4 of pyrimidines (Figure 5.5.2A) [12]. These sites are unprotonated and are 
therefore accessible for metal–ion binding at physiological pH. It is important to keep in mind that all nitro-
gen ligands mentioned are less basic than imidazole, and therefore have quite a low affinity towards most 
metal ions [13]. However, several exceptions to this rule exist – examples of nucleobase sites with pK

a
 values 

shifted towards neutrality are known and will be mentioned later in the text. The other sites such as guanine 
N1, uracil N3, and the exocyclic amino groups are usually protonated at physiological pH and are therefore 
unable to participate in metal coordination [14]. While considering potential metal binding sites in RNA, it is 
worth remembering, that RNA is not a simple single stranded random coil; metal ions have a variety of bind-
ing sites to choose from the RNA’s specific secondary and tertiary RNA motifs (Figure 5.5.2D). The most 
important motifs are summarized in Figure 5.5.2D (see also recent reviews [15, 16]).

Metal ions can bind in at least four different ways to their potential binding sites [14, 19]:

i. Nonspecific charge screening ions. Before RNA folds into compact forms, the charge of the phosphate 
backbone, which will be brought into close proximity, must be neutralized. This is done by numerous 
weakly and unspecifically bound monovalent and divalent metal ions [20].

(A)

(D)

(B) (C)

Figure 5.5.2 Metal ion coordination and RNA structures. (A) Most important metal ion coordinating atoms of 
RNA nucleobases (in bold) and important pKa values (adapted from references [1, 17]. (B) Inner‐sphere binding 
of Mg2+ to N7 of a guanosine. The remaining sites of the hexacoordinated Mg2+ are occupied by H2O. (C) Outer‐
sphere coordination of Mg2+ to N7 of a guanosine mediated by a water molecule [18]. (D) Schematic representa-
tion of specific secondary and tertiary RNA motifs: (i) double helix, (ii) hairpin, (iii) bulge, (iv) symmetric internal 
loop, (v) asymmetric internal loop, (vi) 3‐way junction, (vii) kissing loops, (viii) pseudoknot, and (ix) tetraloop 
receptor. Other tertiary structural motifs not described here, for simplicity, include the triple‐stranded helix, 4‐way 
and multihelical junctions as well as quadruplex structures
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ii. Electrostatically localized metal ions. Higher order RNA structures frequently contain well‐defined sites 
that have a higher affinity towards metal ions, often associated with an accumulation of negative electro-
static potential. Such binding is driven by electrostatics, and is not metal‐specific, therefore various metal 
ions or even protonated organic polyamines can be bound [20].

iii. Inner‐sphere site‐bound metal ions. These types of binding sites are strongly metal‐specific, and involve a 
direct interaction between a metal ion and a specific RNA binding site (Figure 5.5.2B). A common example 
of such binding is observed for K+, which fills almost every coordination site through direct interactions with 
phosphoryl oxygens and/or base heteroatoms [1]. Inner‐sphere bound Mg2+ are also commonly observed: 
the vast majority of site‐bound Mg2+ ions are partially dehydrated with direct RNA contacts [21, 22].

iv. Outer‐sphere site‐bound metal ions. These interactions occur through a “shell” of water molecules that 
are coordinated to the metal ion and that mediate the metal–RNA interactions. Usually, an extensive 
network of hydrogen bonds is formed between RNA and the water molecules of the first and second 
hydration sphere of the metal ion [2]. Every H

2
O molecule can form up to three hydrogen bonds to RNA 

sites (Figure 5.5.2C), reaching relatively high thermodynamic stabilities. Mg2+ is prone to form outer‐
sphere interactions because of its small ionic radius and high charge density, leading to a high hydration 
energy [14].

Several web tools are available for analyzing metal ion–RNA interactions in the PDB and other databases, 
such as MeRNA [23], MINAS [18], and SwS [24].

5.5.3 Ribozymes

5.5.3.1 Overview of the ribozyme world

The term ribozyme describes the composition of the main building block (ribonucleotides) and the activity 
(enzymatic) of this molecule. A ribozyme is thus an RNA or an RNA–protein complex capable of catalyzing 
specific biochemical reactions. Such functions, beyond the mere carriage of information, were first described 
at the end of the 1970s by Sidney Altman, who showed that the RNA moiety in RNase P (an RNA–protein 
complex) is responsible for catalytic activity of RNA cleavage [25]. A few years later, Thomas Cech described 
the catalytic activity of RNA in the absence of any protein [26]. Altman and Cech were rewarded for their 
groundbreaking discovery with the 1989 Nobel Prize.

Nowadays, ribozymes are found in the genomes of species from all the kingdoms of life and, based on their 
size, can roughly be divided into five classes, comprising small and large ribozymes. All of these employ metal 
ions within their structural elements, and most also have been shown to employ them directly for catalysis [14]. 
Not having a wide variety of building blocks (21 amino acids in proteins versus four nucleotides in RNA), 
and not having a residue with a pK

a
 close to neutral pH, RNAs learned to cope with this situation, taking 

advantage of those metal ions that are most ubiquitous in the cytoplasm.
Being both genetic materials and biological catalysts, ribozymes contributed to the RNA world hypothesis, 

which suggests that RNA may have been important in the evolution of prebiotic self‐replicating systems. 
Although most ribozymes are quite rare in the cell, their roles are essential to life. The structure, function, and 
relations with metal ions of naturally occurring small and large ribozymes will now be discussed.

5.5.3.2 Small ribozymes

In the last 30 years, several small (40–200 nucleotide), naturally occurring ribozymes have been discovered. 
According to their secondary structure and cleavage site, they can be divided into five classes: the hammer-
head [27], hairpin [28], hepatitis delta virus (HDV) [29], glmS [30] (Figure 5.5.3A), and Varkud satellite (VS, 
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structure not yet published) ribozymes. All five form different types of higher order structures, in which 
separate regions form mostly a pseudoknot (Figure 5.5.2D). Nevertheless, these small ribozymes share a 
common general mechanism of self‐excision.

Until recently, small ribozymes were known to occur only in the genomes of viruses, prokaryotes, and 
lower eukaryotes: The hairpin, hammerhead, and the HDV ribozymes play an important role in virus and 
viroid genome replication but are also found in transcripts of lower eukaryotes. The glmS ribozyme is found 
in Bacillus subitilis and the VS ribozyme is located in mitochondrial transcripts of the mould Neurospora 
crassa [31]. Only recently, small hammerhead [32] and HDV [33] related ribozymes were found in several 
mammalian genomes: the CoTC motif in the 3′‐untranslated region of the beta‐globin gene [34]; a discon-
tinuous hammerhead ribozyme in the 3′‐UTR of C‐type lectin type 2 genes [32]; a hammerhead ribozyme in 
an intron of a tumor suppressor gene [34]; and the CPEB3 ribozyme in an intron of the cpeb3 gene, which 
encodes a cytoplasmic polyadenylation element binding protein that is involved in the elongation of the 
polyadenine tail of messenger RNA, mediation of germ cell development, synaptic plasticity, learning, and 
memory [35].

To the best of our knowledge, all known natural small ribozymes catalyze the same internal phosphodiester 
isomerization reaction, yielding a 2′,3′‐cyclic phosphate and a 5′‐hydroxyl terminus (Figure 5.5.3B). The 
first step of this reaction is the activation of the 2′‐OH nucleophile by a general base, followed by an attack 
of this “oxygen anion” on the adjacent phosphate, and a protonation of the 5′‐oxygen leaving group by a 
general acid [19, 36]. Metal ions are unequivocally linked to conformational changes and catalysis within the 
hairpin, HDV, and VS ribozymes. In the hairpin ribozyme, catalysis requires docking of two loops from 
separate helical stems [37–39]. An analogous docking is observed in the VS ribozyme, and, in this case, a 
crucial change in the base‐pairing pattern is needed before catalysis [40]. Both reactions require the presence 
of mono‐ and divalent metal ions, and usually, during docking interactions, Na+ and Mg2+ ions are being taken 
up [41]. For catalysis of the HDV ribozyme, a Mg2+ ion needs to be present in the C75 active site, and it 
 dissociates directly after self‐cleavage [33, 42–44].

(A) (B)

Figure 5.5.3 Small ribozymes. (A) Three‐dimensional structures and metal ion binding sites of the natural small 
ribozymes: the hairpin ribozyme in the presence of Ca2+ (PDB ID 1M5K), the hammerhead ribozyme with Mn2+ 
(2OEU), the HDV ribozyme with Mg2+ (1SJ3) and the glmS ribozyme with Mg2+ (2NZ4). Divalent M2+ ions are 
shown as black spheres. (B) Mg2+ stabilizes the pre‐cleavage state of the HDV ribozyme. Panels have been drawn 
with MOLMOL [45]
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All ribozymes require the presence of metal ions for proper folding. The concentrations of mono‐, di‐, and 
trivalent metal ions required are specific to the individual ribozyme. As an example, under in vitro conditions, 
the hairpin ribozyme requires 1 M monovalent salts, 10 mM Mg2+ or 0.5 mM Co(NH

3
)

6
3+ to achieve similar 

folding [46]. A recent study on the HDV ribozyme suggests that monovalent metal ions might help the 
ribozyme to find the correct minimum‐energy native structure by destabilizing alternative misfolds, while 
divalent and trivalent metal ions are a better charge compensation in specific negative pockets [36].

In general, the function of metal ions in small ribozymes, is diverse [14]. As far as catalysis is  concerned, 
Mg2+ ions have a role in: (i) organizing the active site, (ii) organizing a network of water molecules 
that  facilitates proton transfer during the cleavage reaction, (iii) inducing the shift of pK

a
 values of 

nucleobases towards neutrality (a significant shift of pK
a
 values of adenine in the case of the hairpin 

ribozyme [47] or cytosine in the case of the HDV ribozyme [43]), or (iv) direct participation in catalysis, 
which would include the direct activation of the 2′‐OH nucleophile, electrostatic stabilization of the 
newly formed transition state, and the protonation of the 5′‐oxygen leaving group [41, 48, 49]. However, 
the last roles, usually employed by the large ribozymes, have not yet been directly demonstrated to be 
used by small ribozymes.

The type of coordination is crucial for catalysis. All divalent metal ions found in crystal structures of the 
hammerhead, hairpin, glmS, and HDV ribozymes remain at least partially hydrated [41]. Co(NH

3
)

6
3+ is a 

popular mimic of Mg2+ for complete outer‐sphere binding because its ammonia ligands are exchange‐inert 
[50]. In the case of the hammerhead ribozyme [51], the presence of only Co(NH

3
)

6
3+ impedes catalysis, 

proving that inner‐sphere contacts are necessary for its biological activity. This agrees well with the obser-
vation that the nature of the M2+ ion has a large effect on the catalytic rate, Mn2+ being the most proficient 
M2+ ion [52, 53]. Thus the trend observed proves a direct phosphate interaction of the catalytically crucial 
ion [1]. In contrast, outer‐sphere coordination is sufficient for catalytic activity of the hairpin, glmS and 
HDV ribozymes [54, 55].

Alongside natural ribozymes, selected engineered metal‐dependent ribozymes have also been developed 
in  vitro, such as the lead‐dependent ribozyme (a small self‐cleaving ribozyme that catalyzes its cleavage 
in  the presence of Pb2+) [56], the Diels–Alder ribozyme (able to catalyze reactions such as the acylation, 
alkylation, and formation of glycosidic bonds) [57], or allosteric ribozymes that respond to specific divalent 
metal ions [58]. For more details, please refer to recent review papers [46, 59].

5.5.3.3 Large ribozymes

Large ribozymes consist either solely of RNA (group I and II introns, bacterial RNase P) or are ribonucleo-
protein complexes (the spliceosome, ribosome, and RNase P). All have in common a strict requirement for 
Mg2+ ions to achieve their structure and function [19, 49, 60–63]. We will now briefly mention all five classes 
and later focus on group I and II introns, two ribozyme classes composed only of RNA.

The well‐known ribosome [64], a large ribonucleoprotein with an RNA‐based active site, catalyzes the 
formation of peptide bonds during translation. The crystal structure of the Haloarcula marismortui large 
ribosomal subunit showed 88 monovalent and 116 Mg2+ ions bound mostly to the rRNA [22]. Nine out of 
the 116 Mg2+ ions are fully outer‐sphere bound, while the remaining 107 show at least one inner‐sphere 
 coordination, mostly to a non‐bridging phosphate oxygen. Only one Mg2+ ion seems to be fully dehydrated 
[21, 22]. A recent structural and computational analysis of the Thermus thermophilus large ribosomal subunit 
shows that the role of RNA‐bound Mg2+ goes far beyond the neutralization of electrostatic repulsion and 
direct coordination of RNA functional groups. Mg2+ takes part in localizing and polarizing water molecules 
and in increasing the specificity of the interaction with the partner proteins [65]. The general role of metal 
ions in the ribosome is their contribution to structure and substrate recognition. A direct participation of metal 
ions in peptide bound formation has not yet been shown.
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The spliceosome is a massive complex of five RNAs and numerous proteins that catalyzes the removal of 
non‐self‐splicing introns from precursor mRNA in eukaryotes. Its catalytic core consists of three small 
nuclear RNAs (U2, U5, and U6) involved in substrate positioning and catalysis [61, 66, 67]. The spliceosome 
is evolutionally closely related to group II introns, having a similar splicing mechanism and a reminiscent 
structure of the active site. Both ribozymes utilize two Mg2+ ions to stabilize the transition state [68, 69]. The 
most likely candidates for Mg2+ coordination are two regions (termed U2 and U6) that pair with each other 
and with the pre‐mRNA substrate [70, 71]. Structural [72, 73] and NMR studies [74, 75] showed that a 
 specific Mg2+ coordinating residue is the conserved U80 in U6.

The catalytic mechanism of the eukaryotic spliceosome is closely related to that of other large ribozymes – 
group I and group II introns and ribonuclease P. All four groups employ a classical S

N
2 mechanism to cleave 

and ligate their phosphodiester backbones in order to be excised from the remaining exons [76, 77]. 
The cleavage results in the formation of a 5′‐phosphate and a 3′‐hydroxyl group and is based on the attack 
of an exogenous nucleophile. Cleavage further requires an appropriately oriented active site and an acti-
vated scissile phosphate. To fulfill both requirements, the presence of M2+ in close proximity to the active 
site is necessary [61].

RNase P is a ribonucleoprotein that catalyzes the removal of the 5′‐leader sequence from precursor tRNA 
[78]. Its catalytic core consists only of RNA and bacterial RNase P has also been shown to function in the 
absence of its protein unit [62].

Several crystal structures of the protein and/or RNA subunit of RNase P exist [79–82], but to date, no 
high resolution structural data are available. A 3.3 Å resolution structure of RNase P from Staphylococcus 
aureus is known [80]. Osmium(III) hexammine, used for phasing, was found in several regions of this 
enzyme. Two of the complexes bind in direct proximity to the active site, in the so‐called P4 region. Also, 
in Bacillus subtilis this region was shown to bind Zn2+ and cobalt(III) hexamine, which were used to mimic 
Mg2+ binding [83].

Group I and II introns are distinct classes of self‐splicing ribozyme introns, intervening RNA sequences 
that need to be removed from the primary transcripts to obtain the functional RNA. Both introns catalyze their 
own excision from pre‐mRNA, tRNA, and rRNA precursors and subsequently ligate the flanking exons to 
yield mature RNAs [60, 63, 84].

Group I introns have an average length of 400 nt (nucleotide) and share a characteristic secondary struc-
ture, which consists of nine paired regions folded into two domains [85]. The first group I ribozyme to be 
 discovered [26] and shown to directly require a Mg2+ ion to promote catalysis [86] was the group I intron 
ribozyme from Tetrahymena thermophilae. Since then, more than 2000 other sequences have been identified. 
A large amount of interest has been given to the folding pathway of group I introns; for example, the previously 
mentioned Tetrahymena folds very slowly from an unfolded state in the presence of only Mg2+ ions, at low 
ionic strength, but, if pre‐folded in the presence of Na+, then Mg2+ mediated refolding proceeds very fast [87].

The stabilization of this ribozyme’s tertiary structure is influenced by the charge density of the bound 
cation – the higher the charge density, the better the stabilization [88]. Azoarcus group I intron folds in a 
two‐step reaction [89, 90], while the correct folding of the Tetrahymena ribozyme is a three‐state reaction, in 
which the second step of folding leads to metastable misfolded intermediates [90, 91]. This middle step is 
affected by both charge and size of the metal ions present: correct folding is more likely to occur in the 
 presence of Mg2+ and Ca2+ rather than Sr2+ and Ba2+.

Crystal structures of the Azoarcus group I intron reveal 18 specifically bound K+ (via inner‐sphere contacts) 
and Mg2+ ions (both, inner‐ and outer‐sphere‐bound), five of which are located in the center of the ribozyme, 
within 12 Å from the scissile phosphate [92, 93]. Two of those five are Mg2+ ions that form five inner‐sphere 
contacts and are crucial for catalytic activity, since they activate the reaction, stabilize the transition state, and 
organize the structure of the active site. The remaining metal ions are responsible for tertiary contacts within 
the intron as well as contribute to the neutralization of the close‐by phosphate backbone‐negative charges.
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Group I introns require an exogenous guanosine to carry out the two ester‐transfer reactions [94]. Upon 
docking to the active site, the guanosines nucleophilic 3′‐OH attacks the phosphodiester bond at the 5′‐splice 
site resulting in a free upstream exon and the intron elongated by a G. In the second step, the 3′‐terminal 
intronic G now occupies the G‐binding site and the free 3′‐OH group of the upstream exon attacks the 
 3′‐splice site, ligating the exons and releasing the linear intron, extended by a 5′‐G (Figure 5.5.4A) (for 
details, see e.g., references [95–97].

Group I introns employ a two metal ion mechanism with a third metal ion present in the active site: one 
activates the exogenous guanine, the second neutralizes the charge of the leaving group, and the third stabi-
lizes the geometry of the leaving group (Figure 5.5.4B) [87]. The natural cofactor Mg2+ can be substituted by 
Mn2+ in the case of Tetrahymena group I intron, while in the presence of Ca2+, the ribozyme is able to fold 
properly, but its catalytical activity is blocked [98]. However, both the Thetrahymena [99, 100] and Azoarcus 
group I ribozymes [101] can be engineered in a way that they specifically require Ca2+ ions for splicing.

Group II intron ribozymes are significantly larger (600–2500 nt long) than group I introns with a con-
served secondary structure with six domains arranged around a central wheel (Figure 5.5.1). These RNAs are 
best known to catalyze their self‐excision, but they also perform a variety of other reactions including RNA 
and DNA hydrolysis as well as intron mobility into RNA and DNA substrates. First identified over 30 years 
ago [26], the primary sequence of group II introns is not well conserved, however the secondary and tertiary 
contacts are [103]. The domains are independent folding units that require the presence of an appropriate 
amount of metal ions to fold into an active tertiary structure [100]. The folding of group II introns is strongly 
dependent on metal ions and the necessary concentration of ions varies between group II introns from various 
species: it can reach values up to 2 M K+ [104] and between 0.1 and 100 mM Mg2+ [6, 105–107].

Out of the six domains, only domains 1 (D1) and 5 (D5) are indispensible. D2 stabilizes the ribozyme fold, 
D3 increases the rate of catalysis, D4 can contain an open reading frame that encodes a maturase protein, and 
D6 contains the conserved bulged adenosine that serves as a nucleophile during splicing (the so‐called branch 

(A) (B) (C) (D)

Figure 5.5.4 Splicing pathways of group I and II introns. (A) In the first step of group I intron splicing, the 3’‐OH 
of an exogenous GTP (or guanosine) attacks the backbone phosphate at the 5’‐splice site, thus cleaving off the 
5’‐exon. In the second step, the 3’‐OH of the 5’‐exon attacks the 3’‐splice site. (B) Transition‐state model of the first 
step of splicing of group I introns, based on the Tetrahymena ribozyme [60, 87]. (C) In group II intron splicing, first 
the 2’‐OH of the intronic branch point adenosine attacks the 5’‐splice site. The 5’‐exon is released and the intron 
forms a lariat structure. The second step joins the exons proceeding as in (A), but releasing the intron as a lariat. All 
steps of group I and II intron splicing are reversible. (D) Transition‐state model of the second step of splicing of 
group II introns, based on a crystal structure of the Oceanobacillus iheyensis intron [102]. Adapted from ref [60].
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point adenosine) [103]. One of the best‐described group II intron constructs is D135, a shortened version of the 
yeast mitochondrial Sc.ai5γ intron, composed only of domains D1, D3, and D5 [106]. D135 folds without 
kinetic traps in the presence of Mg2+ [108], the folding being rapid at 100 mM Mg2+ but very slow at physiolog-
ical Mg2+ concentration [109, 110]. Recent single molecule FRET (Förster Resonance Energy Transfer) studies 
[111] described details of D135 folding, confirming the absence of kinetic traps and identifying the presence 
of a particularly stable near‐native state. The presence of Ca2+ perturbs the global architecture and leads to 
two distinct subpopulations that do not interchange [9]. The rate‐limiting step of group II intron  folding is the 
compaction of D1, followed by rapid docking of other domains to this scaffold. Recently, within D1, specific 
binding of Mg2+ to a central region was identified, supposedly the first micro‐step of D1 folding [108, 112].

The specificity of Mg2+ is also obvious from the catalytic activity: Mg2+ can partially be substituted with 
Mn2+ [113], but other metal ions seem to have major inhibitory effects: only 50% activity of Sc.ai5γ was 
reached in the presence of Ca2+ and 100‐fold excess of Mg2+ [10]. The presence of 10 mM Ca2+, Mn2+, Ni2+, 
Zn2+, Cd2+, Pb2+ or [Co(NH

3
)

6
]3+, with 90 mM Mg2+ again causes a large decrease in splicing rate and in some 

cases RNA degradation [10].
Solution structures and accompanying studies of several domains and substructures of the Sc.ai5γ intron 

reveal multiple specific metal ion binding sites: the catalytic core domain 5 harbors Mg2+ ions at the bulge, the 
catalytic triad and the tetraloop; the branch domain 6 binds at least four Mg2+ ions [114], all in close proximity 
to the highly conserved branch adenosine [115]; the so‐called κ‐ζ region in D1, a complex three‐way junction 
being involved in the first as well as the last step of folding, is only structured upon Mg2+ binding; and the  
5′‐splice site recognition complex is only stable in the presence of Mg2+ ions [116, 117], even more when a 
DNA substrate is bound [118]. Intrinsic affinity constants for M2+ binding could be obtained for D6 [119, 120] 
and estimated for the other domains. Single molecule FRET studies revealed that splice site formation is highly 
sensitive to the M2+, the on and off rates of RNA binding being strongly influenced by the type of M2+ [121, 122].

Recently, the first crystal structures of five constructs of a Oceanobacillus iheyensis group II intron were 
published [123]. The 17 structures of those five constructs [107, 124–127] visualize different stages of splic-
ing, that is, the pre‐catalytic state [102, 127], the conformational rearrangements between the first and second 
splicing steps [101], the post‐catalytic state [106], the ligand‐free, linear form of the intron [102], and the 
retrotransposable form of the intron after target substrate binding [102]. For a detailed review see reference 
[123]. Numerous metal ions including Mg2+ and K+, Rb+, Tl+, Cs+, NH

4
+, Na+ and Ba2+ and K+ have been 

identified and described in detail [102]. Most importantly, these structures confirm earlier biochemical stud-
ies on direct M2+ involvement in catalysis [68]. In the first step of splicing, the nucleophilic adenosine 2′‐OH 
within D6 attacks the scissile phosphate; two Mg2+ ions stabilize the transition state – one activates the 
nucleophile and the other stabilizes the leaving group. In the second step, the 5′‐phosphate and 3′‐OH termini 
of the exons are ligated and the intron simultaneously released as a lariat (Figure 5.5.4, C and D). Both steps 
of this reaction are highly reversible – the free lariat group II introns can catalytically insert themselves into 
the same or other regions of RNA and DNA [84]. The metal ions involved in such a two‐metal ion mechanism 
have been putatively identified in the crystal structures [126]. Generally, group II introns offer a wealth of 
information on the role of metal ions in folding, structure, and catalysis, due to their size and complexity. For 
more detailed overviews on group II introns, please refer to references [1, 60, 84, 123].

5.5.4 Riboswitches

5.5.4.1 Overview of the riboswitch world

Little more than ten years have passed since a new mechanism of gene regulation was discovered in ribos-
witches [128–130]. These conserved RNA sequences are able to control gene expression through a highly 
specific interaction with a particular metabolite [131, 132]. They are involved in gene regulation mainly in 
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bacteria, but also in plants and fungi [133]. They are mostly found in the 5′‐untranslated region (UTR) of 
bacterial mRNAs where they modulate gene expression either at the transcriptional or translational level by a 
metabolite‐dependent rearrangement [134, 135], through an intron splicing mechanism [136], a self‐cleavage 
activation [30], or due to trans regulation [137]. As in the case of ribozymes, in riboswitches also, metal ions, 
in particular Mg2+, greatly influence the function and folding.

In general, riboswitches are composed of two domains, the aptamer and the expression platform [138]. 
The aptamer is a highly conserved region and is involved in the recognition and interaction with the ligand. 
The second domain varies more across species and contains gene control elements. Ligand binding causes a 
structural rearrangement in the aptamer region that leads to an altered expression of the downstream genes 
that usually encode proteins involved in the biosynthetic pathway or in the transport of the ligand 
itself  (Figure  5.5.5A). For example, in Escherichia coli an adenosyl cobalamin (B

12
) sensing riboswitch 

 regulates the expression of the btuB gene that encodes an outer membrane receptor responsible for 
 cobalamin’s transport into the periplasmic space [129].

(A)

(B)

Figure 5.5.5 Schematic representation of (A) the general mechanism of the riboswitch‐based gene‐regulation 
and (B) of the secondary structures of the riboswitches and their ligands described in this chapter. (A) Binding of 
the metabolite (shown as a star) to the aptamer region of the riboswitch provokes not only a structural rearrange-
ment of the aptamer but also of the downstream situated expression platform, finally leading to an altered gene 
expression. (B) The riboswitches shown in this figure are the Mg2+‐binding mgtA riboswitch of S. enterica in its 
bound form [139], the coenzyme B12‐binding btuB riboswitch from E. coli in its bound form [140], 171 and the 
general consensus secondary structure of the common molybdenum cofactor responding riboswitches in its 
unbound form [110]
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To date, about 20 classes of riboswitches have been identified that respond to different metabolites, such 
as purine‐related compounds, amino acids, coenzymes, Mg2+ cations, fluoride anions and a phosphorilated 
amino sugar [142, 143]. Moreover, many so‐called orphan riboswitches exist that are RNA sequences found 
in bacterial genomes that have peculiar riboswitch features, but whose metabolite is still unknown [144–146]. 
Since riboswitches are mostly found in bacteria and they are able to control gene expression by binding a 
particular metabolite with high affinity and specificity, they are an ideal target for antimicrobial drugs [147, 
148]. As seen for ribozymes, riboswitches also require metal cations to neutralize the strong electrostatic 
repulsions that would occur during folding. However, metals take part in the riboswitch‐based gene  regulation 
mechanism not only for folding but in many other different modes. We will next describe in detail how metal 
ions can influence the riboswitch folding process and the ligand recognition by the aptamer. Moreover, 
 significant attention is given to those riboswitches classes whose metabolite is or contains a metal ion. These 
are the Mg2+‐sensing riboswitches, the B

12
‐riboswitches, and the MoCo/TuCo‐riboswitches.

5.5.4.2 Metal ions assisting riboswitch folding and ligand recognition

In general, metal ions are also essential in riboswitch processes, mainly due to the electrostatic interactions 
with the polycharged backbone. Thus various biophysical and biochemical techniques have been utilized 
to elucidate the influence of metal ions, in particular Mg2+, on the riboswitch conformational rearrangement 
of different riboswitch classes, such as the riboswitches sensing S‐adenosylmethionine (SAM) [149–153], 
thiamine pyrophosphate (TPP) [154, 155], coenzyme B

12
 [156], and cyclic diguanylate (c‐di‐GMP) [157].

The SAM riboswitch class has been studied the most, probably due to the vast occurrence in the bacterial 
kingdom and due to its further classification into five different SAM riboswitch groups, each able to bind the 
metabolite in a different way [158]. Single molecule FRET studies performed with the SAM‐I riboswitch in the 
absence/presence of both Mg2+ and the ligand highlight the presence of three RNA conformational states [153]. 
The low FRET state, predominant in the absence of both Mg2+ and SAM, corresponds to a relatively open 
conformation. The presence of Mg2+ induces the formation of a new conformational state, characterized by 
helical stacking and a pseudoknot formation. Finally, a third population is observed at high Mg2+ concentra-
tions, which is further strongly stabilized upon SAM addition. This last conformation corresponds to the native 
folded state, characterized by additional helical stacking. Solid experimental evidence demonstrates how both 
Mg2+ and SAM are essential for the global gene regulation process, with the metal ion involved in the pre‐
organization of the ligand binding site and in the stabilization of the final native state [153]. Recently, strong 
cooperativity of Mg2+ and SAM has been shown in driving the SAM‐I riboswitch to the folded state and in 
stabilizing it [84]. Further FRET studies were performed with the SAM‐II class riboswitch, which is known to 
modulate the gene expression upon a metabolite‐induced pseudoknot formation [144, 159]. These experiments 
focused on the dynamics of the pseudoknot formation and revealed the presence of three FRET states [150], 
comparable to those observed for the SAM‐I riboswitch [153], however with Mg2+ allowing the formation of 
more compact species. Furthermore, SAXS (Small Angle X‐ray Scattering) data suggest that both Mg2+ and 
SAM alone are able to pre‐organize the RNA, even if both are necessary to lead the riboswitch to the native state 
[149]. NMR analyses have also been performed in order to elucidate the features of the secondary and tertiary 
interactions occurring in the presence of Mg2+ and the ligand, showing a hairpin undergoing a reorganization in 
the presence of SAM to form the pseudoknot determinant for the translation termination [149, 150].

Similar structural investigations have been conducted on the TPP riboswitch and on the c‐di‐GMP ribos-
witch [155, 157]. In the TPP riboswitch the ligand is bound by two helix “arms”, each recognizing a different 
functional moiety of the ligand [160]. The dynamics of these structural components have been investigated 
through smFRET studies, showing that one of the helices is predominantly in a folded conformation in the 
presence of Mg2+ alone, even if TPP provides further stabilization [155]. However, the ligand and the metal 
ion are both required to reach the native folded state.
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As far as the c‐di‐GMP riboswitch is concerned, four different structural folds were identified by FRET, 
with the stable bound population requiring the presence of both Mg2+ and ligand [157]. The riboswitch is not 
able to reach the final bound conformation in the absence of Mg2+, as demonstrated through experiments 
performed in the presence of only monovalent ions and a saturating amount of ligand [157].

The impact of metal ions on the folding of another important riboswitch, the B
12

‐sensing btuB riboswitch, 
has recently been investigated through biochemical assays, such as in‐line probing [156]. Mg2+ has been 
proven to be determinant to fold the btuB riboswitch in the correct binding competent conformation that is 
essential to bind coenzyme B

12
 [156]. Since some regions of this RNA show different K

D
 values towards 

Mg2+, a possible stepwise folding process was also proposed. Metal cations mediate the ligand recognition 
by riboswitches, especially when metabolites carry negatively charged moieties, such as phosphate or car-
boxylate groups. In the TPP riboswitch, Mg2+ ions are not only the determinant for correct folding, but they 
also mediate the ligand recognition. The TPP riboswitch recognizes different moieties of its ligand by two 
distinct subdomains, and the pyrophosphate group is situated in a pocket where one or more Mg2+ ions bind 
the ligand via inner‐ or outer‐sphere coordination [161–163]. Co‐crystallization experiments show that Mg2+ 
can be replaced by Mn2+, Ca2+ or Ba2+ to coordinate the pyrophosphate of TPP [162].

Similarly, in the flavin mononucletide (FMN) riboswitch, a non‐bridging oxygen of the phosphate group 
of the ligand is directly coordinated to a Mg2+ ion [164, 165]. In this case, Mg2+ can successfully be substi-
tuted by Ca2+, Ba2+ or Mn2+, but not by Cs+ [164]. Riboflavin, a similar molecule lacking the phosphate group, 
binds the FMN riboswitch with a 1000‐fold lower affinity, indicating the essential role of the phosphate 
group for the ligand recognition [164]. However, not only Mg2+ ions are able to significantly assist ligand 
recognition. For example it was found that the affinity of the lysine riboswitch to its ligand is 50–100 times 
weaker when Na+ or Mg2+ are present instead of K+ [166, 167], as lysine is located in the binding site with a 
K+ ion directly bound to its carboxylate group [166].

The importance of Mg2+ and other metal ions is certainly evident for the correct function and folding of 
riboswitches. However, what has to be kept in mind is that the real intracellular environment differs from the 
conditions commonly used for in vitro studies, as shown by SHAPE experiments on the adenine riboswitch 
[168]. The structural conformation that RNA adopts in vivo is different from that in vitro, indicating a great 
impact of the cellular environment on the compaction of the riboswitches [168]. Although structural in vitro 
studies provide great insights in the regulation mechanism of these RNAs, it is important to remember that a 
different behavior could occur in vivo.

5.5.4.3 Riboswitch ligands containing a metal

In the introductory part on riboswitches, we already listed the great variety of metabolites that these regula-
tory RNA sequences are able to sense. We will now focus on those riboswitches, which depend either on a 
metal ion (Mg2+), or require a metal‐containing cofactor as a natural ligand (coenzyme B

12
 with its cobalt 

center, the molybdenum cofactor (MoCo) and the tungsten cofactor (TuCo, also abbreviated as WCo)).

5.5.4.3.1 Mg2+‐sensing riboswitches

Earlier we extensively discussed the key role of Mg2+ ions for both riboswitch folding and assistance in ligand 
recognition. However, the importance of Mg2+ is not limited to these two cases; its role is even more pronounced 
in two different types of riboswitches, which have been found to be directly regulated by this metal ion.

In 2006, the first example of a metal‐sensing riboswitch was found in Salmonella enterica, regulating the 
expression of the mgtA gene, which is furthermore regulated by the PhoP protein (Figure 5.5.5B) [169]. 
Recently, it has been proven that the mgtA riboswitch follows a new alternative mechanism of gene regula-
tion, a Rho‐dependent transcription termination [139]. Biochemical assays demonstrated that high Mg2+ con-
centrations allow the mgtA riboswitch to reach a structural conformation, which favors the binding of Rho, 
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inducing premature transcription termination [170]. Moreover, NMR studies on the anti‐terminator loop of 
the mgtA riboswitch of Yersinia enterocolitica highlighted the presence of specific Mg2+ binding sites that are 
probably widespread in the whole riboswitch. Interestingly, a Mg2+ binding site described is located in an 
AU‐rich region [171].

Among the various existing orphan riboswitch classes, one was designated as an Mg2+‐sensing type and 
named the M‐box. The first experiments with the M‐box riboswitch revealed the ability of Mg2+ to induce 
transcription termination. However, differently from the mgtA riboswitch, the M‐box carries an intrinsic tran-
scription terminator sequence. The formation of this terminator is primarily responsible for the regulatory 
mechanism [172]. The X‐ray crystal structure of the M‐box riboswitch from mgtE highlighted the presence 
of six Mg2+ ions exhibiting many inner‐ and outer‐sphere interactions in a specific recognition site of the 
aptamer [172]. Despite the presence of further four K+ ions in this crystal structure, it has been demonstrated 
that the M‐box RNA is able to reach the correct folded conformation even in the absence of monovalent ions, 
while the presence of Mg2+ is strictly required [172].

Riboswitches usually bind only a single metabolite to undergo the structural rearrangement required for 
gene regulation. The presence of more Mg2+ ions bound to the M‐box represents a peculiar feature of 
this riboswitch class and could be associated with a cooperative influence exercised by the sensed metabolite. 
To further investigate the characteristics of these binding pockets the crystal structure of the M‐box in the 
presence of Mn2+ ions has been solved (it was demonstrated that the presence of Mn2+ does not influence the 
overall RNA folding) [173]. This new crystal structure shows the presence of eight binding sites, six of them 
being the same as those observed in the Mg2+‐structure and the other two having already been suggested to be 
Mg2+‐binding sites by previous biochemical experiments [173].

The mgtA and the M‐box riboswitches are well‐defined examples of metal‐sensing RNA. If we make a 
comparison with the “protein world” and remember that proteins are able to respond to different metal ions, 
it should be considered that the existence of other riboswitch classes recognizing different metal ions is 
highly probable.

5.5.4.3.2 B
12

‐riboswitches

The B
12

‐riboswitch class is rather well investigated and in recent years, numerous biochemical studies have 
been conducted in order to elucidate the features of these mRNAs in different bacterial families, such as 
Escherichia coli, Thermotoga lettingae, Desulfitobacterium hafniense [140, 156, 174–177]. However, it was 
not until 2012 that the first X‐ray structures of these riboswitches were published. The B

12
‐riboswitches are 

the largest and most complex known riboswitches and coenzyme B
12

 (AdoCbl) is the most complex of all 
known vitamins and one of the few organometallic compounds present in nature (Figure 5.5.5B).

AdoCbl is constituted of a cobalt center surrounded by the large corrin ring. The coordination sphere is 
completed by two apical ligands, an adenosyl group and a dimethylbenzimidazole moiety. Cobalamins are 
essential cofactors for enzymatic reactions in all living organism [178]. The B

12
‐riboswitches are abundant 

across bacterial classes and control gene expression of proteins involved in cobalamin biosynthesis and well 
as transport at the level of both transcription termination and translation initiation [129]. In 2012, two papers 
were published providing detailed molecular insight into the cobalamin–riboswitch system, thanks to the 
high‐resolution X‐ray structures obtained [179, 180]. Batey and coworkers introduced an interesting classifi-
cation of the cobalamin‐binding riboswitches in two different groups, based on the effective B

12
‐derivative 

bound to the RNA. Although the natural ligand associated to the B
12

‐riboswitches is traditionally AdoCbl, 
biochemical assays proved that some riboswitches interact with methylcobalamin (MeCbl) and aquocobala-
min (AqCbl) with a 500‐fold higher affinity [180].

Looking at the secondary structures of the riboswitches tested it is clear that the absence of the P6‐extension 
allows the interaction only with compounds with a small upper apical ligand, such as MeCbl and AqCbl. 
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This finding was clarified by the solved structures of the env8 riboswitch bound to AqCbl, the 
Thermoanaerobacter tengcongensis B

12
‐riboswitch bound to AdoCbl and the Symbiobacterium thermophi-

lum B
12

‐riboswitch bound to AdoCbl [179, 180]. The selectivity of these riboswitches derives from the con-
formational differences in the peripheral extensions that determine the ability of the binding core to dissect 
between the large and the small apical ligand of B

12
 metabolites.

Interestingly, in all the mentioned B
12

‐riboswitches, the major contributing binding forces derive from 
hydrophobic packing and electrostatic interactions, while the great hydrogen‐bonding potential of the ligand 
is not fully exploited. Moreover, it was demonstrated the importance of metal ions for the B

12
‐riboswitch to 

reach the active binding conformation, as already discussed in the Section 5.4.2 [156].

5.5.4.3.3 MoCo/TuCo‐riboswitches

In 2007, through a computational method known as CM finder comparative genomics pipeline, 22 novel 
structured RNA sequences were identified in bacteria [145]. Between them, a riboswitch candidate was 
shown to sense the molybdenum cofactor (MoCo) (Figure 5.5.5B) [181].

MoCo is constituted of a molybdenum center covalently bound to the two thiolate groups of a tricyclic 
pyranopterin. Mo‐dependent enzymes mostly use the metal in the form of MoCo and usually catalyze key 
redox reactions in the carbon, nitrogen, and sulfur cycles [141]. Early bioinformatic studies found 176 exam-
ples of this MoCo–RNA motif as a highly conserved aptamer region; moreover, these aptamer regions are 
followed by sequences that can form different expression platforms commonly found in other riboswitches 
[145]. The moaA RNA of E. coli is the representative of the MoCo–riboswitch class most studied in bio-
chemical assays [181, 182]. The most recent studies highlight a complex scenery for the moaA‐dependent 
gene regulation, also involving the so‐called CsrA (carbon storage regulator) protein [182]. This is the first 
example of an RNA‐aptamer to be recognized by a protein (CsrA) and a small metabolite (MoCo) in an inde-
pendent manner. Further studies showed that the P2 stem and the junctions undergo a structural rearrange-
ment that could lead to the formation of the metabolite‐binding site. Unfortunately, the high chemical 
instability of MoCo does not allow direct testing of the RNA‐ligand interactions.

An analogus tungsten cofactor (TuCo) is found in some species of Clostridia and thermophilic archaean 
[183]. In these organisms, tungsten, instead of molybdenum, is incorporated in the molybdopterin (MPT) 
compound to form the corresponding cofactor. Hence, the question arises as to whether MoCo–RNA motifs 
are able to differentiate between these two such similar cofactors. The moaA riboswitch of E. coli does not 
respond to the presence of TuCo, thus indicating the presence of features that allow MoCo, but not TuCo, to 
interact with the RNA.

From the sequence alignment of MoCo–‐RNA motifs, a classification in two groups can be made, based 
on the presence or absence of the P3 stem [181]. Interestingly, the RNA sequences carrying the P3 stem are 
only associated with genes encoding proteins related to MPT or MoCo, while 17 of the 19 RNA motifs lack-
ing the P3 stem are associated with genes related to MPT or TuCo. Therefore, from the structural point of 
view, the selectivity towards MoCo and TuCo seems to derive from the presence or absence of the P3 stem. 
Concerning the regulation mechanism, the binding of MoCo to the moaA riboswitch leads to a structural 
 rearrangement that influences the transcription of the whole moaABCDE operon [181, 184].

5.5.5 Summary

In this chapter, we provide a short overview of the world of metal ions and RNA, an exciting and relatively 
unexplored field of studies. The complicated relationship between these two partners goes far beyond simple 
electrostatics, with metal ions being an absolute necessity for proper RNA folding, recognition, and catalysis. 
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Although often underestimated, Mg2+ ions in particular form important and complex associations with RNA. 
Ubiquitous in the cytoplasm, Mg2+ has a distinct coordination chemistry but stabilizes an unknown wealth of 
different RNA motifs and structures [12].

In general, the formation of RNA tertiary structures depends on four parameters: (i) RNA sequence, 
(ii) metal‐ion identity, (iii) metal‐ion concentration, and (iv) the presence of RNA binding proteins and poly-
amines. Two out of these four requirements are metal‐ion related. Most certainly, the world of riboswitches 
and ribozymes would not be complete without their metallic partners.
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5.6
DNA Switches and Machines

5.6.1 Introduction

DNA nanotechnology is a rapidly developing research area that implements nucleic acids as functional 
 building materials for the assembly of nanostructures, nanodevices, and nano‐composites of programmed 
properties and functions [1–5]. The unique structural and functional properties of DNA originate from the 
information encoded in the base sequences of the biopolymers. Structural features of DNA include the forma-
tion of duplex nucleic acid via adenine–thymine (A–T) and guanine–cytosine (G–C) base pairing, ion‐driven 
stabilization of guanosine (G)‐quadruplexes [6–9], pH‐stimulated proton‐stabilized cytosine (C)‐quadruplex 
(i‐motif) structures [10–13], or ion‐stimulated, and cooperatively‐stabilized duplex DNA structures through 
the formation of T–Hg2+–T [14–16] or C–Ag+–C bridges [17–19], Figure 5.6.1(A). Also, sequence‐specific 
DNA structures dictate the binding of proteins to the nucleic acids [20–23], or provide instructive information 
for enzymes that manipulate DNA, for example, the cleavage of DNA by endonucleases or nicking enzymes 
[24–27]. Functional information encoded by the base sequence in the nucleic acid structures includes the 
sequence‐specific recognition of low molecular weight substrates or macromolecules (aptamers) [28–32], or 
the catalytic functions of nucleic acids (DNAzymes or ribozymes) [33–37]. For example, Figure 5.6.1(B) 
depicts the aptamer complexes with cocaine [38, 39] or thrombin [40, 41], and Figure 5.6.1(C) exemplifies 
the  hemin–G‐quadruplex horseradish peroxidase (HRP)‐mimicking DNAzyme [42–46] or the metal‐ion 
dependent hydrolytic DNAzyme [47–49].

The structures of DNA are controlled by the energy associated with the respective assemblies, and the 
interactions of the DNA structures with external triggers might reconfigure the DNA nanostructures, and 
even introduce new reactivity patterns controlled by the energy stabilizing the different states. For example, 
the stability of duplex DNA is controlled by the number of base pairs and the nature of bases (G–C 
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(A)

(B)

(C)

Figure 5.6.1 (A) Self‐assembly of G‐quadruplex, i‐motif, and metal‐ion bridged DNA nanostructures. (B) Examples 
of aptamer–cocaine and aptamer–thrombin complexes. (C) Examples of the hemin–G‐quadruplex horseradish 
peroxidase (HRP)‐mimicking DNAzyme and the metal‐ion dependent hydrolytic cleavage DNAzymes
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base pairing is energetically favored over A–T base pairing). As a result, a duplex DNA (1–2) that includes a 
single‐stranded toehold undergoes strand displacement in the presence of an auxiliary strand (3), which 
reveals enhanced stability [50], as outlined in Figure 5.6.2(A). The rate of strand‐displacement is, similarly, 
dictated by the degree of base‐pairing stability, Figure 5.6.2(B). Likewise, pH‐driven transitions between 
i‐motif structures and random‐coil configurations, Figure 5.6.2(C), or metal‐ion-assisted formation of duplex 
DNA structures and their separation by ligands that bind the ions, Figure 5.6.2(D), represent dynamic transi-
tions triggered by external stimuli. These unique structural and functional features of DNA provide a “rich“ 
toolbox for using nucleic acids as attractive materials in bio‐nanotechnology. Indeed, recent advances 
have addressed the use of nucleic acids as building blocks to construct one‐dimensional (1D) [51–53], two‐
dimensional (2D) [54–56], and three‐dimensional (3D) [57–59] nanostructures, to implement the DNA 
 nanostructures as scaffolds for the organization of enzymes [60–64] or nanoparticles [65–68], for applying 
nucleic acids for sensing [69–72], for using DNA–nanoparticle conjugates for nano‐medicine [73–77], for 

(A) (B)

(C) (D)

Figure 5.6.2 (A) The strand‐displacement principle. (B) Theoretical modeling of the kinetics of DNA strand 
displacement as a function of base‐pairing numbers and base‐pair compositions in the toehold domain. 
Reproduced with permission from [50]. Copyright 2009 American Chemical Society. (C) pH‐switchable formation 
and dissociation of an i‐motif DNA nanostructure. (D) Metal-ion‐stimulated formation of a duplex DNA nano-
structure and its dissociation by ligand–metal‐ion affinity interactions



developing DNA computing circuits [78–82], and for constructing nanoscale devices by using DNAs as tem-
plates [83–87], for the synthesis of nanomaterials, for example, metallic nanowires [88, 89].

A major research area in DNA nanotechnology involves the development of DNA switching systems and 
DNA machines [90–94]. DNA switches and machines include several fundamental features. (i) The DNA 
switches or machines duplicate functions of macroscopic devices. They undergo cyclic “ON/OFF” opera-
tions, or they stimulate mechanical transitions such as rotation or translocations. (ii) The DNA switches or 
devices are triggered by external stimuli acting as “fuels”. The reverse operation of the devices requires 
the addition of a stimulus that opposes the fuel trigger, and thus it is often termed, as “anti‐fuel”. (iii) The 
utilization of the fuel–anti‐fuel often generates a “waste” product, similar to the utilization of the fuels in 
macroscopic machines. (iv) The operation of the DNA devices is energy‐driven, and the different “mechani-
cal” or “switchable” operations are energetically downhill, ∆G < 0. A DNA switch represents a mechanical 
device that reconfigures reversibly between two states, A and B, in the presence of fuel and anti‐fuel compo-
nents, respectively, Figure 5.6.3(A). The switched process exhibiting different DNA structures, or eventually 
the structures, might lead to “ON/OFF” switchable functionalities such as electrical, optical, and plasmonic 
properties, or catalytic functions. DNA machines or devices exhibit fuel–anti‐fuel‐driven switchable 
 operations across several different states, Figure 5.6.3(B). Such molecular devices may reveal energetically 
controlled configurations or functions along the operation paths.

(A)

(B)

Figure 5.6.3 (A) Switchable, cyclic, transitions between two states using fuel and anti‐fuel stimuli. (B) Multiplexed 
fuel and anti‐fuel-driven transitions between different states (states A to D)
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Beyond the intellectual curiosity in the fabrication of DNA devices, the practical applications of DNA 
machines hold great promise. These include the use of DNA machines as logic gate devices [95–98], the 
application of DNA machines for nano‐medicine (drug carriers and release systems) [99–103], for controlled 
and programmed synthesis [104–107], and for the use of DNA machines as functional materials to control 
optical properties [108–110]. Substantial progress in designing DNA machines has been demonstrated, 
and  the advances in the development of DNA machines have been addressed in several reviews [90–94]. 
The  present chapter aims to exemplify several principles to assemble DNA switching devices and DNA 
machines, and to discuss the potential applications. Specifically, we wish to highlight the existing structural 
and functional “tool‐boxes” of nucleic acids to assemble DNA switches and machines, and to highlight the 
perspectives of the area within the broad topic of DNA nanotechnology.

5.6.2 Ion‐stimulated and photonic/electrical‐triggered DNA switches

The ion‐stimulated control of DNA nanostructures has been widely implemented to develop DNA switches. 
The pH‐induced transitions of random‐coil to i‐motif nanostructures, the metal‐ion-induced conversion 
of random‐coil to G‐quadruplex assemblies, and the metal-ions bridging of nucleotide bases (C–Ag+–C or 
T–Hg2+–T), Figure 5.6.1(A), represent the means to reversibly switch DNA structures between two different 
states. Similarly, physical stimuli, such as optical or electrical signals, can be used to trigger the reversible 
switching of DNA devices. For example, photoisomerizable azobenzene units may control the stability of 
DNA duplexes [111–113], Figure 5.6.4. While the intercalation of trans‐azobenzene units into duplex DNAs 
cooperatively stabilizes the double‐stranded structure, the photoisomerized cis‐azobenzene isomer lacks 
affinity for the duplex DNA, and this might separate the duplex structure due to insufficient base‐pairing 
stability. Similarly, an electrical trigger might either reduce metal ions to the metals or reversibly oxidize 
the metals to metal ions. This provides a general route to deplete or regenerate metal ions from the DNA 
 surroundings. As a result the DNA nanostructures may be switched between ion‐stabilized or ion‐lacking 
configurations. This chapter will exemplify the tailoring of DNA switches by ions or physical triggers such 
as photonic or electrical signals.

5.6.2.1 Ion‐stimulated DNA switches

The pH‐stimulated switchable transitions between a hairpin structure, state I, and a hybrid DNAzyme–i‐motif 
nanostructure, state II, is exemplified [114] in Figure  5.6.5(A). The hairpin structure (4a), includes, in 
domain  a, the C‐rich sequence that might lead at an acidic pH to the energetically-stabilized i‐motif 
 structure. Domain b of the hairpin consists of the G‐rich sequence that may lead to the self‐assembly of 
the  G‐quadruplex. At neutral pH, the base pairing between G–C bases of domains a and b leads to the 

Figure  5.6.4 Light‐induced transitions between single strands and duplex DNA nanostructures using photo-
isomerizable azobenzene units as intercalators



 stabilization of the hairpin structure (4a). At acidic pH, pH = 5.2, domain a of (4a) self‐assembles into the 
i‐motif structure, leading to the separation of the hairpin to the hybrid (4b) composed of the i‐motif and the 
G‐quadruplex units. The association of hemin to the G‐quadruplex yields the horseradish peroxidase mimick-
ing DNAzyme that catalyzes the H

2
O

2
‐mediated oxidation of 2,2′‐azino‐bis(3‐ethylbenzothiazoline‐6‐ 

sulfonic acid), ABTS2–, to the colored product, ABTS•–. The subsequent neutralization of the system, pH = 
7.0, separates the i‐motif structure, and this dissociates the hemin–G‐quadruplex counter component by regen-
erating the energetically favored hairpin structure (4a). By subjecting the system to cyclic pH changes between 
pH = 7.0 and pH = 5.2 the system was switched between the hairpin structure (4a) and the catalytically active 
hemin–G‐quadruplex–i‐motif hybrid nanostructure (4b), Figure 5.6.5(B). A related system has implemented 
the i‐motif structure for the switchable activation of the Mg2+‐dependent DNAzyme [115], Figure 5.6.5(C). 
The single strands (5) and (6) include, in domains I and II, the base sequences corresponding to the Mg2+‐
dependent DNAzyme, and in domains III and IV, the binding sequences for the association of the DNAzyme 
substrate (7). The sequences V and VI in (5) and (6), respectively, included the sequences corresponding to 

(A) (C)

(B) (D)

Figure 5.6.5 (A) Cyclic pH‐triggered switchable transitions of a functional hairpin structure, state I, into an 
i‐motif‐hemin–G‐quadruplex DNAzyme conjugate, state II, and the reverse process. (B) Absorbance changes 
upon the H+‐triggered formation of the i‐motif‐hemin–G‐quadruplex DNAzyme conjugate, state II, that catalyzes 
the H2O2‐mediated oxidation of ABTS2– to ABTS•–, switched “ON”, and the OH–‐induced switched “OFF” system, 
state I. Inset: Cyclic absorbance changes upon switching the system between states I (a) and II (b), respectively. 
Reproduced with permission from [114] The Royal Society of Chemistry. (C) Cyclic pH‐induced switchable 
assembly and separation of the Mg2+‐dependent DNAzyme using an i‐motif bridging unit. The activity of 
the  DNAzyme is followed by the fragmentation of the fluorophore–quencher (F–Q)‐modified substrate, and 
the generation of fluorescence. (D) Fluorescence changes upon the cyclic switchable activation (H+) and deacti-
vation (OH–) of the Mg2+‐dependent DNAzyme. Inset: Switchable fluorescence changes upon the pH‐stimulated 
“OFF” (a) and “ON” (b) activation of the DNAzyme. Reproduced with permission from [115] The Royal Society 
of Chemistry
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the i‐motif nanostructure. At neutral pH, 7.2, the subunits (5) and (6) exist as separate components, with no 
catalytic function. At pH = 5.8, the i‐motif structure formed between the respective subunits yields the loop 
domain of the Mg2+‐dependent DNAzyme that cooperatively binds the substrate (7) to form the supramo-
lecular DNAzyme–substrate hybrid. In the presence of Mg2+ ions, the DNAzyme is activated, resulting in the 
cleavage of the ribonucleobase‐containing substrate (7). As the substrate (7) is functionalized at its 3′‐ and 
5′‐ends with a fluorophore–quencher pair, which results in the quenching of the fluorophore, the cleavage of 
the substrate results in a fluorophore‐functionalized nucleic acid that provides a fluorescence readout signal 
for the DNAzyme functions. The neutralization of the system dissociates the i‐motif structure, leading to the 
separation of the subunits (5) and (6). By the cyclic pH‐stimulated formation and dissociation of the i‐motif 
unit, the system was switched between a catalytically active structure and a catalytically inactive system, 
respectively, Figure 5.6.5(D).

Different metal ions, such as K+, Pb2+ or Tb3+, are known to stabilize G‐quadruplex structures [116, 117]. 
The elimination of the ions from the quadruplexes by appropriate affinity ligands can then be used to switch 
the G‐quadruplex into a random coil structure. By the secondary association of stabilizing components to 
the G‐quadruplex structures, the switchable transitions between the G‐quadruplex and random coil 
 configurations may then lead to switchable functionalities (such as catalytic functions) of the systems. 
Figure 5.6.6(A) depicts the Pb2+ ion‐stimulated assembly and dissociation of a G‐quadruplex structure and 
the switchable control of the fluorescence properties of a fluorophore interacting with the reconfigured 
states [118]. The strand (8) includes the G‐quadruplex sequence and this is partially blocked by the 
 complementary strand (9) through the formation of a duplex structure. In the presence of Pb2+ ions the duplex 
is separated by forming the energetically stabilized Pb2+–G‐quadruplex. Subjecting the system to the 
1,4,7,10‐tetraazacyclododecane‐1,4,7,10‐tetraacetic acid (DOTA) ligand eliminates the Pb2+ ions, through 
the formation of the Pb2+–DOTA complexes, leading to the dissociation of the G‐quadruplex. The secondary 
association of Zn(II)‐protoporphyrin to the G‐quadruplex results in an enhanced fluorescence of the 
 fluorophore. According to the treatment of the duplex DNA structure (8)–(9) with Pb2+ and the subsequent 
DOTA‐stimulated release of Pb2+ ions from the Pb2+‐stabilized G‐quadruplex lead to the cyclic formation 
and dissociation of the G‐quadruplex. This results in the switchable binding and dissociation of the Zn(II)‐
protoporphyrin (ZnPPIX) fluorophore to the G‐quadruplex and leads to high and low fluorescence  properties 
of the system, respectively, Figure 5.6.6(B). A related system has implemented the switchable formation 
and dissociation of a K+‐stabilized G‐quadruplex to cycle the catalytic functions of the Mg2+‐dependent 
DNAzyme [119], Figure 5.6.6(C). The strands (10) and (11) include the domains I and II, corresponding to 
the G‐quadruplex subunits, and the domains III and IV include the sequences corresponding to the Mg2+‐
dependent DNAzyme. In the absence of K+ ions, the strands (10) and (11) are separated and the system 
lacks catalytic functions. In the presence of K+ ions, the G‐quadruplex structure combines the strands (10) 
and (11) resulting in a stable loop sequence of the Mg2+‐dependent DNAzyme that cooperatively binds the 
ribonucleobase‐containing DNAzyme substrate (12). In this structure, the Mg2+‐dependent DNAzyme is 
activated, leading to the cleavage of the substrate. Subjecting the system to 18‐crown‐6-ether leads to the 
elimination of K+ ions from the G‐quadruplex and to the separation of the nanostructure to a catalytically 
inactive mixture of the individual components. By the cyclic addition of K+ ions and 18‐crown‐6‐ether, the 
catalytic functions of the system were switched between “ON” and “OFF” states, respectively. By labeling 
of the substrate (12) with a fluorophore–quencher pair, the catalytic cleavage of the substrate by the Mg2+‐
dependent DNAzyme could be followed by the fluorescence changes generated by the fluorophore‐labeled 
fragmented product. Figure  5.6.6(D) depicts the fluorescence changes corresponding to the switchable 
“ON/OFF” activation and deactivation of the catalytic functions of the system in the presence of the K+ and 
18‐crown-6‐ether, respectively.

The further metal‐ion-stimulated reconfiguration of a duplex DNA to a G‐quadruplex structure on elec-
trode surfaces is exemplified [120] in Figure 5.6.7(A). The cyclic structural transitions were followed by 



electrochemical means. The thiolated nucleic acid, (13), was assembled on an Au electrode, and the  
ferrocene‐labeled nucleic acid, (14), exhibiting partial complementarity to (13) was hybridized with (13) to 
yield the duplex structure (13)–(14), which includes two loop regions I and II that are composed of the 
G‐quadruplex subunits. In the presence of K+ ions, the duplex structure reconfigured into the K+‐stabilized 
G‐quadruplex. The subsequent treatment of the G‐quadruplex structure with 18‐crown‐6‐ether eliminates the 
K+ ions, resulting in the duplex structure. The ferrocene redox label associated with the different nanostruc-
tures exhibits different spatial orientations. While in the duplex structure, the ferrocene redox labels are 
spatially separated from the electrode, giving rise to a low voltammetric response, Figure 5.6.7(B), curve (a), 
and the ferrocene units associated with the reconfigured G‐quadruplex are in close proximity to the electrode 
surface, leading to a high voltammetric signal, Figure 5.6.7(B), curve (b). The cyclic, switchable transitions 
between the duplex configuration and G‐quadruplex structure of (13)–(14) were then followed by the 
 electrical responses of the ferrocene redox labels, Figure 5.6.7(B), inset.

(A) (C)

(B) (D)

Figure 5.6.6 (A) Pb2+‐stimulated switchable reconfiguration of a duplex DNA structure into the Pb2+‐stabilized 
G‐quadruplex structure, and the reverse separation of the G‐quadruplex by the DOTA‐assisted elimination 
of  the Pb2+ ions. The formation and disassociation of the G‐quadruplex are followed by the binding of Zn(II)‐ 
protoporphyrin IX (ZnPPIX) to the G‐quadruplex (high fluorescence) and by the depletion of the fluorescence of 
ZnPPIX upon dissociation of the G‐quadruplex. (B) Fluorescence spectra corresponding to: (a) the ZnPPIX bound 
to the Pb2+-ion-stabilized G‐quadruplex and (b) the free ZnPPIX formed upon the DOTA‐stimulated separation 
of  the G‐quadruplex. Reproduced with permission from [118]. Copyright 2010, American Chemical Society. 
(C)  K+ ion‐stimulated switchable “ON/OFF” activation and deactivation of the Mg2+‐dependent DNAzyme. 
The DNAzyme is formed by the K+ ion‐stimulated bridging of the DNAzyme subunits through the formation 
of a G‐quadruplex. The Mg2+‐dependent DNAzyme is separated into its subunits by the 18‐crown‐6‐ether (CE)‐
induced elimination of the K+ ions from the G‐quadruplex. The switchable supramolecular system is followed by 
the Mg2+‐dependent DNAzyme cleavage of a fluorophore–quencher (F–Q)‐functionalized substrate. (D) Time‐
dependent fluorescence changes upon (a) the K+ ion‐stimulated activation of the Mg2+‐dependent DNAzyme and 
(b) the subsequent CE‐stimulated elimination of K+ ions and switched “OFF” the DNAzyme.Reproduced with 
permission from [119]. Copyright © 2014, WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim
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(A)

(B)

Figure 5.6.7 (A) Electrochemical transduction of the cyclic transitions between a ferrocene‐labeled double‐loop 
duplex DNA nanostructure and a K+ ion‐stabilized G‐quadruplex structure associated with the electrode. The 
G‐quadruplex is formed in the presence of K+ ions whereas the G‐quadruplex reconfigures into the double‐loop 
duplex nanostructure in the presence of 18‐crown‐6‐ether (CE). (B) Voltammetric responses of the ferrocene units 
in: (a) the double‐loop duplex structure and (b) the G‐quadruplex DNA structure. Inset: Cyclic voltammetric 
responses upon treatment of the modified electrode in the presence of CE (a) and K+ ions (b). Reproduced with 
permission from [120]. Copyright © 2010, WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim



Metal ions such as Ag+ or Hg2+ are known to form complexes with cytosine (C) or thymine (T) bases, 
respectively (C–Ag+–C or T–Hg2+–T) [14–19]. Such complexes might cooperatively stabilize the 
 formation of duplex DNA structures. The ligand‐induced elimination of metal ions from the duplex 
assemblies may then lead to the separation of the strands. By the appropriate design of nucleic acid 
strands, the metal‐ion-induced formation or dissociation of functional DNA nanostructures was 
 demonstrated. Figure 5.6.8(A) depicts the design of two strands (15) and (16) that include the sequences 
which can assemble in domains I and II of the strands, under appropriate conditions, into the G‐ quadruplex 
structure. The binding of hemin to the resulting G‐quadruplex yields the horseradish peroxidase (HRP)‐
mimicking DNAzyme [121]. The domains III and IV include partial complementarities and C–C 
 mismatches. The complementarity of domains III and IV provides insufficient stabilization energy to 
form a stable duplex structure with the concomitant assembly of the G‐quadruplex. However, in the 
 presence of Ag+ ions, the bridging C–Ag+–C complexes stabilize the generated duplex structure between 
domains III and IV, leading to the co‐stabilization of the G‐quadruplex unit. The association of hemin to 
the G‐quadruplex then yields the hemin–G‐quadruplex HRP‐mimicking DNAzyme, which catalyzes the 
oxidation of ABTS2– by H

2
O

2
 to the colored product ABTS•–. Subjecting the catalytically active 

 nanostructure to the cysteine (Cys) ligand, eliminated Ag+ ions from the duplex nanostructures, resulting 
in the separation of the strands (15) and (16), and to the depletion of the catalytically active properties of 
the system. That is, by the cyclic treatment of the system with Ag+ ions and cysteine, the switchable 
“ON” and “OFF” activation and deactivation of the catalytic functions of the system were achieved. 
Similarly, Figure 5.6.8(B) shows the implementation of Hg2+ ions, and the cysteine ligand, to control the 
switchable catalytic functions of the hemin–G‐quadruplex HRP‐mimicking DNAzyme [122]. The strands 
(17) and (18) include the G‐rich sequences in domains I and II, providing the subunits to assemble the 
G‐quadruplex. The tethers III and IV include partial complementarities to the auxiliary strand (19) and 
T–T mismatches between the tethers III, IV, and strand (19). Under appropriate conditions, and in the 
absence of Hg2+ ions, the G‐quadruplex consisting of (17)–(18) is energetically stabilized. The binding 
of hemin to the G‐quadruplex yields the HRP‐mimicking DNAzyme that catalyzes the H

2
O

2
‐mediated 

oxidation of luminol to yield chemiluminescence as the readout signal. Treatment of the system with 
Hg2+ ions separates the G‐quadruplex structure while reconfiguring the system into a catalytically  inactive 
duplex composed of the scaffold (19) that binds the subunits (17) and (18) by cooperative base pairing 
and T–Hg2+–T bridges, resulting in the stabilization of the hybrid (19)–(17)+(18). Addition of cysteine to 
the resulting structure eliminated the co‐stabilizing Hg2+ ions, resulting in the separation of strands (17) 
and (18) from the scaffold (19), and to their reassembly into the catalytically active hemin–G‐quadruplex 
HRP‐mimicking DNAzyme nanostructure. By the cyclic treatment of the system with Hg2+ ions and 
cysteine, the nucleic acid structures were reversibly switched between a catalytically inactive configura-
tion of (19)–(17)+(18) and a catalytically active nanostructure of the hemin–G‐quadruplex DNAzyme, 
respectively, Figure 5.6.8(C).

5.6.2.2 Photonic and electrical triggering of DNA switches

Reversible photoisomerizable chromophores may interact differently with duplex DNA structures, thus lead-
ing to the cooperative photochemical control of the stabilities of nucleic acid duplexes [123]. Specifically, 
photoisomerizable azobenzene derivatives exhibit light‐controlled affinities toward double‐stranded nucleic 
acids. While trans‐azobenzene intercalates into duplex DNA structures, leading to the co‐stabilization of the 
double‐stranded configuration, the ultraviolet (UV) irradiation of trans‐azobenzene yields cis‐azobenzene 
that lacks binding affinity to the duplex DNA structure. The reverse visible light photoisomerization of 
cis‐azobenzene to trans‐azobenzene can then be used to re‐stabilize the duplex DNA structure.

DNA switches and machines 443



(A)
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Figure  5.6.8 (A) Switchable assembly of a catalytic hemin–G‐quadruplex HRP‐mimicking DNAzyme in the 
presence of Ag+ ions, and its separation in the presence of cysteine (Cys). Reproduced with permission from [121]. 
Copyright © 2009, WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim. (B) Cyclic Hg2+–Cys-stimulated,  switchable, 
reconfiguration of a duplex structure to a hemin–G‐quadruplex DNAzyme and the reverse process. The recon-
figuration is imaged via probing the biocatalyzed generation of chemiluminescence by the hemin–G‐quadruplex 
catalyzed oxidation of luminol by H2O2. (C) Chemiluminescence spectra corresponding to: (a) the system in the 
hemin–G‐quadruplex configuration and (b) the Hg2+ ion‐stabilized reconfigured duplex assembly. Inset: Cyclic 
chemiluminescence intensities upon switching the system between the hemin–G‐quadruplex structure (a) and 
the Hg2+‐stabilized duplex (b). Reproduced with permission from [122]. Copyright 2013, American Chemical 
Society



This photo‐controlled stabilization–destabilization of duplex DNA structures has been implemented to 
switch  the functional and structural properties of supramolecular DNA systems. Figure  5.6.9(A) depicts 
the  light‐controlled switchable “ON/OFF” activation and deactivation of the Mg2+‐dependent 
DNAzyme [124]. The hairpin structure (20) is co‐stabilized by trans‐azobenzene units, tethered as internal 
photoisomerizable components. The loop region includes the Mg2+‐dependent DNAzyme sequence in a caged 
catalytically inactive configuration. UV‐stimulated photoisomerization of the trans‐azobenzene units  to 

(A)

(B)

(C)

(D)

Figure  5.6.9 (A) Photoinduced cyclic switching of an azobenzene‐modified hairpin structure into a Mg2+‐
dependent DNAzyme and the reverse photo‐triggered process. (B) The light‐induced “ON/OFF” activation of the 
Mg2+‐dependent DNAzyme followed by the cleavage of the DNAzyme substrate and applying gel electrophoresis 
to identify the fragmented products. Reproduced with permission from [124]. Copyright © 2010, WILEY‐VCH 
Verlag GmbH & Co. KGaA, Weinheim. (C) Photoinduced reconfiguration of a DNA tetrahedron structure between 
an extended configuration, state A, and a compressed structure, state B. (D) Cyclic fluorescence monitoring of the 
light‐induced transitions between states A and B, respectively. Inset: Cyclic fluorescence intensity changes at 
λ = 520 nm, corresponding to: (a) extended state A and (b) compressed state B. Reproduced with permission from 
[125] The Royal Society of Chemistry
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the cis‐state weakens the stability of the stem region, resulting in the reconfiguration of the hairpin  structure 
into the Mg2+‐dependent DNAzyme structure, which is stabilized by hybridization with the ribonucleobase‐
containing DNAzyme substrate (21). The DNAzyme‐catalyzed cleavage of substrate (21) yielded fragmented 
nucleic acid products that were followed electrophoretically. The reverse visible light photoisomerization of 
the cis‐azobenzene units to trans‐azobenzene regenerated the catalytically inactive trans‐azobenzene‐ 
stabilized hairpin structure. Through the cyclic irradiation of the system with UV light and visible light, the 
catalytic functions of the system were switched between “ON” and “OFF” states, respectively, Figure 5.6.9(B). 
The cyclic photo‐stimulated reconfiguration of a DNA nanostructure has been demonstrated by the 
 reversible transitions of a DNA tetrahedron across an extended configuration (state A) and a compressed 
structure (state B) [125], Figure 5.6.9(C). The strands (22), (23), (24), and (25) include complementarities 
that enable the formation of a DNA tetrahedron. In the presence of the co‐added trans‐azobenzene‐
modified strand (26), the tetrahedron adapts an extended configuration, state A, where the trans‐
azobenzene units of (26) co‐stabilize the duplex between the auxiliary strand (26) and the complementary 
domain associated with strand (25). UV‐stimulated photoisomerization of the trans‐azobenzene units to 
cis‐azobenzene released the strand (26) and the resulting free single‐stranded domain in (25) folded into a 
hairpin structure, leading to the compression of the tetrahedron, state B. By the internal modification of 
strand (25) with a fluorophore–quencher (F–Q) pair, the structural transitions of the DNA tetrahedron 
between the extended configuration, state A, and the compressed structure, state B, could be followed by 
fluorescence spectroscopy, Figure 5.6.9(D). In the extended structure, the system revealed higher fluores-
cence while the compressed system showed lower fluorescence, due to the enhanced quenching of the 
fluorophore. Through the cyclic photoisomerization of the system between the trans‐ and cis‐azobenzene 
isomers, the cyclic, switchable transitions of the DNA tetrahedron between states A and B were demon-
strated, Figure 5.6.9(D) inset.

The photochemical stabilization of duplex nucleic acid structures by means of trans‐azobenzene photoi-
somerizable units was further implemented to switch the cyclic aggregation/de‐aggregation of Au nanopar-
ticles (Au NPs) [126], Figure 5.6.10(A). Two types of Au NPs, I and II, were prepared, where Au NPs of 
type I were modified with the nucleic acid (27) and the Au NPs of type II were functionalized with the 
azobenzene‐modified nucleic acid (28). The nucleic acids (27) and (28) include partial complementarity, but 
this is insufficient to stabilize duplex structures between the NPs. In the presence of the trans‐azobenzene 
units the cooperative stabilization of the duplex structures between (27) and (28) proceeds, leading to the 
aggregation of the NPs. The UV photoinduced isomerization of trans‐azobenzene units to the cis‐ azobenzene 
state separates the bridging DNA duplexes that crosslinked the NPs, leading to de‐aggregation of Au NPs. 
By the cyclic photoisomerization of the system with UV light and visible light, the Au NPs system was 
switched between de‐aggregated and aggregated states, respectively, and the transitions were followed spec-
troscopically, Figure 5.6.10(B).

DNA switches may be similarly triggered by electrical signals. This is exemplified with the electrically 
triggered transitions between a Pb2+ ion‐stabilized G‐quadruplex and a random‐coil structure  [127], 
Figure 5.6.11(A). In the presence of Pb2+ ions, the nucleic acid (29) is stabilized as a G‐quadruplex. The 
electrochemical reduction of Pb2+ ions and the deposition of metal Pb0 on the electrode support lead to 
the separation of the G‐quadruplex, and to the random coil structure. Incorporation of crystal violet (CV) into 
the system leads to low fluorescence of CV in the presence of the G‐quadruplex state and to high fluorescence 
upon interaction with the random coil configuration. Thus, by the electrochemical reduction of the Pb2+ ions 
to Pb0 and the reverse oxidation of Pb0 to Pb2+ ions, the system was cycled between the random‐coil structure 
and the Pb2+ ion‐stabilized G‐quadruplex, respectively, and the switching events were followed by the 
 fluorescence intensities of CV, Figure 5.6.11(B).



5.6.3 Switchable DNA machines

The different stimuli used for the cyclic switching of the structures or functions of DNA assemblies can be 
also implemented to drive switchable devices that perform machine‐like functions, such as tweezers 
[119, 128–130], walkers [122, 131, 132], gears [133], rotors [134], and more [135, 136]. The mechanical 
 functions of DNA nanostructures may be driven in cyclic switchable directions, and can proceed across two 

(A)

(B)

Figure 5.6.10 (A) Photochemically controlled aggregation and de‐aggregation of Au NPs using azobenzene‐
modified nucleic acid bridges. (B) Absorption spectra corresponding to: (a) the trans‐azobenzene stimulated 
aggregated Au NPs and (b) the cis‐azobenzene‐induced de‐aggregated Au NPs. Inset: Cyclic absorbance changes, 
at λ = 530 nm, upon the aggregation (a) and de‐aggregation (b) of the Au NPs. Reproduced with permission from 
[126]. Copyright 2012, American Chemical Society
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distinct states or along several different states. Furthermore, the DNA machines can operate on surfaces, 
thereby allowing the transductions of the switchable molecular functions by the surfaces, for example, 
 electrochemical transductions of the different states of the DNA machines [122, 135]. In this sub‐section, the 
operation of cyclic and switchable DNA machines in solution and on surfaces will be discussed.

5.6.3.1 Two‐state switchable DNA machines

The opening and closing of supramolecular DNA structures mimicking the functions of macroscopic tweezers 
have been demonstrated using different fuels–anti‐fuels as triggering stimuli. Figure 5.6.12(A) depicts the 
operation of DNA tweezers using nucleic acids as fuel and anti‐fuel triggers [128]. The tweezers consist of 

(A)

(B)

Figure  5.6.11 (A) Electrochemically induced formation and dissociation of the Pb2+ ion‐stabilized 
G‐ quadruplex. The voltammetric reduction of Pb2+ ions to Pb0 separates the G‐quadruplex while the oxidation of 
Pb0 to Pb2+ ions regenerated the Pb2+‐stabilized G‐quadruplex. (B) Voltammetric step corresponding to the oxida-
tion of Pb0 and the reduction of Pb2+ ions to Pb0 and the concomitant fluorescence changes upon the dissociation 
of crystal violet from the G‐quadruplex and its interaction with the separated G‐rich random‐coil strand. 
Reproduced with permission from [127] Elsevier



two “arms” (30) and (31) bridged together by the strands (32) and (33). In the presence of the fuel strand (33′), 
the bridging strand (33) is displaced, through the formation of the energetically‐favored duplex (33)–(33′), 
resulting in the opening of the tweezers, state A. Re‐addition of strand (33), results in the bridging of the 
“arms” and the closure of the tweezers, state B. The labeling of the bridging strand (32) with a fluorophore–
quencher (F–Q) pair provides a fluorescence probe for the opening and closing of the tweezers. The close 
proximity between the fluorophore and quencher in the closed tweezers (state B) leads to effective quenching 
of the fluorophore, while the spatial separation of the fluorophore from the quencher in the open tweezers (state 
A) leads to less efficient quenching of the fluorophore. The cyclic switching of the tweezers structures between 
closed and open states was then followed by the fluorescence intensities of the fluorophore probe, Figure 5.6.12(B). 
A related approach has implemented pH as fuel–anti‐fuel triggers that switch the tweezers device [129], 
Figure  5.6.12(C). The nucleic acids (34) and (35) act as the tweezers “arms”, and these are bridged by the 

(A) (B)

(C) (D)

Figure 5.6.12 (A) Switchable transitions of a DNA tweezers structure using the strand‐displacement mecha-
nism. (B) Probing the “mechanical” functions of the DNA tweezers by fluorescence. Reproduced with permission 
from [128]. Copyright © 2000, Rights Managed by Nature Publishing. (C) pH‐stimulated reversible opening and 
closure of the DNA tweezers. (D) Fluorescence properties of the open (a) and closed (b) states of the tweezers. 
Inset: Cyclic fluorescence changes upon the pH‐stimulated opening and closure of the tweezers. Reproduced 
with permission from [129]. Copyright 2009, American Chemical Society
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nucleic acid strands (36) and (37). The strands (34) and (35) include C‐rich sequences that self‐assemble 
into i‐motif structures at acidic pH (pH = 5.2) in domains I and II, respectively. The binding of the “arm” 
units (34) and (35) with the bridging strands (36) and (37) at neutral pH (pH = 7.2), yields the closed con-
figuration of the tweezers, state C. At acidic pH (pH = 5.2), the arms reconfigure into the energetically 
favored i‐motif structures that result in the release of the bridging strand (37) and the opening of the  tweezers, 
state D. Neutralization of the system (pH = 7.2) dissociates the i‐motif structures, resulting in the rebinding 
of strand (37) to the “arms” and the closure of the tweezers, state C. By labeling of the bridging nucleic acid 
(36) with a fluorophore–quencher (F–Q) pair, the cyclic mechanical “transitions” of the tweezers system 
between the open and closed states were followed by the fluorescence intensities of the fluorophore probe, 
Figure 5.6.12(D).

Similarly, light stimuli, and photoisomerizable azobenzene intercalators, have been applied to switch 
tweezer structures between open and closed states [130], Figure 5.6.13(A). The tweezers consisted of two 
“arm” strands (38) and (39) bridged by the nucleic acid strands (40) and (41), resulting in the closed tweezers, 
state A. The bridging strand (41) included internally modified trans‐azobenzene photoisomerizable units. 
The trans‐azobenzene units cooperatively stabilized the duplex structures between domains I and II, 
 associated with the “arms” (38) and (39), and the complementary sequences of bridging unit (41), through 
intercalation into the double‐stranded regions. UV‐light irradiation of the system (330–350 nm) photoisomerized 
the trans‐azobenzene units to the cis‐azobenzene state, which lacks affinity for the duplex structures. This 
weakened the duplex regions between the “arms” and bridging strand (41), resulting in the separation of 
strand (41), and the opening of the tweezers, state B. The reverse irradiation of the open tweezers and the 
separated strand (41) with visible light (440–460 nm) photoisomerized the cis‐azobenzene units to the trans‐
azobenzene state, leading to the re‐hybridization of the trans‐azobenzene‐modified strand (41) with the 
“arms” of the tweezers, and to the closure of the molecular devices. By the reversible light‐induced switching 
of the azobenzene units between the trans‐ and cis‐azobenzene states, the tweezers were cycled between 
closed (state A) and open (state B) configurations. As the bridging strand (40) linking the tweezer “arms” (38) 
and (39) is functionalized with a fluorophore–quencher (F–Q) pair, the fluorescence of the fluorophore label 
provided a means to follow the mechanical functions of the DNA device, Figure 5.6.13(B).

Furthermore, the formation of K+‐stabilized G‐quadruplexes, and the dissociation of the quadruplexes by 
the elimination of the K+ ions, have been applied to reversibly switch the opening and closing of the DNA 
tweezers [119], Figure 5.6.13(C). The tweezers consist of two “arm” strands (42) and (43) bridged together by 
the bridging strands (44) and (45), resulting in the closed tweezers, state C. The domains I and II in the “arms” 
include G‐rich sequences, which, under appropriate conditions, can self‐assemble into the G‐quadruplexes. 
Subjecting the closed tweezers to the K+ ions results in the self‐assembly of domains I and II into K+‐stabilized 
G‐quadruplexes, the separation of linker strand (45) from the supramolecular structure, and the opening of 
the tweezers, state D. The subsequent addition of the kryptofix [2.2.2] receptor eliminates the K+ ions from 
the G‐quadruplexes, resulting in their separation. This leads to the re‐hybridization of strand (45) with the 
“arms”, and to the closure of the tweezers. As the bridging unit (44) is modified by a fluorophore–quencher 
(F–Q) pair, the opening and closing of the tweezers are probed by the fluorescence intensities of the fluoro-
phore. Figure 5.6.13(D) shows the cyclic fluorescence changes upon switching the tweezers across states C 
and D using K+ ion and kryptofix [2.2.2] as triggers.

A different mechanical DNA device includes the reversible and switchable stimuli‐triggered walk‐over of 
a DNA strand between two footholds associated with a nucleic acid scaffold [131]. This is exemplified in 
Figure  5.6.14(A) with the cyclic, photoinduced transitions of a nucleic acid strand L (46) between two 
nucleic acid footholds (47) and (48) hybridized with a nucleic acid scaffold (49). The nucleic acids (47) and 
(48) include protruding single‐stranded tethers I and II, which provide the binding sites for walker unit L 
(46). The protruding tether II is internally modified with azobenzene photoisomerizable units, and the two 
tethers I and  II exhibit partial complementarities to the “moving” element L. When the azobenzene 



photoisomerizable units, associated with tether II, exist in the cis‐configuration, which lack affinity towards 
duplex nucleic acid structure, the “walker” L forms the energetically stabilized duplex with tether I, state A. 
Photoisomerization of the cis‐azobenzene units to the trans‐configuration results in a strand‐displacement 
process where the walker element L steps‐over to tether II, to yield the energetically favored duplex between 
walker element L and tether II, state B, originating from the cooperative stabilization of the duplex as a result 
of intercalation of the trans‐azobenzene units into the hybrid. Subjecting state B to the UV‐irradiation 
isomerizes the trans‐azobenzene components into the cis‐configuration. This weakens the binding 
 interactions between walker L and tether II, resulting in the reverse strand‐displacement process, and the 

(A) (B)

(C) (D)

Figure  5.6.13 (A) Photoinduced opening and closure of DNA tweezers modified with photoisomerizable 
azobenzene units. In the trans‐azobenzene configuration the tweezers are closed, whereas in the cis‐azobenzene 
state the tweezers are opened. The opening and closing of the tweezers is followed by labeling the bridging strand 
with a fluorophore–quencher pair and following the fluorescence of the fluorophores in the different states. 
(B) Fluorescence spectra of the system: (a) in the closed state (b) in the open state. Inset: Cyclic fluorescence 
changes upon switching the tweezers between the open (a) and closed (b) states. Reproduced with permission 
from [130]. Copyright © 2008, WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim. (C) K+–cryptate stimulated 
opening and closing of DNA tweezers. The open and closed states of the tweezers are transduced by the fluores-
cence intensities generated by a fluorophore–quencher modified-bridging unit: closed state – low fluorescence; 
open state – high fluorescence. (D) Fluorescence spectra corresponding to: (a) the closed tweezers and (b) the open 
tweezers. Inset: Cyclic fluorescence intensities upon the reversible opening and closure of the tweezers in the 
presence of K+ ions and cryptate (CP), respectively. Reproduced with permission from [119]. Copyright © 2014, 
WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim
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translocation of L to foothold I exhibiting energetically favored base‐pairing hybridization. Through the 
cyclic irradiation of the system with visible light (440–460 nm) or UV light (300–350 nm), the walker unit L 
is reversibly switched between states B and A, respectively. By the internal modification of footholds (47) 
and (48) with two different fluorophores, F

1
 and F

2
, and via the labeling of the “walker” unit L (46) with a 

quencher unit, Q, the time‐dependent transitions of the “walker” across the two different states, and the 
switchable mechanical functions of the DNA device could be probed by the fluorescence features of F

1
 and 

F
2
, Figure 5.6.14(B). While in state A, F

1
 revealed low fluorescence and F

2
 showed high fluorescence, state B 

showed high fluorescence of F
1
 and low fluorescence of F

2
.

The operation of two‐state DNA machines was further examined on surfaces, particularly on electrode 
supports. This enables to probe and transduce the mechanical properties of the molecular structures by 
 electrochemical means. Figure 5.6.15(A) depicts the cyclic operation of a “DNA arm” on an Au electrode 
surface [135]. The thiolated nucleic acid (50) was assembled on an Au electrode and it acted as a scaffold for 
the construction of the “arm” components on it. The β‐cyclodextrin (β‐CD), receptor was functionalized with 
nucleic acid (51), and the conjugate was hybridized with domain I of the scaffold (50). The nucleic acid (52) 
was functionalized at its 5′‐end with the redox‐active ferrocene (Fc) label and it folded into a stable hairpin 
structure, where the free tether II′ was hybridized with domain II of the scaffold. The hybridization of the 
(51)‐modified β‐CD receptor and of the ferrocene‐functionalized hairpin structure (52) with the scaffold 

(A) (B)

Figure 5.6.14 (A) A light‐induced two‐state DNA walker device driven by the reversible photoisomerization of 
cis‐ and trans‐azobenzene units. (B) Fluorescence imaging of the two‐state device using two fluorophores (F1 and 
F2) associated with the footholds and a quencher (Q) unit linked to the walker unit. Panel I: Time‐dependent 
fluorescence changes upon translocation of the walker system from states A to B. Panel II: Time‐dependent fluo-
rescence changes upon translocation of the walker from state B to state A. Reproduced with permission from 
[131]. Copyright 2012, American Chemical Society



generated state A. Subjecting the system to the fuel strand (53) opens the hairpin structure, leading to a 
 flexible Fc‐labeled arm that binds the ferrocene probe to the β‐CD receptor, to yield state B of the device. 
Treatment of state B with the anti‐fuel strand (53′) displaces the fuel strand (53) while generating the 
 energetically stabilized duplex (53)–(53′) as waste product. The release of strand (53) from the hybrid struc-
ture reconfigures the “arm” in the caged configuration of the energetically favored hairpin structure. As the 
spatial positions of the ferrocene redox‐active label vary in states A and B, the voltammetric responses of the 
redox probe transduce the positions of the arm. Through the cyclic treatment of the system with the fuel (53) 
and anti‐fuel (53′) strands, the position of the arm is controlled between states B and A, respectively, 
Figure 5.6.15(B).

The cyclic walk-over of a nucleic acid strand between two footholds associated with a DNA scaffold 
 associated with an electrode was similarly transduced by electrochemical means [122], Figure 5.6.16(A). The 
thiolated nucleic acid (54) was assembled on an Au electrode. The nucleic acid (55) was hybridized with domain 
I of the scaffold and its single‐stranded protruding tether provided foothold a of the device. The nucleic acid 
(56) was hybridized with domain II of the scaffold, and its single‐stranded protruding tether b acted as the 
 second foothold of the “walker” device. The walker unit (57) includes a G‐rich region, capable of forming, 
under appropriate conditions, the G‐quadruplex, and it is hybridized with foothold b of strand (56), where the 
G‐rich sequence is caged in a duplex configuration, state A. Although the “walker” strand includes partial com-
plementarity to foothold a of strand (55) it rests as duplex on foothold b due to favored energetic base pairing. 
In the presence of the fuel strand (58) the strand displacement of walker unit (57) from foothold b.

(A) (B)

Figure 5.6.15 (A) Activation of a DNA “arm” on a nucleic acid scaffold associated with an electrode. The arm 
device consists of a nucleic acid foothold (51) functionalized with a β‐cyclodextrin (β‐CD) receptor, and a second 
foothold composed of the “arm” sequence (52) modified by a ferrocene redox‐label, caged in a hairpin structure, 
associated with the scaffold (50). The opening of the hairpin by the fuel (Fu) strand releases the ferrocene‐labeled 
“arm” that binds to the β‐CD receptor. The removal of the fuel strand by the anti‐fuel (aFu) strand results in the 
regeneration of the cagedarm configuration in the energetically stabilized hairpin structure. The cyclic transitions 
of the “arm” between states A and B are followed by the voltammetric responses of the ferrocene redox‐label. 
(B) Voltammetric responses of the ferrocene redox‐label (a) and (c) correspond to state A, (b) and (d) correspond 
to state B. Inset: Switchable voltammetric responses of the DNA “arm” upon switching the system between states 
A and B, respectively. Reproduced with permission from [135] The Royal Society of Chemistry
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(A)

(B)

Figure 5.6.16 (A) A two‐step walker on an electrode surface driven by fuel and anti‐fuel strands. The transition 
of the walker from state A to state B is accompanied by the generation of the hemin–G‐quadruplex DNAzyme 
electrocatalyst. The reverse transition of the walker from states B to A is stimulated by the removal of the fuel 
strand, the separation of the G‐quadruplex and the translocation of the walker back to the original position on 
the scaffold. The position of the walker is transduced by the electrocatalyzed cathodic currents generated by the 
hemin–G‐quadruplex DNAzyme‐catalyzed reduction of H2O2. (B) Cyclic voltammograms corresponding to the 
electrocatalyzed cathodic currents corresponding to: (a) system in state A and (b) system in state B. Inset: Cyclic 
current responses of the walker system upon the reversible switching of the walker between state A (a) and state 
B (b). Reproduced with permission from [122]. Copyright 2013, American Chemical Society



proceeds due to the favored duplex stability between foothold b and the fuel strand (58). The displaced 
walker strand (57) then translocates to the less‐favored foothold a by its hybridization with domain a of 
strand (55), state B. The displaced walker strand (57) results in, however, the uncaging of the G‐rich region 
that self‐assembles into the G‐quadruplex. The association of hemin to the resulting G‐quadruplex yields 
an active electrocatalyst for the electrochemical reduction of H

2
O

2
 to water. Subjecting the system in state B 

to the anti‐fuel strand (58′) results in the displacement of the fuel strand (58) from foothold b, while form-
ing the stable duplex structure (58)–(58′) as a waste product. The release of the fuel strand from foothold 
b triggers the reverse walk-over process, where the walker unit (57) is translocated back to foothold a of 
strand (55), state A,  forming the energetically stabilized duplex (57)–(55). The separation of the hemin–
G‐quadruplex depletes the electrocatalytic functions of the system. Through the cyclic treatment of the 
system with the fuel and anti‐fuel strands, the reversible switchable transitions of the “walker” between 
states B and A were  transduced by the electrocatalytic “ON/OFF” functions of the hemin–G‐quadruplex 
structure, Figure 5.6.16(B).

5.6.3.2 Multi‐state DNA machines

Enhancing the complexity of the supramolecular DNA machines allows the design of multi‐state devices. 
The dictated reversible transitions across different states can proceed by two alternative methods: (i) the 
implementation of the strand‐displacement principle using different fuel strands that follow a programmed 
gradient of energies of the duplexes corresponding to the different states, and the application of anti‐fuel 
strands to control the reverse processes – this method is feasible, yet the number of states is limited due to the 
equilibrium population of the different states; (ii) the implementation of different triggering stimuli such 
as pH, ions/ligands, photochemical stimuli, and so on, for the generation of the different states.

Figure 5.6.17(A) depicts the construction of a “DNA gear” operating across three states using DNA fuel 
and anti‐fuel strands and the strand displacement principle [133]. The gear is composed of two DNA rings 
α to which the strands (59)–(61) and (62)–(64) were hybridized, to form the ring structures R

A
 and R

B
, 

respectively. The nucleic acid strands (59)–(61) of ring structure R
A
 include protruding single‐stranded 

tethers T
1

A, T
2

A, and T
3

A, and similarly, the nucleic acids (62)–(64) of the ring structure R
B
 include protrud-

ing single‐stranded tethers T
1

B, T
2

B, and T
3

B. Subjecting the rings R
A
 and R

B
 to the fuel strand L

1
 bridges 

the tethers T
1

A and T
1

B to yield the gear element consisting of the interconnected rings R
A
 and R

B
, state I. 

Treatment of the system with the second fuel strand L
2
 leads to the bridging of the tethers T

2
A and T

2
B to 

yield the doubly‐bridged rings R
A
 and R

B
, state II. The further treatment of state II with the anti‐fuel strand 

L
1
′ eliminates the primary bridging fuel strand L

1
 through the formation of the energetically stabilized 

duplex L
1
–L

1
′, to yield state III. The transition from state I to state III represents a one‐step rotation of ring 

R
A
 with respect to ring R

B
. By the stepwise treatment of the nanostructure with additional fuel and  

anti‐fuel strands the connected circles (gear) were rotated one against the other in anti‐clockwise or 
 clockwise directions.

Different triggers have been implemented to drive a cyclic switchable “bipedal‐walker” device operating 
across three different states [132], Figure 5.6.17(B). The system consists of a DNA scaffold composed of four 
inter‐hybridized DNA units (65)–(66), (66)–(67), (67)–(68), and (68)–(69). The scaffold includes four 
 protruding single‐stranded tethers I, II, III, and IV, to which the strands (70), (71), (72), and (73) are hybrid-
ized as footholds for the triggered binding of the bipedal walker unit. The walker element consists of two 
“pedals” (74) and (75) hybridized with a “bar” unit (76). The single‐stranded tethers associated with  footholds 
(70), (71), (72), and (73) were labeled with four different fluorophores F

1
, F

2
, F

3
, and F

4
, and the bar unit (76) 

was functionalized at its 5′‐ and 3′‐ends with the quenchers Q
1
 and Q

2
, respectively. In the rest position of the 

system the energetically favored hybridization of the bipedal walker element occurred on footholds I and II 
of strands (70) and (71), state A. The pedal (74) includes, however, partial complementarity to the 
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single‐stranded tether III of (72) and T–T mismatches with the foothold III. In the presence of Hg2+ ions, 
the pedal (74) forms an energetically favored duplex with the foothold III of strand (72) due to the coop-
erative stabilization of the duplex by complementary base pairing and T–Hg2+–T bridges. This leads to the 
translocation of the pedal (74) from foothold I of strand (70) to foothold III of strand (72), to yield state 
B. Treatment of state B with cysteine (Cys), eliminates the Hg2+ ions from the duplex (72)–(74) through 
the formulation of the Hg2+(Cys)

2
 complexes, and this results in the reverse translocation of pedal (74) to 

the primary foothold I of strand (70), to yield state A. The single‐stranded domain II of (71) consists of a 

(A)

(B)

(C)

Figure  5.6.17 (A) A DNA “gear” stimulating dictated rotation in the presence of fuel–anti‐fuel strands. 
Reproduced with permission from [133]. Copyright 2004, American Chemical Society. (B) A reversible bipedal 
“walker” system driven by Hg2+‐ion–cysteine and variable pH stimuli H+/OH– . The “walker” system consists of 
four inter‐hybridized footholds I to IV. The walker element (76) is hybridized in each of the states (I) to (III) to the 
respective footholds using (74) and (75) as bridging “pedal” units. (C) Imaging of the walking process and walker 
positions by labeling of footholds I, II, III, and IV with the fluorophores F1, F2, F3, and F4, respectively, and the 
walker units with the quenchers Q1 and Q2. The position of the walker is determined by the fluorescence  intensities 
of the respective fluorophores: state A – Panel I; state B – Panel II; state C – Panel III. Reproduced with permission 
from [132]. Copyright 2011, American Chemical Society



C‐rich region that can self‐assemble into an i‐motif nanostructure. Accordingly, treatment of state B 
under acidic pH conditions (pH = 5.2) leads to the folding of foothold II of strand (71) into the i‐motif 
structure, and to the release of pedal (75) of the walker unit that is translocated to foothold IV of strand 
(73), which yields the stable walker nanostructure, state C. Neutralization of the system dissociated the 
i‐motif structure and this resulted in the reverse translocation of the pedal (75) to foothold II of strand 
(71). Through the cyclic application of Hg2+–Cys or H+–OH– triggers the cyclic switchable, bi‐directional 
translocations of the “bipedal walker” were stimulated. The fluorescence features of the fluorophores 
associated with the four footholds allowed the probing of the positions of the walker element. In state A, 
the fluorescence of F

1
 and F

2
 are quenched while the fluorescence of F

3
 and F

4
 are high, Figure 5.6.17(C), 

panel I. In state B, the fluorophores F
2
 and F

3
 are quenched, while the fluorescence of F

1
 and F

4
 are high, 

Figure 5.6.17(C), panel II, and in state C, the fluorescence intensities of F
3
 and F

4
 are quenched, and the 

fluorophores F
1
 and F

2
 are high, Figure 5.6.17(C), panel III. By following the time‐dependent fluores-

cence changes of the fluorophores, the dynamics of the transitions of the walker across the different 
states were followed.

Interlocked circular DNA structures (catenanes) attract growing interest as functional DNA nanostructures 
that perform programmed mechanical operations [136]. Figure 5.6.18(A) depicts the synthesis of a three‐ring 
DNA catenane system and the cyclic operations of the device, undergoing transitions across three different 
states, using fuel–anti‐fuel strands and strand displacement as the driving mechanism. The synthesis of the 
three‐ring catenane involved the primary preparation of two rings α and γ through the ligation of strand, α

L
 

(77) and γ
L
 (78) in the presence of the respective caps α

C
 and γ

C
. The inter‐threading of the strand β

L
 (79) into 

rings α and γ through the formation of duplex domains with the respective rings, followed by capping of the 
threaded strand with β

C
 and its ligation, leads, after the removal of the capping units, to the linear interlocked 

three‐ring catenane L, consisting of interlocked three‐ring α‐β‐γ. The interlocked catenane includes, in 
ring α, two identical regions I and II, complementary to domain III associated with ring γ. The hybridization 
of ring γ with ring β is, however, energetically favored. Subjecting the linear structure L to the fuel (Fu) strand 
displaces ring γ from ring β, resulting in the “mechanical” transitions of ring γ above and below the rims of 
ring β to hybridize with the energetically less‐favored sites I and II associated with ring α, to yield the struc-
tures P

1
 and P

2
, respectively, Figure 5.6.18(B). As the sites I and II consist of similar sequences, the configu-

rations P
1
 and P

2
 are formed at a 1:1 ratio. Treatment of the P

1
 and P

2
 mixture with the anti‐fuel (aFu) strand, 

displaces the fuel (Fu) strand hybridized with ring β, while releasing the “waste” product Fu–aFu, path a. This 
releases the binding site on ring β, and ring γ is translocated back to ring β, to yield the energetically favored 
structure L. Directional transitions of ring γ above or below the rims of ring β was demonstrated by the block-
ing of the rims of ring β with appropriate blocker units. The hybridization of the nucleic acid blocker B

1
 with 

the upper rim domain of ring β yielded a duplex blocking site on ring β, structure L
1
. The subsequent treat-

ment of the linear structure L
1
 with the fuel (Fu) strand displaced ring γ, and the released ring γ was selec-

tively translocated along the lower rim of ring β to form a hybrid between domains II and III, structure P
3
. The 

reverse treatment of structure P
3
 with the anti‐fuel (aFu) strand and the anti‐blocker (aB

1
) strand restored the 

linear structure L. Similarly, subjecting the linear structure L with strand B
2
, acting as blocker for the lower 

rim domain of ring β, yields the blocked linear structure L
2
. The subsequent treatment of structure L

2
 with the 

fuel (Fu) strand releases ring γ from ring β, resulting in the translocation of ring γ along the upper rim of ring 
β to form a hybrid between regions I and III, structure P

4
. The reverse treatment of structure P

4
 with the anti‐

fuel (aFu) strand and the anti‐blocker (aB
2
) strand restored the original structure L, Figure 5.6.18(B). The 

cyclic and switchable transitions of the three‐ring catenane across the structure P
1
–P

4
 were probed by the 

labeling of rings α and γ with the fluorophore–quencher pairs F
1
–Q

2
 and F

2
–Q

1
, respectively The time‐

dependent fluorescence changes of fluorophores F
1
 and F

2
, upon the treatment of the three‐ring catenane with 

the respective Fu–aFu strands and B–aB (B
1
–aB

1
 or B

2
–aB

2
) strands allowed the characterization of the 

dynamic transitions of the device across the different states, Figure 5.6.18(C). In state P
3
, the fluorophore F

2
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(A)

(B)

(C)

Figure 5.6.18 (A) Synthesis of the three‐ring DNA catenane. (B) Cyclic and reversible transitions of the three‐
ring catenane system using the fuel (Fu) and anti‐fuel (aFu) strands and dictated blocker (B) and anti‐blocker (aB) 
strands. The transitions are followed by the respective fluorescence intensities of F1 and F2 in the presence of 
the quencher units Q1 and Q2 positioned on the respective domain of the catenane nanostructure. (C) Time‐
dependent fluorescence intensity changes of F1 and F2 upon triggering the transitions between the different states 
of the device using the respective Fu–aFu and B–aB strands. Reproduced with permission from [136]. Copyright 
© 2012, WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim



is effectively quenched while the fluorescence of F
1
 is unaffected. In state P

4
, F

1
 is effectively quenched and 

F
2
 is unaffected. The formation of the equi‐energetic structures P

1
 and P

2
, at a ratio of 1:1, yields to the 

 concomitant quenching of F
1
 and F

2
 to an extent of about 50% of the fluorescence observed for the respective 

fluorophores in states P
4
 and P

3
, respectively.

An interlocked two‐ring system that operates as a three‐state rotor was synthesized and activated by pH 
and Hg2+–Cys as triggers [134], Figure 5.6.19(A). The system consists of the two interlocked rings α and β, 
that rest in state I where the hybridization between domains a and b yields the energetically favored con-
figuration I. Domain c of ring β and the region a in ring α include partial complementarity, and two T–T 
 mismatches. In the presence of Hg2+ ions, the formation of the energetically improved T–Hg2+–T bridged 
duplex between domains a and c stimulates the anti‐clockwise rotation of ring α to form state II. Subjecting 
the system of state II to cysteine, eliminates the Hg2+ ions from the a–c duplex domain resulting in the 
reverse clockwise transition of ring α to form state I. Similarly, the sequence d in ring β exhibits partial 
complementarity to domain a associated with ring α, and it is somewhat blocked by strand (80), which 
prohibits the hybridization of ring α with domain d. The strand (80) includes, however, a C‐rich sequence 
that at pH = 5.2 self organizes into the i‐motif structure. Accordingly, subjecting the system in state I to 
acidic conditions, pH = 5.2, leads to the self‐assembly of strand (80) into an i‐motif structure that releases 
from ring β. The unblocking of domain d yields an energetically favored site d for the hybridization with 
domain a of ring α, to form the stable duplex a–d. As a result, ring α rotates  clockwise to form state III. The 
reverse neutralization of state III to pH = 7.2 dissociated the i‐motif structure, and the strand (80) displaced 
ring α from domain d of ring β to yield the stable duplex between strand (80) and ring β, while rotating ring 
α to site b of ring β and generating state I. Similarly, subjecting state III, to pH = 7.2 and Hg2+ ions resulted 
in the dissociation of the i‐motif structure and the clockwise rotation of ring α to domain c of ring β to form 
the T–Hg2+–T bridged energetically stabilized state II. The reverse treatment of state II with cysteine under 
acidic conditions, pH = 5.2, restored state III. That is, by the application of the appropriate fuel–anti‐fuel 
elements, the ring α could be rotated selectively in clockwise or anti‐clockwise directions on ring β. By the 
labeling of ring β with internal fluorophores (Cy3 and Cy5), and the functionalization of the rotating ring α 
with a quencher unit (BHQ‐2), using a hybridized quencher‐labeled nucleic acid (81), the position of the 
rotor in the different states could be probed. For example, Figure 5.6.19(B) depicts the time‐dependent 
fluorescence changes of the two fluorophores upon the anti‐clockwise rotation of ring α from states 
I→II→III and the reverse clockwise rotation of states III→II→I. By the detailed kinetic analysis of the 
time‐dependent fluorescence changes of the two fluorophores upon subjecting the system to the respective 
fuels–anti‐fuels, it was concluded that the rotation of ring α proceeds with controlled directionality (clock-
wise or anti‐clockwise). That is, the direction of rotation is dictated by the shortest path for occupying the 
respective sites.

5.6.4 Applications of DNA switches and machines

The metal‐ion stimulated switchable transitions of DNA nanostructures have been used to control the 
 transport of ions through pores [137]. For example, nanopores were functionalized with a nucleic acid (82), 
and the flexibility of the polymer chains blocked the passage of ions through the pores, Figure 5.6.20(A). The 
single‐stranded chain (82) included partial complementarities and T–T mismatches, and, thus, subjecting the 
system to Hg2+ ions led to the reconfiguration of strand (82) into rigid hairpin structures stabilized in their 
stem region by cooperative base pairing and T–Hg2+–T bridges. The formation of the rigid hairpins opened 
the pore, thus enhancing the current flow through the pores. Treatment of the hairpin‐functionalized pores 
with cysteine eliminated the stabilizing Hg2+ ions, a process that re‐closed the pores. By the cyclic treatment 
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(A)

(B)

Figure 5.6.19 (A) A DNA rotor performing dictated clockwise and anti‐clockwise rotations in the presence 
of variable pH values and/or Hg2+ ion–cysteine as triggering stimuli. The rotor is cycled across three different 
states, I, II, and III. The transitions of the rotor across the different states are imaged by following the fluorescence 
changes of two fluorophore labels (F1 and F2) associated with ring β, and a quencher unit (Q) associated with 
ring  α. (B) Time‐dependent fluorescence changes of the two fluorophores upon the anti‐clockwise rotation 
I→II→III→I and the subsequent clockwise rotation I→III→II→I. Reproduced with permission from [134]. Copyright 
2013, American Chemical Society



of the (82)‐modified pores with Hg2+ ions and cysteine, the ion current flow through the pores was switched 
between low and high values, Figure 5.6.20(B), implying that the DNA structures might act as switchable 
valves for transporting ions or substrates through pores.

Similarly, the metal‐ion-stimulated switching of DNA‐based polymers between hydrogels and polymer 
solutions has been demonstrated [138]. A supramolecular Y‐shaped DNA nanostructure, consisting of three 

(A)

(B)

Figure 5.6.20 (A) Hg2+-ion–cysteine-stimulated switchable opening and blocking of nanopores. (B) Switchable ion 
currents stimulated in the presence of closed nanopores (low currents) or open nanopores (high currents), in the pres-
ence of Hg2+ ions and cysteine, respectively. Reproduced with permission from [137] The Royal Society of Chemistry
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nucleic acid strands (83), (84), and (85) was cross‐linked, in the presence of Ag+ ions, by a duplex structure 
(86)–(87) that included toehold domains complementary to the single‐stranded tethers, associated with the 
Y‐shaped units, to yield the branched hybrid hydrogel structure, Figure 5.6.21(A). Treatment of the hydrogel 
with cysteamine removed the Ag+ ions, resulting in the dissolution of the hydrogel into a homogenous  polymer 
solution. The cyclic switchable transitions of the system between hydrogel and solution phases were charac-
terized by rehometric experiments and the phase transitions were probed by following the cyclic  storage 
modulus (G′) changes, Figure 5.6.21(B). A further reversible Ag+-ion-stimulated polymer solution‐to‐hydrogel 
was demonstrated using a copolymer consisting of an acrylamide unit and the nucleic acid (88)-modified 
acrylamide unit (ratio 140:1), Figure 5.6.21(C). The nucleic acid (88) exhibits partial self‐ complementarity 
and C–C mismatches. In the presence of Ag+ ions, the (88) tethers are crosslinked by cooperative base pairing 
and C–Ag+–C bridges, leading to the formation of the hydrogel. Treatment of the hydrogel with cysteamine 
eliminated the Ag+ ions from the crosslinking units, resulting in the dissociation of the hydrogel into a 

(A) (B)

(C) (D)

Figure 5.6.21 (A) Switchable all‐DNA based hydrogel formation by the Ag+-ion-stimulated crosslinking of a 
Y‐shaped DNA nanostructure with a duplex DNA crosslinker, using C–Ag+–C bridges as cooperative stabilizers of 
the crosslinking units. The hydrogel is separated into the solution phase of the DNA subunits by the cysteamine‐
mediated elimination of the Ag+-ions from the crosslinking units. (B) Cyclic changes of the storage modulus (G’) 
of the system upon the Ag+-ion-stimulated formation of the hydrogel and the cysteamine‐induced separation of 
the hydrogel into a solution phase. (C) Switchable Ag+-stimulated crosslinking of acrylamide/acrylamide nucleic 
acid copolymer chains by the bridging of the nucleic acid tethers by means of C–Ag+–C bridges, and the separa-
tion of the hydrogel by the cysteamine‐induced elimination of the Ag+ ions from the bridging units. (D) Cyclic 
changes of the storage modulus (G’) of the system upon the treatment of the copolymer chains with Ag+ ions to 
form the hydrogel and the separation of the hydrogel into a solution mixture upon the addition of cysteamine. 
Reproduced with permission from [138] The Royal Society of Chemistry



polymer solution. The cyclic and reversible polymer solution‐to‐hydrogel transitions were probed by 
 rehometry experiments that followed the cyclic changes of the storage modulus values, Figure 5.6.21(D).

Analogous cyclic stimuli‐triggered polymer solution‐to‐hydrogel solutions were demonstrated by using 
pH as the triggering signal for the formation or dissociation of i‐motif bridges [139]. Also, acrylamide 
 copolymers composed of acrylamide units and G‐quadruplex subunit‐modified acrylamide units were used 
as functional polymer chains for the reversible transitions between a polymer‐solution and a hydrogel [140]. 
The K+ ion stimulated formation of the G‐quadruplexes, by the polymer tethering subunits, crosslinked the 
polymer chains, leading to the formation of the hydrogel. The subsequent treatment of the hydrogel with 
18‐crown‐6‐ether (CE), eliminated the K+ ions from the crosslinked G‐quadruplexes, resulting in the disso-
ciation of the hydrogel into a polymer solution. Interestingly, the binding of hemin to the K+-ion stabilized 
G‐quadruplexes-crosslinked hydrogel, led to a catalytically active horseradish peroxidase (HRP)‐mimicking 
DNAzyme hydrogel. The 18‐crown‐6‐ether (CE) elimination of K+ ions from the G‐quadruplexes, and the 
dissociation of the hydrogel blocked the catalytic functions of the system.

The mechanical switching of DNA devices has been implemented to reconfigure metallic nanoparticle 
structures. This is exemplified in Figure 5.6.22 with the use of a DNA tweezers system to switch the  structures 
composed of three Au nanoparticles (NPs) [108]. The molecular device consisted of two nucleic acid “arms” 

Figure 5.6.22 Programmed assembly of Au NPs by the closure and opening of a DNA tweezers device using fuel 
and anti‐fuel strands. Bottom: TEM images of the Au NPs in the presence of closed tweezers scaffold (state I, left); 
and in the presence of open tweezers scaffold (state II, right). Reproduced with permission from [108]. Copyright 
2013, American Chemical Society
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(89) and (90), each tethered to a 10 nm sized Au NPs. The two arms were bridged by the nucleic acid  
(91)‐functionalized 5 nm sized Au NPs and by the nucleic acid (92), exhibiting appropriate base‐pairing 
complementarities to the “arms”. Bridging the “arms” by the (91)‐modified Au NPs and by the linker strand 
(92) yields the closed tweezers, which results in a compressed configuration of the three NPs, state I. 
Treatment of the closed tweezers with the anti‐fuel strand (92′) displaces the bridging unit (92) by forming 
the energetically favored duplex (92)–(92′) as “waste” product. This leads to the opening of the tweezers and 
to the formation of an extended configuration of the three‐NPs cluster, state II. The reverse treatment of the 
open tweezers with the fuel strand (92) closed the tweezers and the associated NPs to form state I. Analogous 
reconfiguration of Au NPs was demonstrated by using the mechanical transitions of interlocked catenated 
systems as the driving mechanism [109].

The DNA machines were further applied as functional mechanical devices for the switchable control of the 
plasmonic interactions between fluorophores and Au NPs. Metallic NPs usually quench the fluorophore. At 
certain distances that separate the fluorophores from the plasmonic particles, surface‐enhanced fluorescence 
(SEF) occurs. This distance is controlled by the quantum yield of the fluorophores, the size of the NPs, the 
orientation of the chromophores relative to the NPs, and the refractive index of the medium. Since the  distance 
separating the fluorophores from Au NPs can be controlled by a mechanical DNA scaffold, the cyclic 
 transitions between states exhibiting surface‐quenched and surface‐enhanced fluorescence can be envisaged.
Indeed, it has been demonstrated that mechanical switchable transitions of DNA devices may control the 
fluorescence properties of fluorophore–Au NPs conjugates. This is exemplified in Figure 5.6.23 with the 
assembly of two tweezers T

1
 and T

2
, which include in their structures the Cy3 fluorophore at different spatial 

positions relative to a 10 nm sized Au NP [108]. In tweezers T
1
, the fluorophore and the Au NP are positioned 

at the 3′‐end of the arm strand (90a) and 5′‐end of the arm strand (89), respectively. The “arms” were bridged 
with the strand (91a) to yield the open tweezers, state I, Figure 5.6.23(A). In turn, tweezers T

2
 includes an 

internally Cy3‐modified arm (90b) and the nucleic acid (89)‐modified Au NP as the second arm. The bridg-
ing of the two arms with (91a) yielded the open tweezers T

2
, state III, Figure 5.6.23(B).

Treatment of the two tweezers with the fuel (Fu) strand (92) results in the closure of the two tweezers, 
states II and IV, respectively. Subjecting the tweezers to the anti‐fuel (aFu) strand (92′) resulted in the elimi-
nation of the fuel strand (92) in the form of an Fu–aFu duplex (92)–(92′), and the opening of the tweezers 
structures. By the cyclic treatment of the tweezers with the fuel and anti‐fuel strands, the tweezers were 
switched between closed and open states. The closure of tweezers T

1
 led to quenching of the fluorophore, 

Figure 5.6.23(C), consistent with the close proximity between the fluorophore and the Au NP. In turn, closure 
of tweezers T

2
 leads to an enhancement of the fluorescence, despite the shorter distance between the 

 fluorophore and Au NP, as compared with the open tweezers, Figure 5.6.23(D). These experimental results 
were theoretically explained. Figure 5.6.23(E) and (F) show the theoretically calculated distance‐dependent 
fluorescence yields of Cy3 and 10 nm sized Au NP in the tweezers structures T

1
 and T

2
, respectively. On the 

particular curves the estimated distances separating the fluorophore (Cy3) from the 10 nm sized Au NP are 
plotted, respectively. For tweezers T

1
, the distances separating the fluorophore–Au NP pair were estimated to 

be d
o
 = 10–18 nm for the open tweezers, state I, and d

c
 = 1–2 nm for the closed tweezers, state II. Evidently, 

the theoretical curve suggests that at the intimate proximity between the fluorophore and Au NP in state II, 
an effective quenching proceeds, as observed experimentally. In turn, for tweezers T

2
, the separation dis-

tances between the fluorophore and Au NP were estimated to be d
o
 = 9–14 nm for the open tweezers, state 

III, and d
c
 = 3.8–4 nm for the closed tweezers, state IV. The distance separating the fluorophore and Au NP 

in state IV is in the surface‐enhanced fluorescence region, suggesting an intensified fluorescence as com-
pared with the open tweezers, as, indeed, is observed experimentally. Similar surface‐enhanced fluorescence 
and surface‐quenched fluorescence phenomena were observed upon the mechanical transitions of a three‐
ring interlocked DNA catenane machine, decorated with a fluorophore–Au NP pair, above and below the 
central ring [109].



The switchable mechanical functions of supramolecular DNA nanostructures can be implemented to 
 control chemical transformations, and specifically biotransformations. This is exemplified in Figure 5.6.24 
with the switchable “ON” and “OFF” activation of a bi‐enzyme cascade using DNA tweezers [141]. The 
tweezers are composed of two inter‐hybridized “arms” that are bridged by a hairpin structure. The “arms” of 
the tweezers were each functionalized with the enzymes glucose oxidase (GOx) and horseradish peroxidase 
(HRP), respectively. Under these conditions, the tweezers exist in a closed configuration, state A. In this 
structure, the close proximity between the two enzymes allows the activation of the bi‐enzyme cascade 
where  the GOx‐catalyzed oxidation of glucose yields gluconic acid and H

2
O

2
, and the resulting high 

 localized   concentrated H
2
O

2
 acts as a substrate for HRP that catalyzes the oxidation of ABTS2– to the 

colored product, ABTS•–. Subjecting the closed tweezers to the fuel (Fu) hairpin structure III′ leads to the 
opening of the bridging hairpin unit III and to the open tweezers structure, state B. The spatial separation 
between the enzymes  inhibited the communication between the two enzymes. The H

2
O

2
 generated by GOx 

diffuses to the bulk solution, leading to a lower concentration at the HRP site, resulting in an inefficient  
bi‐enzyme cascade. The reverse interaction of state B with the anti‐fuel (aFu) displaces the fuel strand Fu by 
forming the energetically stabilized Fu–aFu duplex, leading to the closure of the tweezers, state A, and to the 

(A) (B) (C)

(D) (E) (F)

Figure 5.6.23 Controlling the fluorescence properties of fluorophore–Au NPs pairs by the switchable spatial 
separation of the fluorophore–Au NPs pairs using the mechanical opening and closure of DNA tweezers. 
(A) Tweezers in configuration T1. (B) Switchable fluorescence changes upon the fueled closure of state I to state 
II and re‐opening by the anti‐fuel (results imply fluorescence quenching upon closure of the tweezers). 
(C) Theoretical modeling of the distance‐dependent fluorescence yields of the fluorophore (Cy3) in the presence 
of 10 nm sized Au NPs in tweezers system T1. (D) Tweezers in configuration T2. (E) Switchable fluores-
cence changes upon the fueled closure of state III to state IV and re‐opening by the anti‐fuel (results imply fluo-
rescence enhancement upon closure of the tweezers). (F) Theoretical modeling of the distance‐dependent 
fluorescence yields of the fluorophore (Cy3) in the presence of 10 nm sized Au NPs in tweezers system T2. 
Reproduced with permission from [108]. Copyright 2013, American Chemical Society
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activation of the bi‐enzyme cascade. By the cyclic treatment of the system with the fuel Fu and anti‐fuel aFu 
strands, the bi‐enzyme cascades were cycled between “OFF” and “ON” states, respectively. Related tweezers 
 structures were used to switch the activity of the NAD+‐dependent glucose‐6‐phosphate dehydrogenase 
(G6pDH) [142].

5.6.5 Conclusions and perspectives

The design of dynamically switchable DNA systems and devices turned, in the last decade, into a central 
topic of DNA nanotechnology. The possibility to encode structural and functional information in the 
sequences of oligonucleotides enabled the design of supramolecular DNA nanostructures using simple rules. 
This has been exemplified in the present chapter by introducing the principles to construct DNA molecular 
devices acting as switches and machines. Different fuel–anti‐fuel stimuli were implemented to drive the 
cyclic DNA switches and machines including pH (H+/OH–), strands/anti‐strands, ions, photonic, and 
 electrical signals. The switchable DNA devices were operated in solutions and on surfaces. A variety of 
methods were used for the readout of the mechanical functions of the DNA systems, and these included 
fluorescence resonance energy transfer (FRET), chemiluminescence resonance energy transfer (CRET), 
electrochemical transduction (voltammetric, Faradaic impedance spectroscopy), catalytic functions of 
DNAzymes, and more.

Although substantial progress in designing DNA switches and machines has been demonstrated, significant 
fundamental challenges are ahead of us. It is important to develop new fuels–anti‐fuels to drive multi‐state 
switchable devices of enhanced complexities. For example, the development of redox‐active DNA intercalators, 
undergoing electrically controlled binding/dissociation to duplex DNAs, the incorporation of new synthetic 
purine–pyrinidine ligands into DNA chains as selective ion‐binding sites (ligandosides) [143], and the develop-
ment of new photochromic intercalators (beyond azobenzene derivatives) could be interesting paths to follow.

Also, the advances in scanning probe microscopies could allow us to follow the activities and functions of 
molecular machines at the single‐molecule level. Indeed, several recent studies have been followed by atomic 
force microscopy (AFM): the imaging of K+‐ion and crown‐ether‐stimulated formation and dissociation of a  
G‐quadruplex on an origami frame [144], or the stepwise motion of a DNA walker along a dictated path 

Figure  5.6.24 Cyclic activation and deactivation of the bi‐enzyme cascade consisting of glucose oxidase–
horseradish peroxidase (GOx–HRP) by the reversible closure, switched “ON”, and opening, switched “OFF”, of 
a DNA tweezers  structure.   Reproduced with permission from [141]. Copyright © 2013, WILEY‐VCH Verlag 
GmbH & Co. KGaA, Weinheim



[145, 146]. Thus, the implementation of this technique for imaging the dynamic functions of DNA machines 
of enhanced complexities is an important future goal.

The potential applications of DNA switches and machines represent, however, a major challenge to 
 consider. Various applications of DNA machines have been exemplified, including the use of switchable 
nucleic acid modified pores for selective transport [137], the dynamic programmable organization of nano-
particle structures  [108, 109], and the dynamic control of the plasmonic features of fluorophore–Au NPs 
conjugates associated with structurally switchable DNA scaffolds [108–110]. The control of biocatalytic 
cascades by means of switchable DNA systems is an interesting approach to control chemical reactivity, and 
the design of multi‐state devices that regulate biocatalytic cascades in different dictated directions could 
provide a means to mimic cellular signal‐triggered catalytic networks.

Albeit substantial progress in the applications of DNA switches and machines has been demonstrated, 
many new applications in different fields may be envisaged. The use of these systems in nano‐medicine 
( diagnostics or therapy) has sparked substantial interest and several preliminary reports highlighting the 
future potential of such systems. For example, pH‐triggered DNA tweezers were introduced into cells and 
used for imaging temporal and spatial pH changes in these cells [147]. Also, DNA machines and switchable 
DNA‐based materials could be used for controlling drug delivery. For example, stimuli‐triggered hydrogels 
undergoing gel‐to‐solution transitions could release entrapped drugs, in response to pH, ions or the biomarker 
triggers [138–140].

Additionally, DNA switchable machineries conjugated to mesoporous SiO
2
 nanoparticles were recently 

demonstrated as functional materials for the stimuli‐controlled release of drugs. For example, the anti‐cancer 
drug doxorubicin was entrapped in the pores of mesoporous SiO

2
 nanoparticles, and locked in the pores by 

their capping with programmed aptamer–DNAzyme sequences [148–150]. The unlocking of the pores by the 
ATP‐biomarker induced activation of the DNAzyme, through the formation of the ATP–aptamer complexes, 
and released the anti‐cancer drug. Impressive selectivity in the release of the chemotherapeutic doxorubicin 
drug in breast cancer cells versus normal breast cells has been observed, and the effective targeted death of 
breast cancer cells demonstrated. Other “smart” DNA caps that lock drugs in the pores of mesoporous SiO

2
, 

and lead to the release of the drug by the stimuli‐controlled unlocking of the pores by various other biomarkers 
(e.g., metal ions, pH, G‐quadruplexes) may be envisaged as versatile sense‐and‐treat theranostics materials.

The dynamic and switchable control of the organization of plasmonic particles or fluorophore–plasmonic‐
nanoparticle conjugates holds great promise in material science. New switchable optical plasmonic functions 
may be envisaged, such as switchable surface‐enhanced Raman spectroscopy or chiroplasmonic switches, are 
anticipated to be observed. Finally, DNA switches and machines are expected to provide effective scaffolds for 
programmed synthesis by the dictated stimuli‐triggered interactions of chemical reactants [104–107, 151].

The impressive progress in developing DNA switches and machines suggests that these systems will have 
a significant impact in material science, physics, medicine, and chemistry.
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DNA‐Based Asymmetric Catalysis

5.7

5.7.1 Introduction

The discovery of the DNA double helical structure by James Watson and Francis Crick in 1953 was one of 
the major achievements in science [1]. Since then, its structure has been the focus of research in many different 
fields ranging from biology and medicine to materials science [2, 3]. In the past ten years, DNA has also 
emerged as a powerful tool for synthesis, as this molecule has several properties that make it a very promising 
chiral scaffold for the design of hybrid catalysts. It is chemically stable, commercially available and natural 
DNA is inexpensive. Furthermore, its solubility and biodegradability make DNA an attractive material for the 
development of asymmetric catalysis in aqueous medium, giving it ‘green’ credentials [4]. Finally, its well 
defined chemical structure, the iconic right‐handed double helix of B‐DNA, is a highly attractive source of 
chirality for asymmetric catalysis.

In this chapter we will describe the use of DNA as chiral bio‐scaffold in the design of hybrid catalysts and 
their application in asymmetric catalysis [5]. Some current and relevant examples will be discussed, followed 
by an overview of mechanistic studies.

5.7.2 Concept of DNA‐based asymmetric catalysis

DNA‐based asymmetric catalysis is an exponent of the general concept of hybrid catalysts, which aims to 
merge the attractive properties of homogeneous (‘chemical’) and bio‐catalysis. A DNA‐based catalyst com-
prises a transition metal complex, that is, a metal ion coordinated to a non‐chiral ligand, which is able to bind 
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to DNA. In this way, the chiral microenvironment provided by the DNA, also referred to as ‘the second 
 coordination sphere’, directs the catalysed reaction towards the selective formation of one of the enantiomers 
of the product, resulting in an enantiomeric excess.

5.7.3 Design approaches in DNA‐based asymmetric catalysis

There are two main approaches to the anchoring of a transition metal complex to DNA (Scheme 5.7.1). In 
covalent anchoring, the ligand for the metal is attached to the DNA via a chemical bond. The main advantage 
of covalent anchoring is that the position of the metal complex within the DNA is known exactly. Thus, there 
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Scheme  5.7.1 Schematic representation of DNA‐based catalysts using a covalent (a) or supramolecular 
(b) anchoring strategy
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is a high degree of control over the second coordination sphere interactions. However, the main limitation of 
this methodology is the laborious synthesis and purification of chemically modified oligonucleotides. This 
potentially complicates the optimization of DNA‐based catalysts for a given reaction. The second method is 
supramolecular anchoring, which involves the ligand being bound to the DNA molecule via intercalation or 
groove binding using non‐covalent interactions. This approach is based on the ability of some small  molecules 
to bind to the DNA by π‐stacking, hydrophobic, electrostatic and/or hydrogen bonding interactions.

A particularly attractive aspect of supramolecular anchoring is the easy formation of the catalyst since it 
involves spontaneous self‐assembly of the transition metal complex with DNA. Moreover, in this approach it 
is usually DNA from natural sources, such as calf thymus or salmon testes DNA, that is used. However, an 
apparent limitation of this strategy is that generally there is very little control over where the metal catalysts 
bind to the DNA and, hence, over the second‐generation sphere. This may give rise to a very heterogeneous 
mixture of different catalysts, which could be difficult to control.

In the next section, examples of both classes and their application in asymmetric catalysis will be described. 
This is then followed by a discussion of the mechanistic aspects of these reactions.

5.7.4 Covalent anchoring

The covalent anchoring approaches reported to date have been based mainly on the derivatization of 
 nucleobases with a ligand that is able to chelate transition metals. The first research on this topic was reported 
by Jäschke and coworkers. They described the modification of a series of nucleotides by reacting a  phosphine‐
containing activated ester with aminoalkyl‐modified oligonucleotides (yields from 38 to 78%) [6]. 
Unfortunately, no catalysis has been reported with these catalysts. Later, Kamer’s group described the palladium 
catalysed synthesis of nucleosides functionalized with phosphine moieties and their application in a Pd(II) 
catalysed allylic amination. High enantioselectivities of up to 82% were obtained in THF, using a single 
modified nucleotide as the ligand. Extension to longer oligonucleotides did not give rise to good results in 
catalysis [7].

Later, Fournier et al. reported the allylic amination of phenyl allyl acetate with morpholine, catalysed by a 
hybrid catalyst, which consists of an iridium complex covalently attached to DNA (Scheme 5.7.2) [8]. The 
enantioselectivity obtained was low (24% ee), but it was observed that the stereochemical outcome of the 
reaction depends on the nucleic acid structure and nature, that is, when a complementary RNA strand was 
employed, the opposite enantiomer of the product was obtained.

In the same year, the synthesis and application of a hybrid catalyst composed of a Cu(II) chelating polyaza 
crown ether incorporated in the backbone of single‐stranded DNA was reported [9]. After hybridization with 
a complementary DNA strand, the catalyst was evaluated in the asymmetric Diels–Alder reaction of 
 azachalcone with cyclopentadiene. Unfortunately, only a low enantioselectivity of 10% was achieved.

Better results were achieved in the same reaction using a DNA‐based catalyst assembled using a modular 
approach (Scheme 5.7.3) [10]. In this case, a 2,2′‐bipyridine Cu(II) complex was covalently linked to the 
terminus of an oligonucleotide. As shown in Scheme 5.7.3, the catalytic system was formed by an oligonu-
cleotide that is functionalized with the 2,2′‐bipyridine ligand (on1), an unfunctionalized oligonucleotide 
(on2) and a template strand complementary to both on1 and on2. An attractive feature of this design is that 
the second coordination sphere is relatively easily optimized by exchange of one of the oligonucleotide 
 modules: no chemical synthesis of novel modified DNAs is required. The highest enantiomeric excess 
reported was 93% and it was found that the ee mainly depended on the 3′‐terminal nucleotides of on2 and the 
corresponding nucleotides in the template. Changes, such as GTA (3′–5′) and CAT (5′–3′), respectively, in 
these sequences increased the conversion and the enantioselectivity. Also, shorter linkers between the 



 oligonucleotide and the 2,2′‐bipyrdine ligand were found to be beneficial for selectivity, demonstrating that 
the transfer of chirality is more efficient when the metal complex is in close proximity to the DNA molecule.

Recently, a new covalent anchoring strategy has been developed, which is based on the affinity of cisplatin 
complexes to DNA [11]. These novel heteronuclear complexes (Cu–Pt) contain two key structural features: a 
bipyridine moiety that acts as a ligand for the Cu(II), and a cisplatinum complex that binds to the DNA. The 
corresponding hybrid catalyst was tested in an asymmetric Friedel–Crafts alkylation and a Diels–Alder 
cycloaddition in water (Scheme 5.7.4). The hybrid system (8 mol% loading) catalysed the addition of 5‐
methoxy indole to the corresponding α,β‐unsaturated 2‐acyl imidazole with complete conversion and 64% 
ee after one day of reaction. This catalyst was also efficient in the Diels–Alder reaction between azachalcone 
and cyclopentadiene: a quantitative conversion and 73% ee of the endo product were achieved with the same 
catalyst loading (8 mol%). Finally, the DNA‐based catalyst was recycled ten times without significant loss 
of  activity or selectivity. This methodology represents a starting point for the covalent binding of metal 
 complexes in a straightforward way to natural DNA.
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5.7.5 Supramolecular anchoring

5.7.5.1 First generation DNA‐based catalysts

The design of the first DNA‐based catalyst was reported in 2005 by Roelfes and Feringa [12]. This hybrid 
catalyst was formed in situ from a copper(II) salt, ligand 1 and salmon testes DNA (st‐DNA) (Scheme 5.7.5). 
Ligand 1 consists of three essential parts: a DNA‐intercalating moiety, such as 9‐aminoacridine, a spacer and 
a metal‐binding group such as aminomethyl pyridine. This class of ligands is known as first generation 
ligands. They are optimized readily via variation of the substituent (R) and the length of the spacer (n). The 
benchmark reaction that was used for proof of concept was the Cu(II) catalysed Diels–Alder reaction between 
azachalcone and cyclopentadiene in water (Scheme 5.7.5). This reaction was chosen for several reasons: 
(a) an aqueous environment favours this reaction [13], (b) it is a reaction that, due to the large structural 
changes occurring during the reaction, is sensitive to its environment, as is demonstrated by the fact that 
Diels–Alder reactions have also been catalysed by RNA‐, DNA‐zymes and catalytic antibodies [14–16], and 
(c) there are no changes in the oxidation state of the metal involved, avoiding possible damage to the DNA 
resulting from the undesired formation of reactive oxygen species [17].

The Diels–Alder product was obtained as a mixture of the endo (major) and exo (minor) isomers. The endo:exo 
ratio as well as the enantiomeric excess was found to be ligand‐dependent. The best results were obtained with 
R = 1‐napththylmethyl (L1a), for which the ratio endo to exo was 98:2 and 49% ee was measured for the endo(–)
enantiomer. This suggests the importance of π‐stacking interactions between the ligand and the bound substrate. 
An enantiomeric excess of 37% of the opposite enantiomer was achieved with R = 3,5‐dimethoxybenzyl (L1b). 
Thus, although only right‐handed helical DNA was employed in these studies, both enantiomers could be 
accessed by judicious choice of the achiral ligand. Another important issue that affects the enantiomeric excess is 
the spacer length: short spacers, that is, n‐propyl and ethyl, resulted in the highest selectivities. This point under-
scores how the proximity of the Cu(II) ion to the DNA is key to achieving selectivity in the reaction.

5.7.5.2 Improvement of the catalytic system – second generation catalysts

The fact that using short spacers gave rise to high selectivities led to a design in which the Cu(II) ion is in 
direct contact with the double helix, that is, a ligand without a spacer to connect the DNA and metal‐binding 
moieties. These new, ‘second‐generation’, catalysts involve metal complexes that bind directly to DNA, 
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 without needing a separate DNA binding moiety (Figure 5.7.1). Indeed, the second‐generation DNA‐based 
catalysts gave rise to a substantial increase in both the enantio‐ and the endo‐selectivity of the Diels–Alder 
reaction compared with the first generation [18]. Depending on the ligand, enantioselectivities ranged from 
49% for [Cu(dppz)(NO

3
)

2
] to up to 99% for [Cu(dmbipy)(NO

3
)

2
]. Furthermore, an improvement in the 

endo:exo selectivity was achieved, of from 96:4 to 99:1, respectively. Interestingly, the weaker DNA binding 
metal complex in these series, [Cu(dmbipy)(NO

3
)

2
], gave rise to the highest selectivity. However, all these 

catalysts produced the same enantiomer of the Diels–Alder product in excess. This apparent limitation was 
overcome by using tridentate ligands for the Cu(II) ion [19]. Several terpyridine ligands (L9) were evaluated 
and surprisingly the opposite enantiomers of the Diels–Alder product were obtained. This was attributed to a 
different binding geometry of the substrate bound Cu(II) complex in the DNA, resulting in a preferential 
attack of the diene from the opposite prochiral face of the enone.

α,β‐Unsaturated 2‐acyl imidazoles were introduced as alternative class of substrates for DNA‐based 
 catalysis (Scheme  5.7.6) [20]. These substrates, which, similar to aza‐chalcone, can bind in a bidentate 
 fashion to the Cu(II) ion, were introduced by Evans et al. [21]. The advantage of these substrates is that the 
imidazole moiety is readily removed after the catalysis, allowing for further synthetic application. The enan-
tioselectivities achieved, which range from 80 to 98% ee, were similar to the values obtained with aza‐ 
chalcone. The best results were obtained using [Cu(dmbipy)(NO

3
)

2
] as the metal complex in the presence of 

st‐DNA, obtaining the Diels–Alder products with excellent diastereoselectivity and enantioselectivity.

5.7.5.3 Catalytic scope of DNA‐based catalysts

The DNA‐based catalysis concept has been applied in many other Lewis acid catalysed reactions. The 
 majority of these are conjugate addition reactions, such as the (oxa‐) Michael addition, the vinologous 
Friedel–Crafts alkylation reaction, and the conjugate addition of water [22–24]. Additionally, other reactions 
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Scheme  5.7.5 Schematic representation of the asymmetric Diels–Alder reaction of aza‐chalcone with 
 cyclopentadiene, catalysed by copper complexes of ligand 1 in the presence of DNA. Typical conditions: 
1.3 mg mL–1 st‐DNA, 30 mol% catalyst, 1 mM azachalcone, 5 mM cyclopentadiene, 20 mM 3‐(N‐morpholino)‐ 
propanesulfonic acid (MOPS buffer, pH 6.5), 5 °C, 3 days
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such as fluorinations and hydrolytic epoxide ring opening reactions have also been reported [25, 26]. 
Recently, the catalytic scope of DNA‐based asymmetric catalysis has been expanded beyond Lewis 
acid catalysis when it was applied successfully in a Cu(I) catalysed intramolecular cyclopropanation of 
α‐diazo‐β‐ketosulfones [27].

5.7.5.3.1 Conjugated addition reactions

The DNA‐based catalytic asymmetric Michael additions were evaluated using dimethyl malonate and 
nitromethane as nucleophiles and α,β‐unsaturated 2‐acyl imidazoles as Michael acceptors, in the presence of 
copper complexes and st‐DNA (Scheme 5.7.7). In order to achieve complete conversion in both reactions, an 
excess of nucleophile was required (100 equivalents for dimethyl malonate and 1000 equivalents for 
nitromethane). The best results were obtained using a [Cu(dmbipy)(NO

3
)

2
] complex in combination with  

st‐DNA: full conversion and high enantiomeric excess of up to 99 and 84% using dimethyl malonate and 
nitromethane, respectively.
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Recently, Li et al. further broadened the substrate scope by including malononitrile and cyanoacetates as 
nucleophiles [22c]. High conversions were achieved in almost all cases and, again, the highest enantioselec-
tivities (ee up to 84%) were obtained when the reaction was catalysed by [Cu(dmbipy)(NO

3
)

2
] in the presence 

of st‐DNA.
The catalytic enantioselective oxa‐Michael addition of several alcohols to the corresponding α,β‐unsaturated 

2‐acyl imidazoles was also performed, as shown in Scheme 5.7.8 [22b]. The best yields with the highest ratio 
of alcohol addition product were achieved when 40% v/v of the corresponding alcohol was employed. 
Interestingly, the highest enantioselectivities were obtained using Cu(II) complexes derived from L1b. Ee values 
of up to 81 and 86% were achieved for the addition of methanol and n‐propanol to enones, respectively.

Finally, the same substrates were used as electrophiles in the enantioselective Friedel–Crafts alkylation of 
a set of indoles in water (Scheme 5.7.9). Again, the hybrid catalyst consisted of st‐DNA and [Cu(dmbipy)
(NO

3
)

2
]. A broad range of indoles was studied, achieving complete conversion and enantioselectivities from 

69 to 83%, in less than 10 hours. Note that these reactions exhibit the highest reaction rates of all DNA‐based 
catalytic conjugate additions. This can tentatively be explained by the fact that indoles as π‐nucleophiles are 
neutral. Thus, no electrostatic repulsion between the nucleophile and the negatively charged DNA occurs. 
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The highest enantiomeric excess (83%) was found using 5‐methoxyindole as nucleophile. This was  further 
increased up to 93% by employing the self‐complementary oligonucleotide d(TCAGGGCCCTGA)

2
. It is 

noteworthy that these results were obtained with a very low catalyst loading of 0.15 mol%.
An asymmetric intramolecular Friedel–Crafts alkylation has been described by Sugiyama and coworkers 

(Scheme 5.7.10) [23b]. A yield of 64% and a 71% enantiomeric excess were obtained with the hybrid catalyst 
based on st‐DNA and the complex [Cu(5,6‐dmp)(NO

3
)

2
], derived from the ligand L4. This value was improved 

up to 77% ee by employing the self‐complementary oligonucleotide d(TGTGTGCACACA)
2
. These results 

demonstrated that the sequence selectivity of the catalytic reaction differs from the intermolecular version 
[22a]. In these studies a model for the binding of the copper complex to the DNA was also proposed.

The Michael addition, as well as the Friedel–Crafts alkylation reaction has been performed in the presence 
of water‐miscible organic co‐solvents, such as alcohols, DMF, DMSO and 1,4‐dioxane [28]. For both 
 reactions it was found to have a positive effect on the reactivity. Furthermore, the use of co‐solvents in DNA‐
based catalysis allowed the increase of the reaction scale and the decrease of the reaction temperature, which 
is of interest for the application of the DNA‐based asymmetric catalysis in organic synthesis.

Recently, the group working with Smietana and Arseniyadis reported the first example of mirror‐image 
DNA‐based asymmetric catalysis, applied in two different reaction‐types: (i) the Michael addition of 
nitromethane and dimethyl malonate and (ii) the Friedel–Crafts addition, to α,β‐unsaturated 2‐acyl  imidazoles 
(Scheme 5.7.11) [29]. The L‐oligonucleotides chosen for the experiments were the mirror image of the 
D‐DNA sequences, which gave the best results in the corresponding reactions [L‐d(TCAGGGCCCTGA)

2
] 

[22a, 23a]. Reactions were performed using a hybrid catalyst consisting of these sequences and the complex 
[Cu(dmbpy)(NO

3
)

2
] in the optimal conditions previously reported for these reactions. In all cases, using the 
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left‐handed double helical structure of L‐DNA resulted in formation of the opposite enantiomer compared 
with when using D‐DNA.

A particularly exciting class of reactions achieved with DNA‐based catalysis is the catalytic enantioselective 
and diastereospecific syn hydration of α,β‐unsaturated ketones (Scheme 5.7.12) [24]. The product of these 
reaction is a β‐hydroxy ketone, which is a key structural motif in many natural products. This is a reaction 
that has no equivalent using conventional homogeneous catalysis. The main challenges associated with this 
reaction are the small size of water, the reversible nature of the reaction and that water is a actually poor 
nucleophile under neutral conditions. Using the combination of st‐DNA and [Cu(dmbipy)(NO

3
)

2
] as the cata-

lytic system gave the final β‐hydroxy ketone with low ee (19%). Surprisingly, in this case the use of first 
generation ligands gave better results. The highest enantiomeric excess was achieved using L1b with a spacer 
(n = 2) in the presence of st‐DNA, with 72% ee. This value was increased up to 82% when D

2
O was used 

instead of water. Furthermore, a study of the substrate scope of the reaction demonstrated that with an increase 
of the steric bulk of the substituent at the β‐position of the enone, a higher enantiomeric excess was achieved. 
With a phenyl group at the β‐position no conversion was obtained, which is most likely caused by the fact 
that, for this more conjugated enone, the hydration reaction is thermodynamically unfavourable.

5.7.5.3.2 Miscellaneous reactions

The DNA‐based catalytic asymmetric fluorination reaction was described by Toru and coworkers [25]. In this 
case, different Cu(II) complexes in the presence of st‐DNA catalysed the enolization of several β‐ketoesters 
and the subsequent nucleophilic attack on an electrophilic fluoride source. The best results were obtained 
when [Cu(dmbipy)(NO

3
)

2
]/st‐DNA was applied together with Selectfluor®, achieving up to 75% yield and 

74% ee in the fluorination of tert‐butylindanone carboxylate (Scheme 5.7.13).
The same catalyst was applied in the hydrolytic kinetic resolution of 2‐pyridyloxiranes (Scheme 5.7.14) 

[26]. The highest selectivity factor (S) found was 2.7 for the resolution of trans‐β‐phenyl pyridyloxirane.
Recently, the first DNA‐based intramolecular cyclopropanation of α‐diazo‐β‐ketosulfones in water was 

reported (Scheme 5.7.15) [27]. In this case, the role of the copper is to assist formation of a carbenoid species, 
followed by an intramolecular cyclopropanation reaction. It was observed that the reaction could be 
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performed using a Cu(II) complex, whereby Cu(II) is reduced in situ to the catalytically active Cu(I) state. 
Copper complexes derived from L1 and L8 in combination with st‐DNA gave moderate conversions, since in 
addition to the desired product, a significant amount of a side product resulting from the insertion of the 
 carbene into the O–H bond of water was obtained. Interestingly, the conversion and the enantiomeric excess 
increased when the aromatic system of the ligand was larger, that is, when derivatives of ligand L2 were 
employed. After ligand optimization, the best results were achieved with L2b (60% ee). The addition of two 
equivalents of this ligand with respect to copper increased this value up to 84% ee. The substrate scope of this 
system was analysed for a series of diazosulfones. In general, low yields and moderate enantioselectivities 
were achieved.

It is significant that in this case, in contrast to the Lewis acid catalysed reactions described earlier, a 
strongly intercalating ligand, such as L2b, is necessary in order to obtain the cyclopropanation product in 
high enantiomeric excess.

5.7.5.4 Mechanistic studies and role of DNA in catalysis

Mechanistic studies were carried out to understand and explain the results of DNA‐based catalysis. To date, 
mechanistic studies have been performed only for the supramolecular DNA‐based catalysis approach. Since 
there is no sequence selectivity in the binding of the second‐generation Cu(II) complexes, they will bind at 
random positions to the DNA. This means that there is a different environment for each complex. Nevertheless, 
in spite of this ‘stochasticity’, excellent activities and selectivities were obtained. Kinetic and DNA sequence 
dependence studies were performed in order to explain this fact, as well as the role of DNA in DNA‐based 
catalytic reactions. To date, almost all the mechanistic studies have been carried out for the Diels–Alder 
 reaction. However, there is also some information available about other reactions, such as the Michael 
 addition, the Friedel–Crafts alkylation and the hydration of enones.
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5.7.5.4.1 Diels–Alder cycloaddition

The proposed catalytic cycle of the Diels–Alder reaction catalysed by Cu(II) is depicted in Scheme 5.7.16. 
The cycle starts with a reversible bidentate chelation of the dienophile, which is azachalcone in this particular 
case, to give the Cu(II) complex. The following step consists of the irreversible Diels–Alder reaction between 
the activated dienophile and the cyclopentadiene. Finally, the cycloaddition product dissociates from the 
 copper ion, and the catalyst is ready to start a new catalytic cycle [30]. There are three parameters that 
 contribute to the overall rate of the reaction: K

a
, the equilibrium constant for the reversible binding of the 

dienophile to the Cu(II) complex; k
cat

, the rate of the Diels–Alder reaction between the activated  dienophile 
and cyclopentadiene; and K

dis
, the dissociation constant for the release of the product from the copper complex.

A kinetic study of this reaction revealed a different kinetic behaviour depending on the ligand used. With 
the first generation of catalysts, the reaction was actually slower in the presence of DNA compared to the 
metal complex alone. The opposite behaviour was observed when second generation ligands were used in 
combination with DNA. This acceleration depended on the structure of the ligand employed. Cu–L4 and 
Cu–L5, together with DNA, displayed only a modest increase in the rate of the reaction. Interestingly, using 
Cu–L8 and DNA resulted in a 58‐fold acceleration with respect to Cu–L8 in the absence of DNA. A further 
investigation of the kinetics of the reaction revealed that the k

cat
 increased two orders of magnitude, whereas 

K
a
 remained constant. This means that the rate acceleration is predominantly a kinetic effect.
A series of different synthetic oligonucleotides having self‐complementary sequences were tested to estab-

lish the role of the DNA sequence in catalysis. Different trends were found for first‐ and second‐generation 
ligands [31]. L1b and L8 were chosen as model ligands for the studies. In both cases a strong correlation 
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between the enantioselectivity and DNA sequence was observed. The value of the enantioselectivity increased 
significantly (from 37 to 62%) when GC sequences were used instead of st‐DNA, in combination with 
[Cu(L1b)(NO

3
)

2
]. In contrast, when alternating GC sequences/[Cu(dmbipy)(NO

3
)

2
] were employed as the 

hybrid, the enantiomeric excess dropped from 99 to 78% using the same oligonucleotide as the scaffold. In 
this case, excellent results were achieved using oligonucleotides containing short G tracts, such as, 
d(TCAGGGCCCTGA)

2
.

The binding affinities (K
b
) for all the oligonucleotides were measured and no apparent differences between 

the various sequences and the copper complexes were found. The k
app

 (apparent second‐order rate constant) 
of the catalytic reaction in the presence of these oligonucleotides were also analysed. This study demon-
strated that those sequences that gave higher enantiomeric excesses also led to higher rate acceleration. 
Combined, these results explain why such a heterogeneous system as st‐DNA/[Cu(dmbipy)(NO

3
)

2
] can lead 

to such high enantiomeric excesses (99% ee), even though not all of the complexes are bound to the DNA: 
the reaction is highly accelerated by DNA, and those Cu(II) complexes that reside in DNA sequences which 
give rise to the highest ee values also cause the largest rate accelerations. Thus, these complexes dominate the 
outcome of the reaction. This represents an interesting situation where catalytic activity and selectivity are 
actually coupled, in contrast to what is often observed in conventional transition metal catalysis.

In addition to duplex DNA, alternative DNA structures can also be used. Moses and coworkers described 
the first asymmetric DNA catalytic system where duplex DNA has been substituted for G‐quadruplexes [32]. 
This hybrid catalyst, which comprises G‐quadruplex binding Cu(II) complexes based on second‐generation 
ligands (Figure 5.7.1), was again tested in the benchmark Diels–Alder cycloaddition. The best results were 
achieved using Cu‐L4a–h‐Tel (h‐Tel: human telomeric G‐quadruplex) and Cu‐L6–h‐Tel as catalysts 
( conversion >85 and modest ee values of up to 51%). More recently, another G‐quadruplex based‐catalyst has 
been reported and applied in a Diels–Alder reaction [33]. This hybrid system consists of a Cu(II) cationic 
porphyrin (TMpyP4.Cu) bound to different oligonucleotides with G‐quadruplex‐forming sequences. In 
 general, high conversions, but low to moderate ee values were achieved in all the experiments. It is worth 
noting that small changes to the structure of G‐quadruplexes can significantly influence the activity of the 
hybrid catalyst.

5.7.5.4.2 Friedel–Crafts reaction

A 30‐fold increase in reaction rate was observed with the st‐DNA/[Cu(dmbipy)(NO
3
)

2
] in the Friedel–Crafts 

reaction. A series of enones and indoles with different substituents were analysed. In all the examples st‐DNA 
showed a positive effect on the rate acceleration (9–27‐fold). The faster reactions and the higher rate 
 accelerations were observed for α,β‐unsaturated 2‐acyl imidazoles carrying an aromatic group with an 
 electron withdrawing substituent at the β‐position. In general, no relation between the DNA acceleration 
 factor and the selectivity of the reaction was observed. In contrast to the Diels–Alder cycloaddition, the 
sequences that gave higher enantiomeric excesses did not significantly more accelerate the reaction. In addi-
tion, it was observed that the optimal sequence in terms of optical purity strongly depend on the substrate 
employed. The best result obtained (93% ee) was with the sequence d(TCAGGGCCCTGA)

2
 and the α,β‐

unsaturated 2‐acyl imidazole carrying a methyl group at the β‐position.

5.7.5.4.3 Michael addition

Also for this reaction, it was observed that the reaction rate was affected by the presence of DNA. A rate 
increase from three‐ to six‐fold was obtained when dimethyl malonate was used as a nucleophile in the  
st‐DNA/[Cu(dmbipy)(NO

3
)

2
] catalysed Michael addition. In contrast, a smaller two‐ to four‐fold rate 

decrease  was measured when nitromethane was employed. This difference is at present not understood. 



The sequence d(TCAGGGCCCTGA)
2
 gave as high enantiomeric excess as st‐DNA (93 and 90%,  respectively) 

and increased the reaction rate 2.5 times.

5.7.5.4.4 Hydration of enones

Finally, the syn‐hydration of α,β‐unsaturated ketones catalysed by st‐DNA/[Cu(L1b)(NO
3
)

2
] was studied. As 

described previously, this reaction is reversible. This fact was corroborated by monitoring the reaction over 
time. It was found that after 24 hours reaction, the conversion increased to 65%, but at the same time a 
decrease in the enantiomeric excess of the product was observed (from (R)‐72% ee to (S)‐23% ee). This 
means that at longer reactions times, the dehydration reaction becomes significant and consequently the ee 
starts to decrease, a hallmark of a reversible catalytic enantioselective reaction. This reaction was also 
 performed in D

2
O. Although when using this solvent the process was slower, a higher conversion and a higher 

selectivity than in water were achieved. This suggests the presence of both a kinetic and an equilibrium 
 isotope effect. Apparently, this final product is more stable than that obtained in water and, consequently, its 
dehydration is less favourable, resulting in a higher ee. Using D

2
O also allowed the diastereoselectivity of the 

reaction to be determined. It was concluded that the hydration is diastereospecific and occurs in a syn fashion. 
However, it was found that this latter aspect is not due to the DNA, because in the absence of DNA the 
 reaction also proved to be syn specific.

Finally, regarding the DNA sequences, a different pattern was observed when compared with the catalysed 
C–C bond forming reactions. The highest enantioselectivities were found with oligonucleotides that contain 
AT base pairs in the middle of a self‐complementary sequence [34]. The best results were obtained 
with d(CAAAAATTTTTG)

2
 and d(GCGCTATAGCGC)

2
, achieving up to 82% ee when D

2
O was used as 

nucleophile.

5.7.5.4.5 Stereochemistry in DNA‐based catalytic asymmetric reactions

Unfortunately, to date the molecular structure of the catalytic system is still unknown. However, structural 
knowledge is required to be able to propose a model that could explain how DNA is able to transfer its 
 chirality to the catalysed reaction. Yet, some interesting conclusions about the mechanism of the reaction can 
be drawn based on the stereochemistry of the final products that are obtained. The absolute configuration of 
the Diels–Alder cycloaddition and the conjugated addition products were obtained by direct comparison of 
their optical rotations with those previously reported in the literature or via derivatization. Comparison of 
the absolute configuration of the products from all classes of DNA‐based Lewis acid catalysed C–C bond‐
forming reactions revealed that the stereochemistry is predictable: the diene or the nucleophile always attacks 
from the same π‐face of the enone moiety (Scheme 5.7.17). Thus, apparently the Diels–Alder cycloaddition, 
the Michael addition and the Friedel–Crafts reactions follow the same stereochemical path where the DNA 
directs the nucleophile and the diene to the preferred face of the enone.
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Scheme 5.7.17 Stereochemistry of the approach of the diene or nucleophile
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A different behaviour was observed for the Cu‐L1b–st‐DNA catalysed conjugate addition of water. In this 
case, the nucleophile attacks from the Re face of the enone [24]. Note that when the reaction was performed 
in the absence of a ligand (only st‐DNA and Cu(NO

3
)

2
 present), the reaction was also enantioselective and the 

opposite enantiomer was obtained. This means that the sterochemical outcome of the reaction is determined 
by the combination of ligand/st‐DNA. It is proposed that in this case the induction of the enantioselectivity is 
due to hydrogen‐bonding interactions of the nucleobases in the groove, that is, the second coordination 
sphere, wherein a spine of hydration is formed with highly localized water molecules [35]. It is likely that this 
complex fluid network plays a role in assisting and directing the approach of the water nucleophile to the 
enone substrate.

5.7.6 Conclusions and perspectives

This chapter describes the evolution of the DNA‐based catalysis concept over the last few years. Although it 
is still a very young idea, some impressive results have already been achieved. As a result, DNA‐based 
catalysis may represent a feasible alternative to conventional synthetic methodologies. It is, sometimes, even 
the only available way to perform some challenging reactions, as is illustrated by the DNA‐based enantiose-
lective conjugate addition of water in aqueous medium [24]. The DNA‐based catalysis approach described 
herein is generally competitive with conventional asymmetric catalytic methodologies for the same reactions, 
as a result of the excellent activity and selectivity in water as solvent. Furthermore, this system has several 
benefits that makes it a potential synthetic tool for organic synthesis:

 ● St‐DNA is an abundant and inexpensive source of chirality. This means that it can be an excellent alterna-
tive to many chiral ligands for asymmetric catalysis. Its solubility in water allows for the reactions in this 
solvent, adhering to one of the main principles of ‘green’ chemistry [4]. Additionally, the majority of the 
reactions are performed at 5 °C and almost neutral pH. The recyclability of the DNA‐based catalyst is 
another attractive property [22a,23a]. Related to this, Sugiyama and coworkers recently described the 
synthesis and the application of a catalytic system formed by silica‐supported st‐DNA and [Cu(dmbipy)
(NO

3
)

2
], in the asymmetric Diels–Alder reaction [36]. Herein, the DNA can be isolated and reused for up 

to ten cycles without loss of activity or selectivity.
 ● DNA‐based catalysed reactions can be scaled up to the mmol scale. Moreover, although an auxiliary 

group is required for the coordination of the copper, it can easily be replaced after the catalytic reaction, 
expanding the potential synthetic application of the catalyst. Water miscible organic cosolvents can also 
be used, which increases the solubility of the substrates and allows for scaling up of the reactions, as well 
as the decrease of the reaction temperature. This improves the enantio‐ and chemoselectivity of the 
 reactions.

However, there are also issues that still need to be addressed. Firstly, the reaction scope has to be increased 
further. As has previously been discussed, almost all the examples of DNA‐catalysis involve Lewis acid 
catalysis. Thus, it would be of great interest to broaden this scope to other organometallic reactions in  addition 
to the cyclopropanation of α‐diazo‐β‐ketosulfones described in this chapter [27].

Finally, another important goal for DNA‐based asymmetric catalysis is to understand how the chiral  second 
coordination sphere provided by the DNA contributes to achieving the high rate of accelerations and 
 enantioselectivites that are observed. This knowledge will inspire the design of novel DNA‐based catalytic 
systems. Nevertheless, the lessons learned from DNA‐based catalysis will also undoubtedly contribute to 
further advancing our understanding of how to design an active and selective catalyst in general.
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acceptor, 122
acid–base catalysis, 412, 417
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acyclic oligoheteroaryl, 33
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AFM see atomic force microscopy
A‐form DNA, 82
aggregates, 29, 175, 176, 195, 199, 205
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hetero, 176, 177
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5′‐amide linkage, 192–3
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transfer reaction, 253
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switchable transition, 459
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cell membrane, 276, 277, 287
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charge transfer resistance, 25
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metal ligand, 360–361
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competition dialysis, 32
conductance, 58
conductivity, 38, 46, 69
confocal fluorescence microscopy (CFM), 302–5
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copper, 54, 56, 58–9
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covalent anchoring, 475–7
CPEB3 (ribozyme), 416
CT see charge transfer
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cyanine dye, 33
cyclic diguanylate (c‐di‐GMP) riboswitch, 422
cyclic structure, 360, 361
cyclic voltammetry, 109
cyclopropanation, 480, 483–4, 488
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dabsyl, 214, 215, 222, 224
DAPI, 30
daunomycin, 109 see also redox probe
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D‐DNA see dendritic DNA
1‐deazaadenine, 59
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dendrimers, 359
dendritic DNA, 359
deoxyribonucleic acid (DNA), 105–17, 229

100 base, 107
B conformation, 55, 59
branching, 359
bridge between nanogap, 88
charge transport see charge transport
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damage, 114, 115
electronic devices, 122, 127, 130
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hybridization, 376
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methylation, 112, 113
mismatch, 107–11, 117
mismatch discrimination, 405
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sequence design, 399
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desilylation, silyl, fluoride, fluoro, 299–301, 306
detection of nucleic acids, 23
DFT calculations, 61
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1,3‐dideazaadenine, 59–60
Diels–Alder, 476–80, 484–8
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ditercalinium, 33
divalent ion, 413
DNA see deoxyribonucleic acid
DNA‐based asymmetric catalysis, 475, 480, 482, 488
DNA‐based electronics, 81
DNA‐binding polyamide, 5
DNA conformation
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B‐conformation, 179–81
B‐DNA, 178–80, 188, 192, 205, 206
B‐DNA conformation, 188
B‐form, 172, 175, 178, 179, 188, 195, 197–201
B‐ to Z‐transition, 177, 189–91
Z‐conformation, 174, 180, 181, 189
Z‐DNA, 175–81, 205–7
Z‐form, 172, 177–80, 189
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DNA‐economic nanostructures, 357
DNA machine, 311–12, 448

bipedal walker, 455
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DNA nanostructure, 434
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DNA nanotechnology, 27, 434
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sensor, 436
three‐dimensional nanostructure, 436
two‐dimensional nanostructure, 436

DNA origami, 26, 65, 357, 366–7
DNA switch, 437
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photochemical trigger, 438
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DNMT1, 113 see also protein, methyltransferase
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duplex stability, 354, 357–8, 361, 363, 364, 366, 369
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dynamic light scattering (DLS), 302–4
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electrochemical impedance spectroscopy (EIS), 25, 141
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electrochemical reduction potential, 114, 115, 117
electrochemical switching, 448
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electrode, 453

DNA arm, 453
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graphite, 115
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single, 110, 111
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electron transfer, 39–42, 105, 106
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enzyme, 311, 313, 315–16, 319–20, 323
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oxidase, 314–15
polymerase, 311–12, 319
restriction, 107, 113, 114
tyrosinase, 315
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switching catalytic function, 466
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equilibrium, off‐, 295–7, 304
error checking, 362
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ester/peptidyl–RNA ester, 296–301
ethidium bromide, 24, 365–6
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evolvability, evolution, self‐, 295–6, 304, 306
excess electron transfer, 123, 127–32
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exciton‐coupled CD, 188–9, 200–201
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through‐space coupling, 188

expression platform, 421, 425
external binding, 176, 182, 187
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ferricyanide, 109–11 see also electrocatalysis
ferrocene, 141, 145, 146, 149, 152, 153
ferromagnetic coupling, 58
field effect transistor, 81
first generation ligands, 478, 483
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flexibility in DNA, 354–5, 366
flexible propargyl amide, 200–203
fluorescein (FAM), 214, 215, 217, 218, 220, 224
fluorescence quenching, 124, 128, 129, 131, 132
fluorescent/fluorescence/fluorescein, 25, 40, 42–5, 48, 49, 

300–302, 305
fluoride, fluoro, silyl, desilylation, 299–301, 306
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Förster resonance energy transfer (FRET), 27, 213–15, 

315–16, 420
Friedel–Crafts alkylation, 477–9, 481–2
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gate modulation of current flow, 84
G‐dimer, 239
gene detection, 319
genosensors, 23, 139–42, 145, 151

electrochemical, 23
GFP see green fluorescent protein
giant vesicle (GV), 302–5, 307
glms (ribozyme), 415–17
glucose, 314–15
glutathione, 312, 314
glycol nucleic acid (GNA), 52, 56, 61
G‐monomer, 236
gold electrodes, 142
gold nanoparticles, 356, 357
GQ see G‐quartets
G‐quadruplex see Guanine quadruplex
G‐quartets (GQ), 181–7
G radical cation, 126
graphene, 105, 106
graphene oxide, 317–18
green chemistry, 488
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green fluorescent protein (GFP), 309
groove binding, 367, 476
group II intron (ribozyme), 418–20
group I intron (ribozyme), 417–19
G‐tetrads, 123, 124, 127
G‐tetramer, 240
GT wobble base pair, 167
Guanine (G), 232
Guanine quadruplex (G‐quadruplex), 71, 125, 233, 413, 

414, 440, 486
ligands, 233
separation by crown ether, 440, 442
separation of ion‐stabilize G‐quadruplex, 440
stabilization by ion, 440
tweezers, 451

Guanine‐quartet (G‐quartet), 232
Guanine radical, 116

hairpin(s), 43, 46, 185, 186, 414–18, 422
ribozyme, 415–17

hammerhead (ribozyme), 415–17
H‐DNA, 332
helix/α‐helical, 297, 299, 302, 306
hemiprotonated base pairs, 123, 127,  

131, 132
hepatitis delta virus (HDV) (ribozyme), 415
hexaethylene glycol, 359
hexamminecobalt(III), 428
high‐performance liquid chromatography (HPLC), 

300–301
histone, 115
Hoechst 33258, 24, 30
hole carrier, 124
hole mobility, 90
hole transfer, 40, 42, 122–4, 127
hole trapping, 123, 124, 126, 127
Holliday junction, 5
Hoogsteen hydrogen bonds(ing), 69, 231, 331
hopping mechanism, 122, 123, 129
Huisgen cycloaddition, 74 see also click reaction
hybrid catalysts, 474
hybrid duplex

DNA•PNA, 33
DNA•RNA, 33

hybridisation/hybridization, 209–11, 213, 214 see also 
assemblies of DNA hybrids

DNA•DNA, 25
DNA•PNA, 25

hybridization event, 141, 144
hydration, 483–4, 487–8
hydrogel, 238, 462

acrylamide DNA copolymer, 462
metal ion bridge, 462
rheometry, 462
solution/hydrogel transition, 462

hydrogen bond (H‐bond), 229
hydrophobic, 296–7, 299–300, 304, 307
hydroxypyridone, 56
hydroxyquinoline, 40, 56
5,6‐hydroxy thymine, 111
hypochromic shift, 189, 191

ICD, 173, 175, 176, 179, 180, 203
imidazole, 54, 56, 58–60
imidazole moiety, 161
immobilisation, solid phase, solid support resin, 297, 

299–302, 306–7
immolative linker, 220, 221
i‐motif(s), 33, 73, 309, 321
i‐motif DNA, 128, 131
inner‐sphere, 413–15, 417–18
insulator, 82
intercalation, 24, 175, 176, 178, 179, 182, 184, 186, 197, 

204, 207, 390–391, 476
pseudo‐intercalation, 175

intercalators, 28, 32, 143, 144, 364
interconversion reaction

azide‐quenched fluorophore, 255, 258
FRET, 255–7
lanthanide antenna, 258–9
linker release, 255–6
Q‐STAR, 255–60
Staudinger reduction, 255, 259
2‐STAR, 255–7

intermetallic distance, 59
internal loop, 414
intramolecular transesterification, 159
ion‐channel mimetic sensors, 142–4
ionic strength, 173, 174, 176, 187, 189, 195, 206
ionophores, 238
[Ir(bpy)(phen)(phi)]3+, 109 see also metallointercalators
iron (Fe), 58
isoguanine, 72
isothermal exponential amplification, 319
isothermal titration calorimetry, 29
I–V curve, 84

junction structure, 73–5

K+, 413, 415, 418–20, 423, 424
kissing loop, 414
KRAS, 317
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label‐free detection, 23
ladder, concentration dependant, 355
lanthanide chelate based cleaver, 160
layer/layered, 297, 304, 306–7

adsorbed, 141
recognition, 139
self‐assembly, 139
sensor, 148

lead, 417
library, combinatorial, 295–7, 304
ligand‐type nucleoside, 66, 67
ligation reaction

amination, reductive, 250, 251, 266
autoligation, 250, 251, 259, 260
click reaction, 251, 252, 267, 268
Glaser–Eglington coupling, 268, 269
maleimid based, 251
materials sciences, 266–8
metal–salen formation, 251, 252, 266–7
native chemical ligation, 251–2, 259–61
oligomerization, 266–7
PCR, 259–60
photoligation, 252, 253
QUAL, 250, 252, 257
substitution, nucleophilic, 250, 251, 259
Wittig olefination, 251

light harvesting, 5, 8–10, 12, 27
limit of detection, 139, 142
Lindsay, S.M., 96
linear dichroism, 29
lipid bilayer, 397
lipid‐membrane anchor, 398, 400–402
lipid modified DNA, 398
lipid nanoparticles, 397–9
lipids/lipophilic/phospholipids, 276, 277, 286–8, 296–7, 

302, 304–7
liposomes, 307–406

aggregates, 398, 403
assembly on solid support, 406–7
DNA‐controlled fusion, 400
DNA‐controlled hemifusion, 400
DNA encoded, 399
DNA‐linked, 404
GUVs, 408
irreversible assembly, 400
reversible assembly, 397–9

logic gates, 172, 181
loops, 182, 184–6
luminescence/luminophore, 220

macrocycles, 355, 358
macromolecule/macromolecular, 294, 296–7, 300, 304

major groove, 197, 199–201
manganese (Mn), 58
mass spectrometry (MALDI‐MS), 300
M‐BCR/ABL mRNA, 162, 164
M‐box riboswitch, 424
m5C, 337
MCBJ see mechanically controllable break junctions
mechanically controllable break junctions  

(MCBJ), 98–9
melting temperature, 67
membrane anchoring, 398
mercury (Hg), 53–4, 59
metal array, 67, 68
metal complexes, 32
metal coordination bonding, 65, 66, 75
metal ion, 39–42, 412–15
metallointercalators, 105, 106
metallophilic interaction, 59, 61
metal‐mediated base pair, 66–9
metal nanoparticle nanostructure, 463

switchable transition, 463
metal–salen, 363
methylene blue, 24, 109, 110, 141, 147–9,  

151–2 see also redox probe
Mg2+, 413–23
mgtA riboswitch, 421, 423
micelles, 284, 288, 297, 304
Michael addition, 479–82, 484, 486, 487
minor groove, 177, 199
minor‐groove binder/binding, 6, 12, 24, 28,  

29, 31
miRNA, 280
mismatches, 143–5
MM groove, 334
MoCo riboswitch, 425
modelling/models, 297–8
2′‐modified nucleoside, 74
molecular beacon (MB), 213, 214
molecular diagnostics, 23
molecular dynamics (MD), 194
molecular electronics, 22
molecular magnet, 58, 61
molecular recognition, 139
molecular scissors, 159
molybdenum cofactor (Moco), 421,  

423, 425
monolayer, 142
Monte Carlo (MC), 194
m5oxC, 339
mRNA, 33, 418, 424
MS2, RNA and protein, 212, 213
multicomponent materials, 26
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multiplexed chip, 110 see also electrode, multiplexed
MutY, 114, 115 see also protein, iron sulfur cluster; 

protein, nucleotide excision repair

nanobioelectronic, 26
nanocircuitry, 27
nanoelectronics, 39, 41
nano‐flares, 213
nanolithography, 3
nanoporous materials, 390, 392
nanoscale electronic circuit, 81
nanoscale structures, 26
nanostructure, 52, 61
naphthalene diimide, 33
native chemical ligation (NCL)

cysteine, 251–2, 259–61
isocysteine, 251, 252
PCR, 259, 260
transfer, 252–4

native G‐quartet, 231
negative charge, 122
neighbor exclusion principle, 366
neocuproine, 164
neomycin conjugates, 33
netropsin, 28
nickel, 56–8
Nile blue, 107, 110 see also redox probe
ninja star, 365–6
NMR, 309
NMR spectroscopy, 53, 59
non‐B DNA, 121–3
non‐specific binding, 25
Nuckolls, C., 95, 96
nucleic acid, 229

enzymology, 234
nucleobase, 229

OBANs see oligonucleotide based artificial ribonucleases
oligoarginine–leucine peptide conjugates (G(RL)) 4, 161
oligodeoxyribonucleotide (ODN), 4–12
oligonucleotide based artificial ribonucleases 

(OBANs), 158
oligonucleotides, 140, 142, 209–11, 213, 214, 216–22, 

224, 225
oligopeptides, 344
one‐dimensional conductor, 81
optoelectronics, 3–6, 13, 14, 26
organic core, 375–94

HPB, 392–3
HPX, 382–9
TBA, 382–9
TPM, 378–82

Trebler, 377–8
TTPA, 382–9

origami, 61
Osteryoung square‐wave voltammetry, 150, 153
outer‐sphere, 415, 417–18, 423–4
(oxa‐), 479, 481
8‐oxo‐adenine, 111

p53, 317
PCR see polymerase chain reaction
PDT see photodynamic therapy
peptide nucleic acid (PNA), 4, 6, 52, 61, 164–8, 231
peptide, peptidyl–RNA, 294–307
perylene diimide, 38, 42, 43
pH DNA switch, 439

hairpin/i‐motif transition, 439
horseradish peroxidase mimicking DNAzyme, 439
Mg2+‐ion dependent DNAzyme, 439
switchable generation of DNAzyme, 439
tweezers, 450

phenanthrolines, 33
5′‐phosphate linkage, 187–8
phosphate linker, 188, 191–4
phosphine, triphenyl‐/trialkyl‐, 217–19
phospholipids/lipids/lipophilic, 284, 296–7, 302, 304–7
phosphorodithioate/phosphorotrithioate, 215
phosphorothioate, 214, 215
photocatalyst, 223
photochemical stabilization/destabilization of duplex 

DNA, 445
aggregation/deaggregation of gold nanoparticle, 447
azobenzene, 445
hairpin DNAzyme switching, 445
tweezers, 451

photodynamic therapy (PDT), 185
photolyase, 114
photooxidant, 115
photoswitchable intercalator, 32
phototherapy, 26
π‐conjugated oligomers, 23
π‐conjugation, 22
π‐stacking, 105, 106, 109, 112
plasmon, 465

fluorescence enhancement, 465
PNA see peptide nucleic acid
PNAzyme, 164–8
point of care, 23
poly(A), 174, 175, 204
poly(C), 174, 175
poly(dA), 174, 175
poly(dG–dC), 178, 179, 182
polyamines, 344
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polymerase, 53, 57–8, 61
polymerase chain reaction (PCR), 5, 319
polypyrroles, 29
Porath, D., 98
pore, 461

ion/ligand trigger, 461
switchable, 461

porphyrin(s), 33
AuTMPyP4, 175
covalently linked to DNA, 187, 194
Cu–porphyrin, 194–5
CuTMPyP4, 174, 175, 178, 186, 187
H

2
TMPyP2, 179, 186, 207

H
2
TMPyP3, 186

H
2
TMPyP4, 176, 178, 181–7

H
2
TPPS4, 176, 177

MnTMPyP4, 179
NiTPPS4, 180
porphyrin C‐nucleoside replacement, 197
PtTMPyP4, 175, 186, 187
pure anionic porphyrin–DNA dimers, 198–200
rigid acetylene‐linked porphyrins, 200–202
Soret region, 188–93, 196–7, 201–3
t‐H

2
Pagg, 175

Zn–porphyrin, 194–6
ZnTMPyP4, 175, 179, 180, 186, 187
ZnTMPyP4/Z–DNA, 179

positive charge, 122, 127
potential, DNA‐bound, 114, 115, 117
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Figure 1.1.3 Photonic wire assemblies using single‐stranded DNA templates. (a) Unidirectional energy transfer 
reported by Ohya et al. (adapted from [39]). This design utilises a single‐stranded template and three different 
ODN end‐modified with different transmitting fluorophores. Reprinted by permission of the publisher (Taylor & 
Francis Ltd, http://www.tandfonline.com). (b) Energy transfer was reported using single‐stranded DNA to 
 template the assembly of photoactive diaminopurine building blocks (5; Reprinted with permission from [48a], 
The Royal Society of Chemistry). (c) The formation of a DNA‐programmed seven helix bundle artificial light harvesting 
complex.  Reprinted with permission from [50]. Copyright 2011, American Chemical Society

http://www.tandfonline.com


Figure 1.1.4 Photonic wire assemblies guided by dsDNA templates. (a) DNA‐programmed photonic wire assem-
bly as reported by Hannestad, Sandin and Albinsson (adapted from [52]) utilises a double‐stranded DNA template 
end modified by a blue injector (PB) and a red reporter (Cy3) dye. The intercalator dye YO‐PRO (4) acts as an 
energy relay. Reprinted with permission from [52]. Copyright © 2012, WILEY‐VCH Verlag GmbH & Co. KGaA, 
Weinheim. (b) Schematic representation of a DNA‐based photonic wire assembly reported by Su et al. Reprinted 
with permission from [59]. Copyright © 2011, WILEY‐VCH Verlag GmbH & Co. KGaA, Weinheim. (c) Structures of 
PAs (7) and (8) used to construct a DNA photonic array based on a 3WJ design. (d) Schematic representation of 
a three‐dimensional photonic wire assembly based on a 3WJ. Reprinted with permission from [60]



(a) (b) (c)

Figure 1.2.1 Design of a genosensor sequence selectively detecting DNA involving a duplex‐DNA binding 
 sensitiser

Figure 1.2.2 Left, the intercalator proflavine (NDB ID: DD0103) and right, minor‐groove binder netropsin (NDB 
ID: GDLB05 [40]) (images rendered using UCSF Chimera [41])

2

Dp-U Ap-dU tpy-U M2+

ETExcitation

Figure 1.3.3 The experimental setup for transferring an electron from one into another duplex over metal medi-
ated tpy‐dU units. For structures of Ap‐dU and Dp‐U see Figure 1.3.2



Figure 1.3.13 Representative temperature‐dependent UV–Vis absorption spectra (left) and fluorescence spectra 
(right) for by the PDI‐modified 3WJ of Figure 1.3.11

(a) (b)

Chart 1.4.1 Experimental structures of two DNA double helices with metal‐mediated base pairs. (a) Solid‐state 
structure of Z‐type DNA duplex with two Dic–Cu–3Py base pairs. Superimposed in blue is the structure of ideal 
Z‐DNA. Reprinted with permission from [26]. Copyright 2001, American Chemical Society. (b) Solution structure 
of B‐type DNA duplex with three consecutive Imi–Ag–Imi base pairs. Reproduced with permission from [54]. 
Copyright © 2010, Rights Managed by Nature Publishing
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Figure 2.1.3 Current–voltage curves measured at room temperature on a DNA molecule trapped between two 
metal nanoelectrodes. The DNA molecule is 30 base pairs, double‐stranded poly(dG)–poly(dC), and the nano-
electrodes are separated by 8 nm. The upper inset shows a schematic of our sample layout. The lower inset is a 
scanning‐electron‐microscope image of the two metal electrodes (light area) and the 8‐nm gap between them 
(dark area) [21]. Reprinted by permission from Macmillan Publishers Ltd, Copyright 2000

(a)

(c)

(b)

Figure 2.1.12 (a) The representative Id–Vd characteristics for the DNA device (HS‐dsDNA‐SH) in a 120 nm gap 
 electrodes measured at the negative Vg values. (b) The Id–Vd characteristics for the same device measured at the 
positive Vg values. (c) The plot of drain current, Id , and log(Id) versus gate voltage, Vg , for a drain voltage, Vd , of 
0.7 V. All the measurements were carried out at room temperature in air (50–60% humidity) [35]. Reproduced 
with permission from [35]. The Royal Society of Chemistry



(a) (b)

(c) (d)

Figure 2.2.2 Opening curves (a) and I(V) curves taken from junctions to modified ds‐DNA molecules. It is 
shown how the contact develops from a pure tunnel junction (b) to a junction with an asymmetrically coupled 
molecule (c) and finally to a junction with stable bonds of the molecule to both electrodes (d). Fits to a single 
level model of the I(V) curves in (d) are shown in red. Reprinted with permission from [49]. Copyright Wiley‐VCH 
(2013)

Figure 2.3.4 Electrochemical signal from well matched DNA and DNA containing a single‐base mismatch using 
DNA‐modified electrodes. DNA assembled on a gold electrode (left) containing a covalent redox reporter dau-
nomycin was electrochemically monitored by cyclic voltammetry (right) [15]. The well‐matched DNA produces 
a large, reversible signal. Upon incorporation of a single‐base mismatch, the electrochemical signal is significantly 
attenuated



Figure 2.3.7 Model for redistribution of repair proteins to sites of damage. (1) A protein would be expected first 
to contain a 4Fe‐4S cluster in the 2+ oxidation state. (2) After binding to DNA, this protein, now activated towards 
oxidation, could be oxidized via DNA CT by a distally bound protein containing a [4Fe‐4S]3+ cluster. (3) The 
 distally bound protein would then be reduced and its dissociation from DNA would be promoted. (4) Upon bind-
ing to DNA, the protein would be activated towards oxidation and could be oxidized by guanine radicals or 
endogenous reactive oxygen species. (5) If another protein were to bind nearby, a DNA lesion (red) would pre-
vent charge transport through the lesion. (6) Since the distally bound protein would not be reduced, it would stay 
bound to the DNA and diffuse along the DNA to the lesion in need of repair

N

N

O

N

R

H H

H

N

N

O

N

R

HH

N

N N

N
H

N

H

H

H

O

N
N

NN

H

NH
H

H

O

N

NN

N
H

N

H

H

H

O

N
N

N N

H

N H
H

H

O

K+

N

N N

N

N

H

H

H

O

N
N

NNN

H

NH
H

H

O

N

NN

N
H

N

H

H

H

O

N
N

N N

N H
H

H

O

K+

N

H

H

N

H

N

H

H

H

N C:C+ Base pairG-tetrad

Figure 2.4.1 Molecular structures. (a) G‐quadruplex (PDB id: 2KZD) and G‐tetrads composed of four G bases 
(green) and (b) i‐motif (PDB id: 1EL2) and hemiprotonated C:C base pair (orange)
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Figure 2.4.7 (a) Transient absorption spectra observed after the 400 nm laser excitation during fs‐laser flash 
photolysis of Py–i‐motif–AQ in 100 mM sodium phosphate buffer (pH 5.2) in the time range of from 0.5 to 2030 
ps at room temperature, respectively. (b) Decay profiles of Py–i‐motif–AQ monitored at 440 (○) and 475 nm (●). 
Theoretical fitting curves are shown in red. Reprinted with permission from [76]. Copyright Wiley‐VCH (2013)

Figure 3.1.4 Electrochemical detection of target nucleic acid sequences using a DNA wrap assay as opposed to 
a conventional sandwich assay Reprinted with permission from [50]. Copyright 2004, American Chemical Society
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Figure 3.1.11 Schematic representation of the ‘AND’ logic gate system based on current intensity suppression 
of MB and Fc at –0.28 and +0.25 V by the gyrB and K‐ras gene inputs: 500 nM gyrB gene (1,0), 500 nM K‐ras 
gene (0, 1), 500 nM gyrB and K‐ras gene (1, 1). Reprinted with permission from [59]. Copyright 2011, Royal 
Society of Chemistry
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Figure 3.3.26 (a) Schematic representation of 5’‐DNA metalloporphyrin conjugates; (b) most energetically 
stable capped free‐base porphyrin 8‐mer and (c) its conformation resulting from 2 ns MD run; and (d) lowest 
energy structure from conformational of Zn–porphyrin 8‐mer. Distances between porphyrin and A–T planes are 
indicated in Å. Reprinted with permission from [90]. Copyright © 2009 WILEY‐VCH Verlag GmbH & Co. KGaA, 
Weinheim

Figure 3.3.35 Comparison of CD Soret region spectra of metallated‐porphyrin DNA duplexes (a) c–d and 
(b) c–f. Reproduced from [107] with permission from The Royal Society of Chemistry

c–d e–f c–f

Figure 3.3.36 Molecular models of porphyrin–DNA zipper systems c–d, e–f, c–f. Red is monomer 4 and blue is 
monomer 5. Reproduced from [107] with permission from The Royal Society of Chemistry
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Figure 3.5.4 Colorimetric (A), fluorescence (B), and luminescence (C) detection systems implemented with 
QFS, that is, detection of K+ [23], 3’‐exonuclease activity [24] and gene deletion [25], respectively
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Figure 4.1.9 (a) Image of HEK293 cells treated with azido‐quenched rhodamine in the presence (tmTCEP) 
or absence (–tmTCEP) of a dimethylalkylphosphine probe and in the presence of match probes (match) and 
mismatch probes (mismatch) [92]; (b) different cell lines treated with the dimethylalkylphosphine probe 
and  bis‐azidorhodamine probes matching the miRNA21 sequence [75]. Adapted with permission from [75]. 
Copyright (2011) Royal Society of Chemistry



Figure 4.1.17 Schematic principle of the YoctoReactor: annealing of ssDNA conjugates (15) to assembly the 
reaction center (16). The stepwise templated reaction resulting in transfer of the building block (colored dots) is 
facilitated as a result of increased molar concentration within the reaction center. After DNA ligation of the DNA 
ends, the reactor architecture is dismantled with PCR (primer extension) giving the display product (17), which 
bears the exposed product at its surface. The display product (17) is enriched by affinity selection towards an 
immobilized target. The survivors were amplified by PCR and sequenced to obtain information about the identity 
of the display product

Figure 4.3.1 Shapes and sizes of a 3’‐peptidyl–RNA model. RNA: solution structure of the synthesised 22‐mer 
hairpin (model 4 in 1IKD from the Brookhaven database) [8]. Peptide: Ala21 modelled by PyMOL as an α‐helix 
and β‐strand. Top line = length scale in nanometers; crossed arrow (tilted) = direction of the α‐helix macro dipole



Figure 4.3.4 Confocal fluorescent images of amphiphilic 3’‐peptidyl–RNA interacting with mixed‐lipid giant 
vesicles. The RNA hairpin part of the conjugate contains green fluorescent T(FAM), the peptide is the LA3LA2 
20‐mer (see text). The 20 μm GV was prepared from the slow hydration of a dry 1:4 mixture of 1,2‐dioleoyl‐sn‐
glycero‐3‐phosphatidylcholine (DOPC) and 1,2‐dipalmitoyl‐sn‐glycero‐3‐phosphatidylcholine (DPPC) con-
taining 0.1% red fluorescent 1,2‐dioleoyl‐sn‐glycero‐3‐phosphatidylethanolamine‐N‐lissamine rhodamine B 
sulfonate (DOPE‐Rh). From left to right: green, red, bright light, and all three channels superimposed. Confocal 
1 μm thin slices: first row = equatorial, second row = polar, third and fourth rows = in between equatorial and 
polar depths of the same multivesicular GV

Figure 4.4.4 Detection of PDGF‐BB protein using two different oligonucleotides. In the presence of the protein, 
both oligonucleotide unfold and a region for the preparation of AgNCs can be used



Figure 4.4.11 Gene sensor prepared with an oligonucleotide with three domains. The probe is folded and the 
system is fluorescent, but in the presence of the target sequence it unfolds and a G‐quadruplex is formed. A hemin 
molecule binds the G‐quadruplex and the fluorescence of AgNCs is quenched

Figure 4.4.12 Multiplexed detection of miRNAs based on TIEAR and AgNCs. Complementary sequences of 
miRNAs that contain a coding region for the formation of AgNCs are incubated with the miRNAs in the presence 
of enzymes. The system produces several copies of oligonucleotides that can be used in the preparation of 
AgNCs. The emitting colors can be encoded specifically for each miRNA



Figure 5.1.1 Representative scheme of the triplet motifs involved in the triplex structures

Figure 5.3.5 Tensegrity triangle of Seeman and colleagues formed by three different strands, with six dimer 
sticky ends. This motif forms designed DNA crystals via hybridization of the dimer ends [15]



Figure 5.3.14 Fluorescence images from intercalation experiments with two different hybrids under UV light 
[37]. On the left‐hand side, materials formed from aqueous solution of (CG)4TBA are shown. The materials were 
produced by treating micromolar solutions of the hybrid with NaCl (150 mM) and MgCl2 (100 mM), cooling to 
4°C, and isolation of precipitates, followed by addition of the respective dye. On the right‐hand side, correspond-
ing images of samples of the (TC)4TBA hybrid as control compound, treated in the same fashion, are shown. The 
dyes added are ethidium bromide (samples 1 and 5), methylene blue (samples 2 and 6), tetrakis(N‐methyl‐4‐pyri-
dinium)porphyrin tetra(p‐toluenesulfonate) (samples 3 and 7), and YOYO‐1 iodide (samples 4 and 8). The lumi-
nescence images were taken at λex = 366 nm
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Figure 5.3.17 Optical properties of hybrid (CG)6HPB‐Ru(biPy)2. (a) Photograph of a sample of 8 mg (1.6 μmol) 
in daylight, (b) the same sample under UV light (366 nm), (c) fluorescence spectrum of a 1 μM solution of 
(CG)6HPB‐Ru(biPy)2 in 10 mM NH4Ac buffer, λex = 455 nm



Figure 5.4.3 Confocal image of aggregates formed by DNA controlled assembly with a pair of complementary 
lipid modified DNA strands and two colored batches of liposomes (5’‐TTT‐X‐GTG‐ATA‐TGC‐X‐TTT : 3’‐TTT‐X‐
CAC‐TAT‐ACG‐X‐TTT, 1 μM DNA, POPC liposomes Ø = 100 nM, pH 7) (Bagatolli, L., Jakobsen, U. and Vogel, S., 
unpublished results)

Figure 5.4.8 Images from confocal microscopy studies showing giant unilamellar liposomes (POPC, 0.5% DiI 
dye, attached lipid modified DNA–5’‐TTTXCACCAACTTCTTCCACAXTTT, 100 nM) followed over time, at time 
point 0 min (a) complementary DNA is added and the next snapshot is taken after 15 min (b). The observed red 
hue is due to the addition of 4’,6‐diamidino‐2‐phenylindole (DAPI) at time point 5 min (however, intercalation of 
DAPI into the formed DNA duplex could not be distinguished from the DAPI staining of the membrane) (Jakobsen, 
U., Bagatolli L., and Vogel, S., unpublished results)
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