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Preface

The overarching goal of this study is to report on the development of new and inno-
vative ideas to support the integration of decision making between a coordinator in
a supply consortium (the principal) and a subordinate service providing partner (the
subordinate agent). In particular, new approaches for the management of logistics
processes in volatile and uncertain planning environments are developed and eval-
uated. These approaches improve the common decision making between a supply
consortium coordinator and service proving partner(s), which finally leads to an in-
crease of the quality of the generated value creation process provided by the supply
consortium.

An installation and a setup of opportunities for the coordinator to intervene into
the local resource deployment of a service providing partner is the core idea behind
these new approaches. If necessary from the viewpoint of the complete supply con-
sortium, the coordinator should be allowed (and obliged) to control temporarily the
dispatching of resources partly or completely. The motivation behind this interven-
tion is to protect and stabilize the performance of the overall supply consortium if a
certain partner does not act in the sense of the consortium. To realize and to imple-
ment the coordinator interventions, we propose that the superior coordinator manip-
ulates the formal deployment decision model of the subordinate service providing
agent. Critical changes of the decision situation (demand peaks, resource unavail-
ability, ...) are reflected back into the formalized representation (decision model) of
the subordinate agent’s decision task.

Answers to the following research questions are sought in this study.

1. What are the state-of-the-art techniques to integrate decision making of princi-
pals and service agents in a supply consortium?

2. In which situations can these techniques be applied successfully and in which
situations do they fail?

3. Why do the so far discussed decision supporting approaches fail?
4. How can their deficiencies be remedied?
5. How can the improved decision support approaches contribute to handling more

dynamically appearing disturbances?

v



vi Preface

6. Can the stability of once made decisions be increased?
7. How high is the “price” for the extension of the abilities of the integration tech-

niques?

We have defined three milestones, each labeling a significant progress in the re-
ported study. The first milestone is the identification of limits and barriers of re-
peated decision making (online decision making) in volatile and uncertain envi-
ronments in presence of principal-agent-relationships. By means of an exemplarily
analyzed interaction of a supply consortium coordinator (principal) and a transport
service agent, the conceptual limitations of the use of model-based decision support
for principal-agent interactions are explored (Part I). In Chapter 2, the determina-
tion problems and the subsequent update problems of freight transport processes in
volatile and uncertain planning environments are addressed. The ability to cope with
spontaneous and unexpectedly appearing demand peaks is identified as a core chal-
lenge. We introduce a corresponding version of the online vehicle routing problem
with time windows in order to prepare a process management simulation. Poten-
tially conflicting planning objectives of the supply consortium coordinator and of
the transport organizing fleet manager are identified and analyzed. State-of-the-art
concepts for integrating the planning objective and decision making of a superior
coordinator and a transport fleet managing agent are presented in Chapter 3. Within
computational experiments these concepts are evaluated and their limitations are
revealed.

The second milestone comprises the deficiency analysis of recent integrated de-
cision making techniques and the derivation of a conceptual framework for rem-
edying the identified shortcomings (Part II). Chapter 4 addresses the extension of
adaptive process control systems by installing coordinator intervention features. We
propose a close-control-circuit to alter the agent’s formal process decision model,
e.g., a mathematical optimization model. The necessary modifications of the ob-
jective function and of the constraint set are feedback-driven. The feedback of a
process is determined by comparing the current process quality and a given ref-
erence process quality. In Chapter 5, we derive three model-adjusting strategies
for the aforementioned online vehicle routing problem with time windows. Within
comprehensive computational simulation experiments, we identify the best possible
parameterization of the strategies. Furthermore, we compare these three strategies
among themselves and in addition with the state-of-the-art techniques describes in
the third chapter. It turns out that the proposed techniques are able to remedy the
deficiencies of the so far known techniques.

The third and final milestone consists in the analysis of the impacts of apply-
ing the new techniques to dynamic transport process planning problems in volatile
environments (Part III). Flexibility of transport systems controlled by the integrated
strategies is investigated in Chapter 6. We interpret flexibility as the property to han-
dle unexpected disturbances of processes so that an update of existing processes is
possible. In Chapter 7, we try to protect once made decisions from further revisions
in order to reduce the process nervousness. It is shown that the application of an
integrated decision making between a coordinator and a transport service provid-
ing agent contributes to prevent further decision revisions, so that once accepted
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decisions exhibit an increased stability. Finally, we investigate the tradeoff between
process quality increase (as a result of the application of the integrated planning
approaches) and the additional expenditures resulting from overruling the typically
cost-minimal deployment decisions of a service agent (Chapter 8).

We conclude this study with a summary of the main findings (Chapter 9).
This book reports scientific results from the research project Autonomous Adap-

tation of Vehicle Schedules. The reported research was carried out by the group of
the Chair of Logistics, University of Bremen.

Prof. Dr.-Ing. Herbert Kopfer, holder of the Chair of Logistics and principal in-
vestigator in this project, gave me the opportunity to design and to conduct my
project-related research as freely as possible. He supported me continuously during
the six years of project work.

The present research stands to benefit from continuous scientific discussions. In
this context I would like to express my gratitude to former and current colleagues
at the Chair of Logistics, to the associates from the Collaborative Research Center
637 at the University of Bremen and to the colleagues who provided my with new
ideas when we met at conferences and workshops. In particular, I have to thank Prof.
Dr. Hans-Dietrich Haasis (Institute of Shipping Economics and Logistics), Prof. Dr.
Christian Bierwirth (Martin-Luther-Universität Halle-Wittenberg), Prof. Dr. Martin
G. Möhrle (University of Bremen) and Prof. Dr. Thorsten Poddig (University of
Bremen).

This research was supported by the German Research Foundation (DFG) as part
of the Collaborative Research Center 637 “Autonomous Cooperating Logistic Pro-
cesses” (Subproject B7).

Bremen, Jörn Schönberger
February 2011
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Chapter 1
Process Planning in Supply Consortia

Nowadays, value creation is mainly based on a strict division of labor. Specialists
providing particular services act on the market instead of companies offering com-
plete value creation chains (Stadtler, 2002). This is mainly caused by (i) a drastic
reduction of the width of market opportunity windows (Stock et al., 2000); (ii) the
pressure to continuously re-improve products and services (Ballou et al., 2000) and
(iii) the requirement to gain increasing profit (Lambert and Cooper, 2000). The spe-
cialization of a company makes it possible to capture the synergy of intra- and inter-
company integration and management (Lambert and Cooper, 2000), and especially
to realize economies of scale (Corsten, 2007). Thus, the fulfillment of customer
demand with full service at competitive prices calls for a temporal collaboration
among the specialists in order to organize the required value creation processes.
Typically, the collaborating partners maintain their legal and economic autonomy.
Contracts are agreed between the partners in which their contributions to the current
value creation project are described. Thommen (1991) calls a group of independent
partners a consortium if - and only if - the collaboration is established to facilitate
the realization of a clearly defined project. In the literature, consortia for managing
a value creation chain are called supply networks (Sundermeyer, 2001) or supply
chain networks (Wathne and Heide, 2004). In order to avoid misunderstanding with
respect to the term “network”, we use the term supply consortium as synonym for
a formation of partners running a value creation project. Basic decision tasks for
coordinating the value creation in supply consortia and for the necessary demand
fulfillment are surveyed in Section 1.1.

Compared to more traditional value creation systems, the coordination and plan-
ning of value creation activities in supply consortia come along with several addi-
tional challenges. A major driver of the need for enhanced decision support is the
fact that the involved partners want to maintain their own responsibilities, i.e. they
want to decide autonomously about the activities that form their contribution to the
coalition (Bloos et al., 2009; Villa, 2002). However, each partner has to take into
account the wishes, desires and requirements of other supply consortium members
as well. We review different paradigms for the coordination of decision making in
supply consortia in Section 1.2.

J. Schönberger, Model-Based Control of Logistics Processes in Volatile Environments, 1
Operations Research Computer Science Interfaces Series 50,
DOI 10.1007/978-1-4419-9682-4 1, c© Springer Science+Business Media, LLC 2011



2 1 Process Planning in Supply Consortia

Each consortium partner contributes its knowledge and experience to the man-
agement of the value creation but also provides capacities of its resources. Typically,
plants, warehouses, transshipment or vending facilities of different partners are in-
volved in the physical flow of a specific product through the value creation stages. In
order to bridge the spatial distances between subsequent locations in the process of
guiding products physically through the supply stages, extensive transportation of
raw-material, semi-finished and finished goods is performed (Fleischmann, 2002).
Specific challenges of transportation planning in supply consortia are presented in
Section 1.3.

1.1 Value Creation in Supply Consortia

Stadtler (2005, 2002) proposes the so-called “house of supply chain management”
that integrates the necessary building blocks for a successful supply consortium for-
mation and for an efficient coordination of corresponding activities. According to
this framework, the integration of the supply consortium partners starts with the se-
lection of adequate partners. Next, a suitable organization of the consortium must
be found. Finally, the leadership of the partnership is to be defined. A successful
coordination of the activities of the partners requires the usage of latest information
and communication technology (ICT). It is necessary that each partner is informed
quickly and in a reliable fashion about the current and expected demand, the current
inventory situation and about the availability of supply materials. Furthermore, a
process orientation of the consortium members must be achieved in order to realize
maximal cooperation gains. Finally, the application of advanced planning is manda-
tory in order to enable an integrated planning of the entire supply consortium where
the most appropriate decision alternatives are identified. In addition, the desires and
wishes of each single partner have to be respected to the greatest possible extent
(Fleischmann et al., 2002).

Table 1.1 Acting members in a supply consortium scenario

protagonist received information generated information
customer — specified demand
coordinator specified demand supply consortium orders
service providing agent specific supply consortium orders resource requests
resource agent specific resource requests —

The participants in supply consortium-based value creation scenario are pre-
sented in Table 1.1. Several customers communicate their demand for products of-
fered by the supply consortium to a consortium coordinator. The coordinator is a
leading entity in the consortium and sets up an instance of an adequate customer
demand fulfillment process. Such a process determines how activities interact in or-
der to contribute to the fulfillment of demand. As parts of a process, sequences of
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concatenated and interdependent activities must be fulfilled. Fig. 1.1 illustrates an
example of a process with 13 activities A, B, ..., M. The arcs in the network struc-
ture represent logical precedence constraints. An activity can only be started once its
predecessor(s) is (are) finished. Some activities (represented by the nodes in the net-
work structure) can be started simultaneously (A, D and G) while others require the
completion of several upstream activities (C) or trigger more than one downstream
activity (H).

Several decisions must be made in order to enable the execution of a process
instance by the supply consortium. Each of the necessary decisions falls into one of
the three following categories of decision tasks.

Network Capacity Disposition: The customer demand is split into several sup-
ply consortium orders. Such an order comprises the execution of one or more ac-
tivities in the selected process. The supply consortium orders are then distributed
among the consortium partners, the so-called service agencies, and each agency is
responsible for the correct and timely fulfillment of the received orders. In the ex-
ample process depicted in Fig. 1.1 the activities are distributed to supply consortium
partners according to the color of the activities. All white activities are assigned to a
certain consortium member, all gray activities to another service providing agency,
and all black activities to a third agency.

Service Agency Resource Dispatching: A service providing agency receives
supply consortium orders for fulfillment. In the example introduced in Fig. 1.1, the
“black” agency is responsible for the fulfillment of the supply consortium orders
C and F . Each order comprises several indivisible tasks to be fulfilled in order to
contribute to the fulfillment of the corresponding supply consortium order. In our ex-
ample, the order C comprises the three tasks TC,1, TC,2 and TC,3. The order F consists
of the three tasks TF,1, TF,2 and TF,3 as shown in Fig. 1.2. Tasks from different orders
are re-grouped and compiled in requests. Such a request describes a set of tasks that
can be fulfilled by a certain resource belonging to the service agency. Four requests
r1 := {TC,1}, r2 := {TC,2,TF,1}, r3 := {TC,3,TF,2} and r4 := {TF,3} are derived from
the supply consortium orders C and F and have to be completed by the correspond-
ing agency. For each of the generated requests an appropriate resource belonging
to the service providing agency is selected and the request is then forwarded to the
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selected resource. This resource is used to fulfill the forwarded request(s). The two
requests r1 and r2 are transportation requests and are both assigned to the truck,
which is a transport resource. Both remaining requests contain production tasks, so
they are assigned to the two machines, which are production resources.

Resource Deployment: Using availability information about the service agency
resources, it is decided how the available resources are deployed in order to fulfill
the received requests. In transportation logistics, routes have to be compiled for the
trucks and vehicles (Schönberger, 2005) but in production logistics, machine sched-
ules are compiled that determine the sequence and duration of jobs on a particular
machine or on a shop floor (Pinedo and Chao, 1999).

The provision of resource capacity by the service agencies in response to a co-
ordinator’s call for resources is regulated in the contracts agreed for a fixed period
between the partners of the consortium. Incentives to be given to the service agen-
cies for covering the service agencies expenditures are also fixed in these contracts.

Conflicts and mistrust between the consortium partners occur from information
asymmetry (Ballou et al., 2000) and endanger the efficiency of the supply network’s
business operations. The principal-agent-theory (Elschen, 1991) attempts to explain
the impacts of these disturbances in the interaction between superior consortium
partners (the principals) and subordinate partners (the agents). Kaluza et al. (2003)
apply the principal-agent-theory to coordination and adjustment problems in supply
consortium scenarios. They point out two major sources of information asymmetry:

• A principal does not know how the agents will react after they have been in-
structed to fulfill a certain order (hidden action).

• A principal is not informed about all objectives of the agents (hidden intention).
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We have two principal-agent interfaces in a supply consortium. At first, a co-
ordinator acts as a principal towards the service agencies who act as subordinate
agents ensuring the fulfillment of the supply consortium orders. Here, the informa-
tion asymmetry is caused by incomplete knowledge about the customer demand.
Secondly, a service agency plays the role of the principal towards the agents rep-
resenting its resources. In both principal-agent relations, mistrust and conflicts pre-
vent the identification and realization of common decisions that lead to so-called
Pareto-optima, representing those disposition or dispatching decisions that provide
non-dominated solutions to the benefit of both the principal and the agents and,
hence, of the supply consortium. Thus, conflicts caused by hidden action and hid-
den intention must be recognized and even accomplished in order to preserve a
well-organized and efficiently acting supply consortium.

1.2 Supply Consortia Resource Deployment Paradigms

As a consequence of the initially mentioned market-related challenges, firms have
established coalitions with trusted partners in order to maintain and even increase
their competitiveness. To reach this goal it is necessary to achieve a successful in-
tegration of the partners as well as to coordinate the acting of the partners. A clear
distribution of responsibilities among the coalition partners is required in order to
make clear process decisions in all three areas (network capacity disposition, service
agency resource dispatching and resource deployment).

The number of participants in a supply consortium has been increased contin-
uously since the end of the 1990s up to more than 1000 network partners (Sun-
dermeyer, 2001). However, a phase of consolidation is currently observed in major
industrial sectors like the automotive sector (Wallentowitz et al., 2009) or the avi-
ation industries (Rudzki et al., 2005). A drastic reduction of procurement and dis-
tribution partners takes place. At the end of the consolidation, only few but highly
integrated and interrelated partners will form a typical supply consortium. In order
to meet the service quality requirements of customers, more detailed information
specifying their desires has to be considered during the deployment of the coalition
resources. On the other hand, the available resources are typically scarce, so that
bottleneck situations must be prevented by a careful resource deployment. As a re-
sult, the complexity of supply consortium operations planning is increasing contin-
uously. Computer-support for the preparation of the fulfillment of customer demand
is mandatory and necessary.

Although computational planning systems become more elaborated due to the
increasing processing speed, there are some specific and as yet unsolved challenges
associated with deployment planning in consortia. Each automatic planning sys-
tem has to cope with (Sundermeyer, 2001) the effects arising from this type of
value creating system. Effects related to decisions occur with longer time lags (a-
synchronism of decision and effect). Effects of local decisions occur at places far
away from the point of decision making and are not visible at other decision points
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Fig. 1.3 Configuration of supply consortium governance (Stock et al., 2000)

(non-locality). The interaction effect of the many parameters in the supply consor-
tium on common objectives is not predictable (non-linearity). (Sadler, 2007) re-
marks that the integration of the different supply consortium partners requires spe-
cial efforts because conflicting planning objectives must be integrated. Furthermore,
multi-facetted planning requirements have to be considered (non-homogeneity). Fi-
nally, (Gupta and Maranas, 2003) point out that planning data are often uncertain
or even unknown, so that decisions are made which often require a later revision
(uncertainty).

The organization of a supply consortium plays an important role in the control
of the deployment of the resources provided by the coalition partners. Stock et al.
(2000) list three generic concepts for the definition of a leadership and control strat-
egy of a supply consortium. These three approaches are distinguished by the instan-
tiation of the two parameters degree of vertical integration and degree of linkage.
The degree of vertical integration is defined as the percentage to which decisions
of two or more coalition partners are exclusively made centrally. If this degree is
zero, then all partners are allowed to make decisions about the deployment of their
resources independently. In the event that the degree approximates 1, no partner has
the right to decide about the deployment of its own resources. The degree of linkage
expresses the availability of inter-organizational information systems among supply
consortium partners. If the degree of linkage is close to zero then nearly no common
information infrastructure is available, which is often evidence for a fragile and non-



1.2 Supply Consortia Resource Deployment Paradigms 7

degree of integration
0% 100%

market consortium hierarchy

Fig. 1.4 The continuum of supply consortium governance types

resilient partnership. If the degree of linkage is quite high then all partners share the
same data basis and inform themselves about process-related events and data modi-
fications. This is interpreted as the existence of trust among the consortium members
who want to act together to reach common goals.

The three aforementioned government configurations can now be defined using
the extent of vertical integration and linkage degree (Fig. 1.3). Hierarchical gover-
nance exhibits a high degree of vertical integration and a high degree of linkage.
In contrast, market governance comes along with low degrees of linkage and ver-
tical integration. As a compromise between hierarchy and market governance, net-
work governance is proposed. Here, a strong degree of linkage is preserved but the
vertical integration is low, e.g., independent partners are intensively linked by an
encompassing information system.

For two reasons, the governance type definitions of Stock et al. (2000) are mis-
leading. At first, the cluster-oriented categorization of the three governance types
suggests that the membership is based on explicit values of linkage and vertical in-
tegration degrees. Secondly, the term “network” is already used in a quite different
context. In order to remedy these two inaccuracies, we propose the continuum rep-
resentation of governance types shown in Fig. 1.4). We consolidate the two linkage
degrees by defining the integration degree as half of the degree of vertical integra-
tion plus half of the degree of linkage. Only two explicit configuration types are
emphasized. A market-type governance exhibits a minimal degree of vertical in-
tegration (=0%) and a hierarchy-type governance comes along with the maximal
possible integration degree among the consortium members (=100%). In order to
avoid confusion, we call all other governance types “consortium”.

1.2.1 Centralized Planning

A hierarchically governed supply consortium (focal supply consortium) is typically
characterized by the presence of one single leading partner (focal partner), who is
selected as the leader due to its financial power or exceptional knowledge of prod-
ucts and processes (Stadtler, 2005). Often, this driving element in the supply con-
sortium is the enterprise that provides the brand of the generated processes, e.g., in
die automotive industry the original equipment manufacturer (OEM) leads a supply
consortium (Sundermeyer, 2001).
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In a hierarchically organized supply consortium, the leader is responsible for all
three planning steps: Network Capacity Disposition, Service Agency Resource Dis-
patching and Resource Deployment. This kind of process configuration is referred
to as centralized planning (Pibernik and Sucky, 2006; Lin and Shaw, 1998).

The application of centralized planning requires the willingness and acceptance
of all supply consortium partners to subordinate themselves and to transfer all de-
cision privilege to the focal partner. Furthermore, it is necessary that the supply
consortium is transparent, so that all information and data relevant for the process
configuration are available to the leading entity. This is the reason why the degree
of linkage is quite high in hierarchically governed supply consortiums.

1.2.2 Autonomous Control

In a supply consortium that is organized as a market there is no distinguished leading
entity. Therefore, each consortium partner itself performs as a coalition represen-
tative and collects demand from customers. Consequently, each member becomes
responsible for fulfilling a specific customer demand. It derives supply consortium
orders. In order to determine the necessary process instance(s) for fulfilling the de-
mand of the customers, each partner tries to hire other consortium members that are
willing to execute one or several orders. Payments are transferred for the execution
of orders and/or orders are interchanged among consortium partners. In addition, a
similar negotiation can happen among the resources in the assignment of requests.
Similar to a traditional market trading, the responsibilities for the fulfillment of or-
ders and requests are traded on a virtual market where the reward is fixed pair wise
between coalition partners or even between resource representatives. This paradigm
for deployment is referred to as autonomous cooperation and control (Hülsmann
and Windt, 2007).

A necessary prerequisite for the forming of an autonomous cooperating and con-
trolled supply consortium is the willingness of all members to interact with each
other member of the consortium. Furthermore, a common communication platform
is required to which a partner can connect in order to exchange messages with other
consortium members. However, this platform is used only for exchanging informa-
tion. An integration of data sources is not intended. For this reason, the degree of
linkage is low. In addition, the vertical integration of the coalition members is also
quite low due to the autonomy of the coalition partners.

1.2.3 Hierarchical Planning for Consortium-Type Governance

If a market-type decision framework is not realizable and if a strict centralized de-
cision making in a hierarchy layout is also not desired then a compromise between
the pure central control and the completely distributed decision making is required.
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The consortium members agree that there are some leading units in the consortium
that are selected to supervise and instruct other coalition members. In addition, a
hierarchy among the leaders is set up. A higher ranked leader specifies instructions
towards lower ranked leaders, which are free to decide how to follow the instruc-
tions. Such a partnership represents the type of consortium-governed supply system.

The previously described hierarchy in the supply consortium induces a step-wise
decision sequence for the deployment of the consortium resources. There is again
one consortium coordinator (global coordinator) for the complete supply consor-
tium. This leader receives the customer demand, specifies the supply consortium
orders and assigns these orders to consortium members. Here, the global coordi-
nator represents a principal compared to the other coalition members. However, in
contrast to the strictly centralized planning paradigm, the global coordinator does
not decide how the resources of the coalition partners are used to fulfill the supply
consortium orders. Figuratively speaking, the global coordinator selects only the
colors of the activities in the selected process instance (Fig. 1.1). The derivation of
requests from the tasks of an order assigned to a certain partner is made by a dis-
patcher belonging to this partner. This so-called service-agency dispatcher compiles
the requests from the received orders and assigns these requests to the resources pro-
vided by the considered coalition partner. This stepwise decision making is referred
to as hierarchical planning (Schneeweiß, 1994; Hax and Meal, 1975).

A semi-hierarchical structure of a supply consortium is induced by the nomina-
tion of the consortium dispatchers and the sharing of competencies among them.
The consortium coordinator (depicted by the dark-gray shaded area surrounding all
agents in Fig. 1.5) has global knowledge about demand and availability of service
agents. A service agent dispatcher only knows about the orders received from the
coordinator (depicted by the medium-grey shaded area surrounding the service and
resource agents). Similarly, an information asymmetry is observed for the relation-
ship between the service agency and the resource representative (the small, light-
gray shaded area around it represents the knowledge of the resource representative).
The service agency knows about the overall order(s) but the resource representative
(e.g., a machine operator or a truck driver) only knows about the requests assigned
to this resource.

Hierarchy in the strict sense cannot be found in the supply consortium. A superior
actor (i.e. the coordinator) cannot intervene directly in the dispatching decisions of
the subordinate service agencies. This fact is mainly based on the desire of each
service agency to maintain its organizational and economic independence. Referring
again to the differently colored areas in Fig. 1.5, we can interpret this independence
as areas of autonomy as follows. Each coalition member can only influence (and
sometimes even perceive) what happens in the area painted in its own color. Thus,
the supply consortium coordinator knows only about the dark-gray shaded part of
the supply consortium. A service agency knows only about the medium-gray shaded
part and a resource representative can only recognize and understand information
arising and affecting the light-gray shaded part of the supply consortium.

The semi-hierarchically organized supply consortium is the most often chosen
form for governing the deployment in a supply partnership. It is the only form of
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Fig. 1.5 Semi-hierarchical structure of a supply consortium (Bloos et al., 2009)

governance that merges the need for integration of the resource deployment pro-
cesses of the partners with the desire to allow each partner a maximal degree of
autonomy. However, the planning objectives of the global coordinator and of the
coordinator of a subordinate service providing partner often do not fit or are even
contradicting. Then, special efforts are required to ensure that the subordinate coor-
dinator decisions comply with the decisions of the global coordinator. The discus-
sions of opportunities for coupling the independent deployment decision making of
the two kinds of coordinators is not yet well investigated. With this research study,
we will develop contributions to the efforts to improve the deployment of resources
under special consideration of the consortium-type governance of a supply consor-
tium.

1.3 Transport Processes in Supply Consortia: Relevance and
Challenges

The spatially distributed locations of the facilities of the involved supply consortium
partners require the transport of raw materials, semi-finished or complete products
between the different facilities. Transport processes have to be set up in order to
realize the necessary material flow through the value creation stages of the physical
network connecting the value creating locations. For this reason, high quality and
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reliable as well as profitable transport services represent a key contributor to the
success of a supply consortium.

The importance of transport services for recent value creation concepts can be
demonstrated by a comparison between the annual growth of value creation and the
annual growth of freight transport activities. In the European Union the Gross Do-
mestic Product (GDP) increased by 2.5% annually in the period from 1995 until
2007. In parallel, the yearly escalation of the freight transport performance mea-
sured in ton kilometers (tkm) was 2.7% (EU, 2009). This reveals a correlation be-
tween provided transport services and economic growth.

Although the performance of the transport sector is continuously increasing, its
contribution to the overall Gross Value Added (GVA) is declining. For 2006, the pro-
vision of the transport sector to the GVA of the 27 states of the European Union was
less than 5%. Accelerated by the extension of further low-cost members, the prices
and costs of transport services decrease. It becomes harder to operate transport re-
sources in a profitable way. Similar observations are made for the North American
economic zone.

The derivation of excellent and high performing transport processes becomes
more and more important for the transport providing companies. On the other hand,
the expectations and requirements of customers increase as well as the complexity of
the process planning. This drives the need for a continuous improvement in process
planning. Computerized decision support systems capture the operations planning
of transport providing partners in supply consortia (Hall and Partyka, 2008).

1.3.1 Transport Process Derivation in a Supply Consortium

A transport service provider is a specialized service providing consortium partner.
It maintains and controls its own transport resources (trucks and trailers, vans, vehi-
cles, ships coaches and/or planes) or has access to external partners who offer these
resources. The supply consortium coordinator allocates these resources in order to
execute the necessary movement of goods between the spatially scattered value cre-
ation locations in the consortium. The fleet management agent is the coordinator of
a transport service providing consortium partner.

The possibility for the coordinator to reserve or block the transport resources is
regulated in the contracts agreed between the consortium members. Service-related
quality requirements to be considered by the fleet management agent, like maximal
response times or maximal transportation times, are specified as well as cost and
accounting-related issues (Stank and Goldsby, 2000) or social issues like the com-
pliance with maximal driving hours (Goel, 2009; Kopfer and Meyer, 2009; Meyer
and Kopfer, 2008). The fleet management agent is free to select a resource to fulfill
transport orders as long as the agreed requirements are respected.

Different and contradicting planning objectives guide the decision making of
the two collaborating decision-making agents. The coordinator aims at offering a
reliable demand fulfillment to the customers with the intention of ensuring a longer
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lasting relationship with customers. In contrast, the fleet management agent aims
at achieving a maximal profit from its engagement in the supply consortium. Since
the given budget is fixed, its only possibility to increase its profitability is to keep
the request fulfillment costs as low as possible. Whenever possible (especially if not
forbidden in the aforementioned contracts) additional expenditures are prevented.

The derivation of orders from demand as well as the derivation of requests from
orders have to respect the specific requirements of the kind of service agent and
of the kind of deployed service agent resource. In this subsection, we present the
processing steps necessary to extract transport orders from customer demand. Fur-
thermore, we draw our particular attention to the generation of transport requests
from transport orders and to the deployment planning of the transport resources.
The derivation of profitable and reliable transport processes from customer demand
is figuratively presented in Fig. 1.6.

Customer C1

· · ·

Customer CNC

Coordinator Fleet Manager
Own Fleet

Logistics
Service
Provider

Demand
→Orders

Orders
→Requests

supply demand
specification

resource reservation
for orders

transport process
generation

demand fulfillment flow execution flow execution

Fig. 1.6 Derivation of Transport Processes from Customer Orders

Network Capacity Disposition - From Supply Demand to Transport Orders.
We assume that the coordinator agent has received supply demand from the cus-

tomer(s) and that it has decided which service agents are incorporated in the ful-
fillment of the demand. Now, the coordinator allocates (reserves) capacities at the
involved value creation facilities (production plants, raw material suppliers). Ad-
ditionally, it reserves quantities of finished or semi-finished products waiting on
stock locations (warehouses) to be used in the demand fulfillment. In the example
presented in Fig. 1.7, facilities of different service agents distributed among nine
spatially scattered origins of goods S1 to S9 are involved in the demand fulfillment
planning. Some locations only provide goods (S1, S4, S8 and S9) while others also
require to be provided with products from a previous value creation stage (S2, S3,
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S5, S6 and S7). The delivery point(s) specified by the customer is (are) the only des-
tination(s) that does (do) not provide any goods used in subsequent stages of the
value creation process.

In order to decide which origin facility supplies another destination requiring
supply, the coordinator has to solve a multi-commodity network flow optimiza-
tion problem (Glover et al., 1992; Kennington, 1978) for the network generated by
the involved locations. A solution of the flow optimization problem determines the
flow among the involved locations, e.g. the quantities of the different raw-materials,
semi-finished or finished goods to be moved between pairs of nodes. In order to
ensure that materials produced and/or provided by upstream value creation stages
arrive in time additional time, constraints like earliest loading times, latest delivery
times or even time windows are considered during the derivation of the material
flow (Ceselli et al., 2008; Grünert and Irnich, 2005; Schönberger, 2005).

The determined quantities to be move along the connections of pairs of nodes
(the arcs) and the temporal requirements are merged in transport orders. A transport
order is a 6-tuple (σ ,δ ,c,q,twdep

σ ,twarr
δ ) in which the origin σ and the destination

δ of the goods of type c and the quantity q to be moved are determined. In order
to enable a synchronization of consecutive demand fulfillment steps, a loading time
window twdep

σ at the source and an unloading time window twarr
δ at the destination

are specified.
The solid arcs in Fig. 1.7 represent the need for moving specified quantities of

goods between facilities. They represent a solution of the aforementioned multi-
commodity flow optimization problem. The example order shown for the arc from
S1 to S2 expresses the transport demand for 100 pallets to be picked up between 6.00
and 10.00 at S1 and to be delivered at S2 not before 17.00 and not later than 18.30.

The solving of the time constrained network flow problem leads to a solving
of the demand-to-order task of the supply consortium coordinator represented by
the left bold-printed box in Fig. 1.6. All generated transport orders are put into
the transport order pool and are processed to the fleet managing agent (represented
by the arc labeled by resource reservation for transport orders in Fig. 1.6). The
dashed arcs represent the contribution of the executed movements to the fulfillment
of requests and orders.

Resource Disposition of the Fleet Manager: Generation of Requests and Pro-
cesses.

The immediate and direct assignment of transport orders to transport resources
is not accepted by a fleet operating service agent. The reasons are two-fold. At
first, the fleet manager represents an independent company. He is responsible for
all operations executed in his enterprise. Therefore, it is strongly necessary that he
decides about the usage of his resources independently. Secondly, the fleet manager
is not only responsible for the orders of one supply coordinator but, since he is
independent, he also serves coordinators of other supply consortia. Consequently,
his overall resources are involved in different value creation projects and only the
fleet manager can make a suitable assignment of capacities to orders (respecting the
contract requirements agreed among the partners).
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Fig. 1.7 Network flow to be covered by transport orders

All transport orders have been generated by matching the customer demand, the
quantities provided by the involved service agents (locations) and the temporal re-
quirements of the value creation process (time windows, precedence relations, ...).
However, since the coordinator agent does not know how the fleet management
agent wants to fulfill the transport orders, it is not possible to consider physical
constraints like truck capacities, exact schedules or loading incompatibilities (for
hazardous goods). The fleet manager agent’s first task is to derive transportation re-
quests from the transport orders contained in the accessible transport order pools.
We define a transportation request as the smallest indivisible entity of goods (a box,
a pallet, a container). It is not possible to split up a request, so therefore a complete
request has to be assigned to a certain resource for any movement in the network.

The major goal of the derivation of requests from orders is to achieve executable
(feasible) transport tasks. Therefore, for each transport order it is initially checked
whether it is possible to serve this order using an available resource.

Capacity conflicts. In the event that there is a resource that can execute the or-
der en bloc then this order is copied as a request into the transport request pool
maintained by the fleet manager. In case it is not possible to serve the complete re-
quest because the specified quantity exceeds the capacity of each single transport
resource, the considered transport order is copied several times. After the copy, the
quantities in the copies are reduced so that the quantities given in the copies sum up
to the original quantity; but in each copy the capacity does not exceed the capacity
of at least one of the available transport resources. The copying is repeated recur-
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sively until the two aforementioned conditions are met. After copying and quantity
reduction, the copied orders are inserted as requests into the maintained request pool
(Archetti and Speranza, 2007; Chen et al., 2007). In some applications, the split of
orders is combined with the later processed resource deployment (Archetti et al.,
2008; Nowak et al., 2008) so that even requests with capacity conflicts are copied
into the request pool.

Temporal conflicts occur if the loading (or unloading) cannot be scheduled within
the determined pickup window twdep

σ (or within the delivery time window twarr
δ )).

There are at least two reasons for such a conflict. At first, the velocity of the available
transport resources is too low. The second reason is that the estimated length of the
transport exceeds the maximal allowed driving time of a vehicle (Meyer and Kopfer,
2008). A remedy for temporal conflicts in transport orders requires the involvement
of the affected global coordinator in order to re-determine new time constraints for
the orders. After the time windows have been updated and if no capacity conflicts
are detected anymore, the transport order is copied as a request into the transport
request pool.

Loading conflicts are caused by different commodities included into a single
transportation request that cannot be moved simultaneously on the same transport
resource. A loading conflict typically occurs if the transport order includes differ-
ent hazardous goods which are not allowed to be moved together in order to avoid
destruction following an accident or collision. Similar conflicts possibly occur in
the transport of foods and pre-food products or other perishable goods. Here, con-
flicting requirements, like maximal or minimal temperatures to be ensured during
the complete transport chain, have to be respected in the physical execution of the
goods movement (Jedermann et al., 2009; Hsu et al., 2007). If loading conflicts
occur, transportation orders are recursively copied and from each copy, conflicting
goods are removed so that at the end, all goods to be moved are contained in a copy
but all copies are free of conflicts. The generated copies are then inserted into the
request pool.

At the end, after having checked all available transport orders the set of trans-
portation requests must be composed into executable processes (deployment). Sev-
eral interdependent decisions must be made in order to enable the available transport
resources (e.g. trucks or vehicles) to fulfill the transport demanded by the partners
of the supply consortium (Krajewska and Kopfer, 2008; Kopfer and Krajewska,
2007; Schönberger, 2005; Feillet et al., 2005; Pankratz, 2002). Fig. 1.8 presents an
overview of the dispatching steps, including the request generation as a preprocess-
ing step.

In the disposition step, each request is assigned to a certain transport fulfillment
cluster. Some requests are assigned to the fleet of vehicles fully controlled by the
control unit of the considered transport company (self-fulfillment cluster). Requests
that require an immediate fulfillment but which are not assigned to one of the avail-
able vehicles are directed into the subcontracting cluster and are then shifted to a
Logistic Service Provider (LSP). The LSP is paid for taking over the fulfillment
responsibility for these requests. All remaining requests are postponed (Postpone-
ment Cluster). The postponed requests are not considered for the current deploy-
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Fig. 1.8 Request-based transport resource deployment

ment planning but will be re-considered in subsequent deployment. The decision
about the selection of the right cluster is referred to as mode selection (Schönberger,
2005).

Routes describing the sequence of visit of customer sites are generated from all
requests assigned to the self-fulfillment cluster and each route is assigned to one ve-
hicle of the own fleet (Golden et al., 2008). Each vehicle executes zero, one or sev-
eral routes according to a schedule that determines the en-route arrival and departure
times. The compilation of routes is guided by the goal to keep the route execution
efforts (costs, duration, make-span and travel distances) as small as possible. Each
generated route is one-to-one related to a physical movement (flow) of transport re-
sources through the given transport network (road, track or air-based connections).
Therefore, routes represent the processes of the used transport resources.

The costs for the incorporation of LSPs to fulfill the requests assigned to the
subcontracting cluster are determined by a previously known tariff. The tariff typi-
cally specifies the amount to be paid for the transport service providing agent to an
LSP for moving a collection of goods from an origin to a destination (shipment).
The size, volume, weight and/or value are considered in the determination of the
final payment. Often, tariffs are degressive with respect to the quantities contained
in a shipment so that a bundling of several requests into a shipment leads to the
exploitation of economies of scale (freight optimization). In order to keep the costs
for the fulfillment of the subcontracted requests as low as possible, the compilation
of adequate shipments is the major planning task in the subcontracting cluster. From
the point of view of the transport service providing agent, the shipment generation
is carried out for calculating the LSP-costs (Schönberger and Kopfer, 2005). How-
ever, the physical flow of goods through the transportation network maintained by
the LSPs is sometimes different from the flow determined in the tariff calculation
step. The transport service providing agent has no control over the physical move-
ment of transport resources of an LSP.
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Both planning tasks (route compilation and shipment generation) form the sec-
ond step in the deployment procedure. This step is referred to as resource dispatch-
ing.

All three decision problems (cluster selection, routing and scheduling and ship-
ment generation) are interdependent. For this reason, requests are tentatively in-
serted into the self-fulfillment cluster. If it is possible to combine this requests with
other requests into profitable routes then this request is definitively assigned into
this cluster. In the event that a profitable consolidation of this request with other
requests is impossible, the considered request is re-assigned into the subcontracting
cluster. The tentative request-to-cluster assignment enables an integration of both
planning tasks: routing and shipment generation (integrated resource disposition and
dispatching). Krajewska (2008) identifies several integration approaches, analyzes
the challenges and benefits of the found types in detail and provides a classification
scheme.

The planned processes are stored in the transportation plan. This contains the
generated routes for the fully controlled own resources and the information about
the pickup as well as the deliveries of goods associated with subcontracted requests
(Crainic and Laporte, 1997).

1.3.2 Process Endangering Events and Data Uncertainty

The transportation plan instructs the fleet-manager-controlled fleet and the incor-
poration of the LSPs and determines how (and when) the transport requests are
fulfilled. Thus, it contributes to the fulfillment of the transport orders specified by
the supply consortium coordinator. However, unexpected or unpredictable events
endanger and compromise the complete execution of the found processes and the
order fulfillment is interrupted. The processes in the transportation plan have to be
checked for being compromised and an update of disturbed processes becomes nec-
essary.

Unexpected events impact the means of transport differently. Deep sea shipping
processes are mainly affected by disturbances in the loading or unloading ports.
Prolonged turnaround times or delays in the availabilities of berths occur and often
lead to delays in the subsequent process parts (Vernimmen et al., 2007). Sometimes,
the delays can be temporarily offset by increasing travel speeds. However, addi-
tional dispatching interventions are often impossible due to the fact that alternative
process decisions are not available. A similar observation is made for rail-based
transport systems. Due to the strict and inflexible track-based infrastructure and due
to deficiencies in the determination of exact positions and causes of disruptions it
is often impossible to react appropriately in order to reduce the negative impacts
of unexpected events (Jacobs, 2003). The same intervention deficiencies are men-
tioned in the context of reacting to disruptions affecting inland waterways. In ad-
dition, this means of transport is highly dependant on suitable weather conditions.
Floods, low tides and ice drifts regularly interfere with the schedules of barges. Bad
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weather conditions, security alerts and high volumes of traffic are the major drivers
for disruptions in passenger air transportation. In order to meet the passenger re-
quirements (no re-routing, and no delay, and no change of aircraft and no transfers)
sophisticated disruption management strategies have been developed for passenger
airline operations (Kohl et al., 2007). However, in air-cargo industries, more oppor-
tunities to react to disruptions and unexpected events are given since the freight can
be re-routed and re-scheduled without producing complaints (Derigs et al., 2009).

Due to the very flexible underlying infrastructure, the economic importance and
the number of involved entities, road-based freight transportation is the most inter-
esting means of transport from the viewpoint of analyzing the impacts of uncer-
tainty. In the remainder of this study we will focus on challenges in the manage-
ment of disruptions affecting the road-based freight carriage. Furthermore, we will
present new concepts for the management of these disruptions.

Zeimpekis et al. (2007) distinguishes three different kinds of events that compro-
mise the execution of planned road transport processes.

Portfolio Modifications. Changes in the maintained portfolio of requests are
the major driver for a transport process update. Additional requests must be inte-
grated into previously derived transport processes (Saéz et al., 2008; Richter, 2005;
Mitrović-Minić et al., 2004; Savelsbergh and Sol, 1998; Lund et al., 1996; Ausiello
et al., 1994), the cancellation of requests sometimes causes a process adaptation in
order to keep or re-achieve the process profitability (Rego and Roucairol, 1995),
and incomplete or wrong predictions of the actually demanded transport resource
capacity make an update of the once fixed processes necessary if the once-allocated
capacity is exceeded by the additional demand (Lund et al., 1996). Portfolio mod-
ifications occur in supply consortium planning if additional customer demand is
submitted to the coordinator. In such a situation, the coordinator has to update the
transport order pool in order to announce the need for additional transport services
to the corresponding coalition partners. Consequently, the request pool must be up-
dated and additional requests occur or existing requests are modified. Similarly, the
request pool requires an update if it turns out that the transport demand announced to
the coordinator by other service agents does not cover the needed transport services.

Infrastructure Modifications. Events restricting the infrastructure availability
form a second group of incidences compromising the execution of once planned
transport processes. Traffic congestion and adverse traffic conditions that prolong
the travel times along roads are in the focus of scientific research (Lo and Hall,
2008; Fleischmann et al., 2004b).

Transport Resource Shortages. Vehicle breakdowns and vehicle outages shrink
the capacity of available transport resources so that some requests cannot be picked
up and moved as planned (Zeimpekis and Giaglis, 2005).

Uncertainty of planning data is caused by the occurrence of the events implied
by request portfolio modifications, infrastructure modifications or transport resource
shortages. It refers to the vagueness and/or inappropriateness of the data used to
decide about the deployment necessary to fulfill the current actual request portfolio.

Request Uncertainty is the general term subsuming the data uncertainty caused
by a spontaneous and unforeseen change of the composition of the transport requests
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pool (appearance of additional customer requests, request cancellation, request vari-
ation) considered so far in the processes (Fleischmann et al., 2004b; Madsen et al.,
1995). A detailed differentiation of the data vagueness is carried out with respect to
a differentiation of the place or activities in the physical value creating system from
which the data uncertainty occurs. Delays of down-stream activities during the pro-
duction or preparation of the goods associated with transport requests often cause
delays in subsequent value creation stages, e.g. a delayed provision of the goods for
the transportation is called Downstream Uncertainty (Williams, 1984). Last-minute
changes of the quantities to be moved are critical if the difference between the ex
ante announced and the actual volume to be moved is not available on the disposed
vehicle (Quantity Uncertainty) as observed by Goel and Gruhn (2008). Handling
Uncertainty refers to on-site operations of loading or unloading which last longer
(or shorter) than planned (Hadjiconstantinou and Roberts, 2002) and Transshipment
Uncertainty expresses possible delays caused by the non-availability of ramps, gates
or special loading or unloading equipment in transshipment or cross-docking ter-
minals (Yu et al., 2008). If different types of goods cannot be loaded as planned
or are not allowed to be loaded by the same resource then Loading Uncertainty
(L.Delaitre et al., 2007; Gendreau et al., 2004) compromises the process execution.
The movement of picked up goods from the loading place to the unloading location
is compromised by blocked or congested roads so that the vehicles’ travel time is
prolonged (Travel Uncertainty). Consequently, a late arrival at the delivery place
results (Upstream Uncertainty) as investigated for example by Lo and Hall (2008).
Often, one kind of event causes another kind of process compromising event so that
several sources of uncertainty have to be handled simultaneously.

In the remainder of this book, we limit our investigations to modifications of the
request pool. We assume that neither transport resource shortages nor infrastructure
bottlenecks occur abruptly.
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Chapter 2
Transport Processes and Uncertainty

This chapter addresses the management of transport processes in volatile environ-
ments. In particular, we analyze how the supply consortium coordinator agent and
the fleet management agent can be integrated despite the contradicting objectives
concerning the planning of transport operations.

We start with a classification of different types of decision problems and deci-
sion models (Section 2.1). In particular, we explain the differences between a static
and a dynamic decision problem. Generic approaches for mapping the uncertainty
(related to dynamic decision situations) into formal decision models are presented
and classified.

Demand peaks are a major source of transport process disturbance. A compila-
tion of approaches to cope with this specific interference is presented in Section 2.2.
We investigate whether demand peak management concepts for production scenar-
ios can be transferred to transportation planning.

In order to prepare the setup of a simulation study of a transport process plan-
ning scenario in a volatile environment, we introduce a specific planning problem
in Section 2.3.

2.1 Formalization of Uncertainty within Decision Problems

A decision problem P is called static if it can be solved completely at one time point
t0 (Sellmaier, 2007). In all other cases, a decision problem is called a dynamic prob-
lem or an online (decision) problem. Such a decision problem is characterized by
the need for repeated decision making and decision revision at consecutive times
t1,t2, . . . (Brehmer, 1992). Consequently, a dynamic decision problem P can be ex-
pressed as a sequence P0,P1, . . . of static decision problems. The decision problem
Pi+1 represents Pi enriched by the additional data acquired between time ti and time
ti+1. A dynamic decision problem is referred to as real-time decision problem if
the time to re-compute a solution (deliberation time) of the instance Pi of the on-
line problem is limited (Séguin et al., 1997). Decision problems are often dynamic
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because decision-relevant information is missing at a decision time ti (Lund et al.,
1996). Typically, decisions made at time ti have impacts on to the decision alter-
natives available in later decision situations (Busemeyer, 2001). If the appearance
of future events can be approximated by probability distributions then a dynamic
decision problem is called a Markov Decision Process (Littman et al., 1995). The
portion of information revealed after the initial decision time t0 is expressed by the
degree of dynamism (Larsen et al., 2008; Lund et al., 1996).

In transportation logistics, dynamic assignment problems (McKendall Jr. and
Jaramillo, 2006; Fleischmann et al., 2004b; Mitrović-Minić et al., 2004; Pankratz,
2002; Powell and Cheung, 2000; Lund et al., 1996; Powell, 1996; Madsen et al.,
1995) as well as combined dynamic vehicles routing and scheduling problems (Rego
and Roucairol, 1995) are major research fields. Furthermore, dynamic emergency
team relocation problems (Rajagopalan et al., 2008) are in the focus of scientific
interest. Surveys on the differences between static and dynamic vehicle deployment
problems are given in (Psaraftis, 1995, 1988). If all data that are considered for the
definition of the decision problem P are assumed to be given then P is called a de-
terministic (Illa, 1966) decision problem, otherwise P is named non-deterministic
(Munera, 1984).

Let M be a decision model for the decision problem P. The model M is called a
static model if the realization time of a decision is irrelevant for the feasibility and
the evaluation of the decision (Saéz et al., 2008; Sellmaier, 2007). The mixed integer
linear program formulation of the traveling salesman problem (Garfinkel, 1985) is a
representative example for a static model: Only the originating and the terminating
node determine the costs for traveling along an arc but not the time when the arc
is traversed. If a model M is not a static model then M is called a dynamic model
(Sellmaier, 2007) that is applied if e.g. capacity availabilities or realization costs
alter over time. Dynamic optimization models are used to represent routing tasks if
time or costs to pass through roads or paths alter over time (Moreira et al., 2007;
Potvin et al., 2006; Fleischmann et al., 2004a; Ichoua et al., 2003). Other applica-
tions of dynamic models comprise (among others) core control in computer sciences
(Ramamritham and Stankovic, 1994) or machine scheduling (Seiden, 1996). If un-
certain data are described by probability distributions then M is called a stochastic
decision model (Laux, 1982). Let Mi denote a decision model for the instance Pi of
an online decision model. The sequence of decision models M0,M1, . . . is called an
online decision model for the online decision problem P0,P1, . . . .

2.2 Operational Management of Peaks in Transport Demand

The generated transport processes specify the transport services to be carried out.
Pickup locations, delivery locations, quantities to be moved and operation times
are determined so that the deployed transport resources are used with highest effi-
ciency. However, the completion of the processes is in danger of being compromised
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by uncertainty resulting from the occurrence of unforeseen events (e.g. additional
requests) as discussed above.

Independent of the type of uncertainty, the incomplete knowledge of the com-
plete and exact planning makes the planning of transport processes more difficult.
During a decision making process the degree of uncertainty (e.g. event probabilities)
has to be considered in the evaluation of decision alternatives. In addition, strategies
to manage events that have not been expected but which nevertheless have been ap-
peared have to be available in order to ensure that the operations remain running
even under unexpected circumstances. In this section, we direct our interest to con-
cepts discussed to ensure that a transport process planning remains effective even if
a significant workload increase suddenly happens as a result of capacity uncertainty.
A specific situation is investigated in which not only the time and location of the ad-
ditional requests but also the number of additional requests released at a certain time
is unknown in advance. Actually, a balanced stream of requests, regularly entering
the request pool, is enriched by a temporary workload peak that begins at a previ-
ously unknown time and lasts over an unknown period. During the peak period, the
number of incoming requests at a certain time is significantly higher than before or
after the peak period.

If the capacity of the available transport resources is already exhausted by the so
far known requests then the additional requests cannot be integrated into the pro-
cesses. The flexibility of the processes is in danger of being decreased (Schönberger
and Kopfer, 2009c), which means that the probability for serving the additional
requests in compliance with customer time window requirements runs the risk of
being decreased, too.

Obviously, the reservation (blockage) of emergency capacity for the vehicles be-
longing to the controlled fleet supports the compensation of workload peaks. How-
ever, two aspects compromise this remedying idea. (i) The additional resources are
not profitable during off-peak periods. Therefore, it is not possible to maintain such
an extra capacity over a longer period. (ii) If none of the vehicles with emergency
capacity is located in the nearer surrounding of the request-associated location(s)
then reserving additional capacity only for peak situations is futile.

How to cope with an overloading of the own fleet? The acceptance and exploita-
tion of shortfalls and under-capacity situations is proposed (Zäpfel, 1982) but, due
to the currently customer-dominated transportation market, not enforceable. Also
temporal staffing arrangements (temporary workers) (Kalleberg et al., 2003; Zäpfel,
1982) cannot remedy transportation capacity bottlenecks since additional vehicles
must be available, too. Additional deliveries and postponement are also proposed
(Zäpfel, 1982) but, again, not applicable in freight transportation logistics with sup-
ply function. In-time and complete deliveries are unconditional necessary in order
to keep the process performance on a high level. Deferred deliveries corrupt the
flow of goods through the value creation stages. The spatial pre-distribution of de-
liverable goods over the operations area and a pre-loading of trucks is proposed
and evaluated in Calza and Passaro (1997). However, these approaches are very
capital-intensive. Pre-peak resource build-ups (Ronen et al., 2001) are also impos-
sible since the peak occurrence is not predictable and transport services cannot be
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stored. These previously mentioned strategies to mitigate the negative impacts of
demand peaks have their origin in production management and exploit the special
conditions in this sector. In particular, the significant larger geographic extent of
transportation networks prevents the ad-hoc short-term re-allocation and increase of
transport resources. For this reason, the strategies successfully applied in production
applications within factories or concentrated locations cannot be transferred into the
area of goods transportation.

Instead of holding or blocking a certain amount of capacity constantly in readi-
ness, a temporal and demand-oriented provision of additional transport capacity is
preferable (external procurement, third party supply, externalization). LSPs (Exter-
nal forwarders or transport service providers) are incorporated in order to execute
selected requests (subcontracting). The LSPs provide capacity in their transport re-
sources (e.g. vehicles). Thus, the intensification of the usage of the subcontracting
cluster in transport resource dispatching is the preferred activity to achieve a quick
capacity expansion in response to a beginning demand peak. As a consequence, high
service reliability is ensured even during a demand peak disturbance.

In order to ensure that the subcontracting opportunity is available whenever and
wherever it is needed, a consortium coordinator sets up and maintains longer term
contracts with one or more transport service providing companies (the LSPs). Their
transport networks cover the considered area of service (Ronen et al., 2001). The
set up contracts specify the provided capacities and the fees which are paid to the
service providers. A survey on subcontracting arrangements can be found in (Kopfer
and Krajewska, 2007).

With respect to the incorporation of LSPs in transport request fulfillment, we
make the following assumptions for the sequel of this research.

• The fleet managing agent and a sufficiently large number of logistic service
providers have agreed respective contracts on a request-oriented base (Krajewska
and Kopfer, 2008; Kopfer and Krajewska, 2007). According to such a contract,
each single request can be given to an LSP. The fleet managing agent has to
decide which requests are subcontracted.

• Only one LSP can be chosen to fulfill a certain request so that no provider se-
lection becomes necessary for the fleet manager. Immediately after a request has
been transferred to the corresponding LSP the service provider starts with the
execution of the request and ensures a timely fulfillment.

• We refrain from explicitly considering preparation or setup times for incorporat-
ing an LSP.

• A previously fixed fee is paid by the coordinator agent to the LSP for each se-
lected request.

The contracts with the LSPs secure the fleet manager agent an opportunity to
make use of the resources of the LSP immediately if necessary. Thereby, the fleet
managing agent has the right but not the obligation to choose LSP services. For
this reason, the externalization (subcontracting) of a request in the context of the
aforementioned contracts is interpreted as an option (Wöhe, 1993). The supply con-
sortium (by means of the fleet managing agent) is enabled to exert this option at any



2.3 A Dynamic Vehicle Routing Problem with Subcontractor Options 27

time during the duration of the contract (American option). It is possible that such
an option remains unused. The price for exercising the option is fixed at the time
when the contract is signed (call option) as explained in Black and Scholes (1973).

Prices to be paid to the LSP in case those options are used are quite high, because
the prices must include the costs for hedging the LSP’s risk that the fleet-manager
does not exercise an option. If both the own fleet and the options are available then
the first mentioned alternative would be preferentially selected by the fleet manager.
However, if the own resources are exhausted then the higher LSP-fee is justified and
acceptable because the timely request execution supports the goal to keep the quota
of reliably completed customer orders high.

2.3 A Dynamic Vehicle Routing Problem with Subcontractor
Options

We want to study the impacts of a demand peak on transportation processes within
simulation experiments. Therefore, we introduce a specific dynamic transport pro-
cess planning scenario. The environment in which the planning decisions are made
is outlined in 2.3.1. Next, the goals and interests of the involved agents and pro-
posals for the consolidation and integration of the aims are discussed (2.3.2) and
the planning task of the transport service agent is described (2.3.3). We conclude
the scenario introduction with the description of the generation of parameterizable
artificial test instances for the described scenario (2.3.4).

2.3.1 General Scenario Outline

We assume that the supply consortium coordinator has agreed a contract with a
customer. This customer specifies demand and submits this demand irregularly and
at unpredictable times to the coordinator. Immediately after the reception of the
demand, the coordinator specifies the consortium orders and inserts the generated
orders into the order pools of the involved service agents.

In order to enable the supply consortium to execute the necessary transport of
goods between the partners, the coordinator sets up a temporary contract with one
(and only one) transport service partner (service agent). The transport service agent
receives a certain amount as a budget. From this budget it has to pay its costs for
fulfilling the necessary transport orders (travel expenditures and fees to be paid for
subcontracted shipments). The difference between the overall budget and the request
fulfillment costs remain as profit at the service agent.

According to the contract between the customer and the coordinator a service
degree is fixed, e.g. a given percentage ptarget of the customer’s transport demand
has to be fulfilled within the customer specified time restrictions. The current pro-

cess punctuality rate pt is defined by pt := f punc
t
ft

(representing the current reliability
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of the transport system). There are ft requests whose completion times (already re-
alized or scheduled) fall into the period [t − 500,t + 500] (moving time window).
Among these ft requests the number of f punc

t requests is completed within the pre-
viously agreed time windows. If the reliability requirement is met then the quotient
pt must not fall below the threshold value ptarget . This quota can be explained as
follows: Each demand comprises goods necessary to keep the production processes
at the customer’s factories running and goods used to build up security stocks. The
first kind of goods must be provided in time while the second kind of goods can be
delivered later without causing corruption of the running production processes.

For the reason of simplification, we assume that each transport order is an exe-
cutable task. Hence, neither capacity nor temporal nor loading conflicts occur and
each transport order is copied into the request pool of the transport service agent im-
mediately after the order has been inserted into the order pool. A request instructs a
transport resource to visit a given location during a customer specified time window.
Examples, in which such a kind of request occur are related to situations in which a
large number of small-sized packages is loaded at the beginning of a day-trip so that
packages (like spare parts) can be delivered to a large number of customers without
the necessity to re-visit a loading berth. Other applications are the collection of used
consumable items (collection of used laser or ink-cartridges during office-hours) and
the dispatching of service crew and repairmen dispatching (Madsen et al., 1995). For
a summary of further related scenarios we refer to Beullens et al. (2004)).

We investigate the impacts of request uncertainty. A stream of arriving requests
must be served. Additional requests are released regularly and the requests must be
integrated reactively into the existing transportation plans (processes). Whenever an
additional request corrupts the execution of the so far followed processes a process
revision (re-planning) becomes necessary. Typically, the processes of several trans-
port resources have to be updated because a re-assignment of requests is necessary if
the originally selected vehicle is no longer scheduled to fulfill one or more requests
as decided in the last plan update. Subsequently arriving requests are handled by
updating the existing transportation plan. Therefore, the planning situation outlined
above is a dynamic decision situation (Brehmer, 1992). The decision problem is for-
mulated as an online decision problem. Each instance Pi of this problem is static and
deterministic (all data relevant at the re-planning time ti are assumed to be known).

2.3.2 Coordinator’s and Service Agent’s Interest Integration

The two considered agents follow different and to a certain extent contradicting
planning goals. While the transport service agent aims at maximizing his profit by
keeping costs as low as possible the coordinator agent targets the fulfillment of the
promised least punctuality degree (pt ≥ ptarget ). The endeavor to minimize the oper-
ational costs restrains the transport service providing agent from investing additional
expenditures to increase the punctuality rate if this rate has fallen below the thresh-
old value. For this reason, the contract between the coordinator and the service agent
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must contain some specific measures in order to ensure that the service agent’s en-
deavor for profit maximization does not lead to a negligence of the coordinator’s
requirements.

2.3.2.1 Reference Configuration

The direct way to ensure the achievement of the desired least punctuality rate is
to force the service providing agent to generate only processes fulfilling the least
punctuality requirement. Every process proposal which does not observe the least
punctuality condition and which leads to a lower punctuality will be rejected by the
coordinator. The minimization of costs is only addressed as a second ranking desire.
It is not a mandatory planning requirement. The achievement of least punctuality is
the superior planning goal. We refer to this configuration as the hard condition con-
figuration (HARD-configuration) of the investigated supply consortium scenario.

The least punctuality rate has been agreed between the coordinator and the
transport-providing partner. Therefore, an average workload has been assumed
while deriving the agreed service level ptarget . A significant increase in the number
of customer sites (workload peak) augments the process costs and therefore low-
ers the profit of the transport partner. It is quite unfair that the additional expenses
are not shared with the coordinator (and thereby among all supply consortium part-
ners). Thus, a strict enforcement of the least punctuality discriminates the transport
partner and enforces him to leave the consortium as soon as possible in order to
avoid serious financial damage. For this reason, the HARD configuration is neither
realistic nor applicable. We use it as reference configuration to provide comparable
results for simulation experiments. These reference results enable an estimation of
the costs necessary for ensuring the achievement of the service goal.

2.3.2.2 Penalization of Late Arrivals

Actually, the coordinator must provide incentives to each service providing partner
in the supply coalition in order to act in the sense of the common goals instead of
acting only in the sense of its own interest. For each partner, a major motivation to
participate in the supply consortium is to maintain or increase the own profit. Vice
versa, the endeavor of a partner to maximize its profit enables the supply consortium
controller to influence and regulate the behavior of a partner. The partner is promised
a higher benefit if it acts in accordance with the common supply consortium goals
but its profit is reduced if the partner acts otherwise.

The supply consortium coordinator receives fees paid by the customers for the
fulfillment of the customer orders. Using the sum of earned fees, budgets are funded
that are used to cover the material flow process costs specified by the service agents.
In order to stimulate a partner agent to determine processes of highest efficiency, the
difference between the budget and the process costs remains at the service partner
as its gain (profit). The main idea of the penalty configuration (PEN-configuration)



30 2 Transport Processes and Uncertainty

is to penalize the transport partner for each request whose on-site fulfillment starts
with a delay. Thereby, this partner is motivated to fulfill as many requests as possi-
ble on time so that the punctuality rate ptarget can be guaranteed. If a demand peak
occurs then the service-providing partner can freely decide whether to accept the
profit reduction or to spend more effort on maintaining or even increasing the ser-
vice level. Here, the negative impacts of a workload peak are shared between the
coordinator (and therefore among all partners) and the transport partner: The latter
pays penalties for late arrivals but the supply chain consortium accepts a temporarily
reduced punctuality.

2.3.3 Dispatching Task of the Fleet-Managing Agent

The coordinator receives customer demand continuously over time. Every Δt time
units he generates orders from the customer demand and the resulting requests are
to be executed by the transport providing partner. The reception of additional re-
quests triggers a process revision to incorporate the additional requests into the so
far followed transport processes. The process-planning problem of the transport ser-
vice providing agent is therefore a dynamic decision problem, which is solved in
online fashion, e.g. a process revision is carried out in event-driven fashion in re-
sponse to the additionally submitted requests. Consequently, a sequence of concate-
nated decision problems is defined. Each instance is formulated as an optimization
model. Solving such a model means to find the most profitable process decisions
for the transport operations considering the so far actually known planning data.
Each instance represents a generalized common vehicle routing problem with time
windows (Solomon, 1987). It is the multi-vehicle version of the traveling repairman
problem (Irani et al., 2004), which is additionally extended by subcontracting. The
transport partner’s dynamic decision problem has been previously formulated and
investigated in Krumke et al. (2002).

A release of one or more additional requests initiates the revision of the so far
constructed routes for the own vehicles. If needed, some requests which are so far
assigned to the self-fulfillment cluster, are excluded from the routes of the own
vehicles and forwarded to an LSP. A re-assignment of requests formerly assigned to
the subcontractor cluster into the self-fulfillment cluster is not possible.

The arrival times at some customer sites may be postponed in order to serve
one or several additional customers earlier by the same vehicle. Furthermore, the
number of additionally released requests temporarily increases unpredictably, so
that workload peaks occur from time to time. In a high quality (HQ) period the
requirement for the least punctuality is fulfilled (pt ≥ ptarget ) but in a low quality
(LQ) period the required punctuality rate is not attained (pt < ptarget ).

Subsequently arriving requests are accepted and handled by updating the existing
transportation plan. A sequence of transportation plans T P0,T P1,T P2, . . . is gener-
ated reactively at the ex ante unknown update times t0,t1,t2, . . . and each single
transportation plan is executed as long as it is not updated. In order to determine the
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transportation plan T Pi at time ti a static decision problem Pi must be solved. The
problem Pi represents the task of selecting the least cost transportation plan from
the set of all possible transportation plans. Thus, Pi is an optimization problem and
the sequence P0,P1, . . . is an online optimization problem representing the dynamic
decision problem of the subordinate transport service agent. In the following, we
propose a mathematical model Mi for each instance Pi of this online optimization
problem.

A single request r attains consecutively different states that change with ongo-
ing time. Initially, r is known but it is not yet scheduled (K). Then, r is assigned
to an own vehicle (I, short for internal fulfillment) or subcontracted (E, short for
externalization). If the operation at the corresponding customer site has already
been started but not yet been finished the state S (short for started request) is as-
signed to r. The set R+(ti) is composed of additional requests released at time ti.
Requests completed after the last transportation plan update at time ti−1 are stored
in the set RC(ti−1,ti). At time ti, the recent request stock R(ti) is determined by
R(ti) := R(ti−1)∪R+(ti)\RC(ti−1,ti). Each request belongs at each time to exactly
one of the sets RK(ti), RE(ti), RI(ti) or RS(ti), in which the requests having a com-
mon state are collected.

The problem Pi of updating a transportation plan at time ti is as follows. Let V
denote the set of all own vehicles, Pv(ti) the set of all paths (sequence of visited
sites beginning with the position of the vehicle at time ti and ending with the central
depot) executable by vehicle v in TPi and let P(ti) denote the union of the sets Pv(ti)
(v ∈ V ). If the request r is served in a path p then the binary parameter arp is set
to 1, otherwise it is set to 0. A request r, already known at time ti−1 that is not
subcontracted in T Pi−1 is served by vehicle vr. The travel costs associated with path
p are denoted as C1(p). Finally, C3(r) gives the subcontracting costs of request r.

In order to code the necessary decisions for determining a transportation plan in
the representation Mi of Pi, we deploy two families of binary decision variables. Let
xpv = 1 if and only if path p ∈ P(ti) is selected for vehicle v ∈ V and let yr = 1 if
and only if request r is subcontracted.

∑
p∈P(ti)

∑
v∈V

C1(p)xpv + ∑
r∈R(ti)

C3(r)yr → min (2.1)

∑
p∈Pv(ti)

xpv = 1 ∀v ∈ V (2.2)

xpv = 0 ∀v ∈ V , p /∈ Pv(ti) (2.3)

yr + ∑
p∈P(ti)

∑
v∈V

arpxpv = 1 ∀r ∈ R(ti) (2.4)

yr = 1 ∀r ∈ RE(ti) (2.5)
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∑
p∈Pv(r)

arpxpvr = 1 ∀r ∈ RS(ti) (2.6)

pt ≥ ptarget (2.7)

xpv ∈ {0,1} ∀p ∈ P(ti), yr ∈ {0,1} ∀r ∈ R(ti) (2.8)

For the HARD-configuration the process-planning problem is represented by the
mathematical optimization model (2.1)-(2.8). The costs for T Pi are minimized (2.1).
One route is selected for each vehicle (2.2) and vehicle v is able to execute the
selected path p (2.3). Each single request known at time ti is either served by a
selected vehicle or forwarded to the LSP (2.4) but a once subcontracted request
cannot be re-inserted into the path of an own vehicle (2.5). An (S)-labeled request
cannot be re-assigned to another vehicle or LSP (2.6) and overall, the percentage
ptarget of all requests must be scheduled in time (2.7).

The model (2.1)-(2.8) is NP-hard to solve since it represents the traveling sales-
man problem in a specific parameter setting.

∑
p∈P(ti)

∑
v∈V

(
C1(p)+C2(p)

)
xpv + ∑

r∈R(ti)
C3(r)yr → min (2.9)

In the PEN-configuration the punctuality constraint (2.7) is skipped and the ob-
jective function (2.1) is replaced by the evaluation function (2.9) that incorporates
the penalty payments C2(p) for lateness. Penalties associated with p are summed up
to C2(p) from all late customer site visits according to p. If the request is performed
in time, the penalty is zero for the associated single customer site; it increases pro-
portionally up to 25 monetary units for a delay of 100 time units. Further delays do
not lead to additional charges. According to (2.9) each late arrival at a customer’s
site is penalized independent of the fulfillment of pt ≥ ptarget . In so doing, we have
a unique quantification of the extent of lateness of the scheduled requests. We can-
not uniquely identify those late requests (among all late requests) that finally cause
the decrease of pt below ptarget . Therefore, we use the “more strict” penalization
scheme coded into (2.9).

2.3.4 Generation of Parameterized Test Cases

In order to evaluate and compare the impacts of the different SC-configurations
in computational simulation experiments, we have derived a set of artificial test
instances. Each instance is defined by a special instantiation of a set of parameters.
Different scenarios can be modeled by adjusting these parameters.

Two different kinds of dynamic routing scenarios are referred to in the literature.
In the first scenario type, the workload remains stable over a specific time interval.
This means that it is possible to adapt the available resources in advance so that all
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additional requests can be served appropriately with own vehicles. For this reason,
such a scenario is called a balanced scenario. In the event that the workload varies
over the simulation interval, the scenario is denoted as a peak scenario. Here, it is
hardly possible to adapt the available resources in advance.

Lackner (2004), Mitrović-Minić et al. (2004) as well as Pankratz (2002) propose
artificial benchmark instances for evaluating different dispatching strategies. In all
these instances the number of additional requests for a given time interval remains
equal, constituting balanced scenarios.

Gutenschwager et al. (2004) and Sandvoß (2004) use real world data sets for
their experiments in which the intensity of incoming demands varies over time.
Such instances represent examples of a peak scenario. Neither a parameterization
nor a classification of these instances is possible.

To simulate and parameterize peak scenarios we first generate a balanced stream
of incoming customer demands over the complete observation time period. A sec-
ond stream is generated for a part of the observation period. Both streams are then
overlaid so that during the period in which the second stream is alive, the balanced
stream is replaced by a higher number of requests (a peak) which must be integrated
into the existing transportation plans.

We start with the generation of the balanced stream of incoming customer de-
mands over the complete observation period [0;Tmax]. Therefore, at time trel = 0 n0

requests are drawn randomly from request set P. The set P is a Solomon instance
(Solomon, 1987) for the vehicle routing problem with time windows comprising
100 customer requests. Next, the request release time is updated to trel := trel + Δ t
and for this new release time, n0 customer requests are drawn from P at random
again. However, for each of the recently selected requests r, the release time is set
to trel . The original service time window [er; lr] of r is replaced by [trel +er;trel + lr].
Then, trel is increased by Δ t again and additional requests are generated similarly as
long as trel ≤ Tmax. A second stream of requests is generated in order to achieve
a demand peak. Again, we iteratively increase the release time trel by Δ t start-
ing at trel = 0. As long as trel ≤ t peak

start is met no additional demand occurs. In the
event that trel ∈ [t peak

start ;t peak
start + dpeak], n1 additional requests, drawn randomly from

P, are selected to be released at trel . Again, the original service time window is
shifted by trel . No requests are specified anymore within the second stream as soon
as trel > t peak

start + dpeak. Both streams are then overlaid so that during the period

[t peak
start ;t peak

start + dpeak] an increased number n0 + n1 of requests appear.
All vehicles specified within the instance P can be used. In order to determine

a competitive and comparable tariff for calculating the LSP fare Fr associated with
request r, we desist from capacity constraints and set the capacity usage of each
request to zero. We multiply the Euclidian distance dr between the depot of the
LSPs, situated at location (65,65), and the customer site associated with r with a
normalizing factor νr. A subcontracting of r yields costs of Fr := dr ·νr monetary
units. We consult the best-known solution S (P) of P found in the literature in order
to calculate νr. The vehicle vr serves r according to S (P) and ldemanded denotes the
sum of the Euclidian distances (the demanded distances) between the depot and the
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customer sites of all requests served by vr in this solution proposal. The normalizing
factor assigned to request r is now set to νr := α · ldemanded

ltravelled , where ltravelled denotes
the route length of vehicle vr (Schönberger, 2005). Scenarios with different tariff
levels can be generated by modifying the factor α . If α << 1 then subcontracting
is cheaper than self-fulfillment, in the event that α ≈ 1 both fulfillment modes have
comparable costs but if α >> 1 then the self completion-mode is cheaper.

Each scenario is described by the 5-tuple (P,dpeak,n0,n1,α). In this investigation,
we use the four Solomon cases P ∈ {R103,R104,R107,R108} to generate request
sets with tariff levels α ∈ {1,1.25,1.5,1.75,2,3}. Furthermore, it is n0 = 50, n1 =
100 and Δ t = 100 time units. The peak duration is fixed to dpeak = 200 time units

starting at t peak
start = 1500 time units. Finally, the total observation period lasts Tmax =

5000 time units.

2.4 Conclusions

We have introduced online optimization models as a suitable formalization approach
of dynamic transport process planning problems in a supply consortium. The in-
volved decision making entities (coordinator and transport service agent) have to
solve specific and interrelated online decision models in order to generate transport
processes for fulfilling customer demand. Although the process planning goals of
the coordinator agent and the transport service agent are partly contradicting, they
have to interact in the process planning phase.

As a second major challenge in online transport process planning, the manage-
ment of demand peaks has been identified. An appropriate approach to cope with
significantly varying transport need is the subcontracting of parts of the maintained
request pool. Depending on the amount of the costs for subcontracting a request, the
goals of the two decision making units comply (low subcontracting tariffs) or they
are contradicting (high subcontracting tariffs).

For preparing computational simulation experiments of the interaction between
the coordinator and the service agent, we have introduced a special dynamic trans-
portation planning scenario. Artificial test instances are proposed in which we can
scale the source of dynamic as well as the subcontracting costs as the most important
parameters for determining the decision behavior of the transport service agent.



Chapter 3
Decision Support: Applying the State-of-the-Art

Decision Support Systems (DSS) are collections of interacting computer systems
and software tools that enable the automatic or semiautomatic derivation of solution
proposals from a given decision model. A DSS accesses one or more data sources
to collect all planning data predicted by the maintained decision model and derives
solution proposals that take into account planning objectives as well as planning
requirements. We focus on the solution derivation process with particular interest
in the consideration of consecutively and unpredictably arriving planning data (e.g.
transportation requests).

In this chapter, we report the development of “state-of-the-art” techniques for
DSS to enable the automatic transportation plan generation and the automatic plan
updating in a volatile environment. These techniques can be found in most of the
papers reporting on DSS for dynamic transportation planning scenarios. They are
adapted from static decision situations where they exhibit a very high efficiency and
effectivity. We apply these standard techniques to the online optimization model of
the dynamic vehicle routing problem introduced in the previous chapter.

The organization of this chapter is as follows. Section 3.1 presents an overview
of DSS for dynamic integrated transport disposition and dispatching problems that
occur in supply consortia. We explain how the generation of transportation plans
is supported by computer systems and how dynamically appearing events are inte-
grated into the already started transport processes. The setup of a special DSS for
the online vehicle routing problem introduced in the previous chapter is described in
Section 3.2. In particular, we develop a planning framework that is able to consider
the consecutively updated planning data and, in parallel, aims to meet the given
planning restrictions. A systematic and comprehensive assessment of the proposed
DSS is performed. We describe the layout of the executed simulation experiments,
define appropriate performance indicators and report about the observed values for
these indicators in Section 3.3.

J. Schönberger, Model-Based Control of Logistics Processes in Volatile Environments, 35
Operations Research Computer Science Interfaces Series 50,
DOI 10.1007/978-1-4419-9682-4 3, c© Springer Science+Business Media, LLC 2011
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3.1 Decision Support Systems and Transport Process Planning

A Decision Support System (DSS) is an information processing system especially
dedicated to derive or support the derivation of goal-oriented decisions in complex
decision situations. Such a system combines operational data with analytical deci-
sion models in order to enable a computer-based control of value creation processes
(Laudon and Laudon, 2006).

According to Sprague and Carlson (1982), a DSS consists of three parts: the data
base management system (DBMS), the model-base management system (MBMS)
and the dialog generation and management system (DGMS). All data previously
collected and/or necessary for deriving appropriate decisions are managed by the
DBMS. The MBMS hosts formalized representations of the decision tasks (deci-
sion models) to be used for deriving decisions in a specific data setting. Tools for
enabling the interaction of the DSS with its users are contained and managed by the
DGMS.

We explain in Subsection 3.1.1 how a DSS is used to control value creation pro-
cesses in dynamic environments. In Subsection 3.1.2 we survey requirements and
previous work related to DSS-based control of transport processes. The handling
of events in dependence of their significance is subject of Subsection 3.1.3. Re-
quirements for the management of requests in dynamic transportation planning are
summarized in Subsection 3.1.4.

3.1.1 Process Control by Decision Support Systems

The necessity for a repeated revision of process-related decisions and the update of
process instructions has been illustrated in the previous chapter. Fig. 3.1 outlines
the usage of a DSS for contributing to a process revision. The gray-shaded area
represents the environment in which a previously generated process is running. A
process revision cycle is initiated by an event occurring in the environment and
disturbing the planned execution of the current process instance (1). Immediately
after the detection of the disturbing event, an update of the planning data hosted in
the DBMS is triggered (2) and the necessary data revisions are established (3). After
the necessity of a process revision has been determined by an analysis of the altered
data, the MBMS component of the DSS is requested to instantiate a new suitable
decision model (4). The MBMS selects an appropriate decision model type and
parameterizes it using the stored planning data (5). The complete decision model is
forwarded to a decision making algorithm and one or more proposals for an update
of the process are derived using computational methods from Operations Research
and/or Artificial Intelligence (6). These proposals are handed over to the DGMS that
prepares the presentation of the proposals towards the responsible decision making
agent (7). The responsible agent selects one proposal (8) that is then implemented
and executed (9) until an additional process disturbing event is detected.
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(3) DBMS (5) MBMS (7) DGMS

Process Environment

(1) Event (9) Process
Update

(4) call for new
decision model

(6) generation of
solution proposals

Model Building Model Solving

(2) planning data update (8) proposal selection

Fig. 3.1 Process-Control by a Decision Support System

The steps (1) to (5) in Fig. 3.1 form the model building phase in a process up-
date cycle. At the end of the model building phase, a formalized representation (the
decision model) of the current decision task is available. As the second phase of
an update cycle, the steps (5)-(9) are grouped to the model solving phase in which
an implementable solution of the set up decision model is identified, selected and
implemented. The MBMS (5) connects the two phases. Thus, the management of
the formal decision model plays a central role for the process control.

3.1.2 DSS-based Control of Transport Process

Significant effort has been spent to improve and accelerate the process update cycle.
For the model building phase, remarkable progress in the detection of process dis-
ruption events and the collecting of planning-relevant data has been achieved in the
last two decades. The development of small-size low-cost data acquisition (Wang
et al., 2006; Suhong et al., 2006; Michael and McCathie, 2005) and communication
devices (Timm-Giel et al., 2007; Yoshimoto and Nemoto, 2005; Erkens et al., 2005;
Anderson et al., 1996), wide-spread traffic information systems (Ehmke et al., 2008;
Ferman et al., 2005; Thill, 2000; Claramunt et al., 2000) and mobile communication
networks (Basagni et al., 2004) enables a transport planning unit to access necessary
planning data in real-time in a very highly detailed fashion. Almost all necessary
planning data are available for exploitation or can be accessed without significant
effort. Consequently, the automatic detection of process disturbing events and the
automatic processing of associated information into the maintained decision model
are start-of-the-art and part of any DSS for managing transport processes.

Progress in the model solving phase is caused by innovations in computer tech-
nology providing faster calculation machines (Raney and Nagel, 2004; Nordhaus,
2003; Cordeau et al., 2002). From operations research, efficient analytical algo-
rithms have been contributed to accelerate the optimization of process revisions
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(Koberstein, 2008; Burkhard et al., 2000). The transfer of tentative search paradigms
like evolutionary search (Bäck et al., 2000a,b), tabu search (Glover and Laguna,
1997) or ant-colony-algorithms (Dorigo and Stützle, 2004) for exploring large sets
of process update alternatives is due to contributions from artificial intelligence re-
search. From communication engineering, quick, cheap and easy-to-use informa-
tion and communication technologies have been developed (Giannopoulos, 2004)
enabling a dispatching unit to interchange process update information with drivers
and customers efficiently. Last but not least, appropriate decision models have been
proposed by management scientists covering not only the pure transport but inte-
grating transport with other value creating phases. Examples are operational freight
carrier planning problems (Krajewska, 2008; Schönberger, 2005; Pankratz, 2002),
inventory routing problems (Sindhuchao et al., 2005; Campbell et al., 1998) or just-
in-time-production requirements (Chuah and Yingling, 2005; Vaidyanathan et al.,
1999).

Each planning system designed for supporting the management of transport pro-
cesses in a dynamic environment is built up by several interacting components. Each
component might be hardware (computers or on-board units) or software (databases,
algorithms). The latter components are typically represented by software agents that
receive, process and generate information. Thus, the specification of a multi-agent
system (Woolridge, 2002) for supporting the dynamic dispatching in the investigated
scenario is promising.

All disposition and dispatching systems have in common that the incorporated
agents require huge amounts of data for making their decisions. Therefore, a stable
and reliable connection to different databases or data-warehouses is a prerequisite
for the system’s emergence (Zeimpekis and Giaglis, 2005; Slater, 2002). Examples
for those data sources are traffic management centers providing latest traffic flow
data (Ehmke et al., 2008; Fleischmann et al., 2004b), request databases and request
specification interfaces (Slater, 2002) as well as map engines that simulate territory
maps (Zeimpekis and Giaglis, 2005; Slater, 2002). In addition, real-time informa-
tion is fetched from satellite-based Global Position Systems (GPS) as well as track-
ing and tracing systems (Slater, 2002). Furthermore, the agents must be prepared to
process all data in real-time (Powell and Cheung, 2000; Séguin et al., 1997; Brown
et al., 1987) in order to provide the physical units with recent process updates imme-
diately. Finally, a human-computer interface has to be provided that enables human
users to intervene in the computational planning process (control center user inter-
face, Zeimpekis and Giaglis (2005)). In interactive systems one or several solutions
of the decision model instance are presented to a human decision maker. This per-
son modifies the proposals and selects the proposal to be implemented (Geiger and
Wenger, 2007; Scott et al., 2002; Kopfer and Schönberger, 2002; Waters, 1984). In
automatic updating systems the set up decision model is solved by a solving method.
According to specified preferences (least costs, highest punctuality, ...) one solution
of the model is automatically selected and implemented, e.g. Gutenschwager et al.
(2004).
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Two striking facts are extracted from the literature about the model building sub-
system of DSS for the operational management of transport processes in dynamic
environments:

• Only one decision model type is maintained in the DSS. The type depends upon
the kind of requests to be served, the number of depots and the kind of transport
resources.

• There are fixed rules that describe how a new decision model instance is param-
eterized with the updated planning data. These rules remain unchanged through-
out the complete running time of the DSS. They are not changed over time or in
response to an event.

3.1.3 Event-Handling in DSS for Dynamic Transport Dispatching

Séguin et al. (1997) propose a generic three-layer architecture for DSS used to han-
dle dynamically emerging events (cf. Fig. 3.2). Adjacent layers communicate by
exchanging messages. If a layer is not able to handle an event, it informs the next
higher layer and asks for support from there.

processes

Event Significance

Major

Considerable

None

Layer

Generation

Choice

Interface

Verbalizer

Event
Characterizer

Instructor

Selector

Planner
(Optimizer)Re-Plan Query

Call for Revision

Event Message Implementation Message

Revision Message

Update Message

Fig. 3.2 Three-layer model of a dispatching system

The lowest layer is the interface layer which hosts the event characterizer and the
instructor. If an unexpected event is detected then an event message is sent to the
event characterizer that checks whether the processes must be revised or not. In the
latter case the instructor sends an all-clear implementation message back to the
field teams, who are currently waiting for an answer from the DSS. A typical event
handled by the interface layer is the completion of a request. In the former case, the
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event leads to a process corruption and a call for revision of the process is sent to
the next layer (choice layer).

In the choice layer, the verbalizer receives the call and analyzes the process cor-
ruption caused by an event and the selector tries to remedy the corruption. If it suc-
ceeds then a revision message is given down to the interface layer that broadcasts
the relevant Implementation Message to the vehicles. A typical example for an event
is the occurrence of traffic congestion that endangers the compliance of announced
arrival times without shifting the arrival time at a customer site out of the time win-
dow. If the corrupting event causes major corruption that cannot be solved in the
second layer then a global re-planning is triggered by sending a re-plan query from
the choice layer into the generation layer.

The generation layer only hosts the planner (optimizer) which derives process
update proposals. An additionally arriving request is an example for an event that
requires the call of the planner. These proposals are fed back in an update message
to the selector in the choice layer.

In the event that that an event cannot be handled by the choice layer the process
revision cycle (1)-(9) given in Fig. 3.1 starts. A new decision model is instantiated
and solved. If the event is handled by the choice layer then the application of local
process revisions leads to a process recovery.

3.1.4 Challenges in Dynamic Disposition and Dispatching

The repeated update of transport processes comes along with several special require-
ments that decision support tools have to address.

It is important that once made decisions can be protected, e.g. the revision of such
a decision is blocked. In dynamic transportation disposition and dispatching not all
decisions can boundlessly revised. The reliability of announcements towards cus-
tomers concerning arrival times are an important and distinguishing service aspect
so that the associated decisions should be left unchanged during process revisions
(Erera et al., 2008; Madsen et al., 1995). However, some decisions are even impos-
sible to be revised at all, like the decision to exercise an LSP-option (Schönberger
and Kopfer, 2007b).

The urgency of the requests in the portfolio Rt has to be considered. Requests
whose completion is necessary in the near future have to be treated preferentially
compared to requests whose completion is necessary far away from the current time
(Mitrović-Minić et al., 2004). If not all urgent requests can be handled immediately
then it is necessary to manage the resulting waiting list or queues efficiently (Fleis-
chmann et al., 2004b). In case those late customer site arrivals cannot be prevented,
delays have to be handled so that the negative impacts of unsatisfied customer re-
quirements are minimized (Fleischmann et al., 2004b).

There is a time gap between the decision how a request is executed and the re-
alization (Lund et al., 1996). From the decision time until the realization time the
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value of a decision might vary (Albers et al., 2001), e.g. the appropriateness of a
decision can be changed so that decision revisions become necessary.

Each decision made at time ti influences the number of decision alternatives and
their evaluation for later re-planning times ti+1,ti+2, . . . (Saéz et al., 2008). The an-
ticipation of future system states is necessary (Branke and Mattfeld, 2005).

In dynamic decision making, each solution update follows one or more given
global planning objectives that guide the decision making over the consecutive up-
date stages. Lund et al. (1996) propose to deviate temporarily from the followed
superior decision strategies by varying objectives and decision alternatives in order
to heal negative impacts of extraordinary events more rapidly.

3.1.5 Rolling Horizon Disposition and Dispatching

The basic idea of rolling horizon planning is to generate a sequence of plans
S0,S1, . . . (Si is a solution of the decision model Mi of problem instance Pi). At time
ti the plan Si is derived and its realization is initiated. It is continued with the exe-
cution of Si until, at time ti+1, additional data is revealed. The plan Si is replaced by
Si+1 and Si+1 is executed until it is corrupted at time ti+2 by events providing addi-
tional data and so on. The solution update is carried out if a pre-specified time point
is reached (Rajagopalan et al., 2008; Saéz et al., 2008; Erera et al., 2008; Mitrović-
Minić et al., 2004) or if one or more certain events take place (Fleischmann et al.,
2004b; Lund et al., 1996; Ausiello et al., 1994). In the first case, the update of Si is
called time-triggered but in the second case the revision is event-triggered.

Two general concepts for the update of Si to Si+1 are distinguished. Rule-based
updating follows the hypothesis that a few basic reasoning rules are valid and that it
is possible to inductively reason the behavior in all other cases not explicitly stated
in the basic rules (Lindstaedt, 2007). The a-priori-route-concept (Tang and Miller-
Hooks, 2007; Liu, 2007) is an example of rule-based updating. Additionally, update
rules like MST-algorithms (Ausiello et al., 1994) or cheapest insertion approaches
(Fleischmann et al., 2004b) are representative examples for rule-based reasoning.

A deductive reasoning is carried out in model-based update. Here, the set of all
possible update alternatives is implicitly described by a formalized problem descrip-
tion (the decision model) and a structured scanning of the set of alternatives leads
to the desired solution. Examples of model-based approaches include the linear-
programming based optimization of a traveling salesman’s route and the solving of
a mixed-integer linear programming model of the capacitated vehicle routing prob-
lem. Dynamic pickup and delivery problems with model-based schedule update are
investigated (among others) in (Saéz et al., 2008; Mitrović-Minić et al., 2004; Lund
et al., 1996)

Re-planning approaches that only consider the currently and certainly known
planning data without incorporating expected data are called myopic. They are
based on the assumption that each forecast is inappropriate because the future events
that corrupt the execution of once generated processes are unpredictable (Huth and
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Mattfeld, 2008; Fleischmann et al., 2004b). In contrast, re-planning approaches with
anticipation exploit forecasts (Saéz et al., 2008; Powell, 1996). In such a situation,
it is assumed that process decisions made according to the forecast are likely to be
executed as planned.

3.2 Online Planning in HARD- and PEN-Configurations

This section contains the description of a decision support system for managing
the transport processes in the scenario introduced in Section 2.3 (cf. page 27). The
developed DSS framework is configured for both setups HARD and PEN proposed
for integrating the planning goals of the coordinator agent and the fleet managing
agent. The development of the DSS is guided by the following three assumptions.

Model Building: As events we only consider additionally arriving requests,
so that each event (arriving request) causes a call of the third-layer of the event-
handling scheme given in Fig. 3.2. Thus, each event triggers an execution of the
complete process update cycle (1)-(9) shown in Fig. 3.1. The model building rules
are static,; they are not changed during the simulation experiments.

Model-Base: Only the decision model (2.1)-(2.8) (are the HARD-configuration)
and the model (2.9), (2.8) (2.2)-(2.6) for the PEN-configuration are maintained.

Model Solving: Only one solution of the current instance of the maintained de-
cision model is generated. We want to have an automatic process update. The gen-
erated process update is immediately implemented without modifications.

In Subsection 3.2.1, we describe the configuration of a hybrid search algorithm
for solving the decision model instances M0,M1, . . . . Subsection 3.2.2 compares
techniques for ensuring the consideration of the constraints (2.2)-(2.7) during the
solving of Mi.

3.2.1 Memetic Algorithm for the Transportation Plan Generation

We use a Memetic Algorithm (MA) realizing a hybrid search strategy (Grosan et al.,
2007; Sarker et al., 2002) consisting of a global genetic search space sampling (Es-
helman, 2000) and a local 2-opt improvement procedure (Croes, 1958) for solving
the scheduling model instances M0,M1, . . . of the online decision model introduced
in 2.3.3.

The genetic search uses a μ +λ -population model (Grefenstette, 2000) evolved
by the application of the PPSX-crossover-operator (Schönberger and Kopfer, 2003)
and a mutation operator that

1. arbitrarily switches fulfillment modes of requests
2. shifts requests between selected routes of own vehicles and
3. reverses the visiting order of randomly chosen subsequences of arbitrarily se-

lected routes.
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The construction of the initial population is generated using the Push Forward In-
sertion Heuristic (Solomon, 1987). One half of the initial set of solution proposals is
generated by deploying the heuristic followed by some random proposal modifica-
tions, and the other half is generated purely at random without applying any biasing
procedure. The evolution process is stopped dynamically if the average fitness of
the evolved population does not improve for 10 generations.

Every time a new decision model instance Mi has arrived, the MA is re-started to
solve the model of the recent instance. Computational experiments, in which parts
of the final population of the last instance solved are used to seed the initial pop-
ulation of the recent instance failed because this initial population leads to rapid
convergence on a bad level even if the crossover and mutation probability are de-
termined adaptively. An analysis of the population development has shown that the
significantly changed decision situation requires the re-initialization of the genetic
material so that the new decision aspects are considered explicitly. For this reason,
a complete new initial population is formed using the seeding approach described
above.

3.2.2 Constraint Handling Techniques

Solutions of the models introduced in Subsection 2.3.3 are defined as sets of deci-
sion variables, instantiated by a value taken from their associated domains. Local
search (improvement) algorithms generate an initial instantiation of the decision
variables. Then, they apply one or more search operators and generate an offspring
solution from one or more existing solutions. The sequence of generated solutions
is called the search trajectory and the algorithm generates one (e.g. Tabu Search) or
several trajectories in parallel (e.g. Genetic Algorithms). It is necessary that the gen-
erated solutions comply with the constraints (2.2)-(2.8) (feasibility). From a certain
solution on, all further solutions within the search trajectory have to comply with the
constraints specified in the model. Three different approaches enforcing the search
trajectory to stay in the set of feasible solutions are presented below (Schönberger
et al., 2004)

Selection of an Adequate Solution Representation and of Suitable Opera-
tors. The first idea is to design a problem representation, which can only represent
solution proposals complying with all given constraints. If all operators can only
generate solutions within the given representation then all maintained and generated
solutions stay compatible with the associated constraints (Michalewicz, 2000a).

We use a direct problem route-based representation (Schönberger, 2005), which
ensures that no violations of the constraints (2.2)-(2.6), (2.8) occur in the maintained
set of solutions.

Repairing Constraint Violations. Local hill-climbers are incorporated into the
superior memetic search algorithm. They repair constraint violations by modifying
the generated offspring solutions and transform them to the nearest solution that is
feasible with respect to the given constraints (Michalewicz, 2000b).
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The application of the MA to the HARD-configuration requires the call of a
repair procedure for each generated offspring solution if the percentage of in-time
arrivals is smaller than ptarget . This means, the repair procedure is invoked if and
only if constraint (2.7) is violated. In this case the procedure REPAIR() shown in
Fig. 3.3 is executed for each offspring solution.

1. All requests r associated to a too-late customer site arrival are collected in the set S1.
2. For each request r ∈ S1 the savings s1 are calculated. Here, s1 is defined as the difference

between the travel cost savings and the subcontracting costs Fr.
3. If S1 is empty or if the current punctuality rate pti is at least ptarget then goto (5). Otherwise, the

requests contained in S1 are sorted, so that the first request in the order has the maximal saving
of all requests in S1, the second request in the order has the second highest saving and so on.

4. Finally, the fulfillment mode of the first request in the sorted list is switched to subcontracting,
the request is deleted from the list and the punctuality rate pti is updated. Goto (2)

5. The repair has been completed.

Fig. 3.3 procedure REPAIR()

In general (but not in the problem investigated here) it is unclear in advance
whether a repair procedure call can completely repair a given solution using the
given repair function. For this reason, the repair attempt is a search process itself.
Its goal is to identify the nearest solution, which complies with the given constraints.
The computational effort for this (maybe unsuccessful) search is often quite high.

Penalization of Constraint Violations. Solutions that propose late customer site
arrivals are penalized by depreciating their evaluation value (Smith and Coit, 2000).
The penalization lowers the attractiveness of such an individual and decreases the
individual chance of being selected for reproduction. It is expected that, in the long
run, penalized individuals will not be used any more so that at the end, only solutions
without any constraint violations are found in the search trajectories.

In the HARD-configuration for the supply consortium we repair infeasibilities
of the least-punctuality constraint (2.7) by applying the procedure REPAIR() to
the defective solution proposal. If the consortium is PEN-configured then a penalty
scheme is incorporated for devaluating defective solution proposals in order to en-
force the observance of the least-punctuality requirement.

3.3 Simulation Experiments Report

This section reports about the setup and the results of computational simulation
experiments to assess the proposed DSS. The simulated scenarios are outlined in
Subsection 3.3.1. All indicators used to describe the performance of the DSS are in-
troduced in Subsection 3.3.2. The observed values for these indicators are presented
and analyzed in Subsection 3.3.3. Impacts of penalty function parameter variations
are presented and discussed in Subsection 3.3.4.
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3.3.1 Simulated Scenarios

The HARD-configuration of the supply net setting deploys the decision model
(2.1)-(2.8) and the MA incorporating the procedure REPAIR(). Similarly, the PEN-
configuration uses the decision model (2.2)-(2.6), (2.8), (2.9) and the MA to derive
new transportation plans incorporating the penalty scheme given on page 32.

In order to assess the performance of the two supply chain configurations, we
perform several simulation experiments using the artificial test cases introduced
in 2.3.4. The target punctuality ptarget is set to 0.8 (80% of all requests have to
be completed within the customer-specified time windows).

A scenario (α,P,exp,ω) is determined by applying a planning system setting
(exp,ω) to an incoming stream of requests (α,P). We have combined each set of
requests generated from the Solomon instance P∈P := {R103,R104,R107,R108}
with each tariff level α ∈{1,1.25,1.5,1.75,2,3}. In doing so, overall ‖{R103,R104,
R107,R108}‖·‖{1,1.25,1.5,1.75,2,3}‖= 4 ·6 = 24 different request situations are
set up. To control the allocation of resources for the requests, we deploy both inte-
gration approaches HARD and PEN. Since both methods incorporate the random-
ized MA, we determine different random number generation seedings ω ∈ {1,2,3}.
This leads to overall 2 ·3 = 6 resource allocation strategies. Each of these strategies
is tested once to manage the 24 different request streams, so that in total 6 ·24 = 144
scenarios (α,P,exp,ω) are simulated. In the remainder of this subsection, we report
the observed results.

3.3.2 Performance Indicators

We define several indicators which are recorded throughout the simulation experi-
ments. The first group of indicators aims at representing the process quality in terms
of punctuality, waiting requests, exploitation of subcontracting, costs and so on. In
contrast, the second group of indicators contains several kinds of costs. Their evalu-
ation enables an analysis of the cost impacts of the two resource allocation strategies
for different tariff levels.

3.3.2.1 Process Quality Indicators

The punctuality rate recorded at time t within the scenario (α,P,exp,ω) is denoted

as pt(α,P,exp,ω). Let pt(α,exp) :=
1

12

3

∑
ω=1

∑
P∈P

pt(α,P,exp,ω) denote the aver-

age punctuality observed at time t for the parameter combination (α,exp) .
In order to study the impact of the demand peak on the punctuality, we calculate

the deviation of pt(α,P,exp,ω) from the reference value p1000(α,P,exp,ω) for all
times in the observation time interval [1000,5000] by
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pt(α,P,exp,ω)/p1000(α,P,exp,ω)−1. (3.1)

The largest past-peak deviation from the reference value is then calculated by
mint≥1500{pt(α,P,exp,ω)}

p1000(α ,P,exp,ω) −1. Now, the average δ (α,exp) of the largest observed devi-

ation from the reference values for the parameter combination (α,exp) is defined as
shown in (3.2).

δ (α,exp) :=
1

12

3

∑
ω=1

∑
P∈P

(
mint≥1500{pt(α,P,exp,ω)}

p1000(α,P,exp,ω)
−1

)
. (3.2)

Let T below
α ,exp denote the first time in which pt(α,exp) falls below ptarget and

T heal
α ,exp := min{t ∈ [1000,5000] |� ∃ l ∈ [t,5000], pl < ptarget} referring to the time in

which an HQ state is finally re-achieved by pt(α,exp). We define

π(α,exp) :=
T heal

α ,exp −T below
α ,exp

4000
(3.3)

as the percentage of LQ periods within the observation interval [1000,5000].
Throughout the simulation time, we have recorded the percentage of subcon-

tracted requests in qt(α,P,exp,ω). These values have been summarized in

qt(α,exp) :=
1

12

3

∑
ω=1

∑
P∈P

qt(α,P,exp,ω) (3.4)

for each setting (α,exp). The maximally observed subcontracting rate is defined by
σ(α,exp), calculated and calculated according to (3.5). It indicates the exploitation
of the subcontractor fulfillment mode.

σ(α,exp) := max
t≥1500

qt(α,exp).

In order to get information about requests still uncompleted at time t, we fetch
the number wt(α,P,exp,ω) of already scheduled but not fulfilled requests (pending
requests) during the simulation of scenario (α,P,exp,ω). We calculate the averagely
observed number wt(α,exp) of requests pending at time t for each combination
of tariff level α and consortium configuration exp in the same way as done for
pt(α,exp).
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3.3.2.2 Financial Process Evaluation Indicators

We trace the costs for the request fulfillment. In particular, we observe the travel
costs ctravel

t (α,P,exp,ω) of the own fleet, the costs csub
t (α,P,exp,ω) of LSP in-

corporation and the penalty payments cpen
t (α,P,exp,ω) for arrivals later than the

agreed time windows. The cumulated request fulfillment costs ct(α,P,exp,ω) at
time t are the sum of ctravel

t (α,P,exp,ω), csub
t (α,P,exp,ω) and cpen

t (α,P,exp,ω).
All four cost indicators are averaged in ct(α,exp), ctravel

t (α,exp), csub
t (α,exp) and

cpen
t (α,exp).

Let c̄travel
t (α,exp) := ctravel

t (α,exp)
ct (α ,exp) be the percentage of the overall costs caused

by the travel expenses of the own fleet. We similarly define c̄sub
t (α,exp) and let

c̄pen
t (α,exp) be the percentage of the overall costs caused by LSP charges and

penalty payments.
In order to compare PEN and HARD with respect to the resulting request ful-

fillment costs, we calculate the deviation γt(α,PEN) := ct (α ,PEN)
ct (α ,HARD) −1 of the costs

from the reference value observed in the HARD experiment. Similarly, we calculate
the deviations γtravel

t (α,PEN), γ sub
t (α,PEN) and γ pen

t (α,PEN) for the three kinds
of costs distinguished just before.

Finally, we approximate the marginal costs mct(α,exp) of a request for different
combinations of tariff level α and consortium configuration exp at time t. Therefore,
we first determine the increase of the cumulated costs ct(α,exp)− ct−100(α,exp)
compared to the last re-planning time t −100. Secondly, we determine the number
of requests | RC

(t−100,t)(α,exp) | completed in the period between time t −100 and t.

The marginal cost indicator mct(α,exp) is then defined in (3.5). This value indicates
the costs for fulfilling one additional request.

mct(α,exp) :=
ct(α,exp)− ct−100(α,exp)

| RC
(t−100,t)(α,exp) | (3.5)

3.3.3 Computational Assessment of HARD and PEN

We report about the observed indicator values in this subsection. The process-quality
and the financial indicators are analyzed consecutively. For both types of indicators,
we perform an online- as well as an offline-assessment. In the first mentioned type of
evaluation, we observe the development of the indicators during the simulation runs,
e.g., we present and evaluation the values for every time point t of the observation
period. The offline-analysis is an ex-post analysis, e.g., we evaluate the collected
indicator values after a simulation has been completely executed.
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Fig. 3.4 Development of the punctuality pt(α ,PEN)

3.3.3.1 Online-Process Quality Assessment

The PEN-configuration can guarantee 80% punctuality only for comparable tariff
levels (α = 1) as shown in Fig. 3.4. Just after the demand peak is over (t ≥ 1800) the
punctuality even increases because the routes of the own vehicles are compiled from
a larger number of available requests. So, a higher number of matching requests can
be found.

As soon as the tariff level α increases, subcontracting becomes more and more
unattractive. Its costs become higher than the travel costs for the own vehicles plus
penalty payments. The self-fulfillment mode is preferred, although it does not come
up with an in-time service. Actually, collapses of pt down to less than 50% are
observed for α = 3.

The temporal increase of the number of additional requests entering the consid-
ered logistic system from 50 up to 150 for the duration of 200 time units leads to
a significant increase of waiting requests. In the event that the LSP tariff level is
comparable (α = 1) we observe a temporary increase of the number of pending
requests (Fig. 3.5). For both strategies HARD as well as PEN, the number of pend-
ing requests grows up from around 75 scheduled but not yet finished requests to
200 at time t = 1800. But soon after the load peak is over, the number of pend-
ing requests re-descends to the “off-peak” level, which is 75. With respects to the
pending requests, the load peak has been managed at latest at time t = 2000. If the
tariff level is quite high (α = 3) then the non-consideration of the subcontracting
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Fig. 3.5 Number of pending requests wt(α ,exp)

services causes a blockage of the request fulfillment. While in off-peak situations
the average number of pending requests is wt(3,PEN) = 70, this number escalates
up to nearly w1800(3,HARD) = 230 in the HARD-configuration and even up to
w1800(3,PEN) = 290 in the PEN-configuration. In the first mentioned configura-
tion, the number of 70 waiting requests is re-achieved at time 2000 but in the latter
one the limit of nearly 70 waiting requests is not reached before time 3000. In sum-
mary, the PEN strategy is hardly able to overcome the demand peak with respect to
the number of pending requests.

Fig. 3.6 shows the number of routed (used) vehicles of the own fleet of the consid-
ered transport service agent for both resource allocation strategies HARD and PEN
and for the two extreme tariff levels α = 1 and α = 3. In the scenarios (1,HARD)
and (1,PEN) with a comparable LSP tariff, the off-peak number of deployed vehi-
cles from the transport service agent is 3 (HARD) respectively 4 (PEN). Immedi-
ately after the initialization of the request peak, these numbers grow up to 10 and
re-descend to their original values just after the load peak is over. A completely dif-
ferent system behavior is observed in the scenarios (3,HARD) and (3,PEN). The
off-peak number of used own vehicles is 10 for both resource allocation strategies.
After the peak start, the number of used own vehicles grows up to the maximal
available 25 vehicles independent of the application of HARD and PEN. However,
whether the load peak is over the velocity of the reconvalescence of vt(α,exp) to the
off-peak number depends upon the applied resource allocation strategy. In the event
that HARD is used, the off-peak number of used own vehicles is re-attained not
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Fig. 3.6 Number of used own vehicles vt(α ,exp)

later than t = 2000 but if PEN is applied, the regular off-peak number is re-attained
not before t = 3000. This means that the transport system operates longer out of its
“normal” configuration for at least 1000 time units.

The increase of the LSP tariff level from α = 1 to α = 3 has a significant influ-
ence on the proportion of the request portfolio given to an LSP. In Fig. 3.7, the evo-
lution of the percentage qt(α,exp) of subcontracted requests is shown for both tariff
levels. If the LSP tariffs are comparable (α = 1) then qt(1,PEN) and qt(1,HARD)
oscillate between 5% and 22%. Immediately after the start of the load peak, the
percentage of subcontracted requests climbs up to a value of around 22%. Here,
the subcontracting possibility is used to overcome the load peak. If the LSP tariff
is quite high (α = 3) then qt oscillates between 1% and 5%. The higher LSP costs
make the exploitation of this request fulfillment mode very unattractive. Even worse,
the transport system does not react to the load peak with a significant increase of the
percentage of externalized requests. In the HARD-configuration, a small increase
of qt(3,HARD) up to 7% is observed but in the PEN-configuration, the percentage
qt(3,PEN) of externalized requests remains unaffected und stays below 5%.

To conclude our online analysis of the process quality, we state that the PEN-
strategy is hardly able to react adequately to the disturbance caused by the load
peak if the LSP-tariff is high. Here, the penalization of late arrivals is not able to
re-direct the additional requests into the desired fulfillment mode “subcontracting”.
The primary goal of minimizing the total request fulfillment costs dominates the
selection of the fulfillment mode that supports keeping the punctuality rate pt on a
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Fig. 3.7 Percentage qt(α ,exp) of externalized requests in the schedule generated at time t

high level. The HARD-strategy ensures that enough requests are served on a timely
basis, but as discussed before, the implementation of this strategy is hindered by its
unfairness towards the transport service agent.

3.3.3.2 Offline Process Quality Assessment

Overall, the HARD-configuration outperforms the PEN-configuration. We first ana-
lyze the maximal decrease of the punctuality rate pt . The evolution of this parameter
is completely different for the two resource allocation strategies. If PEN is used then
the maximal decreasing rate of pt falls from -1.0% (α = 1) down to -38.8% (α = 3)
as can be seen in Tab. 3.1. In contrast, we observe that a tariff level increase hardly
influences the punctuality if the consortium is organized according to the rules of
HARD. Here, no significant decrease of pt is detected.

We now turn our attention to the appearance of LQ-situations. Clearly, it is
π(α,HARD) = 0 for all investigated tariff levels α . In addition, the HARD-configu-
ration is able to slightly enlarge the punctuality compared to the referential value at
time t = 1000 (Tab. 3.1). The additional knapsack-constraint enables the memetic
search to evaluate different separations of the request portfolio into self-fulfilled
and subcontracted requests. Since the constraint (2.7) ensures that at least 80% of
the requests are in time, no penalty costs contradict the route composition.
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Table 3.1 Maximal punctuality deviation δ (α ,exp)

exp α
1 1.25 1.5 1.75 2 3

HARD 3.6% -0.0% 5.3% 4.4% 4.2% 3.5%
PEN -1.0% -1.8% -7.8% -13.6% -22.0% -38.8%

Due to the parameter sensitivity of the punctuality pt(α,PEN) to tariff level
increases, the percentage π(α,PEN) of LQ-situations increases from π(1,PEN) =
0 up to π(3,PEN) = 97.5% (Tab. 3.2). Therefore, a short-time demand peak has a
long lasting negative impact on the punctuality of the service.

Table 3.2 Portion π(α ,PEN) of low quality situations

exp α
1 1.25 1.5 1.75 2 3

PEN 0% 60.0% 70.0% 97.5% 82.5% 97.5%

The maximal rate σ of subcontracted requests decreases with increasing tariff
level α (Tab. 3.3). For comparable freight tariffs (α ≤ 1.5) both configurations be-
have similarly with respect to the subcontracting of requests. The maximal external-
ization rate σ(α,exp) is nearly the same in both cases for each α ≤ 1.5. However,
if the tariff levels climb further then σ(α,HARD) remains stable at ≈ 8% while
σ(α,PEN) falls further down to ≈ 4%.

A reason for the bad performance of the PEN-configuration is its non-observance
of the reliable subcontracting services if its costs are significantly higher than the
sum of self-fulfillment costs and penalty payments. For α = 1 the maximal percent-
age of subcontracted requests is σ(1,PEN) = 21.4% but for high tariff levels, this
portion is significantly reduced down to σ(3,PEN) = 4.1% (Tab. 3.3). In the same
situation, the HARD resource allocation strategy identifies the externalization as the
better mode for nearly double the number of requests (8.0%).

Table 3.3 Maximal externalization rate σ (α ,exp)

exp α
1 1.25 1.5 1.75 2 3

HARD 22.2% 14.9% 10.0% 8.0% 7.2% 8.0%
PEN 21.4% 15.5% 10.0% 5.8% 5.1% 4.1%
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Overall, the PEN-configured resource allocation setting is not able to maintain
the target punctuality ptarget = 0.8 if the tariff levels for subcontracting requests are
lifted. The penalization of delayed arrivals does not ensure the target punctuality in
situations with a non-comparable tariff level. The search for least-cost transportation
plans ignores the selection of subcontracting requests if the sum of costs for self-
fulfillment and lateness is less than the freight charge to be paid to the hired LSPs.

3.3.3.3 Online-Evaluation of the Process Costs

We trace two indicator families to gain an insight into the process cost evolution dur-
ing the simulation experiments in dependence on the applied consortium configura-
tion and on the applied tariff level. At first, we record the marginal costs mct(α,exp)
for fulfilling an addition request. Secondly, the contributions of the three cost drivers
γtravel

t (α,exp), γsub
t (α,exp), γ pen

t (α,exp) are observed.
The marginal costs of an additionally completed request mainly depend on the

LSP tariff (Fig. 3.8). If the LSP tariff level is 1 then mct(1,exp) oscillates around
15 money units even during the load peak. This means, the marginal costs are
not affected by this disturbance. A cost-neutral increase of the externalization rate
(Fig. 3.7) is possible. However, if the temporary intensification of the subcontract-
ing usage is compromised by costly LSP-charges (α = 3) then the load peak does
have an impact on the marginal costs. In this context, the first observation is that the
off-peak values of mct(3,exp) are increased compared to the experiments where we
have α = 1. They vary from 18 to 20 money units for each additional request. Sec-
ondly, we discover that the load peak leads to a temporary increase of mct(3,exp)
immediately after the peak’s instantiation. Finally, the duration and the intensity of
the marginal cost increase depend on the applied resource allocation strategy. The
application of HARD causes a dramatic but short increase of mct(3,HARD). Here,
the pre-peak marginal costs are re-achieved immediately after the peak is over. In
the event that PEN is used, the increase of mct(3,PEN) is less severe but is takes
significantly longer until the pre-peak value is re-attained.

3.3.3.4 Offline-Assessment of the Process Costs

The application of both configurations leads to nearly the same costs (Tab. 3.4).
There is no empirical evidence that one of the configurations generally produces
a larger amount of process realization costs for a given tariff level α . We ob-
serve the following variation of the cumulated costs: γ5000(1,PEN) = −8.7%,
γ5000(1.25,PEN) = −5.5%, γ5000(1.5,PEN) = 0.1%, γ5000(1.75,PEN) = 4.9%,
γ5000(2,PEN) = 5.0% and γ5000(3,PEN) = −1.0%. The decisions observed in the
PEN-configuration yield less costs than for the HARD-configuration if α = 1, 1.25,
1.5 or 3. In the remaining cases, the HARD-configured DSS produces a sequence
of solutions causing fewer costs than the PEN-configured DSS.
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Fig. 3.8 Marginal costs mct(α ,exp)

Table 3.4 Cumulated requests fulfillment costs c5000(α ,exp) and deviation γ5000(α ,PEN)

α
1 1.25 1.5 1.75 2 3

c5000(α ,HARD) 42851.9 43105.1 44283.0 45253.5 47316.1 56301.4
c5000(α ,PEN) 39115.3 41120.9 44330.6 47483.4 49677.3 55748.4

γ5000(α ,PEN) -8.7% -4.6% 0.1% 4.9% 5.0% -1.0

For both strategies PEN and HARD, the overall sum of request fulfillment costs
c5000(α,exp) increases if the tariff level α is lifted. For HARD, tripling the LSP
tariff level from α = 1 to α = 3 results in an increase of c5000(α,HARD) by 31.4%
(from 42851.9 to 56301.4). The increase observed in the PEN-experiments is around
42.5%. In order to find out why the two strategies have these different compensatory
capabilities, we recall the results of the analysis of the number of pending requests
(Fig. 3.5) and of the marginal costs (Fig. 3.8). If PEN is used, then a larger number
of requests is fulfilled after the load peak is over (period from t=2000 to t=3000).
In this period, PEN comes along with higher marginal costs for each completed
requests. Consequently, PEN generates a higher amount of costs than HARD does.

We terminate our cost analysis with an investigation of the cumulated costs
c5000(α,exp) for the different configurations HARD and PEN. Tab. 3.5 contains the
increase of the costs in the PEN experiments compared to the HARD-experiments.
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The travel costs of the transportation plans generated in the PEN-experiments are al-
ways higher than the travel costs in the transportation plans generated in the HARD-
experiments. As we have already seen in Tab. 3.3, the maximal externalization rate
achieved in the PEN-simulations is notably lower than the externalization rate seen
in the HARD-simulations. Consequently, a significant number of requests is late in
the PEN-simulations leading to a significantly higher amount of penalty payments
observed in the PEN-experiments.

Table 3.5 Deviation of costs γ travel
5000 (α ,PEN), γsub

5000(α ,PEN), γ pen
5000(α ,PEN)

α
1 1.25 1.5 1.75 2 3

γ travel
5000 (α ,PEN) 43.6% 31.1% 20.4% 13.8% 8.8% 3.2%

γsub
5000(α ,PEN) -30.2% -46.4% -52.4% -49.9% -48.8% -77.5%

γ pen
5000(α ,PEN) 628.4% 5947.3% 364.8% 234.8% 193.9% 232.4%

The analysis of the contribution of the three cost drivers (travel expenses, LSP
charges and penalty payments) to the overall costs reveals that a lifting of the
LSP tariff results in a shifting of the costs from subcontracting to self-fulfillment
(Tab. 3.6). If the LSP charges are comparable (α = 1) then the major cost driver
is the subcontracting (74.6% in the HARD-simulations and 57.1% in the PEN-
simulations). If the tariff level is increased then the contribution of this cost driver
decreases down to 15% (HARD) resp. 3.5% for α = 3. At the same time, we ob-
serve a small increase in the contribution of penalty payments to the overall costs
(from 0.5% up to 3.6% in the HARD-experiments and from 3.8% up to 12.0% in
the PEN-experiments). However, the contribution of the travel costs becomes larger
if the tariff level is raised. In the HARD-experiments, c̄ travel

5000 (the cumulated travel
costs) increase from 24.9% (α=1) to 81.8% (α=3) and in the PEN-experiments we
observe an increase of c̄ travel

5000 from 39.2% up to 84.5%. From these values, we con-
clude that both HARD and PEN compensate LSP charge increases by intensifying
the usage of their own fleet.

3.3.4 Varying Penalties

The reported results from the simulation experiments show that the quality of the
processes generated using the PEN-controlled resource allocation are significantly
worse than the results observed in the HARD-configured simulation runs. In order to
find out if this performance gap can be closed by finding more appropriate parame-
ters for the penalty function, we have configured and executed additional simulation
experiments. In these experiments, we have varied parameters of the applied penal-
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Table 3.6 Contribution of the cost drivers

exp α
1 1.25 1.5 1.75 2 3

HARD c̄ travel
5000 (α ,exp) 24.9% 46.1% 63.1% 74.4% 79.9% 81.1%

c̄sub
5000(α ,exp) 74.6% 53.8% 35.3% 23.0% 16.9% 15.4%

c̄pen
5000(α ,exp) 0.5% 0.1% 1.6% 2.6% 3.2% 3.6%

PEN c̄ travel
5000 (α ,exp) 39.2% 63.3% 75.8% 80.7% 82.8% 84.5%

c̄sub
5000(α ,exp) 57.1% 30.2% 16.8% 11.0% 8.3% 3.5%

c̄pen
5000(α ,exp) 3.8% 6.5% 7.4% 8.3% 8.9% 12.0%

ization scheme with the goal to identify the best suitable setting (Schönberger and
Kopfer, 2008b).

A penalization of a constraint violation can be too weak or too severe. In the
investigated example, the maximal penalty value of 25 money units might be too low
to prevent the used decision algorithm identify the constraint violation. Therefore,
we vary the maximal amount Pmaxof penalty payments. If we increase Pmax from
25 up to 50,75,100 or 125 money units, each violation of the punctuality constraint
(2.7) is depreciated with increasing intensity. However, if the penalization scheme
is too strict, then a depreciation of a transportation plan caused by a small (local)
constraint violation might prevent the decision algorithm from searching further in
the area of the search space where the transportation plan with the small defect
is situated. The search process runs into danger of being excluded from exploring
larger parts of the search space. Consequently, the generated solutions run the risk
of being suboptimal and having a significant distance to the optimal transportation
plans. We introduce a fault tolerance threshold T tol

max. As long as a solution proposal
predicts an arrival time at a customer location, which is less than Ttol

max time units
later than the closure of the time window associated with this customer visit, no
penalties are accounted for this delay. We consecutively increase Ttol

max from 0 to 25,
50, 75. Using these two parameters, we obtain the piecewise-linear penalty function
h∗(x) defined in (3.6). The delay is x time units.

h∗Pmax,T tol
max

(x) :=

⎧
⎪⎨

⎪⎩

0, if x ≤ Ttol
max

Pmax
100−Ttol

max
· x− Pmax·Ttol

max
100−Ttol

max
, if Ttol

max < x < 100

Pmax, if x ≥ 100 time units

(3.6)

We apply h∗
Pmax,Ttol

max
(·) for each combination (Pmax,Ttol

max) ∈ {50,75,100,125}×
{0,25,50,75} twice. At first, we simulate scenarios with comparable freight tariffs
(α = 1) and secondly, we simulate scenarios with biased freight tariffs (α = 3).
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Throughout the simulations we record the maximal punctuality decrease (in
percent) δ (Pmax,Ttol

max) after the demand peak and the cumulated overall costs

C∗(Pmax,Ttol
max) := Pmax,Ttol

max
P∗

max,Ttol∗
max

− 1 (Among all combinations of maximal penalty and

tolerance the parameter (P∗
max,T

tol∗
max ) setting leads to the minimal costs).

The results observed for the experiments with α = 1 are presented in Fig. 3.9. The
left isoline-plot shows that the observed maximal punctuality decreases δ(Pmax,Ttol

max).
In Aδ

1 (−0.6) maximal punctuality variations between −0.6% and 0 (light grey
shaded area) are observed. Punctuality variations between -1% and -0.6% appear
in Aδ

1 (−1). Decreases of pt between 1% and 1.4% take place in Aδ
1 (−1.4)

The right isoline plot compiles the average increase of the cumulated costs
C∗(·, ·) incurred during the simulation runs. Additional costs of less than 5% (AC

1 (0))
are observed for small penalties and high tolerance values (light grey shaded areas).
A cost increase of more than 15% is realized if T tol

max ≤ 25 and Pmax ≥ 75. We con-
clude, that if the LSP tariff level α = 1 applies (same costs for both fulfillment
modes) then the static parameter setting Pmax = 50 and Ttol

max = 75 for h∗ performs
sufficiently well with respect to a high service quality as well as to the service cost
minimization.
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Fig. 3.9 Punctuality decrease (left) and costs increase (right) in the experiments with α = 1.

Quite different results are observed in the experiments with α = 3 (Fig. 3.10).
The service quality optimal parameter setting is Pmax = 125 and Tmax = 25 with a
maximal punctuality reduction of 2.9% (light grey shaded area in the left plot in
Fig. 3.10). However, this setting causes a cost increase of 15% (cf. right plot in
Fig. 3.10). On the other hand, the cost optimal parameter setting (Pmax = 50,Tmax =
75), indicated by the light grey shaded area in the right plot in Fig. 3.10, results in
a punctuality collapse of around 20%. It is therefore impossible to find a parame-
ter setting for h∗ that satisfies both goals a) costs minimization and b) punctuality
preservation to the maximal extent at the same time.
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Fig. 3.10 Punctuality decrease (left) and costs increase (right) in the experiments with α = 3

For reasonable tradeoff parameter settings (100,50) and (75,50) we observe a sig-
nificantly higher punctuality decrease (compared to the punctuality preserving set-
ting) or quite enlarged costs (compared to the cost optimal setting). Thus, it seems
to be impossible to find a parameter setting for the PEN-approach that is appropriate
for both planning requirements (least process costs and sufficiently high punctual-
ity). This observation suggests that a planning approach based on the penalization
of punctuality deficiencies is not appropriate for applications in a dynamic decision
scenario, especially if load peaks occur.

3.4 Conclusions

In this chapter we have developed a DSS that is based on the state-of-the-art tech-
niques for the previously introduced dynamic decision problem from transportation
logistics. We followed the general idea to embed a decision making algorithm for a
static decision problem into a rolling horizon framework. Whenever additional prob-
lem data has been collected the selected decision making algorithm is re-started.
This concept has been applied to the dynamic decision problem from transporta-
tion logistics. An appropriate decision making algorithm has been configured. Two
strategies for ensuring a continuous high reliability (measured by the observed cus-
tomer site visit punctuality) are proposed. The first one (HARD) is not applicable
because it does not consider some practical requirements. Although the performance
of the HARD-configuration convinces with respect to efficiency as well as the ser-
vice goal, its application is not possible because the partners forming the supply
consortium under consideration are not treated fairly in case of demand peaks. The
complete risk associated with a demand peak lies with the transport service agent.

However, we can use HARD as a reference strategy to evaluate an alternative
strategy (PEN), where the negative impacts of a workload peak are shared among
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the partners of the supply chain. The results generated with HARD are interpreted
as lower bounds to be reached by other control strategies (for example PEN).

Simulation experiments have been setup and have been executed in order to as-
sess the two consortium configurations PEN and HARD in artificial benchmark sce-
narios. Offline- and online-evaluation indicators have been defined and evaluated.

The main conclusion from the observed simulation results is that the approaches
proposed in the literature are not capable of handling the specific challenges of
dynamic decision situations. The decrease of the punctuality rate of transport ser-
vices leads to delays in subsequent process steps. From the viewpoint of the supply
consortium coordinator, this behavior disqualifies PEN as an appropriate control
strategy for the incorporated service agent.

For this reason, it is necessary to re-engineer the control strategy. However, every
new control strategy must respect the interests of both the coordinator as well as the
transport service agent.

From the achieved results we conclude that the simple re-application of a given
search paradigm is not enough for managing the special challenges coming along
with a dynamic decision problem. The presented results suggest that it is necessary
to adapt the applied decision technique continuously to the varying decision situa-
tion instead of re-applying the same technique again and again. There are indications
that it is necessary to take the current instance of a decision problem into account
and to re-configure a decision algorithm so that significant dynamically appearing
changes in the planning assumptions (reduced capacities, varied workload, etc.) can
be integrated with superior decision making objectives (quality agreements, etc.).
For example, a penalization scheme must fit to the current system state and the cur-
rently observed performance of the system. In the investigated problem at hand this
condition is not fulfilled during and immediately after a load peak. If the search
space appearance is significantly modified (i.e., because a relative capacity shortage
occurs) then the evaluation scheme of proposed transportation plans must consider
this changed planning assumption. However, such a temporal variation of the eval-
uation measure requires a temporal re-definition of the used formal optimization
model.
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Chapter 4
Decision Support in
Principal-Agent-Relationships

In this chapter we propose control strategies that adjust their decision behavior to the
current process performance and/or to the state of the dynamic process environment.
We propose an automatic re-configuration of the process control system by chang-
ing the process decision model maintained by the used DSS. It is demonstrated that
such a process control system is able to integrate the process-related decisions of a
superior supply consortium coordinator and of a subordinate service agent. Apply-
ing such an integrated process planning system simultaneously supports the service
agents desire for maximal profitable routes as well as the coordinators need for reli-
ability of the generated processes. By means of the previously introduced example
scenario, we discuss the suitability of the proposed DSS framework.

The proposed extension of DSS enables the coordinator to intervene in the dis-
patching decisions of the service agent. Such an intervention is helpful in the event
that the coordinator’s requirements are no longer met by the decisions of a service
agent. More concretely, the coordinator interventions are adapted to the reciprocal of
the degree to which the coordinator requirements are fulfilled. In order to promote
such an intervening strategy towards subordinate service agents, the coordinator
pays a monetary compensation to the service agent, so that the additional expendi-
tures of the service agent, which results from the deviation of deciding strictly in
the sense of profit-maximization, are covered. Thus, no financial reasons oppose the
granting of additional dispatching rights to the coordinator.

Current DSS-concepts do not support the integration of the coordinator into
the dispatching and disposition framework used by a service providing agent. A
methodological extension of DSS for online decision making is necessary. The de-
velopment of appropriate extensions is the subject of this chapter.

In Section 4.1, we analyze the deficiencies of PEN from the perspective of a
process control system. It turns out that the “failure” of PEN is caused by a con-
ceptual shortcoming of DSS which appears in the event that the DSS is applied to
rapidly evolving decision problems. We develop ideas to enhance the architecture
of DSS with the goal to overcome the aforementioned deficiencies. The transfer of
the innovations to logistics processes controlled by online optimization is carried
out in Section 4.2. In particular, we discuss how we can use the DSS-extensions

J. Schönberger, Model-Based Control of Logistics Processes in Volatile Environments, 63
Operations Research Computer Science Interfaces Series 50,
DOI 10.1007/978-1-4419-9682-4 4, c© Springer Science+Business Media, LLC 2011
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process controller

feedback process control signal

disturbing inputoutput signal

reference input

process

Fig. 4.1 Process-control circuit of the transport service agent Bierwirth (2000)

to support the coordination and integration of the decision making among supply
consortium partners in the operational process planning in the event that principal-
agent-relationships have to be considered.

4.1 Adaptive Process Control Systems

We start with the description of a generic process control system (Subsection 4.1.1).
Next, we focus on the analysis of the core (“process controller”) of the process
control unit (Subsection 4.1.2). Then, we develop suggestions as to how the update
decisions of a process controller can be biased (Subsection 4.1.3). This section ter-
minates with a proposal to integrate the process controller alternation into the event
handling scheme of a DSS (Subsection 4.1.4.)

4.1.1 Reliable and Unreliable Adaptive Systems

In order to find out the reasons for the failure of PEN to meet the goals of the sup-
ply consortium coordinator, we analyze this resource allocation strategy in dynamic
environments from a more general perspective. The transport service agent and the
process are interpreted as a two-component-system living in an evolvable environ-
ment (Fig. 4.1). The first component of the considered system is the process that
is disturbed by disturbing input from the dynamic environment. The process can-
not react to the disturbance but it returns a feedback signal describing its current
state to the second component, which is the process controller (representing the
transport service agent). It is able to manipulate the process by submitting a process
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procedure process management(re f erence input);
(a) i:=0;
(b) ti:=get current time();
(c) processti :=generate initial process();
(d) i = i +1;
(e) wait until (disturbing input diti appears) or (process terminates);
(f) if (process terminates) then goto (n)
(g) ti:=get current time();
(h) fti :=generate feedback signal(processti ,diti);
(i) submit feedback to controller( fti );
(j) pcsti := derive process control signal(re f erence input , fti);
(k) processti :=update process(processti−1 ,pcsti );
(l) i = i +1;

(m) goto (e);
(n) stop();

Fig. 4.2 Pseudo-Code representing a process-control circuit

control signal to the process. The process controller compares the current process
feedback signal (the current process status) with a given reference input (represent-
ing the intended process status). If the two signals are congruent, the control goal is
reached and the process is running as desired. In the event that the two signals are
different, then a process control signal is generated. It is determined with respect to
the severity of the feedback signal derivation from the reference signal. The process
control signal is submitted to the process. A manipulation of the process based on
the signal content is carried out with the goal to correct the process. The correction
is completed as soon as the returned feedback signal once again complies with the
reference input. This feedback-based process control structure is called a process
control-circuit.

A pseudo-code-procedure process management(re f erence input) realizing the
process control circuit is given in Fig. 4.2. This procedure is invoked with the
re f erence input as input parameter. At first, the iteration counter i is initialized
(a), the current time is fetched (b) and the initial process is fixed (c). Then, the it-
eration counter is increased (d) and the procedure waits until a process disturbing
input is detected or the process management period is over (e). If the process termi-
nates (f) then the procedure is stopped (n). Otherwise, the current time is fetched (g)
and the process feedback signal is derived (h). Afterwards, this feedback signal is
forwarded to the process controller (i). The controller compares the received signal
with the given reference input and derives an appropriate process control signal (j).
Now, the existing process is updated by applying the derived control signal (k). In
preparation of the next process update cycle, the iteration counter is increased (l)
and the procedure falls back into a waiting (idle) state (m).

The configuration of the process control-circuit for the online-optimization prob-
lem introduced in Section 2.3.3 is as follows; as reference input, the least punctuality
rate ptarget is announced to the controller. The process feedback signal contains two
types of information: a) the set R+

ti of additionally arrived requests and b) the cur-
rent punctuality rate pti . The first information is used to derive an update of the so
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far allowed processes. In the event that additional requests have arrived the process
controller decides how they are integrated into the existing process and submits a
respective process control signal. The second type of information is used to decide if
the current punctuality rate pt complies with the reference input (pt ≥ ptarget ) or not
(pt < ptarget ). The returned process control signal contains the updated processes
that replace the so far followed processes.

Both resource allocation strategies HARD and PEN represent realizations of the
process controller. More precisely, the interacting decision model (2.1)-(2.8), the
memetic algorithm introduced in 3.2.1 and the repair procedure shown in Fig.3.3
realize the HARD-controller. Similarly, the decision model (2.2)-(2.6), (2.8), (2.9)
interacting with the memetic algorithm without the repair procedure establish the
PEN-controller. These two decision models and algorithms are used in the proce-
dure derive process control signal().

In both cases, the process control signal is generated automatically in response
to the feedback signal received by the process controller. Bierwirth (2000) de-
fines such a system represented by the two aforementioned components (pro-
cess and process controller) as adaptive (process control) system. No exogenous
intervention into the control-circuit occurs. This means that the procedure de-
rive process control signal() is obliged to derive a suitable output. If this procedure
interacts with an external system then this interaction must be triggered and exe-
cuted automatically. The interaction with a human decision maker is not intended.

A reliable process controller is able to produce processes whose feedback sig-
nals always comply with the reference input signal. If the adaptive system comes
along with a reliable process controller then we call this system a reliable adaptive
system. In contrast, an unreliable process controller is a process controller that is
not reliable, e.g., there are disturbances affecting the process to which the process
controller cannot respond with the generation of adequate process control signals in
reaction to the disturbance (e.g., caused by the release of additional requests). An
unreliable adaptive system maintains an unreliable process controller.

Using the recently introduced vocabulary, we recognize that the adaptive trans-
port process control system developed in Chapter 3 (Section 3.2) falls into the cate-
gory of reliable adaptive systems if HARD is incorporated by the process controller.
If PEN is used to derive the control signal generator then the system belongs to
the group of unreliable adaptive systems. In the first case (HARD) the procedure
derive process control signal() always generates a process control signal that com-
plies with the reference input. It is pti ≥ ptarget . In the latter case (PEN) there are
combinations of the two input parameters re f erence input and fti for which the
procedure derive process control signal() does not return a process control signal
complying with the reference input. We have then pti < ptarget . There are two po-
tential reasons for this malfunction.

• During the specification of the process controller these combinations of input
parameters have not been taken into account (illegal input).

• The internal rules of the process controller produce a wrong answer to the input
values (illegal controller configuration).



4.1 Adaptive Process Control Systems 67

In case of the first failure type, the controller does not know how to handle the
provided input parameter combination and does not return any process update sig-
nal. An illegally configured process controller returns an inappropriate process up-
date signal that does not match the requirements of the current planning situation.
Consequently, the process management procedure stops.

The failure of the adaptive transport process control system developed in Chap-
ter 3 (Section 3.2) is caused by an illegal controller configuration. During a load
peak situation, an inappropriate process control signal is returned, because the re-
turned signal does not modify the processes so that a punctuality rate pti ≥ ptarget is
achieved.

4.1.2 Process Controller of Adaptive Systems

A process controller of an adaptive system consists of two components: the internal
process model and the parameter adjustment. These components interchange infor-
mation with the goal to identify a process control signal that updates the current
process state to a state that complies with the reference signal. The gray shaded box
in Fig. 4.3 shows the general structure of the controller as proposed by Bierwirth
(2000).

We have an active controller component that manipulates a second passive con-
troller element. The passive element is the internal process model. It maintains a
(simplified) representation of the process (and of the relevant part of its environ-
ment). The representation is based on some parameters whose variation simulates
the variation of the process control signal. From a given instantiation of the param-
eters (selection of a certain value for each parameter), a specific process control
signal is formed. Instead of directly submitting this signal to the process, it is ten-
tatively applied in the internal process model. The impacts of the simulated signal
are evaluated and the evaluation result is submitted as ex-ante feedback to the sec-
ond component which is called the parameter adjustment. If the ex-ante feedback
complies with the reference input announced to the parameter adjustment then the
tentative signal is converted into a process control signal (instruction) which is sub-
mitted to the process for implementation. In the event that the tentative signal does
not lead to the desired process manipulation, the parameters describing the process
control signal are varied by the parameter adjustment component of the controller.
The new signal proposal is tentatively applied to the internal process model and so
on until an appropriate process control signal is found. This signal is finally submit-
ted as process control signal to the controlled process.

Maintaining and using the internal process model, the process controller is able
to evaluate tentatively process control signal decisions before they become effective.
The prefix ex-ante refers to feedback signals received and tentatively submitted be-
fore the process control signal selected to become effective is sent to the process
execution system. After the process has been manipulated by the controller signal,
the ex-post-feedback is generated and given back to the process controller (the term
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Fig. 4.3 Framework of an adaptive process control system

ex-post refers to the time after the process manipulation has become effective). In
addition, it is provided as output signal to other system components who can exploit
this signal for evaluation or other purposes.

A pseudo-code representation of the process-controller is depicted in Fig. 4.4.
After the initiation of the procedure, a first signal proposal is derived (a) and used to
parameterize the internal process model (b). An evaluation of the parameter instan-
tiation follows (c). Now it is checked whether the evaluation result of the generated
process control signal complies with the reference input (d). In the event that this
is true, the current process control signal is returned (i). Otherwise, the following
three steps are repeated until an appropriate process control signal is found or if
it turns out that no such signal exists. In an iteration cycle, the tentative process
control signal is updated (e), the internal model is updated according to the con-
tent of the tentative process control signal (f) and the re-parameterized model is
evaluated (g).
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procedure derive process control signal(re f erence input , f );
(a) pcs:=init process control signal(re f erence input , f );
(b) IPM:=parameterize internal process model(pcs);
(c) e:=evaluate(IPM);
(d) while (e does not comply with re f erence input) and (pcs can still be varied) do
(e) pcs:= update process control signal(re f erence input , f ,pcs);
(f) IPM:=parameterize internal process model(pcs);
(g) e:=evaluate(IPM);
(h) end while;
(i) return(pcs);

Fig. 4.4 Pseudo-code of the procedure derive process control signal()

The analysis of line (d) of the aforementioned pseudo-code of the process con-
troller reveals that the controller decides for a process control signal by means of
one of the following two criteria:

1. The returned process control signal is able to vary the existing process so that the
modified process complies with the requirements specified by the reference input
(left condition in algorithm step (d) in Fig. 4.4 is not fulfilled anymore).

2. The returned process control signal does not convert the disturbed process to a
feasible updated process because no tested signal is able to do this (right condi-
tion in algorithm step (d) in Fig. 4.4 is not fulfilled anymore). In order to prevent
a deadlock situation, the “best” found process control signal is returned.

If the process controller is in the HARD-configuration, then the internal process
model is equal to the decision model (2.1)-(2.8). A parameter instantiation is rep-
resented by a set of values assigned to the decision variables of this mathematical
decision model and e (determined in step (g)) is the corresponding objective func-
tion value according to (2.1). The testing cycle (d)-(h) of the algorithm in Fig. 4.4
is realized by the hybrid algorithm consisting of the Memetic Algorithm (Subsec-
tion 3.2.1) and the repair heuristic (Fig. 3.3) that tentatively evaluates several pa-
rameter constellations until the given termination criteria is met. Since we ensure
the feasibility of each tentative parameter setting (by applying the repair procedure),
we can be sure that the returned process control signal, which is the best solution
found by the hybrid algorithm, updates the existing transportation plan (the process)
by a transportation plan that respects the punctuality requirement. Furthermore, we
drop the left condition check in step (d) in Fig. 4.4 because by construction, each
proposed process control signal surely complies with the reference input. We left
the second condition because we are looking for the best possible process update
signal.

However, if we use the PEN-configured controller, then the used MA proposes
process control signals with a punctuality quota pt less than ptarget . In the event
that no new process control signal (proposed by the memetic algorithm without
incorporated repair heuristic) is able to generate further proposals, while at the same
time the proposals do not comply with the referential punctuality requirement (the
right condition in line (f) within Fig. 3.3), the controller returns an inappropriate
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process control signal. This signal updates the running process into a new one that
comes along with a too low punctuality rate.

If the PEN resource allocation strategy is used in the process controller then the
controller is unreliable because it fails in load peak situations in the event that the
LSP tariff is significantly higher than the travel costs (and the penalty payments)
for deploying an own vehicle. However, outside load peak situations, the controller
performs well. Therefore, a complete replacement of a PEN-configured controller
is not intended. Instead, it would be better to “support” the PEN-strategy to improve
its performance in load peak situations.

4.1.3 System Intervention by Image Modification

The supply consortium coordinator is not part of the adaptive process control sys-
tem shown in Fig. 4.3. Its integration into the process control requires the extension
of the adaptive process control system by a component that represents this coordi-
nator. We propose to add a so-called model-controller to the process control system.
The model controller represents the coordinator and emits signals to influence the
process controller (representing the subordinate service agent) by modifying the in-
ternal process model.

We generalize the aforementioned idea of a temporal controller manipulation. By
default, the process controller employs a given internal process model to identify a
process control signal that updates a process in a way so that the updated process
is feasible. This model is defined exclusively in accordance with the resource al-
location strategy and the preferences of the subordinate service providing agent. A
process is feasible if the ex-post feedback signal complies with the reference-input
given to the process controller. The model (2.2)-(2.6), (2.8) and (2.9) is the default
model used in a PEN-configured process controller.

An exceptional situation occurs as soon as the controller is not able to generate
a process control signal that makes the controlled process feasible. The planning
goals of the superior coordinator agent and the planning goals of the subordinate
are conflicting now. Such a situation is achieved using the PEN-configured process
controller after the initialization of the demand peak if the LSP-charge level α >>1
prevents the LSP incorporation.

In such an exceptional situation, the process controller is re-configured temporar-
ily in order to enable it to generate process control signals that have not yet been
able to be generated. During this phase, the coordinator goals are preferentially ad-
dressed without respecting the desires of the subordinate agent. For example, the
coordinator wants to subcontract selected requests in order to ensure a timely re-
quest completion even if the LSP-charges for the selected requests are higher than
the sum of travel costs and penalty payments for a late arrival.

As soon as the exceptional situation is over (e.g., a process control signal is pro-
posed that leads to a feasible process), the original process controller configuration
is re-established and used until the next exceptional situation is detected. Now, the
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Fig. 4.5 An adaptive process control system with image modification

planning objectives and preferences of the subordinate agent are basically addressed
in the process planning.

By comparing the reference input with the ex-post process feedback signal it is
possible to detect exceptional situations in which the process operates unsatisfacto-
rily. According to the aforementioned idea, the process controller must be updated
until it again operates at an acceptable performance. Bierwirth (2000) explains that
there are two generic approaches to influence the behavior of the process controller
and to intervene in the adaptive process control. Each of the two intervention ap-
proaches addresses one of the two only intervention possibilities: modifying the
reference input or modifying the internal process model of the controller. In both
cases, a model modification signal, which is generated by the model controller (rep-
resenting the supply consortium coordinator), is submitted to the internal process
model and this model is altered according to the content of the model modification
signal.

The first mentioned intervention approach is called goal modification. It aims
at adjusting the behavior of the process control system by altering by the reference
input in exceptional situations. Goal modification is of interest in engineering con-
trol systems but has only minor importance in the application of supply consortium
operations planning and logistics process planning because the guiding goal of the
process generation does not change here, only the circumstances under which the
goal must be achieved. For a more detailed discussion of goal modification inter-
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ventions and its consequences for the design of adaptive process control systems we
refer to the book of Bierwirth (2000).

To improve the management of logistics processes in evolving and/or volatile en-
vironments the second intervention possibility, which is referred to as image modi-
fication is more suitable. Controller interventions by image modification are estab-
lished by manipulating the internal process model maintained by the controller.

The generic architecture of an adaptive process control system using image mod-
ification is presented in Fig. 4.5. A third component, the model controller, is added
to the process-control system. The ex-post feedback signal from the process is now
directed to the model controller. In addition, the reference input is re-directed from
the process-controller to the model controller. After having received a new ex-post
feedback signal, the model controller carries out a comparison of the ex-post feed-
back signal with the intended process performance. If both signals comply then the
model controller does not emit any output signal except for the reference input that
is required by the process controller. However, if the model controller detects a de-
viation of the ex-post feedback from the reference input, it interprets the deviation
and submits an adequate image modification signal to the process controller. The
process controller analyzes the image modification signal and establishes modifica-
tions of the maintained internal process model before this model is used again. Until
another image modification signal is received, the process controller uses the varied
internal process model to determine the ex-ante feedback.

Three types of intervention (applied in combination or alone) are possible:

• Excluding parameter instantiations from evaluation as process control signal.
• Allowing additional parameter instantiations in the evaluation cycle of the pro-

cess control procedure.
• Varying the scheme used to evaluate parameter combinations: This is equivalent

to a replacement of the procedure evaluate(·) (step (c) and (g) in the procedure
derive process control signal(·) in Fig. 4.4). Since the comparison of the out-
come of the evaluation function with the reference input decides about the selec-
tion of a tentative process controller signal, the variation of this function enables
the generation of process control signals that have not yet been selected to be
returned by the controller.

From an algorithmic perspective, the implementation of image modification re-
quires several modifications of the procedures presented before, which are mainly
caused by the necessity

1. to generate and submit a model control signal mcs in each update cycle describing
the required model changes,

2. to setup a new internal process model IM for each cycle in the procedure
process management() and

3. to update the currently used internal process model IM in the process control pro-
cedure derive process control signal() according to the current value of mcsti .

Fig. 4.6 shows the updated process management algorithm that now incorporates
image modification. Instead of submitting the process feedback signal directly to
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procedure process management im(re f erence input);
(a) i:=0;
(b) ti:=get current time();
(c) processti :=generate initial process();
(d) i = i +1;
(e) wait until (disturbing input diti appears) or (process terminates);
(f) if (process terminates) then goto (n)
(g) ti:=get current time();
(h) fti :=generate feedback signal(processti ,diti );
(i) submit feedback to controller( fti );
(i∗) mcsti :=generate model control signal(ti , fti);
(i∗∗) IMti :=update model(ti,IMti−1 ,mcsti );
(j∗) pcsti := derive process control signal im(re f erence input , fti , IMti );
(k) processti :=update process(processti−1 ,pcsti );
(l) i = i +1;
(m) goto (e);
(n) stop();

Fig. 4.6 Pseudo-code representing a process-control circuit with image modification

the process controller, the procedure submit f eedback to controller() invoked in
step (i) in Fig. 4.6 forwards the ex-post-feedback signal to the model controller.
The new procedure generate model control signal() called in step (i∗) returns the
necessary model control signal mcs to process management procedure and there-
fore addresses (1.) in the previous list of extensions/modifications. This proce-
dure represents the model controller shown in Fig. 4.5. The signal is given to the
model update procedure update model() (i∗∗) which returns the new process con-
trol model (addresses (2.) in the above list of extensions). In a final modification
(3.), we replace the command to call the procedure derive process control signal()
by the command to execute the new process control signal generating procedure
derive process control signal im() that requires the specification of the internal
process model Mti to be used (j∗). The last modification enables the process con-
troller to exploit the recent version of the process model.

The extended control signal generating procedure derive process control signal -
im(re f erence input, f ,IM) is presented in Fig. 4.7. Both calls of the model instan-
tiation now include the specification of the process model to be used in (b∗) and
(e∗).

The model control procedure generate model control signal(ti, fti ) exploits the
two input parameters ti (current time) and the fti (ex-post feedback signal). In the
event that the model control signal is independent from the current time ti as well
as from the ex-post feedback signal fti the model controller is called a static model
controller. If only the current time ti determines the model control signal then the
procedure represents a dynamic model controller. Finally, if the returned model
control signal depends upon the submitted ex-post feedback signal, the model con-
troller is defined as an adaptive model controller.
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procedure derive process control signal im(re f erence input , f ,IM);
(a) pcs:=init process control signal(re f erence input , f );
(b∗) IPM:=parameterize internal process model(pcs,IM);
(c) e:=evaluate(IPM);
(d) while (e does not comply with re f erence input) and (pcs can still be varied) do
(e∗) pcs:= update process control signal(re f erence input , f ,pcs,IM);
(f) IPM:=parameterize internal process model(pcs);
(g) e:=evaluate(IPM);
(h) end while;
(i) return(pcs);

Fig. 4.7 Pseudo-code of the procedure derive process control signal im() using an externally
specified process model

4.1.4 Image Modification and Event Handling in DSS

As we have seen in the three-layer-model introduced in Fig. 3.2 the type of the
DSS response depends on the severity (or impacts) of a disturbing event. A consid-
erable event is managed without incorporating the process model but according to
some pre-given process update rules. Only an event of major significance leads to
the re-call of the process planner (the process controller) with the aim to generate a
process control signal which enables the update of the corrupted process. However,
not all events can be successfully managed by the proposed event handling as we
have seen by means of the example of a load peak. If such a threatening event is
detected, the model controller intervenes in the regular DSS-process-management
cycle (1)-(9) shown in Fig. 3.1 and varies the internal process model of the process
by submitting a model control signal to the controller. In order to enable the DSS
to handle such a threatening event, we extend the three-layer model of Séguin et
al. (cf. Subsection 3.1.3) and add a fourth layer. This additional layer (coordination
layer, cf. Fig. 4.8) is invoked by the third layer if a threatening event has appeared
that cannot be handled in the current configuration (expressed by the current inter-
nal process model) of the planning system. The third layer is extended by an error
signal generator that compares the actual system state with the reference input and
maps the detected deviation into a numerical value (the error signal). This value
is forwarded into the fourth layer to the controller that transforms the error signal
into instructions for modifying the planning logics (model control signal). This sig-
nal is sent back into the generation layer. The planner is reconfigured according to
the control signal and then the required process re-planning is carried out using the
re-adjusted planner.

4.2 Image Modification and Process Re-Planning

This section describes the transfer of the image modification concept into the ap-
plication field of supply consortium process planning. The main contribution is the
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Fig. 4.8 Four-layer event handling model for a process management system

consolidation of the decision support systems of the superior supply consortium co-
ordinator (the principal) and of a subordinate service agent in one single planning
system (Integrated Principal-Agent Resource Allocation). It is aimed to improve the
responsiveness of the supply consortium in the event that extraordinary disturbance
compromises the fulfillment of customer demand and disturb the well-balanced co-
operation between the coordinator and a subordinate service agent.

Initially, we explain the idea to use image modification to intervene in the re-
source allocation logic of the subordinate transport service agent (Subsection 4.2.1).
In so doing, the coordinator is represented by the model controller and the service
agent is modeled as the process controller. In 4.2.2, we propose a framework to
integrate the decision making of the superior and the subordinate planning enti-
ties. Finally, a proposal to model the supply consortium coordinator’s behavior in a
model controller is given in Subsection 4.2.3.

4.2.1 Image Modification and Integrated Principal-Agent
Resource Allocation

A major challenge in supply consortium process planning is the coordination of
the decision making between the superior coordinator and the subordinate service
agents in the allocation of resources. All resources are provided by the service agents
and the coordinator has no direct access to the resources, e.g. decisions about the
deployment of a resource are made by the owning service agent exclusively.
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In exceptional situations it is useful to grant the coordinator a direct allocation
opportunity. Such a situation occurs e.g., if unexpected material shortages at an
intermediate process step in the fulfillment of a request will lead to a delayed fulfill-
ment of the overall customer demand. In order to prevent the payment of penalties
(caused by a late demand fulfillment) it is necessary that resulting emergency re-
quests are fulfilled immediately and with highest priorities. Typically, the service
agent might not be aware of the urgency of the request fulfillment or cannot fulfill
such a request in a profitable way because this request cannot be consolidated with
other requests in one of its profitable routes or shipments.

The transport service agent compares the costs for fulfilling an urgent request
with its own resources (travel costs as well as potentially applying penalty pay-
ments) with the costs for using an LSP (LSP charges). By default, it will select the
cheaper fulfillment mode independent of the punctuality of the request. In the event
that the supply consortium coordinator has the opportunity to directly allocate a
resource for the emergency request it selects the LSP fulfillment because the LSP
guarantees a timely fulfillment of the requests. As long as the LSP is the cheaper
mode, the decisions of the coordinator and of the transport service agent comply
with each other. In the event that the LSP charges are higher than the costs for using
the own fleet of the transport service agent a conflict between the coordinator and
the transport service agent occurs. This conflict cannot be solved to the satisfaction
of both the coordinator and the service agent. A coordinator exploits its superiority
and executes the granted right to overrule the subordinate agent: the LSP fulfillment
mode is selected for some requests. Here, a direct allocation and deployment of an
LSP contributes to the preservation of the performance of the overall supply con-
sortium, although the transport service agent does not gain an immediate benefit.
However, due to the intervention of the coordinator, the reliability and therefore the
acceptability of the supply net by the customer remains high so that in the longer
perspective, also the service agent achieves a benefit because he can earn profits as
a participant of the ongoing supply consortium.

In order to motivate a (transport) service agent to agree to such a direct resource
allocation opportunity, the additional costs of the subordinate agent (resulting from
the coordinator intervention) are covered and paid by the coordinator. In order to
keep the additional costs of the coordinator as low as possible, the direct resource
access is only used if necessary. Therefore, we propose to use image modification to
control the application of a direct resource allocation by the coordinator. As long as
the decisions of the subordinate service agent lead to processes that comply with the
least punctuality requirement of the coordinator (represented by the reference input
in Fig. 4.6) the transport service agent uses its own process controller (represented
by the process controller in Fig. 4.6) to adjust the transportation plan (represented by
the process in Fig. 4.6) after a disturbance (e.g., an additional request) has appeared.
However, if the generated transportation plan does not comply anymore with the
specified least punctuality rate ptarget (current punctuality pt is less then ptarget )
then a coordinator intervention (represented by the model control signal submitted
to the internal process model as described in Fig. 4.6) becomes necessary. Thus,
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the model controller in the adaptive process control system with image modification
represents the supply consortium coordinator.

4.2.2 Preparing Integrated Principal-Agent Resource Allocation

The cooperation between the coordinator of a supply consortium and the service
agents are based on a set of rules regulating the responsibilities and describing the
obligations of each partner of the supply consortium. In order to enable an integrated
principal agent resource allocation it is necessary to specify exactly, whether, when
and how the principal intervenes in the allocation of a service agent’s resources and
how the subordinate agent is compensated or rewarded for granting the access to its
resources.

When negotiating the conditions of the cooperation, the first decision is about
the application of integrating principal-agent decision making in the resource allo-
cation. If both the coordinator and the service agent agree to set up such a resource
allocation then the reference input must first be specified.

For an integrated principal-agent resource allocation carried out by the supply
consortium coordinator and by the transport service agent it is necessary to declare
a priori in which cases the coordinator is granted the right to intervene in the re-
source allocation of the transport service agent. No intervention rights are granted as
long as the reclusively generated processes comply with the reference input agreed
in the consortium contracts. With increasing deviation of the quality of generated
processes from the required/stipulated process quality more interventions into the
resource allocation should be allowed.

It is necessary that the supply consortium coordinator and the service agent(s)
agree on

• a clear definition of the intended quality of processes (reference input) and
• a measure that determines the deviation of the quality of current processes from

the reference and which determines the intensity of the direct resource access in
dependence of the observed deviation.

For deciding about the compliance of generated processes with the specified ref-
erence qualities, we use N indicators that map the performance of a process (e.g. a
transportation plan) at a time t into the N +1-tuple t,(i1(t), . . . , iN(t)) of real values
(the system’s state at time t). Let Imu denote the set of possible values for the indi-
cator iu : t �→ iu(t). The subset F (ti) of Im1 × ·· ·× ImN contains exactly all those
performance instantiations that comply with the consortium contracts. Now, the set
D(ti) := [ti;∞)×F (ti) describes all future states of the system that comply with
the reference quality according to the agreed consortium contracts. It is called the
system development corridor at time ti.

A countermeasure maintaining a sufficiently high punctuality should be estab-
lished before the system leaves the system development corridor. In order to be able
to start the necessary actions as early as possible, we define a core C (ti) ⊆ D(ti)
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of the previously specified system development corridor as a subset C := [ti;∞)×
F̄ (ti), where F̄ (ti) ⊆ F (t). If the current system state belongs to the core C (ti)
then it is assumed that there is no danger of the system performance falling out of
the system development corridor in the next re-planning cycle.

The intensity of the model adaptation is determined by measuring the distance
of the current system state from the core of the system development corridor. If
this distance is “zero” then no intervention into the resource allocation carried out
by the service agents is allowed. If the distance is “small”, only a few intervention
opportunities become allowed. However, if the distance is “large” then significant
coordinator interventions into the resource allocation carried out by the service agent
are granted.

We now describe formally what the distances “zero”, “small” and “large” mean
and how the model controller transforms the process feedback signal fti := pti into
a model control signal mcsti according to the determined distance of the current
system state from the core. Three steps are executed consecutively in the procedure
generate model control signal(ti, fti ) in order to generate the model control signal.

In a first step, the model controller compares the observed ex-post feedback sig-
nal received from the process with the set of intended stated described by the system
development corridor for the current time. The deviation of the current state from
the desired states is called the error signal e(ti) at time ti. It is 0 as long as the current
state falls into the core of the system development corridor. If the deviation of the
current state from the core increases then the error signal also grows, so that the
error signal prematurely indicates whether the system is in danger of leaving the
system development corridor as soon as the next external disturbance like a peak in
the system workload occurs.

In a second step, a function maps the error signal (representing the current system
state) to a (real) value quantifying the necessary controller intervention intensity.
This function is called the intensity function h. In general, the intensity function
should be defined according to the core C (ti) of the system development corridor
D(ti). The intensity function value should be 0 as long as the system state falls
into the core of the system development corridor (e(ti) = 0). As soon as the system
state leaves the core of the system development corridor the intensity function value
should start increasing. Once it has finally left the system development corridor h
should have reached its maximal value β .

In the third step, the previously determined intensity value hβ (pti) is used to
parameterize the so called implementation function H specifying the model mod-
ifications to be implemented into the internal process model. These modifications
depend on the current time t, the recent system performance and on the inter-
vention intensity expressed by the current intensity function value. Thus, mcsti :=
H(ti;hβ (pti)) is used as the model control signal submitted to the process controller.
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4.2.3 Algorithmic Update of the Agent’s Decision Model

Kaluza et al. (2003) propose two different strategies to be used by a coordinator of a
supply consortium in order to manipulate the behavior of a subordinate service agent
in principal-agent relationships. Depending on the kind of business relationship bet-
ween the principal and the agent, one of the strategies is applied.

In the first kind of relationship (non-cooperative relationship) it is not possi-
ble to grant a direct access to the agent’s resources for the coordinator. Here, it is
necessary to promise monetary incentives for the agent if the agent behaves in ac-
cordance with the coordinator’s requirements. The access to the agent’s resources is
achieved indirectly by making a specific decision of the agent much more profitable
for the agent. The service agent has to update its evaluation system whenever the
coordinator adjusts its incentive system.

The second kind of analyzed relationship between a superior coordinator agent
and a subordinate service agent is called cooperative relationship. Here, the sub-
ordinate service agent agrees to temporarily grant the coordinator a direct access to
its resources because the service agent is convinced that it can benefit from such an
agreement. If the service agent deploys its resources the granted access rights must
be considered e.g. by reserving capacities to be managed by the coordinator.

Clearly, the boundaries of an incentive system modification as well as the amount
of capacity to be granted to the consortium controller must be fixed in advance in
the supply consortium contracts. In both kinds of relationship, the intervention of
the coordinator causes costs accruing to the coordinator. In the non-cooperative re-
lationship, additional income is promised by the coordinator to the service agent if
it desists to follow exclusively its own decision preferences. This additional income
of the service agent must be paid by the whole consortium. In the cooperative rela-
tionship, the service agent has to be paid for reserving parts of its resources for the
exclusive coordinator access (opportunity costs).

Often, the core element of the used process controller is a mathematical opti-
mization model. Thus, every incentive scheme modification and/or every temporar-
ily granted direct resource access of the coordinator requires a re-parameterization
of the model. As we have seen in Section 2.3 the dynamic decision problem of the
service agent can be modeled as an online optimization model, e.g., as a sequence
of mathematical optimization models. To implement a temporary coordinator inter-
vention into the resource management of the service agent it is necessary to adjust
the objective function (in the non-cooperative relationship) or the constraint set (in
the cooperative relationship) of the next instance of the online model to the desired
intervention. Consequently, the implementation function H (representing the model
control signal) describes the variation of the objective function and/or the variation
of the constraint set. The variation of an objective function of an optimization model
changes the search trajectory of an exact or heuristic model solver through the search
space (described by the constraint set). Therefore, we call the feedback-controlled
modification of the objective function Search Direction ADaption (SDAD) in an
online optimization model. The feedback-controlled modification of the constraint
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Fig. 4.9 Intervention of an adaptive process control system (gray shaded area) with SDAD and
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set of instances of an online optimization model is referred to as Constraint Set
ADaptation (CSAD).

Schönberger and Kopfer (2008a) configure an adaptive process control system
with image modification. Within this system, SDAD and CSAD are used to adjust
a default optimization model to the current process performance. Fig. 4.9 shows the
proposed configuration.

Additional requests disturb the execution of the running processes at time t. As
soon as this disturbance is detected an update of the currently executed process
transportation plan is triggered. Both, the current punctuality pti and the set R+

ti of
the additionally released requests are forwarded to the model controller.

The model controller consists of two consecutively processed stages. In the first
stage, the intensity function compares the current process punctuality pt with the
externally specified reference punctuality rate ptarget . The generated intervention
intensity h(pt) is forwarded to the intervention function together with the set R+

t
of additionally released requests. Next, the intervention function derives two model
control signals H1(·) and H2(·) which are both forwarded to the process controller
(gray shaded area in Fig. 4.9). The process controller consists of a mathematical
optimization model (representing the current decision task) and of a model solver.
The first signal H1 is submitted to the objective function. This signal contains in-
formation on how to adjust the objective function (SDAD). Instructions to adjust
the constraint set to the current process feedback signal (CSAD) are contained in
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the second signal H2, which is directed to the constraint set. The application of H1

and/or H2 corresponds to a call of the function update model(·) in step (i∗∗) in
Fig. 4.6.

After the required adjustments have been established, the solver generates so-
lution proposals which are evaluated using the updated decision model until the
best proposal with respect to the current model instance is identified. This proposal
is submitted as process control signal to the process and updates it. The updated
process is executed until additionally arriving requests require a further process re-
vision.

4.3 Summary

Adaptive process control systems provide a base architecture for automatic pro-
cess management systems applied in dynamic and evolving process environments,
where a recurrent process re-planning is necessary. An adaptive process control sys-
tem supports the decision behavior of a service agent by maintaining a decision
model to evaluate and select service agent decision alternatives. In order to integrate
the decision making of a superior coordinator agent and of a subordinate service
agent, we have suggested adding an additional control component (the model con-
troller) to the adaptive control system. The model controller manipulates the deci-
sion model used to support the service agent’s decision making. This kind of manip-
ulation is called image modification and enables the coordinator to intervene in the
resource allocation decisions made the subordinate service agent. The usage of an
adaptive process control system with image modification facilitates a DSS to handle
so-called process threatening events that cannot be handled by DSS without image
modifications.



Chapter 5
Adaptive Controllers for Mathematical
Optimization Models

Adaptive model controllers are promising candidates for extending DSS for dy-
namic process planning problems. They are designed to feed back variations of
model assumptions about the severity of a process control problem to the model
base during the process control phase. Using image modification, this class of pro-
cess controller is able to reflect the altered assumptions into the maintained process
control logic. Thus, a synchronization of the process control problem with the main-
tained internal process control problem description becomes possible.

Although the synchronization of a formalized problem situation with the moti-
vating real-world situation has been evaluated positively in the control of computer
systems (Arnold et al., 2005; Šegvić et al., 2006) the precise adjustment of math-
ematical optimization models for the control of logistic systems has received only
minor attention so far.

In this chapter, we report the configuration of adaptive model controllers for sup-
porting the solving of the instances of the online transport process planning prob-
lem introduced in Chapter 2. We interpret a process control model as the planning
logic guiding a subordinate transport service proving agent. The model controller
is interpreted as the superior principal (the supply consortium coordinator) which
temporarily intervenes in the service agent’s disposition decision making in order to
overcome the negative impacts of a spontaneously appearing demand peak.

We start with the definition of an adequate system development corridor. Its
core is fixed and a suitable intensity function (Section 5.1) is recommended. Then,
we propose two different implementation functions. In Section 5.2, we develop an
SDAD-approach, which manipulates the scheme that is used to determine the re-
imbursement of the subordinate service agent by the superior coordinator agent.
A CSAD intervention approach is introduced in Section 5.3. We test and evalu-
ate both intervention strategies within comprehensive computational experiments
whose setup and results are discussed and reported in Section 5.4. Finally, both con-
troller adjustment strategies SDAD and CSAD are combined into a hybrid approach.
We report the observed simulation results in Section 5.5.

J. Schönberger, Model-Based Control of Logistics Processes in Volatile Environments, 83
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DOI 10.1007/978-1-4419-9682-4 5, c© Springer Science+Business Media, LLC 2011
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5.1 Preparations

In order to equip the transport process control system introduced in Subsection 3.2
with image modification features it is necessary to define an appropriate system
development corridor and its core (Subsection 5.1.1). Furthermore, a suitable in-
tensity function must be defined which measures the distance of the current system
state from the system development corridor and from its core (Subsection 5.1.2).

5.1.1 System Development Corridor

The system development corridor for the problem introduced in Section 2.3 is de-
fined as follows. We use the only indicator pt , Im1 := [ptarget ;1] and set F (t) :=
[ptarget ;1]. The corridor D(ti) is then given by D(ti) := [ti;∞)× [ptarget ;1]. The union
of the two grey shaded areas in Fig. 3.4 represents the system development corridor
for the investigated relationship between the supply consortium coordinator and a
transport service agent.

The core of the system development corridor D(ti) defined for the investigated
relationship of a supply consortium coordinator and the transport service agent is
defined by C (ti) := [ti;∞)× [ptarget + 0.1;1]. It serves as a reference that is used
to decide whether a direct access is granted or not. The dark grey shaded area in
Fig. 3.4 represents the core C (ti) of the system development corridor D(ti).

5.1.2 Definition of a Suitable Intensity Function

In order to check whether the current ex-post feedback signal pt still complies with
the intended system state, the deviation of pt from the core of the system develop-
ment corridor is measured and saved in the error signal e(ti) defined in (5.1).

e(ti) := −min(pti − (ptarget + 0.1);0) (5.1)

This error signal prematurely indicates if the system is in danger of leaving the
system development corridor as soon as the next external disturbance like a peak in
the system workload occurs.

For the investigated dynamic transport process planning problem we propose the
subsequently described intensity function hβ (Schönberger and Kopfer, 2007b). We
define hβ as the piecewise linear function (5.2) which is calculated by calling GET -
INTERVENTION INTENSITY(e(ti)) .

hβ (pti) =

⎧
⎨

⎩

0, e(ti) ≤ 0
1 ·β , e(ti) ≥ 0.2

5 · e(ti) ·β , in all other cases
(5.2)
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The intensity function value hβ (pti) is 0 if pti ≥ ptarget + 0.1 (HQ period,
(ti, pti)∈C (ti)), h(pti) = 1 if pti ≤ ptarget −0.1 (LQ period, (t, pt) /∈D(t)) and it de-
creases linearly from β down to 0 if pti increases from ptarget −0.1 up to ptarget +0.1
(transition phase).

5.2 Accounting Scheme Adaptation

We start with the introduction of accounting schemes (Subsection 5.2.1). Then, we
explain how such a scheme is used to modify the objective function of an opti-
mization model (Subsection 5.2.2). Finally, we use an accounting scheme to adapt
online transport disposition and dispatching problem instances (introduced in Sub-
section 2.3) to the currently observed process punctuality rate pt (Subsection 5.2.3).

5.2.1 Accounting Schemes

A subordinate transport service agent in the supply consortium decides autonomously
about the fulfillment modes of the waiting requests. High quality services (express
courier or individual same-day delivery) are quite reliable but very costly. The us-
age of standardized request execution processes is cheaper due to the realization of
economies of scale but in this mode of transport individual request requirements
cannot be fulfilled.

An accounting scheme determines how expenses of a subordinate agent are ac-
counted to the given budget. The main idea of the accounting scheme adaptation is
to define a rule that determines the refunding of the transport partner only taking
into account its reliability. Actually incurred costs are not relevant for the determi-
nation of the refunding. The accounting scheme is regularly adapted to the currently
observed punctuality rate pti . Consequently, if the transport partner’s performance
varies then the rule for refunding the transport partner’s expenses also varies.

In the event that the punctuality rate pti is higher than ptarget then the transport
partner’s expenses are refunded completely for each fulfillment mode (individual
service by an LSP and consolidated transport with a vehicle of the service agent).
The refunded amount is accounted to the budget designated for covering the trans-
port costs. However, if the punctuality rate is at risk to fall below ptarget or has even
fallen below this threshold, then expenses for the reliable services (LSP-options) are
reimbursed at a higher percentage or even completely but expenses for the cheap and
unreliable transport services (self entry) are only partly covered.

Each participating service agent decides independently about the planning of
the processes (resource deployment, etc.) within its area of authority. However, a
superior coordinator agent modifies the accounting scheme used to determine the
amounts, with which the budget for transport services is charged. Doing so, the
coordinator balances or shifts the financial attractiveness among the two requests
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fulfillment modes. In the event that the punctuality rate pti is low the additional
expenses of using LSPs are not or only partly charged to the budget of the transport
service agent. As a result, the LSP-mode is more frequently selected by the service
agent and more requests are served on a timely basis. Thus, the variation of the
accounting scheme forces the subordinate agents to adapt its process decisions to
the guidelines of the superior coordination agent. At the end, the reliability of the
supply consortium re-increases because transport operations become more timely
again.

5.2.2 Objective Function Re-Parameterization

In order to enable the usage of an adaptive accounting scheme for an automatic
re-parameterization of the objective function (2.9) in the instances of the online
optimization model introduced in Section 2.3, we reformulate the model (2.2)-(2.6),
(2.8 and (2.9)). The objective function (5.3) replaces (2.1). This objective function
does not determine the actually incurred costs of the generated transportation plan
but the fictitious costs, which are actually accounted to the budget available for the
transport service providing supply consortium partner (Schönberger and Kopfer,
2009a). The service agent aims at minimizing this amount in order to maximize its
own remaining profit.

λ a
ti · ∑

p∈P(ti)
∑

v∈V

(
C1(p)+C2(p)

)
xpv + λ b

ti · ∑
r∈R(ti)

C3(r)yr → min (5.3)

The ordered pair (λ a
ti ,λ

b
ti ) is called the accounting scheme used for adjusting

(5.3) to pti . The values of the two parameters are re-calculated before a new instance
of the online optimization model is instantiated. Thus, recent information about the
process punctuality is reflected into the next instance of the online model.

If λ a
ti is increased relatively to λ b

ti then the fulfillment of a request with own ve-
hicles becomes financially less attractive than the subcontracting of this request. In
the event that λ a

ti is reduced relatively to λ b
ti the attractiveness of the self-fulfillment

mode increases.

5.2.3 Adaption of the Accounting Scheme to the Current Process
Punctuality

This subsection is about the definition of an implementation function H1, which
modifies the so far used objective function by updating the so far used accounting
scheme (λ a

ti−1
,λ b

ti−1
) to the new scheme (λ a

ti ,λ
b
ti ). This updated scheme is used for
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re-weighting the costs of the two fulfillment modes in the decision situation at time
ti.

We define the weight λ b
t0 of the subcontracting costs to be 1 and do not vary this

value anymore, so that we have λ b
ti = 1 for all i = 0,1, . . . . In an HQ period, the

weight of the self-fulfillment mode should also be equal to 1. If the tariff level α
applies then one additionally subcontracted request produces costs that are α times
larger than the additional costs produced by the usage of the self-fulfillment mode.
Taking into account the tariff level α , we use the following principle to determine
λ a

ti . Initially, we weight both fulfillment modes equally and define λ a
t0 = 1. As soon

as the punctuality pti falls below ptarget +0.1 and tends to leave the core C (ti) of the
system development corridor D(ti) the weight λ a

ti is increased proportionally to the
decrease of pti . The maximal value of λ a

ti is set to 1+α and this value is reached in
the event that pti has fallen below ptarget −0.1. If an increase of pti is detected then
λ a

ti is reduced proportionally. Its minimal value is 1.
If we define the function H1(ti, pti) as described in equation (5.4) then we get

λ a
ti = 1 during HQ periods. The value of λ a

ti increases correspondingly if pti de-
creases. If an LQ period is finally reached, then lambdaa

ti equals 1 + α . We use the
function H1 as implementation function for adapting the objective function (5.3).
This adaptive accounting scheme is a realization of a model controller designed
according to the Search Direction ADaptation (SDAD) strategy.

H1(ti, pti) := (λ a
ti ,λ

b
ti ) = (1 +α ·hβ (pti),1) (5.4)

5.3 Adaptive Exercising of LSP-Options

A coordinator agent can only indirectly intervene in the dispatching decisions of the
fleet managing agent by adjusting the evaluation system for service agent decisions
(SDAD). If the implementation function H1 is used then the achievement of the
intended manipulation of the dispatching behavior cannot be guaranteed. To remedy
this deficiency, we propose to use a model preprocessing approach that determines
values of some decision variables so. These values cannot be updated by the used
model solving approach any more. By fixing the value yr = 1 for selected variables
yr the coordinator ensures that its intervention will surely become effective.

The pre-selection of subcontracted requests modifies the constraint set of the next
instance of the online optimization model. Therefore, this approach realizes a model
controller, which uses the principle of Constraint Set ADaptation (CSAD).

We discuss the capabilities of a decision model preprocessing to be used as coor-
dinator intervention channel (Subsection 5.3.1). Next, an adjustable constraint fam-
ily is developed that enables the injection of coordinator interventions into the on-
line model of the investigated online vehicle routing problem (Subsection 5.3.2)
during the run-time of the processes. The necessary extensions of the online plan-
ning framework introduced in Section 3.2 are outlined in Subsection 5.3.3. Different
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rules for selecting those decision variables for which a values is determined before
the model solving routine is started are proposed in Subsection 5.3.4.

5.3.1 Decision Model Preprocessing and Presolving

The optimization model (2.1)-(2.8) represents the planning task of the subordinate
transport service agent. Similarly to the first model controller configuration using
adaptive accounting schemes, we prepare the decision model instance by proposing
a suitable optimization model reformulation. Again, we replace (2.1) by (2.9) and
skip the least quality restriction (2.7).

Coordinator interventions address the decisions about the exercise of LSP-
options for some requests r ∈ R(ti). The coordinator decisions about the LSP-option
drawing are reflected into the current decision model instance by fixing yr = 1 for
some requests. Thus, a preselection of values for some decision variables is carried
out before the solving of the next instance of the online model. A decision variable
for which a value is determined becomes a problem parameter whose value cannot
be changed.

Techniques to preselect values of decision variables are subsumed under the term
presolving (Andersen and Andersen, 1995). Presolving is normally used to erase
redundancies in a decision model without shrinking or even extending the set of
feasible model solutions. However, we can also use this technique to intervene in
the process of online decision making by fixing the values of selected variables of
the model (2.2)-(2.6), (2.8), (2.9). Doing so, we shrink the set of feasible solutions
that is scanned by the applied search procedure (which is the Memetic Algorithm
introduced in Chapter 3) during the solving of the current model instance.

In the context of principal-agent relationships, we can adjust the decision space
of the subordinate agent if the principal agent applies presolving. Actually, we equip
the principal to analyze the model data and to manipulate the domain of some de-
cision variables yr, r ∈ R̃, before the data is used to define the current model in-
stance. Such a data analysis and model manipulation is referred to as decision model
preprocessing (Solnon, 2002). Here, model preprocessing is applied if the process
punctuality pti falls below the given threshold ptarget or if it is in danger of falling
below ptarget after the next additional requests have been released. By fixing yr = 1
for some requests r ∈ R̃ ⊆ R+(ti) the coordinator extends the LSP-usage in order to
ensure or in order to re-increase the reliability of the processes.

5.3.2 An Adjustable Constraint Family

The original online-formulation of the considered dynamic deployment problem
proposed in Hiller et al. (2006); Krumke et al. (2002); Grötschel et al. (2002) is
extended by an adjustable constraint family. To ensure that the coordinator decisions
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about the exercise of LSP-options are considered by the fleet managing agent during
the re-deployment planning, the constraint (2.5) has been sharpened by Schönberger
and Kopfer (2007b) to the constraint (5.5). This constraint enables the consideration
of coordinator decisions for every new instance of the update model.

yr = 1 ∀r ∈ RE(ti)∪ R̃︸︷︷︸
intervention

(5.5)

5.3.3 Preparing the Coordinator Agent’s Interventions

For determining the intensity of the coordinator agent’s intervention we use the
intensity function hβ (pti). The principal contribution of the coordinator agent to the
disposition and to the dispatching of the fleet is to scan the incoming requests and to
select requests for which an LSP-option is exercised in accordance with the recent
value of hβ . In order to keep the once generated processes as stable as possible the
number of options exercised for already scheduled requests should be kept as small
as possible. Only for additionally arrived requests which have not yet been initially
scheduled is it beneficial to decide about the exercise of LSP-options. The decision
tasks of the consortium coordinator now comprise

1. the determination of an adequate portion of the requests in R+(ti), for which
LSP-options are exercised (realized) at the re-planning time ti (intensity determi-
nation).

2. the selection of the previously fixed number of requests from R+(ti) and their
insertion into the set R̃ := R(ti,hβ (pti)) in dependence on the current intervention
intensity hβ (pt) (request choice).

In the event that the current punctuality rate pti is higher than the intended
threshold rate ptarget + 0.1, no option will be exercised by the coordinator. The set
R(ti,hβ (pti)) remains empty. If pti has fallen below ptarget −0.1 then almost all ad-
ditionally released requests should be directed into R+(ti,hβ (pti)), so that we get
“R(ti,hβ (pti)) ≈ R+(ti)”: for all additional requests an LSP-option is exercised. If
pti increases (decreases) then the number of requests put into R(ti,hβ (pti)) should
be decreased (increased) proportionally with respect to pti .

In the request choice, new requests which are not compatible with the existing
vehicle routes should be identified and preferentially put into R(ti,hβ (pti)). Here, a
new request r is compatible with the routes if r can be served so that “only slight
modifications to the routes become necessary”. Therefore, the coordinator agent
needs to identify all new requests that cannot be served by the existing routes be-
cause

• the associated pickup and/or delivery location require detours and/or
• their associated delivery time window closes before a vehicle can reach the de-

livery site.
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For the identified “incompatible” requests LSP-options are exercised.
The value hβ (pti) is interpreted as percentage of the recently released requests

at time ti for which the SC-mode is determined by the coordinator agent. Now, the
number NPRE

ti (pti) of requests directed into the subcontracting mode at time ti is
determined as specified in (5.6). At time ti an LSP-option is exercised for at most

β · | R+(ti) |� additionally arrived requests.

NPRE
ti (pti) := 
hβ (pti)· | R+(ti) |�. (5.6)

No request is enforced into the SC-mode if pti ≥ ptarget +0.1. The percentage of
enforced externalization decreases (increases) smoothly and proportionally with an
increasing (decreasing) punctuality rate pti .

A sequencing rule Φ determines the order SEQ(R+(ti),Φ) of the elements in
R+(ti). It assigns a numerical value σr to each request r ∈ R+(ti) and specifies
whether R+(ti) is ordered by increasing or by decreasing σr-values.

We first arrange the m(i) elements contained in the set R+(ti) of recently released
requests in the sequence SEQ(R+(ti),Φ) := (ri1 ,ri2 , . . . ,rim(i) ) according to Φ . Next,
we initialize R(ti,hβ (pti)) := /0. Then, we consecutively insert the requests ri1 ,ri2 , . . .
into the set R(ti,hβ (pti)). As soon as the number of elements in R(ti,hβ (pti)) ex-
ceeds the number NPRE

ti (pti) we stop inserting requests into R(ti,hβ (pti)).
We define the function FSEQ(R,z) to return the subset of R in which the first z

requests of R according to the order defined by SEQ are contained. Using this func-
tion, the intervention function H2(ti,hβ (pti)) := “Set yr = 1 for all r ∈R(ti,hβ (pti))”
is formally defined in (5.7) and the coordinator intervention expressed as the set
R(ti,hβ (pti)) is determined by H2.

R(ti,hβ (pti)) := H2(ti, pti) := FSEQ(R+(ti),NPRE
ti (pti)) (5.7)

The tentative definition (5.5) of the adaptive constraint family is now finalized in
(5.8).

yr = 1 ∀r ∈ RE(ti)∪R(ti,hβ (pti)). (5.8)

All the remaining requests from the set R+(ti) \R(ti,hβ (pti)) can be freely as-
signed into one of the two fulfillment modes by the fleet management agent.

5.3.4 Intervention Specification

The marginal costs of a certain request can hardly be calculated so that substitutional
measures for the profitability / compatibility of a request r must be exploited instead
to decide about the applied request fulfillment mode. Those requests that seem to
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be least profitable or that seem to be least compatible with the already generated
routes are selected accordingly and put into the set R(ti,hβ (pti)). In the follow-
ing, we present some simple rules for identifying portfolio incompatible requests
(Schönberger and Kopfer, 2009b).

5.3.4.1 Random Request Sequencing (RRS)

If this rule is applied then a randomly selected value is drawn from the interval [0,1]
and assigned to σr (assuming a uniform distribution). The requests from R+(ti) are
then sorted by increasing σr-values. This rule merely serves as a reference in order to
find out whether biasing the request sequencing affects the overall planning results.

5.3.4.2 Distance-to-be-Bridged Sequencing (DBS)

Requests in the middle of the operations area can more often be combined with other
requests into profitable routes than requests which are far away from the center of
the operations area. We first calculate the geometric median med(R+(ti)) from all
requests contained in R+(ti). Let μr be the location of the site associated with the
request r and let dist(med(R+(ti)),μr) denote the Euclidian distance of the site of
request r to the calculated median med(R+(ti)). We define the following sorting
criterion (5.9) and sort the requests from R+(ti) so that the σr-values decrease. Re-
quests situated on the periphery of the operations area are the first for which LSP-
options are exercised, in the expectation that they cannot be combined with other
requests in profitable routes.

σr := dist(med(R+(ti)),μr) (5.9)

5.3.4.3 Vehicle Availability Sequencing (VAS)

For each request r ∈ R+(ti) the number vnr of vehicles that can reach the site μr

from their current positions before the time window of r closes is calculated. This
number defines the sorting criterion (5.10). Then, the requests in R+(ti) are sorted
by increasing vnr-values. Consequently, those requests which cannot be reached
on time or only by few own vehicles are subcontracted preferentially. This sorting
attempts to prevent penalty payments for late arrivals.

σr := vnr (5.10)
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5.3.4.4 Remaining Time Based Sequencing (RTS)

RTS sorts the requests in R+(ti) by increasing remaining time in which the site of
request r can be visited without violating the associated time window TW (r) =
[t+r ;t−r ]. Therefore, the sorting criterion (5.11) is defined as the difference between
the closing time of TW (r) and the current time ti. The requests in R+(ti) are then
sorted by increasing σr-values, so that the most urgent requests are preferentially
subcontracted by the coordinator.

σr := t−r − ti (5.11)

Costs and benefits of a single request can hardly be evaluated since the coupling
effects of combining the fulfillment of several requests are quite high. This obser-
vation motivates the development and implementation of a rule that tries to identify
those requests which cannot be combined efficiently with other requests. For these
isolated requests LSP-options are preferentially exercised.

5.3.4.5 Isolation Based Sequencing (IBS)

In order to evaluate the “degree of isolation” of the site of a request r ∈ R(ti, pti),
we first calculate for each request r its distance d1(r) from the median med(R(ti))
of the current request portfolio R(ti). After having calculated this distance for each

request in R+(ti), we calculate the normalized distance d∗
1(r) := d1(r)

max{d1(r)|r∈R+(ti)}
for each request r ∈ R+(ti). If d∗

1(r) is close to 1 then r is situated at the edge of the
operations area, which is often a first hint for isolation.

To find out whether r ∈ R+(ti) can be combined with other known requests into
an efficient route, we calculate the distance mindist(r) to the nearest other request
site in the complete request portfolio R(ti) \RE(ti). We consider only requests that
have not yet been subcontracted. It is mindist(r) := min{d2(r,r j)+ dtw

3 (r,r j)|r j ∈
R(ti)\RC(ti)}, where d2(r,r j) gives the travel distance between μr and μr j . The term
dtw

3 (r,r j) is used to depreciate the spatial distance in the event that the time windows
TW (r) := [t+r ,t−r ] and TW (r j) = [t+r j

,t−r j
] of r and r j interdict the combination of

the two requests in one route. It is dtw
3 (r,r j) := 0, if min{| t+r − t−r j

|, | t+j − t−r |} ≥
dist(r,r j) (that is, there is enough time for a vehicle to travel from μr to μr j or
vice versa) and in all other cases it is dtw

3 (r,r j) := dist(r,r j)−min{| t+r − t−r j
|, | t+r j

− t−r |}. Finally, we calculate the normalized minimal distance indicator mindist∗

(r) := mindist(r)
max{mindist(r)|r∈R(ti)\RC(ti)} .

σr := d∗
1(r) ·mindist∗(r) (5.12)

The value (5.12) is then assigned as sorting value to the request r. If σr is small
(close to 0) then the site μr is either in the center of the operations area or it is close
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Fig. 5.1 Isolation-based sequencing

to the site of at least one another requests. If a request site μr is situated at the edge
of the operations area and not closely situated to the sites of other requests then r
can be classified as isolated (σr ≈ 1).

Fig. 5.1 shows an example with five requests. The sites of r4 and r5 are isolated.
They are far away from the other request sites as well as from the median of the five
request sites. Since the site of r1 is situated close to the median of all five request
locations it is not treated as isolated. The sites of the two remaining requests r2 and
r3 are also not isolated because they are situated closed to each other.

We now sort the requests in R+(ti) by decreasing σr-values. At the beginning of
the sequence of requests the most isolated requests are found and LSP-options for
these requests are exercised first.
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5.4 Evaluation and Assessment of the Model Controllers

We repeat the computational simulation experiments outlined in Section 3.3. In ad-
dition to the already executed simulation runs for HARD and PEN, we now per-
forms experiments using the image modification approaches with adaptive account-
ing schemes (SDAD) and with an adaptive exercising of LSP-options (CSAD). In
order to enable a clear evaluation of both adaptive approaches, we apply them sep-
arately and not together, e.g., if SDAD is used then we set H2(ti, pti) := /0 and if
we apply CSAD them we set H1(ti, pti) := (1,1). We begin with the description of
the experimental setup (Subsection 5.4.1). Afterwards, we describe and discuss the
observed performances for the different strategies (Subsection 5.4.2).

5.4.1 Simulated Scenarios

We extend and re-use the simulation setting introduced in 3.3. The process planning
is most challenging if the costs for drawing a subcontracting option are significantly
higher than the costs for the self-fulfillment by the own fleet. In all other cases,
the application of PEN supports the integration of the planning objectives of the
controller and of the fleet managing agent. Therefore, we restrict our computational
experiments and simulate only scenarios where α = 3 (the exercise of an LSP-option
costs three times the costs of the own vehicle usage including necessary penalty
payments).

The determination of the system setting requires the specification of the inter-
vention strategy exp applied by the supply consortium coordinator. In addition to
the already evaluated strategies HARD and PEN, we now evaluate the strategy
SDAD. Furthermore, we execute simulation experiments with CSAD. We repeat
the simulation runs for each CSAD request selection strategy RRS, DBS, RTS and
IBS as well as for SDAD. Again, we execute experiments with different seedings
ω ∈ O := {1,2,3} of the applied MA meta-heuristic.

We execute simulation runs with different maximal intervention intensities β ∈
{0.2,0.4,0.6,0.8,1} in order to identify the most appropriate intervention intensity
(The β = 0-case is equivalent to PEN). Overall, we setup | {CSAD−RRS,CSAD−
DBS,CSAD−RTS,CSAD− IBS,CSAD−VAS,SDAD} | · | {0.2,0.4,0.6,0.8,1} | ·
| {1,2,3} |= 6 ·5 ·3 = 90 additional planning system settings.

Combining the previously mentioned parameter settings with the four request
streams collected in P , we setup 90· | P |= 90 ·4 = 360 scenarios for simulation.
In each scenario, a target punctuality ptarget = 0.8 must be met.

We deploy the same online and offline performance indicators introduced in Sub-
section 3.3.2 for assessing SDAD and CSAD. Here, we compare the observed per-
formance indicator values for the four strategies HARD, PEN (the two static strate-
gies), SDAD and CSAD (the two “adaptive strategies”).



5.4 Evaluation and Assessment of the Model Controllers 95

5.4.2 Presentation and Discussion of Results

We first investigate different parameterizations of SDAD and CSAD in order to find
out the best parameter combinations (Subsubsection 5.4.2.1). For each of the two
adaptive strategies, we identify the most appropriate parameters (maximal interven-
tion intensity β , request selection rule if CSAD is applied). A detailed report about
the online- and offline performance of the two resulting strategies is given. Therein,
we compare the new strategies with the state-of-the-art strategies HARD and PEN
(Subsubsections 5.4.2.2-5.4.2.5).

5.4.2.1 Parameterization of SDAD and CSAD

Initially, we aim at determining the best parameter setting for SDAD and CSAD.
For SDAD, we check for which maximal intervention intensity β we achieve the
best results. For CSAD we compare the different combinations of the maximal in-
tervention intensity β with the previously introduced request sequencing rules RRS,
DBS, VAS, RTS and IBS.

In order to determine and to distinguish the performance of the different param-
eterizations (exp,β ), we compare the maximal punctuality decrease δ (exp,β ), the
percentage π(exp,β ) of LQ-situations and the cumulated costs c5000(exp,β ) offline
after the end of the simulations. After we have identified the “best setting” for each
strategy exp, we restrict the presentation of further details of the simulations exper-
iments to these superior parameterizations.

We start with the analysis of the impacts of different maximal intensity val-
ues in the SDAD-experiments. Tab. 5.1 contains the maximal punctuality decrease
δ (SDAD,β ), the percentage π(SDAD,β ) of LQ-situations and the cumulated costs
c5000(SDAD,β ) observed for different β -values. With the exception of the cumu-
lated costs, we see that a maximal intervention intensity β = 1.0 is advantageous.
Therefore, we use SDAD with the maximal intervention intensity β = 1.0 in the
remainder of this book. The additional costs represent the “price” of the increased
process reliability.

Table 5.1 Offline evaluation of different maximal intervention values β in the SDAD-experiments

β
0 0.2 0.4 0.6 0.8 1.0

δ (SDAD,β ) -38.20% -21.13% -16.92% -10.78% -6.34% -5.63%
π(SDAD,β ) 100% 100% 100% 90.00% 65.00% 57.50%
c5000(SDAD,β ) 55748.3 53518.5 53282.8 56250.2 60239.2 64225.6

The identification of the best parameter setting for CSAD requires the selec-
tion of a request selection strategy and the determination of the maximal inter-
vention intensity. Tab. 5.4.2.1 contains the maximal decrease δ (exp,β ) of the
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punctuality rate pt(exp,β ) for a given combination of resource allocation strategy
exp ∈ {CSAD−RRS,CSAD−DBS,CSAD−VAS,CSAD−RTS,CSAD− IBS} and
of an intervention intensity β ∈ {0.2,0.4,0.6,0.8,1.0} compared to the initially ob-
served punctuality rate p1000(exp,β ). The shown values increase if the intervention
intensity β is increased. Thus, maximal intervention intensity seems to be benefi-
cial with respect to the desire to guarantee a least punctuality. The random request
selection strategy performs best (least decrease after the initiation of the demand
peak). We observe that DBS and IBS also perform very well. However, if the vehi-
cle availability is used to determine the selection of subcontracted requests (VAS)
or if the remaining service time (RTS) is exploited then a significantly more severe
timeliness decrease has to be observed.

Table 5.2 Maximal punctuality quota decrease δ (exp,β )

exp β
0.0 0.2 0.4 0.6 0.8 1.0

CSAD-RRS -38.20% -28.03% -19.15% -15.57% -11.09% -8.88%
CSAD-DBS -38.20% -25.08% -19.50% -13.67% -12.72% -9.47%
CSAD-VAS -38.20% -24.84% -18.91% -14.66% -12.66% -10.42%
CSAD-RTS -38.20% -21.61% -16.14% -15.12% -11.63% -10.27%
CSAD-IBS -38.20% -26.06% -18.96% -15.00% -11.42% -9.27%

From the results delivered in Tab. 5.3 we learn that the percentage of LQ-
situations is reduced if the intervention intensity grows. Again, VAS and RTS (and
partly RRS, too) show a very bad performance for non-maximal intensities. How-
ever, for the maximal intervention intensity all five selection strategies demonstrate
a similar behavior. Now, RTS shows best performance. The presented π-values sug-
gest choosing the maximal possible intervention intensity in order to keep the sys-
tem performance in the system development corridor as long as possible. For β = 1
RTS performs best but all four other request selection strategies can compete with
RTS.

Table 5.3 Percentage π(exp,β ) of LQ-situations

exp β
0.0 0.2 0.4 0.6 0.8 1.0

CSAD-RRS 100% 80.00% 35.00% 17.50% 17.50% 15.00%
CSAD-DBS 100% 25.00% 17.50% 17.50% 15.00% 15.00%
CSAD-VAS 100% 85.00% 65.00% 17.50% 60.00% 15.00%
CSAD-RTS 100% 62.50% 60.00% 17.50% 15.00% 10.00%
CSAD-IBS 100% 15.00% 17.50% 22.50% 17.50% 15.00%

We learn from the three aforementioned tables that an intensive coordinator inter-
vention is beneficiary for the process quality. Actually, more requests are enforced
into the subcontracting fulfillment mode, which finally leads to higher request ful-
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fillment costs. The cumulated request fulfillment costs are summarized in Tab. 5.4.
An increase of the maximal intervention intensity leads to an increase of c5000. The
least costs are produced by DBS, followed by RTS, IBS, RRS and VAS.

Table 5.4 Cumulated costs c5000(exp,β )

exp β
0.0 0.2 0.4 0.6 0.8 1.0

CSAD-RRS 55748.3 65655.7 74301.5 80722.3 85564.6 89599.4
CSAD-DBS 55748.3 65545.0 70862.2 75052.5 79515.2 82696.6
CSAD-VAS 55748.3 69292.4 76340.8 82941.0 88211.3 92016.4
CSAD-RTS 55748.3 68539.9 74233.7 77135.5 80492.6 83254.9
CSAD-IBS 55748.3 64328.7 70587.9 76371.9 79928.6 84251.8

The offline performance of CSAD improves if the intervention intensity is in-
creased. The best performance is observed for β = 1. Similarly to SDAD, we will
configure CSAD with β = 1 so, that the maximal possible intervention intensity is
exploited.

In order to identify the “best” request selection strategy, the indicator-specific
performances of the strategies are consolidated into a single numerical indicator.
Therefore, we first determine the “performance rank” of each strategy for each of
the three analyzed indicators. As an example, we consider the default strategy RRS.
With respect to δ , this strategy exhibits the best performance and RRS is assigned
the δ -rank 1. Observing the achieved π-values its performance is second best and
gets the π-rank 2. The σ-rank of RRS is 3 (DBS and IBS perform better here) and
the c5000-rank of RRS is 4 (only VAS generates higher costs). Secondly, we weight
each rank with an indicator-specific weight and sum up the weighted ranks for each
request selection strategy. The request selection strategy coming along with the low-
est weighted rank-sum will be selected as default request selection strategy applied
together with CSAD. Tab. 5.5 presents the weighted ranks and the sum of weighted
ranks. We weight the punctuality loss δ by 40% (primary improvement need), the
cumulated costs c5000 and the maximal observed subcontracting quota by 30% each.
Using these parameters, we observe that DBS exhibits the best overall performance.
For this reason, DBS is selected as the default request selection strategy incorpo-
rated by CSAD.

Table 5.5 Consolidation of the ranking of the performance indicators

δ π c5000 ∑
weight 40% 30% 30%
RRS 0.4 0.6 1.2 2.4
DBS 1.2 0.6 0.3 2.2
VAS 2.0 0.6 1.5 2.3
RTS 1.6 0.3 0.6 2.5
IBS 0.8 0.6 0.9 2.3
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Fig. 5.2 Development of the punctuality pt(exp)

5.4.2.2 Online Comparison of Static and Adaptive Strategies

Fig. 5.2 contains the punctuality rates pt(exp) observed online during the simulation
experiments. We observe that CSAD performs worse that HARD but significantly
better than PEN. A comparable behavior of CSAD and SDAD is revealed. Similar to
SDAD, the punctuality falls out of the system development corridor (the gray shaded
areas in Fig. 5.2) immediately after the load peak has started. SDAD is able to keep
pt(SDAD) within the corridor until time t = 2200 but pt(CSAD) leaves the system
development corridor already at time t = 1900. However, in both cases (CSAD and
SDAD) the least observed punctuality is 0.75 and in both cases the system corri-
dor is re-entered after a short period (around time t = 2400 for CSAD, around time
t = 2500 for SDAD). After the immediate reaction to the load peak is over, CSAD
maintains a higher punctuality rate than SDAD. Furthermore, pt(SDAD) leaves the
system development corridor for a certain period around t = 3100 but pt(CSAD)
remains completely within the corridor for the remaining simulation time. We con-
clude from these results, that both implementation strategies SDAD and CSAD are
effective with respect to protecting the process timeliness in peak load situations.

Since the punctuality pt(CSAD) leaves the core of the system development cor-
ridor (the dark gray shaded area in Fig. 5.2) a non-zero error signal e(ti) defined
by (5.1) is generated and implies a non-zero control signal (the intervention in-
tensity) h1(pti) (5.2). The CSAD intervention intensity h1,CSAD(pti) is compared
with the SDAD intervention intensity h1,SDAD(pti) in Fig. 5.3. In off-peak-periods,
h1,CSAD(pti)) is remarkable smaller than h1,SDAD(pti)) but in an acute peak manage-
ment period (1700 ≤ t ≤ 2400) the CSAD-intervention intensity is higher than the
SDAD-intervention intensity.
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Fig. 5.3 Evolution of the intervention intensities

The increase of the intervention intensity granted to the supply consortium co-
ordinator immediately after the beginning of the load peak contributes to keep the
number of scheduled but not completed requests (pending requests) in the system
on a significantly lower level than PEN is able to achieve (Fig. 5.4). If we apply
HARD, SDAD or CSAD then the number of pending requests does not climb above
240 (290 pending requests are observed for PEN) and the averagely observed pre-
peak number of around 70 pending requests is also re-achieved before t = 2000.

The analysis of the number of used own vehicles vt(exp) and of the percentage
qt(exp) of externalized requests reveals the impacts of the higher intervention in-
tensity of CSAD compared to SDAD. A higher intervention intensity lifts up the
post-peak number percentage of subcontracted requests (Fig. 5.5) during the inter-
val from t = 1900 until t = 2400. In this period the number of externalized requests
is doubled compared to SDAD and quadruplicated compared to PEN and to HARD.
In the same period, the application of CSAD or SDAD reduces the number of routed
own vehicles (Fig. 5.6) after the peak. Compared to vt(SDAD) the number vt(CSAD)
is reduced by 50% during the aforementioned period, compared with vt(HARD) it
is reduced by 66% and in comparison with vt(PEN) it is reduced by 80%. In later
stages of the simulation experiments, the numbers of used own vehicles vt(SDAD)
and vt(CSAD) are nearly equal. However, the percentage qt(SDAD) is significantly
lower than qt(CSAD).
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Fig. 5.5 Percentage qt(exp) of externalized requests in the schedule generated at time t

5.4.2.3 Offline Comparison of Static and Adaptive Strategies

Tab. 5.6 contains all indicator values resulting from the offline evaluation of the
planning system after the simulation experiments have been finished. Again, we
state that the performance of the adaptive strategies SDAD and CSAD clearly out-
performs PEN but they are dominated by HARD. In detail, we first see that CSAD
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comes along with a slightly more severe maximal punctuality deviation than SDAD,
e.g., δ (SDAD) = −5.6% ≥−9.5% = δ (CSAD).

Next, we observe fewer LQ-situations if CSAD is used (compared to SDAD):
π(CSAD) = 15.0% ≤ 57.5% = π(SDAD). Thus, CSAD produces more reliable se-
quences of transportation plans. Finally, we observe that CSAD is able to intervene
more severely and more often draws an LSP option. It is σ(CSAD) = 15.2% ≥
14.5% = σ(SDAD).

In conclusion, CSAD demonstrates a better performance with respect to reliabil-
ity and intervention severity. However, it is outperformed by SDAD with respect to
the maximal punctuality decrease after the load peak.

Table 5.6 Offline Process Quality Performance Indicator Values

exp
HARD PEN SDAD CSAD

δ (exp) 3.5% -38.8% -5.6% -9.5%
π(exp) – 97.5% 57.5% 15.0%
σ (exp) 8.0% 4.1% 14.5% 15.2%

5.4.2.4 Online-Evaluation of the Process Costs

We have traced the average marginal costs of the completed requests throughout
the simulations (Fig. 5.7). CSAD produces the highest marginal costs among all
four analyzed approaches and the largest oscillation amplitude is also observed for



102 5 Adaptive Controllers for Mathematical Optimization Models

10

15

20

25

30

35

40

45

50

55

1000 1500 2000 2500 3000 3500 4000 4500 5000
time t

SDAD
CSAD
PEN

HARD

Fig. 5.7 Marginal costs mct(exp)

CSAD. The increased intervention intensity h1,CSAD(pti) during the past peak pe-
riod t ∈ [1900;2400] leads to a significantly increased LSP option usage (compared
the all three other strategies), which results in additional expenditures caused by
the high LSP tariffs. We detect severely varying marginal costs mct(SDAD) and
mct(CSAD) for the adaptive strategies. In contrast, the two non-adaptive strategies
keep the marginal costs nearly constant on the pre-peak level after the acute demand
peak is over.

In conclusion, the two adaptive strategies CSAD and SDAD cause higher marginal
costs than the non-adaptive strategies HARD and PEN. In addition, CSAD is the
most cost intensive strategy among the four analyzed approaches.

5.4.2.5 Offline Cost Comparison of the Four Strategies

Tab. 5.7 contains the cumulated average process execution costs observed after
the completion of the simulation runs. For both non-adaptive strategies PEN and
HARD, we observe nearly the same costs c5000(PEN) and c5000(HARD). We see,
that the costs from the PEN-experiments are decreased by γ5000(PEN) = 1% com-
pared to the results achieved in the HARD-experiments. The two adaptive strategies
produce significantly higher costs: c5000(SDAD)= 64225.6 (γ5000(SDAD)= 14.1%)
and c5000(CSAD) = 82699.6 (γ5000(CSAD) = 46.9%).
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Table 5.7 Offline Process Costs Performance Indicator Values
exp

HARD PEN SDAD CSAD
c5000(exp) 56301.5 55748.3 64225.6 82696.6
γ5000(exp) – -1.0% 14.1% 46.9%

5.5 Hybridization of Model Adaptation Strategies

The assessment of the two adaptive strategies SDAD and CSAD has revealed that
each single adaptive strategy is capable of integrating the decision making of the
coordinator agent and the subordinate transport service providing agent. In this sec-
tion, we investigate the hybridization of search direction adaptation and constraint
set adaption (SDCS), e.g., both implementation functions simultaneously generate
a non-static model alternation signal, which depends on the current value of the
intensity function (Schönberger and Kopfer, 2007a).

We start with the identification of the best parameterization of the hybrid strategy
SDCS (Subsection 5.5.1). Afterwards, we compare the performance and costs of
SDCS with the performance of the remaining four strategies HARD, PEN, SDAD
and CSAD (Subsection 5.5.2 - Subsection 5.5.4).

5.5.1 Parameterization of the Hybrid Strategy

Initially, the identification of the most suitable maximal intervention intensity β for
SDCS is addressed. In an offline fashion (after the termination of an experiment) we
fetch the values of two process quality indicators δ (SDCS,β ) (maximal punctuality
decrease during the experiment relative to the pre-peak punctuality) and π(SDCS,β )
(percentage of LQ-situations). Additionally, the cumulated request fulfillment costs
c5000(SDCS,β ) are calculated.

Table 5.8 contains the observed values of the three observed indicators. We can
see that the best process reliability is detected if the maximal β -value 1.0 is applied.
The punctuality pt declines only by 5.79% and does not leave the system devel-
opment corridor (pt remains above or equal 80% so that π(SDCS,1) = 0%). Ex-
pectedly, the increase of the punctuality and reliability does not come for free: the
cumulated request fulfillment costs c5000(SDCS,β ) increase from 55748.3 money
units (no intervention β = 0) up to 78350.8 money units (full intervention β = 1).
Since we aim at increasing the transport process reliability in a demand peak situa-
tion, we set β := 1 for the remaining investigations.
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Table 5.8 Offline evaluation of different maximal intervention values β in the SDCS-experiments

β
0 0.2 0.4 0.6 0.8 1.0

δ (SDCS,β ) -38.20% -18.13% -8.88% -7.65% -6.1% -5.79%
π(SDCS,β ) 100% 35% 17.5% 5.0% 2.5% 0%
c5000(SDCS,β ) 55748.3 62972.0 67398.4 70.782.8 73645.1 78350.8
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Fig. 5.8 Development of the punctuality pt(exp)

5.5.2 Online Performance Comparison

The development of the punctuality pt of all five investigated strategies is printed in
Fig. 5.8. Two details are striking. At first, pt(SDCS) never leaves the system devel-
opment corridor. Only a slight decrease of pt(SDCS) is observed after the peak of
incoming demand/incoming requests is over. Secondly, SDCS outperforms not only
PEN but also SDAD and CSAD with respect to the maintained punctuality. From
these results, we conclude that the simultaneous application of both model adjust-
ment strategies is more suitable than the application of one of the two strategies
CSAD or SDAD.

In order to find out the reasons for the improved performance of SDCS (com-
pared to SDAD and CSAD) we first analyze the intervention intensities determined
by the intensity function h1. The comparison of the intervention intensities gener-
ated during the simulation (Fig. 5.9) reveals that SDCS most often intervenes less
than SDAD or CSAD. Especially during the past-peak period between time 1700
and 2500, h1,SDCS(pti) is significantly lower that h1,SDAD(pti) and/or h1,CSAD(pti).
These observations lead to the conclusion that the interventions proposed and ap-
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Fig. 5.9 Evolution of the intervention intensities h1

plied by the hybrid strategy SDCS are more appropriate than the interventions pro-
posed by SDAD and/or CSAD. More precisely, SDCS is able to identify a higher
percentage qt(SDCS) of requests to be given away to an LSP immediately after the
demand peak is over than SDAD does (Fig. 5.10). However, compared to CSAD,
the percentage of requests selected by the coordinator for being subcontracted in
the aforementioned period is lower (qt(SDCS) ≤ qt(CSAD)). With respect to all
other process performance criteria (number of pending requests, routed vehicles,
...) SDCS shows nearly the same values and behavior as CSAD and SDAD do.
This means that the analytical capabilities of SDCS to identify portfolio incompat-
ible requests are improved compared to CSAD. However, compared to SDAD, the
strategy SDCS demonstrates a stricter and more assertive behavior: SDCS identifies
more incompatible requests than SDAD, so that a higher percentage of requests are
subcontracted if SDCS is applied.

5.5.3 Offline Assessment

An offline process quality and reliability assessment of SDCS reveals that the hybrid
adaptive strategy SDCS outperforms PEN and the two “individual” adaptive strate-
gies SDAD and CSAD. On the other hand, it turns out that the quality gap between
the HARD strategy and the hybrid adaptive strategy is closer than the gap between
HARD and SDAD or HARD and CSAD respectively.

From the results compiled in Tab. 5.9 we learn that the relative decrease δ (SDCS)
of pt(SDCS) is significantly smaller than the relative punctuality rate decrease
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δ (PEN). In addition, the relative decrease of the punctuality in the SDCS-experi-
ments is less than the relative punctuality rate decrease δ (CSAD). The relative de-
crease δ (SDAD) is only slightly less than δ (SDCS).

Similarly to the HARD strategy, also SDCS ensures that no LQ-situations occur
and that the punctuality rate never leaves the intended system development corridor
within the experiments. All three other strategies (PEN, SDAD and CSAD) unable
to guarantee keeping the punctuality rate pt above 80% throughout the complete
simulation experiments.

Finally, we state that SDCS leads to the highest maximal externalization quota
qt(·) among all five applied strategies. Although SDCS combines SDAD and CSAD,
the observed maximal externalization quota σ(SDCS) does not fall between the
quotas σ(SDAD) and σ(CSAD) but it is significantly higher than σ(SDAD) and
even higher than σ(CSAD).

Table 5.9 Value of the indicators for the offline process quality performance

exp
HARD PEN SDAD CSAD SDCS

δ (exp) 3.5% -38.8% -5.6% -9.5% -5.79%
π(exp) 0% 97.5% 57.5% 15.0% 0%
σ (exp) 8.0% 4.1% 14.5% 15.2% 15.9%
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Fig. 5.11 Marginal costs mct(exp)

5.5.4 Cost Evaluation

As we have seen in the previous simulation results, the price for the improved pro-
cess reliability and for the higher punctuality induced by the application of the adap-
tive strategies is quite high. Due to the intensified usage of expensive LSP-services,
additional request fulfillment costs occur. In this subsection, we check whether the
combination of SDAD and CSAD in one hybrid adaptive model controller supports
keeping the additional request fulfillment costs low, e.g., we test whether we can
reduce the “price of higher reliability” by combining CSAD and SDAD.

Fig. 5.11 shows the development of the marginal costs mct for the three adap-
tive strategies. The marginal costs of a request in an SDCS-controlled system are
lower during the past-peak period from 1700 to 2500 then the marginal costs of a
CSAD-controlled system in the same period. Due to the relatively lower usage of re-
quest subcontracting in the SDCS experiments (compared to the CSAD-cases), less
expenditures have to be paid. Since the externalization quota in the SDCS-strategy
is higher then the externalization quota in the SDAD-strategy, the marginal costs
mct(SDAD) are lower than mct(SDCS) in most of the re-planning cycles.

Table 5.10 consolidates the achieved cumulated costs (c5000), the cost increase
compared to the HARD-experiments (γ5000) and the contributions of the three cost
drivers, which are travel costs (c̄travel

5000 ), penalty payments (c̄pen
5000) and LSP-charges

(c̄ext
5000). The reduced marginal costs of a request finally leads to a decrease of the

cumulated request fulfillment costs c5000(SDCS) of SDCS compared to the costs
observed for the CSAD-configured scenarios. A reduction from c5000(CSAD) =
82696.6 to c5000(SDCS) = 78350.8 money units is observed. However, the appli-
cation of SDAD leads to significantly less costs than the application of SDCS.
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SDCS exhibits the least portion of travel costs ctravel
5000 among all five strategies.

Only 37.6% of the total sum of expenditures are used to cover the distance-related
expenses of the own fleet. At the same time, SDCS causes the least penalty expen-
diture percentages among the investigated approaches (2.7%). On the other hand,
SDCS comes along with the highest portion of LSP-charges. In the experiments,
59.7% of the total costs are used by LSP to fulfill incompatible requests. This value
is maximal among the five adaptive strategies.

Table 5.10 Cumulated costs and contributions of cost drivers
exp

HARD PEN SDAD CSAD SDCS
c5000(exp) 56301.5 55748.3 64225.6 82696.6 78350.8
γ5000(exp) – -1.0% 14.1% 46.9% 39.2%

c̄travel
5000 (exp) 81.1% 84.5% 44.4% 40.7% 37.6%

c̄pen
5000(exp) 3.6% 12.0% 3.8% 3.6% 2.7%

c̄ext
5000(exp) 15.4% 3.5% 51.8% 55.7% 59.7%

5.6 Summary of Findings

We have developed and assessed adaptive model controllers that realize the inte-
gration of the decision making of a coordinator and of a transport service provid-
ing member of a supply consortium. At first, a suitable problem-specific system
development corridor was derived. Next, an appropriate intervention intensity de-
termining function was proposed. Finally, two different implementation functions
were suggested for the investigated online optimization problem. Initially, each im-
plementation function has been evaluated in isolation. Secondly, a hybridization of
these two implementation functions has been tested.

Three lessons have been learnt from the results of the executed computational
simulation experiments. On the one hand, the integration of the decision making
of the two decision making actors is beneficial for the quality of the demand ful-
fillment offered by a supply consortium. On the other hand, a higher coordinator
intervention leads to a higher fulfillment of the coordinator planning goals. Finally,
the coordinator interventions induce additional process costs.

In conclusion, we have shown that the integration of image modification features
into the control of supply consortium processes is possible. Applying this feature
contributes towards keeping the quality of the generated transport processes on a
high level even if a workload peak compromises the supply consortium operations.
However, the maintaining of the high process performance does not come for free.
Additional expenditures are necessary. It has to be decided whether this “price” is
justified by the achieved process improvement.
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Chapter 6
Responsiveness Improvement

Flexibility subsumes the abilities of a value-creating or service-providing system to
cope with the abruptly varying needs (requests) appearing from its uncontrollable
environment (Schneeweiß and Schneider, 1999). Flexibility issues are of interest for
both the system deployment level (operational planning) as well as with regard to
the system configuration level (tactical planning).

Systemflexibility is a property of the investigated system that describes the gen-
eral ability of the system to meet the requirements of requests released over a (rep-
resentative) period of time. The determination of provided capacities as well as the
selection of strategies and decision preferences for the deployment are exploited to
achieve a sufficiently high degree of systemflexibility. Investing into the increase of
the degree of systemflexibility during the system configuration is a kind of hedging
the system against uncertainty related to future requests. It enables the usage of the
system in a larger variety of environments.

Planflexibility is a property of a plan executed in the system at a specific time.
In the deployment of resources, a flexible plan is able to be updated so that the re-
quirements of additionally appearing requests are met (responsiveness). However, it
depends upon the configuration of the system which additional requests can be inte-
grated in a plan. A sufficiently high capacity must be available and the preparation
of effective and efficient decision preferences for integrating additional operations
into the existing plan is necessary.

Since the additional demand cannot be forecasted, the configuration of the system
requires a temporal reconfiguration if the problem difficulty changes significantly,
e.g. if the available capacities are exhausted. In this chapter, the exploitation of the
information about the current planflexibility in the adjustment of the system config-
uration by varying the decision preferences used to integrate the additional demand
into existing processes is proposed. We want to prove or disprove that the application
of image modification has the potential to support and to improve the responsiveness
of a system. In particular, the verification of the following research hypothesis is tar-
geted: The long term responsiveness of a (transport) system is able to be increased
if the applied decision preferences for the demand integration are adjusted to the
intermediately observed responsiveness (e.g., by applying image modification). The
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better the information about the intermediate responsiveness is, the higher is the
achieved degree of long term responsiveness.

The discussion of system- and planflexibility starts with a structuring of the
meaning and usage of the term flexibility in the literature and a distinction be-
tween flexibility of a system and of a schedule (Section 6.1). In order to quantify
the flexibility-related properties of a system or a schedule, we propose flexibility
measurements (Section 6.2). We add the flexibility measurements into our portfo-
lio of performance indicators and report flexibility-related results observed in the
performed computational simulation experiments (Section 6.3).

6.1 Flexibility and Logistic Operations

A compilation of the scientific discussion of the meaning of the term flexibility is
given in Subsection 6.1.1. The major conclusion from this literature analysis is that
it is useful to distinguish flexibility as a property of a system and as a property of a
specific plan. Thus, we propose flexibility definitions from the viewpoint of a system
and from the viewpoint of a schedule (Subsection 6.1.2).

6.1.1 Literature Review

Flexibility-related investigations explore the range of different exogenous demand
under which a given system performs well or “as intended” or “as required”. Fur-
thermore, bottlenecks that limit the system’s ability to adjust to the changed exoge-
nous demand situation are searched for. The goal is to analyze and widen or bypass
bottlenecks, so that the responsiveness of the system increases with respect to the
need originating from the system environment.

De Groote (1994) proposes to distinguish (i) the investigated system (“technol-
ogy”); (ii) the system environment and (iii) one or several evaluation criteria to
evaluate the behavior of a system in its environment. Most of the work related to
(i) and (ii) is linked to applications from production or inventory planning (Beach
et al., 2000; Pibernik, 2002; de Toni and Tonchia, 1998; Sethi and Sethi, 1990;
Gupta and Goyal, 1989). Uncertainty about environmental needs is connected with
the inability to forecast the demand time as well as the demand volume. Morlok
and Chang (2004) also consider the uncertainty of the locations of demand for rail
freight transport and thus cover the third dimension of uncertainty, which is the
spatial uncertainty of demand. Different transport network types are compared by
Feitelson and Salomon (2000) with regard to different non-numeric flexibility crite-
ria. Flexibility is measured by counting the variety of a system’s possible reactions
to a particular environmental need, by technical indicators or by the costs to enable
the system to fulfill the requirements of a new environmental demand (Schneeweiß
and Schneider, 1999).
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Since a system evolves and changes its configuration over time and the flexibility
property is given only for specific configurations and/or a specific time it becomes
necessary to add specific information to a flexibility statement: the time (represent-
ing the system state in which the flexibility property was observed), the description
of the disturbance for which the adaptability has been investigated as well as the
rules for the integration of additional requests (integration logic and decision pref-
erences).

6.1.2 Flexible Plans and Flexible Systems

Let S = (C,R) be a system consisting of a set C of system components and a set R
of possible relations between the components. The components out of a subset of C
are connected by means of activated relations taken from R at time t. This situation
is referred to as state X(S,t) of system S at time t.

A system control unit is able to change the state of S from X(S,t ′) to X(S,t∗) with
t ′ ≤ t∗. The transformation of the system during the period from t ′ to t∗ is described
by the transformation plan P[X(S,t ′),X(S,t∗)]. The intermediate state of S during
the transformation according to this plan at time t is P[X(S,t ′),X(S,t∗)](t).

An environmental need (request) is an exogenous demand whose appearance
(in time, spatial variability and demand intensity) cannot be controlled by the sys-
tem’s control unit. Each request claims the fulfillment of specific requirements, that
are fulfilled by the current system state or not. If and only if a request e appears at
time t and if X(S,t) fulfills the requirements of e then X(S, t) is compatible with e
at time t. A reconfiguration (transformation of the state) of S is not necessary. The
compatibility of a system state comprises any requirements like time constraints
(time windows), sufficient volume or the meeting of logical dependencies. If a re-
quest e is not compatible with X(S,t) then it is called a disturbance of S at time
t.

6.1.2.1 Planflexibility

The basic idea for defining the flexibility of a plan with regard to an additional
request e appearing at time t is to check, whether the so far unexecuted part of this
plan can be replaced by another transformation plan so that after the completion of
the updated plan also the requirements of e are fulfilled. If such an update of the
performed transformation plan exists then the plan is denoted as e-planflexible.

Let P[X(S,t ′),X(S,t∗)] be the currently processed transformation plan for the re-
configuration of S from X(S,t ′) to X(S,t∗). The request e appearing at time t is a
disturbance of S at time t, because it is not compatible with the intended final con-
figuration X(S,t∗) of S so that the reconfiguration of S into the state X(S,t∗) is void
now. A transformation of S from the current configuration P[X(S,t ′),X(S,t∗)](t)
into a new target configuration which is also compatible with e is necessary.
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Fig. 6.1 An example scenario from transportation planning with compatible requests (e1-e4) and
an incompatible request (e5)

If and only if there is a transformation plan Q converting the current system con-
figuration P[X(S,t ′),X(S,t∗)](t) into a configuration Ze(S,t(e)) that is compatible
also with e then the so far followed transformation plan is adaptable at time t with
regard to the disturbance e. If such a transformation plan Q exists then the plan
P[X(S,t ′),X(S,t∗)] is e-planflexible at time t.

By means of the situation outlined in Fig. 6.1 the meaning of planflexibility is
explained. The system S comprises a vehicle (server) that travels in the plane and
fulfills requests by visiting a customer site associated with the request. Its travel
speed is 1 length unit per time unit.

The server waits at position O at time 0. A request has been released and this
request requires a server’s visit at position D within the time window [5;6]. The
current position of the vehicle and the request are incompatible: For this reason, the
vehicle starts to move towards the location D following the bold arc representing
the transformation plan P. According to its schedule, the server will reach D on
a timely basis at time 5. At time 1, a second request appears which requires the
visit to the customer site e within the time window [3;4]. The position of the server
is now O′. If the customer site associated with e is situated in the intersection of
the ellipsis and the circle indicated by the dashed radius in Fig. 6.1, then both the
additional customer site (e1, e2, e3 or e4) and D can be reached within the agreed
time windows. In all other cases (e.g., e5) it is impossible to visit both customer
sites without a delay. If e is situated outside the circle then its own time window is
violated but if e lies outside the ellipsis then the time window associated with the
first request cannot be met.

The set E is formed by all additional customer requests with time window equal
to [3;4] and a location belonging to the previously mentioned intersection. If and
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only if P is e-planflexible at time 1 for all requests belonging to E then the plan P is
denoted as E-planflexible at time 1.

In the given example the additional customer site request is inserted into the
existing plan so that a minimal overall travel distance must be bridged. Therefore,
the integration of the additional request follows the decision preference “least sum
of travel distances”. An application of another preference or integration logic like
“first-come/first-serve” cannot guarantee the E-planflexibility of P at time 1. It is
therefore necessary to add information about the applied decision preferences V to
the planflexibility statement. The refined planflexibility definition is now:

If and only if there is a transformation plan Q which has been generated accord-
ing to a given set of decision preferences V and that converts the system configu-
ration P[X(S,t ′),X(S,t∗)](t) into a configuration Ze(S,t(e)) compatible also with e
then the so far performed transformation plan is adaptable at time t with respect to
the disturbance e by utilizing the decision preferences V . If such a transformation
plan Q exists then P[X(S,t ′),X(S,t∗)] is called e-planflexible at time t with respect
to V .

6.1.2.2 Systemflexibility

Planflexibility is not able to inform about the ability of the decision preferences V to
successfully integrate any additional request within a given time period into the so
far followed transformation plan. To describe such general adaptation ability for the
system S, the concept of systemflexibility is introduced. Systemflexibility describes
the system’s ability to react to any environmental need in a given period without
having information about the explicit followed plan if the application of decision
preferences V is obligatory.

The system S is called e-systemflexible at time t under the decision preferences
V , if and only if there is a state X(S,t∗) with t ′ ≤ t∗, so that X(S,t∗) and e are
compatible. This definition does not exploit any information about the structure of
S. It is not required that S is compatible with e at the appearance time t of e but
it is necessary that S can be transformed into a state that is compatible with the
request e. Systemflexibility describes the system’s ability to change its state in order
to meet the requirements of an environmental demand (“action volume” according
to Schneeweiß and Schneider (1999)). The “reactivity” of S determines the speed
of this change. In the event that the adjustment time of S after the appearance of e
is limited, e.g. if for every constant K > 0 the requirement t ≤ t∗ ≤ t + K is kept,
then the system S is called real-time e-systemflexible at time t under the decision
preferences V .

This definition of systemflexibility generalizes the “system capacity flexibility”
of Morlok and Chang (2004) who state that “system capacity flexibility” is the abil-
ity of a transport system to accommodate variations or changes in traffic demand
while maintaining a satisfactory level of performance.

At a particular time, e-systemflexibility might be observed for different requests
e. In order to enable a compact description of the systemflexibility-property at a
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given time t for a variety of requests, the set U formed by all these requests is intro-
duced. The system S is called U-systemflexible at time t under the decision prefer-
ences V , if and only if S is e-systemflexible at time t under the decision preferences
V for all e∈U . In order to enable a more general description of the systems ability to
meet the demand of environmental needs, the restriction that the environmental need
must appear at a particular time t is dropped in the following. Instead it is assumed
that it appears in a period T . If S is U-systemflexible at time t under the decision
preferences V at any time t ∈ T , then the system S is called U-systemflexible during
T under the decision preferences V .

6.2 Quantification of Flexibility

The consideration of responsiveness issues during the deployment preparation as
well as the configuration of a system enables the creation of planflexible plans and
schedules and systemflexible systems. However, it is necessary to quantify plan-
flexibility as well as systemflexibility. The definition of a scalar or of a vector of
scalars to represent the degree of flexibility is a prerequisite for a comparison of
several deployment or configuration alternatives with respect to their responsive-
ness. Quantification requires knowledge about the totality of possible requests and
disturbances and a feedback about those requests for which the associated require-
ments can be met. No assumptions about internal structures of the system S are
made. Thus, only the comparison of the total demand the system is faced with and
the demand satisfied as request by S (“output flexibility” according to Grubbström
and Olhager (1997)) can be exploited.

A plan or a system might be able to appropriately incorporate no (additional)
requests (0%), all additional requests (100%) or a subset of future requests. There-
fore, Schneeweiß and Schneider (1999), Barad and Sapir (2003) as well as Corsten
and Gössinger (2006) propose to quantify flexibility by the degree of satisfaction of
the requirements of additional requests which is equivalent to the relative frequency
that an occurred request can be integrated appropriately.

6.2.1 Measures for Planflexibility

The planflexibility of a plan P refers to the ability of the decision preference V to
integrate one or more additional requests into P at a particular time t by replacing
the so far unexecuted part of P.

Let NA be the overall number of all requests that could appear at time t jeopardiz-
ing the current plan P[X ,Y ], nA be the number of these requests e for which P[X ,Y ]
is e-planflexible at t and E contains all requests that could appear at time t. Then the
A-degree for E-planflexibility of P[X ,Y ] at time t under V is defined in (6.1).
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FA(V,E,P[X ,Y ],t) :=
nA

NA . (6.1)

The integration of additional requests into the plan P affects the already in-
cluded operations as well as the previously made assignments of tasks to re-
sources and therefore makes the re-scheduling of execution times necessary. The
A-planflexibility does not consider these crowding-out effects, since it does not con-
sider whether the requirements of previously integrated environmental needs are
still met. Let NB be the overall number of all requests contained in P and let nB

be the number of those requests whose requirements are all satisfied at time t. The
B-degree of E-planflexibility of P[X ,Y ] at time t in the event that the decision pref-
erence(s) V are applied is defined as in (6.2).

FB(V,E,P[X ,Y ],t) :=
nB

NB . (6.2)

Neither the A-degree nor the B-degree for planflexibility considers already com-
pleted requests within the calculation of the relative frequency (probability) for the
satisfaction of the requirements associated with a request.

The inclusion of recently fulfilled requests in the calculation of the flexibility
degree prevents an overweighting of temporal demand peaks. On the other hand, if
the fulfillment time of a request is scheduled far from now, then information about
the satisfaction of the associated requirements is of reduced worth. It is reasonable to
consider only those requests, whose completion is scheduled for the near future. In
the C-degree for E-planflexibility of P at t the satisfied demand is compared with the
total demand that falls into the time window [t −Δt;t + Δ t]. Let NC be the number
of all requests completed within the period [t −Δ t; t] or scheduled to be completed
during the period ]t;t + Δt] and let nC be the number of those requests for which
all requirements have been satisfied or are expected to be satisfied. The C-degree
for E-planflexibility of P at time t in the event that the decision preferences V are
applied is defined in (6.3).

FC(V,E,P[X ,Y ],t) :=
nC

NC (6.3)

6.2.2 Systemflexibility Quantification

Barad and Sapir (2003) define the logistics dependability of a system as the proba-
bility that all requirements of the released requests are fulfilled by using the system S
during an observation period. This idea is taken up and the systemflexibility-degree
for U-systemflexibility during T of S is similarly defined. Let M denote the num-
ber of all possible requests belonging to U and appearing during the period T . If
system S can handle m requests appearing during T as requested applying the de-
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cision preferences V to integrate the requests then the systemflexibility-degree for
U-systemflexibility of S during T , denoted as Fsystem(V,U,T ), is defined by (6.4).

Fsystem(V,U,T ) :=
m
M

. (6.4)

Using the vocabulary introduced from the concepts of planflexibility as well as
systemflexibility and recognizing the decision preferences as part of the systems
configuration, the initially stated research hypothesis is refined: The U-systemflexi-
bility of a (transport) system during a period T is able to be increased if the decision
preferences V of this system are adapted to the intermediately calculated degree of
planflexibility. The B-degree-application leads to a higher Fsystem-value than the A-
degree-application and the C-degree-application leads to a higher Fsystem-value than
the B-degree-application.

It is self-evident that this hypothesis cannot be verified for any transport system
but the general correctness of the idea to exploit planflexibility knowledge to adjust
the process planning system can be demonstrated by simulating the transport system
outlined in Section 2.3. We use adaptive model controllers proposed in Chapter 5 to
automatically adjust the process control system (the decision preferences). The cur-
rently observed degree of planflexibility is used as input parameter for the intensity
function of the process control system.

6.3 Computational Experiments

We check the appropriateness of the proposed flexibility concept within compu-
tational simulation experiments. In Subsection 6.3.1, the setup of the simulation
environment and of the executed experiments are described. A presentation and dis-
cussion of the observed results is given in Subsection 6.3.2.

6.3.1 Experimental Setup

The requirements of a transport request are met if the request is completed within
its associated time window. We configure the introduced plan- and systemflexibility
measures (6.1) - (6.4) for the online vehicle routing problem introduced in Sec-
tion 2.3. The online optimization framework outlined in Section 3.2 is used to auto-
matically update the generated transportation plans in response to the additionally
arrived requests. We evaluate this process control system with and without adap-
tive model controllers in order to reveal the impacts of the application of model
adjustments with respect to the achievement of flexibility.

As reference approach we use the HARD strategy. In addition, we repeat the ex-
periments for PEN and for the three adaptive techniques SDAD, CSAD and SDCS.
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The scenarios introduced in Subsection 5.4.1 are simulated. Again, the subcontract-
ing rate is three times larger than the sum of penalty payments and travel costs.
Therefore, the transport system control unit tends to refrain from the subcontracting
of requests but accepts delays. Each scenario for the transport system has been sim-
ulated over a period of 5000 time units. After a startup phase of 1000 time units the
planflexibility degree has been recorded throughout the next 4000 time units while
every 100 time units additional requests have been released. In the investigated ar-
tificial scenario U is defined to be the set of all possible additional requests, so that
this information can be dropped in the planflexibility statements. Each simulation
run has been executed several times with different seedings because the memetic
dispatching algorithm is a randomized procedure. Here, we report about the average
results observed at particular times, so that also the information about the particu-
larly updated plan in the planflexibility statement is dropped.

The degrees FA(V,t), FB(V,t) and FC(V,t) are calculated for t = 1000, 1100,
1200, . . . , 5000 in separate experiments applying V ∈ {HARD, PEN, CSAD, SDAD,
SDCS}. We set up three classes of experiments. In the first one (“A-degree”), the
value FA(V,t) is used as input parameter for the intensity function hβ that controls
SDAD as well as CSAD and SDCS. In the second class (“B-degree”) FB(V,t) deter-
mines the model controller input and in the third class (“C-degree”) FC(V,t) = pt is
used to control SDAD, CSAD and SDCS.

Let max(CSAD,A) denote the maximal value observed for the A-planflexibility
degree FA(CSAD,t) during the period [1000,5000] and let min(CSAD,A) denote
the minimal value observed for FB(CSAD,t) within this time period. Furthermore,
var(CSAD,A) is defined as the difference between max(CSAD,A) and min(CSAD,A).
The indicator bel(CSAD,A) gives the percentage of re-planning cycles in the in-
terval [1000,5000] in which FA(CSAD,t) has fallen below 0.8. Finally, we report
π(CSAD,A) which represents the percentage of LQ-states. The same values have
been calculated for the results observed in the SDAD-, the SDCS as well as for
the results from the non-adaptive PEN- and HARD-experiments. After having re-
configured the planning system from the application of the A-degree to the B-degree
and, furthermore, after changing from the B-degree to the C-degree we re-evaluate
the indicator values.

At the end of a simulated scenario, the quotient between the number of requests
served within the assigned time window and the overall number of requests released
during the observation period [1000,5000] has been calculated for the configuration
with A-, B- and C−planflexibility degree which represents the observed systemflex-
ibility degree Fsystem(·, ·) during this period.

6.3.2 Results

All calculated key indicator values for the planflexibility degrees from the experi-
ments are presented in Tab. 6.1. The evaluation results from the HARD simulations
serve as referential values. Here, the target punctuality ptarget = 0.8 is met in every
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re-planning cycle (π(HARD,none) = 0). However, the HARD approach is not ap-
plicable in supply network consortia. As a compromise, PEN is used to generate the
processes. As we have already seen in the previous experiments, it is unable to gen-
erate process updates that meet the target punctuality in load peak situations. From
the viewpoint of responsiveness, PEN does not support ensuring a sufficiently high
responsiveness and a PEN-controlled system is of low systemflexibility.

The application of an adaptive approach (SDAD, CSAD or SDCS) leads to an
improvement (reduction) of the number the LQ-periods. Even if the feedback sig-
nal is compiled only from the punctuality degree observed for the recently arrived
requests (A-planflexibility degree), an increase of π is observed. This means more
requests can be served in time. A small improvement is observed for SDAD. Here,
we have π(SDAD,A) = 92.7% which is lower than π(none) = 97.6%. For CSAD
and SDAD, a π-value of 70.7% is achieved. The realization of further improvements
of the π-values is impeded by the inability of the feedback signal to warn about a
punctuality degree decline. From the values in the third and fourth column we learn
that the feedback signal oscillates around a value which is far away from the target
punctuality. This is mainly caused by the fact that the A-degree considers only the
punctuality of new requests while the punctuality of already scheduled requests is
ignored. Consequently, no suitable error signal can be generated.

In order to improve the responsiveness of the generated schedules, we replace
the A-planflexibility degree by the B-planflexibility degree. This new degree also
considers already scheduled (but not yet completed) requests in the feedback sig-
nal generation. We observe a significant reduction of the number of LQ-periods if
the B-planflexibility degree is incorporated. Now, only 43.9% re-planning cycles do
not meet the target punctuality (compared to 92.7% in the A-planflexibility experi-
ments). If CSAD is used, then only 29.3% (so far 70.7%) updates do not come along
with a percentage of 80% or more. A further reduction of π is achieved if we use
SDCS. Now, only 24.4% of the generated updates violate the target punctuality con-
dition (compared to 70.7% before). The B-planflexibility degree is a better indicator
for variations in the process performance. We observed a quite active oscillation of
the feedback signal around the target value 80% (third and fourth column).

If we also consider recently completed requests into the generation of the feed-
back signal (C-planflexibility degree) then we improve the π-values once again. In
only 17% of all re-planning cycles are schedules with a punctuality rate below ptarget

generated. The least punctuality requirement is met in all re-planning cycles if the
hybrid adaptive approach SDCS is used. Since the feedback value closely oscillates
around the target value (third and fourth column in the C-degree section), a quite
appropriate feedback signal is generated that adequately indicates a decrease of the
process punctuality.

We finally analyze the systemflexibility achieved by applying the three feedback
signals. These values are summarized in Tab. 6.2. Again, we use the results achieved
by applying the non-adaptive strategies as upper (HARD) and lower (PEN) refer-
ence values. The application of HARD leads to the best (highest) systemflexibility
degree of 89.8% and PEN exhibits the worst systemflexibility degree (74.1%). Inde-
pendent of the applied adaptive model controller, we observe a systemflexibility in-
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Table 6.1 Observed degrees of planflexibility

type V max(·, ·) min(·, ·) var(·, ·) bel(·, ·) π(·, ·)
none HARD 99.5% 88% 7.5% 0% 0%

PEN 88.1% 30.5% 57.6% 97.6% 97.6%
A-degree SDAD 95.8% 82.6% 13.2% 0% 92.7%

CSAD 95.5% 81.3% 14.2% 0% 70.7%
SDCS 96.0% 81.3% 15.3% 0% 70.7%

B-degree SDAD 90.6% 73.3% 17.3% 4.8% 43.9%
CSAD 91.3% 67.0% 24.3% 9.7% 29.3%
SDCS 90.5% 76.1% 14.4% 4.9% 24.4%

C-degree SDAD 84.6% 72.4% 9.2% 17.0%
CSAD 87.4% 75.3% 12.1% 17.1%
SDCS 94.6% 75.2% 19.4% 0%

crease if we replace the A-degree by the B-degree or if we use the C-degree instead of
the B-planflexibility degree. CSAD and SDAD demonstrate a similar systemflexibil-
ity degree varying from Fsys(CSAD,A) = 79.2 respectively Fsys(SDAD,A) = 79.9%
to Fsys(CSAD,C) = 81.1% respectively Fsys(SDAD,C) = 83.3%. Higher system-
flexibility degrees are observed if the hybrid and adaptive strategy SDCS is ap-
plied. Then, the systemflexibility degree increases from Fsys(SDCS,A) = 81.1% to
Fsys(SDCS,B) = 82.8% and to Fsys(SDCS,C) = 85.5. The last value is very close
to the referential value Fsys(HARD) = 89.8%.

The presented results and the described observations verify the initially stated
research hypothesis: It has been shown that the systemflexibility is increased if the
decision preferences, which are a part of the system configuration and which are
coded in the model (2.2)-(2.7) and (2.9), are adapted continuously to the intermedi-
ate degree of planflexibility. Furthermore, it has been demonstrated that the system-
flexibility increases if the planflexibility measurements become more sophisticated
and if more local information is used in the reflected process feedback signal.

Table 6.2 Observed degree of systemflexibility using different planflexibility measures

V A-degree B-degree C-degree
HARD 89.8% 89.8% 89.8%
PEN 74.1% 74.1% 74.1%

CSAD 79.2% 82.3% 83.8%
SDAD 79.9% 82.0% 83.3%
SDCS 81.1% 82.8% 85.5%

6.4 Conclusion of Findings

The responsiveness of a transport system operating in a volatile environment can
be increased if adaptive model controllers are incorporated into the process control.
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Flexibility degrees have been defined from the short term perspective (planflexi-
bility) and from the long term perspective (systemflexibility). The initially stated
research hypothesis has been verified for the investigated system. We have proven
that, the adaptation of the transport system’s configuration (particularly the applied
deployment decision preferences) to the particular planflexibility degrees leads to
an increase of the systemflexibility.

With respect to principal-agent relationships the observed simulation results lead
to the following conclusion. Interventions of a superior supply consortium coordi-
nator into the deployment decision-making of a subordinate service providing agent
are beneficial. They lead to an increased responsiveness of the consortium. The in-
tensity of the intervention should be small if the current planflexibility degree is
high. As soon as the responsiveness of the agent-generated schedules starts declin-
ing the superior coordinator should increase the intensity of its interventions. If
this simple rule is applied then the incorporation of adaptive model controllers con-
tributes to an improvement of the interaction between a principal and a subordinate
agent, so that the responsiveness of the supply consortium is increased.



Chapter 7
Nervousness Reduction in Re-Scheduling

A logistic system can be considered as a black-box-system S that transforms a given
input signal (requests) into an output signal (logistics processes). A major challenge
in the management of logistic systems is to keep the quality of the output on a high
and balanced level even if the input signal oscillates with large amplitude. If the
system is able to fulfill this property then it is called responsive or systemflexible.
Responsiveness and systemflexibility refer to the degree to which changes in the
system’s environment can be compensated by modifications of the scheduled oper-
ations.

In order to cope with the uncertainty of future planning data, the system coor-
dination unit sets up tentative schedules considering all data known at the schedule
generation time. The execution of a tentative schedule is started but interrupted im-
mediately if additional planning data are released. Now, previously made operation
scheduling decisions are revised in order to integrate the operations associated with
the additional requests into the processes. If the frequency of scheduling decision
revisions increases then the acceptance of and the trust in a once made decision
decreases. This planning instability phenomenon is referred to as schedule nervous-
ness or schedule instability (Kadipasaoglu and Sridharan, 1997).

Interdependence between responsiveness and nervousness is obvious. In order to
be responsive it is necessary to revise a given schedule. However, the executed revi-
sions must be chosen very carefully in order to keep the schedule nervousness on a
low level. Within this chapter, we investigate the nervousness observed in the online
vehicle routing problem with time windows introduced in Section 2.3. Furthermore,
we analyze the impacts of applying image modification from the viewpoint of stabil-
ity and nervousness. A verification or disproof of the following research hypothesis
is addressed: The nervousness observed in the transport system is reduced if the
utilization degree of the subcontracting request fulfillment mode is adapted to the
intermediately detected responsiveness of a transport system (e.g., by coordinator
interventions into the deployment decision derivation).

Planning stability and instability issues are investigated from a general perspec-
tive in Jensen (1996). Nervousness in inventory management is addressed in de Kok
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and Inderfurth (1997) and Inderfurth (1994) but nervousness in production planning
is investigated by Inderfurth and Jensen (1997).

Nervousness is a symptom appearing during the transition from the so far fol-
lowed schedule to an updated schedule after additional requests appeared. The first
mentioned schedule will be called preschedule (Jensen, 2001b) and the latter one is
referred to as new schedule in the remainder of this chapter.

The comparison between a preschedule and the associated new schedule reveals
several differences. In the following, the comparison of these two concatenated
schedules is discussed.

The organization of this chapter is as follows. Section 7.1 introduces nervous-
ness issues that affect customers and nervousness issues that are of special interest
only for the process planning unit. Three nervousness degrees relevant for transport
processes are proposed in Section 7.2. A system nervousness measure is derived in
Section 7.3. The relationship between responsiveness and stability is addressed in
Section 7.4. Simulation experiments, in which the proposed quantification concepts
are assessed, are reported in Section 7.5.

7.1 External and Internal Nervousness

Some revisions of scheduled operations directly affect the customers served by the
logistic system S. Typical examples are brought forward or postponed arrival times
of transport vehicles at customer sites to pickup or deliver goods or sending re-
pair, maintenance or emergency response teams. Nervousness or instability of data
already given to the customers is referred to as external nervousness.

Other revisions do not affect the customer or do not receive the customer’s at-
tention. The instability of these decisions is called internal nervousness. A typical
example is the re-assignment of operations to another resource without modification
of the completion times of once scheduled operations.

The prevention of external nervousness is as important as the prevention of in-
ternal nervousness. In the first case, the satisfaction of the customers is endangered
but in the second case, additional setup (loading) costs and start-up costs occur.

7.2 Schedule Transition Nervousness

Let P be a preschedule and Q the associated new schedule. The preschedule consists
of a set of operations for which several decisions have been determined at time tp.
For each operation belonging to P, a starting time has been fixed, resource capacities
has been reserved (corresponding to the volume that is handled by this operation)
and the location(s) where the operation is executed has (have) been determined.

All operations which have not been completed before the new schedule Q is set
up at time tQ are also contained in Q. However, the assigned starting times, the
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volumes of the reserved capacity and the assigned locations have been checked for
compatibility with the new requests. If the so far made decisions and the new re-
quests are not compatible then these decisions are revised: an earlier or later starting
time is assigned to one or more operations, the volume to be handled by this opera-
tion is increased or reduced and the involved locations are subject of revision.

In the event that no decision contained in the preschedule is revised in the
new schedule, the preschedule is completely stable. If all decisions made for the
preschedule are revised in the new schedule then the preschedule is instable. How-
ever, in most of the transitions from a preschedule to a new schedule only a fraction
of the operations contained in both consecutive schedules are revised. This observa-
tion leads to the following general nervousness definition. Let NP,Q be the number
of operations contained in both schedules and let nP,Q,V be the number of operations
subject of a revision during the transition from P to Q using the update preference
V . Now, the schedule nervousness degree degV (P,Q) using update preferences
V for the transition from P to Q is generally defined in (7.1).

degV (P,Q) :=
nP,Q,V

NP,Q
(7.1)

Often, only particular decisions are observed during the transition from a pre-
schedule to a new schedule but the definition of the specific schedule nervousness
degree remains the same. In transport scheduling the first decision task to be carried
out for each schedule revision is the selection of the right fulfillment mode for each
request (self-fulfillment and subcontracting). Mode Selection Nervousness (MSN)
quantifies the variations in the mode decisions between the preschedule P and the
new schedule Q. Let NMSN

P,Q be the number of all requests contained in P as well as

in Q whose fulfillment mode is allowed to be altered. Furthermore, let nMSN
P,Q,V be

the number of requests for which the selected fulfillment mode is different in P and
Q after V has been applied to update P. Then, the degree of MSN observed in the
transition from P to Q using the update preferences V is defined in (7.2).

MSNV (P,Q) :=
nMSN

P,Q,V

NMSN
P,Q

. (7.2)

The second decision task in transport schedule generation is the assignment of
the operations associated with a request to available resources. Those requests, for
which the self-fulfillment has been selected are distributed among the vehicles and
a logistic service provider is selected for all subcontracted requests. In operational
freight transport there are two kinds of resources: subcontractors and owned vehi-
cles (Schönberger, 2005). The decision to subcontract a request cannot be revised
but a request that has been assigned to a certain owned vehicle is allowed to be re-
assigned to another owned vehicle during a plan update. Let NRAN

P,Q be the number of
all requests which can be re-assigned from an owned vehicle to another owned ve-
hicles during the transition from P to Q. The expression nRAN

P,Q,V contains the number
of requests which have been assigned to different owned vehicles in P and Q by V .
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We define the degree RANV (P,Q) of Resource Assignment Nervousness (RAN) in
the transition from P to Q associated with the update preferences V in (7.3).

RANV (P,Q) :=
nRAN

P,Q,V

NRAN
P,Q

. (7.3)

Both measures MSN as well as RAN quantify internal nervousness. Neither a
mode change nor a resource variation might be of interest for the associated cus-
tomers. In both cases it is possible to keep a once announced request completion
time, so that the synchronization of the transport processes with the internal pro-
cesses of the customers is preserved. In contrast, the variation of announced request
completion times represents an external nervousness issue. The symbol NAT N

P,Q de-
notes the number of all requests for which an arrival time shifting is allowed. If
nATN

P,Q,V represents the number of the requests whose completion time is revised dur-
ing the transition from P to Q, then the Arrival Time Nervousness (ATN) using V
is defined in (7.4).

AT NV (P,Q) :=
nATN

P,Q,V

NATN
P,Q

. (7.4)

7.3 Transport System Nervousness

MSN, RAN and ATN describe and quantify the instability of a particular decision
with respect to a specific schedule update. A more general quantification is nec-
essary to describe the stability / instability of the system S during a longer period
T in which several updates are carried out. Instead of observing and counting the
number of revised decisions during the transition from P to Q (at a given time tQ),
it is necessary to consolidate the executed schedule revisions during the generation
of the concatenated sequence of schedules Pi,Pi+1, ...,Pi+k whose update times fall
into T . Let MS,T,V denote the number of all update decisions that must be made
during period T and let mS,T,V be the number of all changes of a decision during
the transition from a preschedule to a new schedule during the period T . Then, the
degree degsys

V (S,T) of nervousness of system S during period T using update
preferences V is calculated by

degsys
V (S,T ) :=

mS,T,V

MS,T,V
. (7.5)

The system nervousness degree expresses the inability of the system to maintain
and/or preserve once made decisions during subsequent schedule revisions. Here,
MSNsys

V (S,T ), RANsys
V (S,T ) and AT Nsys

V (S,T ) denote the degree of system nervous-
ness with respect to the mode selection, the resource assignment and the operation
sequencing (scheduling). They are defined as described generally in (7.5).
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7.4 Flexibility and Nervousness of Logistic Operations

Flexibility addresses the ability to integrate additional input into the systems con-
figuration, so that the requirements of the additional input are met (responsiveness).
We distinguish between planflexibility and systemflexibility (Subsection 6.1.2).

At first glance, a higher systemflexibility degree suggests a higher system ner-
vousness degree since the higher responsiveness requires intensified schedule revi-
sions. However, there are indicators suggesting a contrary interdependence if more
requests are forwarded to some logistic service providers. Then, there is a reduced
need for updating the routes of the own vehicles so that at the end a lower number of
scheduling decisions requires a revision. To clarify this issue, the same transport sys-
tem as investigated in the previous chapters is analyzed with respect to nervousness.
Now, special attention is paid to the dependencies between the achieved systemflex-
ibility degree and the observed system nervousness degree.

With the vocabulary introduced in this section, the initial research hypothesis
can be refined: If the systemflexibility degree increases then the nervousness de-
grees MSNsys

V (S,T ), RANsys
V (S,T ) and ATNsys

V (S,T ) decrease, provided the utiliza-
tion frequency of subcontracting is adapted to the intermediately observed planflex-
ibility degree instead of deciding strictly on costs. In the event that this hypothesis is
true, interventions of a supply consortium coordinator into the deployment decision
derivation of a subordinate service providing agent contribute to a stabilization of
the generated logistics processes.

7.5 Numerical Experiments

We use the same simulation layout described in Subsection 5.4.1. In order to enable
a thorough analysis of the simulation results, the following performance indica-
tors have been recorded during the experiments: The averagely observed values for
MSNV (t), RANV (t) and ATNV (t) are calculated for each of the five update strate-
gies V ∈ {HARD,PEN,SDAD,CSAD,SDCS} (instead of describing the presched-
ule P and the new schedule Q, we link the degrees to the schedule transition time
t). After a simulation experiment is completed the achieved degrees for the system
mode selection nervousness (MSNsys

V ), the system resource assignment nervousness
(RANsys

V ) and the system arrival time nervousness (ATNsys
V ) are calculated.

Fig. 7.1 shows the degree of mode change nervousness observed during the sim-
ulated period. In most of the off-peak re-planning times the two adaptive strategies
SDAD and CSAD exhibit a higher mode selection nervousness degree than all other
strategies. Immediately after the initiation of the demand peak, HARD as well as
SDAD shift a very large portion of requests from an own vehicle to an LSP. After the
demand peak is over, the non-adaptive strategies PEN and HARD come along with
a noticeable lower number of mode changes than the two adaptive strategies SDAD
and CSAD. Remarkably, the application of the hybrid adaptive strategy SDCS leads
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Fig. 7.1 Development of the MSN-degree MSNV (t)
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Fig. 7.2 Development of the RAN-degree RANV (t)

to a mode change frequency that lies between the frequencies of the adaptive and of
the non-adaptive strategies.

From Fig. 7.2 we learn that the three adaptive strategies (SDAD, CSAD and
SDCS) are able to keep the resource assignment nervousness degree on a lower
level than the non-adaptive strategies (HARD and PEN) are able to do. Although
the differences are not big, we observe the different default degree in the off-peak
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Fig. 7.3 Development of the arrival time nervousness degree AT NV (t)

situations. Immediately after the start of the demand peak, the resource assignment
nervousness degree collapses because the number of available requests increases
more rapidly than the number of resource assignment changes. However, soon after
the acute demand peak is over, the nervousness degree recovers to the pre-peak
levels. However, the nervousness degree in the HARD experiments explodes and
the nervousness doubles for some re-planning cycles.

The development of the arrival time nervousness is shown in Fig. 7.3. In gen-
eral, the non-adaptive update strategies HARD and PEN exhibit a slightly higher
tendency to re-vise a once fixed arrival time (between 50% and 60%). In the event
that one of the adaptive strategies (CSAD, SDAD or SDCS) is used, a default ar-
rival time nervousness degree between 40% and 50% is observed. The appearance
of the demand peak leads to an oscillation of ATNV with a high amplitude. Im-
mediately after the start of the demand peak (time 1600) a remarkable decrease of
ATNV is observed for all update strategies. From time 1600 until 2000 the arrival
time nervousness degree increases. In the next re-planning cycles, a decrease down
to the pre-peak levels is observed. While the HARD-controlled processes require
more than 1000 time units to re-attain the pre-peak arrival time nervousness level,
the CSAD and the SDCS-controlled processes demonstrate a collapse of ATNCSAD

respectively ATNSDCS down to 0.3 respectively. 0.2. This collapse can be explained
by the fact that CSAD as well as SDCS shift a large portion of incoming requests to
LSPs (cf. Fig. 5.10) so that after the acute demand peak is over the routes of the ve-
hicles are faintly used and contain enough slack to integrate further requests without
re-scheduling operations.

To conclude the online analysis of schedule nervousness, we state that the price
of securing the least punctuality rate by applying HARD is the high process nervous-
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ness after the introduction of the peak. The adaptive strategies exhibit a reasonable
tradeoff-performance: a short (CSAD and SDAD) or even no reduction (SDCS) of
pt on a level below ptarget is ensured simultaneously with the lowest schedule ner-
vousness degrees.

Table 7.1 Observed system nervousness values

V MSNsys
V RANsys

V AT Nsys
V

HARD 4.3% 39.8% 51.75%
PEN 1.4% 35.5% 56.8%

CSAD 5.3% 28.5% 38.2%
SDAD 6.3% 31.4% 48.8%
SDCS 3.8% 27% 40.3%

In order to compare the different degrees of system nervousness, the averagely
observed degrees for mode selection, resource assignment and arrival time system
nervousness are presented in the columns 2 to 4 in Table 7.1. Since all three adap-
tive strategies CSAD, SDAD and SDCS enforce and intensify the utilization of the
subcontracting mode, an increase of MSNsys

V from 1.4% (PEN) to 3.8% (SDCS),
5.3% (CSAD) respectively 6.25% (SDAD) is observed. SDCS outperforms HARD,
because MSNSDCS is lower than MSNHARD. In conclusion, the research hypothesis
stated in the introduction of this chapter cannot be verified for this particular internal
system nervousness degree.

A different observation is made for the resource assignment system nervousness
degree (third column in Table 7.1): RANsys

PEN is 35.5% but this degree decreases down
to 31.4% (SDAD), to 28.5% (CSAD) and even down to RANsys

SDCS = 27% if an adap-
tive model controller adapts the decision model to the intermediately observed plan-
flexibility degree. Thus, all adaptive strategies clearly outperform the non-adaptive
strategies and the HARD-strategy comes along with the highest resource assignment
nervousness among all analyzed update concepts. The conclusion of these observa-
tions is that the research hypothesis is verified for this specific nervousness degree.

With respect to the degree of the external arrival time nervousness (fourth col-
umn in Table 7.1), the observed results enable a clear verification of the research hy-
pothesis. If the knowledge of the intermediate planflexibility degree is not exploited
for the variation of the integration preferences (PEN and HARD) then the initially
announced request completion time is revised for AT Nsys

PEN = 56.8% respectively
ATNsys

HARD = 51.8% of all incoming requests. More than half of the announced re-
quests are re-scheduled. If an adaptive update strategy is applied then the arrival time
revision degree is reduced below 50% to ATNsys

SDAD=48.8% and AT Nsys
CSAD = 40.3%.

In the event that CSAD is used to adjust the next decision model a further reduction
below 40% is achieved: ATNsys

CSAD=38.2%. It is concluded, that the research hypoth-
esis is verified for the arrival time nervousness.

The decrease of the AT Nsys-values is significant, so that this particular aspect has
been analyzed in more detail. The second column in Table 7.2 contains the percent-
age of requests whose final completion time is earlier than their initially announced
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Table 7.2 Frequency of requests which have been proponed or deferred compared to their initial
completion time

V earlier later unvaried
HARD 21% 31% 48%
PEN 16% 41% 43%

SDAD 17% 32% 51%
CSAD 10% 28% 62%
SDCS 12% 18% 60%

completion time. If HARD is applied then the percentage of this left shifting is max-
imal among all five strategies (21%). PEN and SDAD exhibit a similar behavior
(16% and 17%). A significant reduction of left shifting is observed if one the two
adaptive strategies CSAD and SDCS is incorporated. From the values presented
in the third column it is concluded that the incorporation of adaptive model con-
trollers supports the prevention of deferments. The postponement percentage for a
request decreases from 41% (PEN) to 32% (SDAD) and to 31% (HARD). Further
reductions are achieved if one of the adaptive strategies CSAD or SDCS is applied.
Altogether, the percentage of un-rescheduled requests remains on a higher level if
adaptive update strategies are used than if either HARD or PEN is incorporated.

The observed numerical results do not allow a general verification of the research
hypothesis. However, it has been observed that the adaptation of the integration
preferences to the intermediate planflexibility degree supports the reduction of the
external nervousness degree of the arrival times at customer sites. The exploitation
of feedback information about the process quality is a reasonable tool to achieve a
higher reliability with respect to the announced arrival times so that the customers’
trust in a once submitted arrival time increases.

7.6 Conclusions

We have learned that the price for maintaining high process reliability in a volatile
environment is an increase of process nervousness from the internal as well as from
the external point of view. The application of adaptive model controllers (SDAD,
CSAD and SDCS) contributes to an improvement of the performance of the con-
trolled logistic system. In addition to the findings from Chapter 6, we learn from
the results reported in this chapter that the temporal and feedback-controlled varia-
tion of the decision model (determining the decision preferences of the subordinate
fleet-managing service agent) has a positive influence on the stability of once made
resource assignment and arrival time decisions. The HARD configuration comes
along with the highest nervousness.

From the perspective of the organization of a supply consortium the allowance
of principal interventions into the decision making of the subordinate fleet manager
is beneficial. As already mentioned above, such interventions contribute to stabilize
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once made decisions. This benefit justifies the additional expenses to be paid for the
demand fulfillment by the supply consortium.



Chapter 8
Impacts on Robustness

Processes in value creating systems are compromised by exogenous disturbances.
As a consequence, a recurrent revision of the schedules determining the processes
is necessary. Three streams of evaluating such a so-called dynamic decision situ-
ation are subject of scientific interest. Planning Nervousness or Planning Stability
addresses the validity of once made process decisions. Special attention is paid to
keep the negative impacts of the revision of decisions small (Chapter 7). Flexibility-
related research is particularly interested in the question if it is possible to generate
a feasible (e.g. executable) update of a process (Chapter 6). Robustness extends
the concept of flexibility and adjoins the consideration of cost variation and benefit
variation to the analysis of flexibility issues.

The motivation of the investigation reported in this chapter is twofold. At first and
in contrast to other robustness-related investigations we aim at defining robustness
of a schedule or system without referring to a special application. Consequently,
we cannot use specific domain knowledge for the definition of robustness and its
quantification. Second, we want to investigate robustness issues in the area of trans-
portation in supply consortia.

We address robustness issues from a system’s perspective (systemrobustness) as
proposed by Schillo et al. (2001) and from the perspective of a particular schedule
(planrobustness) that describes the system’s state transfer Scholl (2001). The con-
tributions of this chapter are the structuring of the multifaceted discussion of ideas
of robustness, the generation of a general definition of robustness-related terms, the
provision of robustness indicators that help to quantify robustness issues and the ap-
plication of the proposed concepts in the already reported simulations of a transport
system.

Besides describing the robustness of a transportation system we target to extend
the ability of a transport process planning unit to compensate for disturbances. To
do this, we propose to use adaptive model controllers exploiting SDAD, CSAD
and SDCS. It has already been demonstrated that the application of such update
approaches supports the increase of the flexibility of a transport system (Chapter 6
as well as Schönberger and Kopfer (2009c) and supports the reduction of planning
nervousness (Chapter 7 as well as Schönberger and Kopfer (2008c)).

J. Schönberger, Model-Based Control of Logistics Processes in Volatile Environments, 133
Operations Research Computer Science Interfaces Series 50,
DOI 10.1007/978-1-4419-9682-4 8, c© Springer Science+Business Media, LLC 2011
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In this chapter we want to verify (or disprove) the following two research hy-
potheses:

1. The robustness of a schedule (determining processes) can be increased if we
apply adaptive decision model controllers in the process re-planning.

2. A system in which adaptive model controllers are employed (using SDAD,
CSAD or SDCS) is able to compensate for more disturbances than a system
in which a static model controller is used for the process control (HARD and/or
PEN).

We start with a summary of the discussion of robustness-related issues in the
literature (Section 8.1). In Section 8.2, we introduce acceptable schedule updates.
Afterwards in Section 8.3, we define the terms planrobustness and systemrobustness
using the definition of an acceptable schedule update. In Section 8.4, we propose a
scaled quantification of robustness properties of a schedule or a system. Finally,
we configure robustness evaluation schemes for the transportation system intro-
duced in Section 2.3 and present evaluation results from simulation experiments
(Section 8.5).

8.1 Robustness in the Literature

Contributions to the discussion of robustness fall into two categories. On the one
hand, robustness is referred to as a property of a particular schedule (planrobust-
ness) but on the other hand, robustness is defined as a system’s property (systemro-
bustness). Some authors attempt to analyze robustness issues of a decision method.
However, such a discussion falls back to planrobustness and/or systemrobustness.
For this reason, we do not discuss robustness aspects of scheduling algorithms here.

The discussion of robustness issues is strongly related to the discussion of online
decision situations where the planning data are uncertain at the time when planning
decisions are derived. Jensen (2001b) remarks that the relation between robustness
and uncertainty is discussed in two directions. On the one hand, uncertainty lies in
the problem data but on the other hand, uncertainty is also related to the imprecise
implementation of a schedule in a system. Our approach to robustness will cover
both directions.

8.1.1 Robustness of Schedules

Robustness is interpreted as a countermeasure to uncertainty that supports keeping
changes and revisions of once made decisions small (Graves, 1981; Hnich et al.,
2004; Leon et al., 1994). In this context, the prevention of repair costs is referred
to as one important idea of generating robust schedules and systems (Ginsberg
et al., 1998). Changes in the planning data (or of planning premises) often lead
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to exceeding the available resources because once coordinated activities run more
and more uncoordinated while capacity-restricted resources become bottleneck re-
sources (Keys et al., 2005). Schillo et al. (2001) remark that robustness is related
to the measuring of performance of a schedule or a system. In this context, Jensen
(2001b) calls a schedule A “more robust” than a schedule B if the repair costs of A
are less than the repair costs of B after a disturbing event has appeared.

According to Ginsberg et al. (1998), small data variations implying schedule cor-
ruption must be capable of being repaired quickly (fast repair, temporal aspect) and
with a small number of modifications to the schedule (small repair, effort aspect).

A schedule is considered to be “robust” by Yu and Yang (1998) if it has the best
worst-case-performance among all available alternative schedules. The worst-case
refers to the external disturbances. Montemanni and Gambardella (2005) specify the
uncertainty and investigate shortest path problems where uncertainty is expressed in
intervals of possible arc travel times instead of a fixed travel time.

Planrobustness (robustness of a plan or schedule) is defined by Pinedo and Chao
(1999) as the schedules’ property to remain applicable with only small modifications
after the occurrence of a disturbance. More concretely, they call a schedule robust
if the schedule’s makespan is not affected by a disturbance. Branke (1998) suggests
that the quality of a robust schedule does not collapse if the environment in which
the schedule is executed changes slightly. Morales (2007) links planrobustness to a
min-max-property of a vehicle routing plan. A plan is compared to other plans and
called robust if and only if the consideration of additional customer site visits leads
to a minimal route length increase among all available plans.

In the context of job shop scheduling, Leon et al. (1994) call a schedule robust if
its performance remains on a high level even after a disruption has occurred. Yu and
Yang (1998) call a schedule robust if it has the best worst-case performance among
the available alternative schedules. Jensen (2001b) calls a schedule robust if conflicts
(after the occurrence of a disturbing event) can be solved by a simple right-shifting
of so far not started operations. Hart et al. (1998) calculate the Hamming-distance
(Whitley, 2000) of the original schedule and its update. If the Hamming distance is
low then the original schedule is referred to as robust.

Dynamic maintenance operation scheduling is subject of the investigation carried
out by Marmier et al. (2007). Here, a schedule is declared to be “robust” as long as
it is insensible to uncertainties and data variations.

Scholl (2001) connects planning goals with disturbances and defines the key
property of a robust schedule as its ability to be realizable for all thinkable dis-
turbances without significant variations in the achieved planning goals (compared
to the undisturbed schedule).

8.1.2 Robustness of Systems

Scott et al. (2006) establish a connection between the discussion of the term “ro-
bustness” and the reliability of a transport network. Tarhini and Fouchal (2006) call
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a system robust if it is able to remain reliable in improper or stressful environments,
e.g. if it is able to operate correctly in the presence of invalid inputs.

Network robustness is defined as the property of a collection of components that
maintain their connections among each other even under erroneous environmental
conditions and/or input data (Caballero et al., 2008).

Schillo et al. (2001) highlight a connection between robustness and multi-agent
systems. They mention that robustness is not a self-evident property of a system
but that special efforts are required to avoid performance losses after the occurrence
of disturbing events. They call a multi-agent system robust if the group of agents
ensures that some basic restrictions (on capacity, performance, etc.) are permanently
respected. These so called safety requirements (Woolridge et al., 1999) represent the
backbone of the considered system and are vital for the system’s survival.

Demetrius and Manke (2005) investigate biological systems. They call such a
system (e.g. a human or animal) robust if it remains functional in the face of ran-
dom perturbations. They connect robustness with “the insensitivity of measurable
parameters of the system to changes in its internal organization”. Furthermore, they
distinguish dynamic robustness and topological robustness. The first property is re-
lated to changes of the behavior of network components while the last property is
related to the analysis of changes in the network composition.

Kitano and Oda (2005) conjecture a special structure of a robust system. They
say that a robust system maintains a small highly conserved core network. This
core is linked with the other components in the overall network and these “satellite
components” protect the core against external perturbations.

Robustness issues play an important role in the development and configuration of
computer systems as well as in software engineering. In the IEEE-definition (Ra-
datz, 1990) systemrobustness is interpreted as “the degree to which a system or
component can function correctly in the presence of invalid inputs or stressful envi-
ronmental conditions”. In this context, DeVale (1998) investigates robustness mea-
sures for computer operating systems.

Robustness of a transport network is investigated by Scott et al. (2006). They
highlight a specific compensatory property of the US highway system which they
describe as “robust”. With a relative stable highway capacity the significantly in-
creased transport demand has been managed in the last decades. They link this
compensatory effect to the reliability of the investigated highway network.

8.1.3 Achieving, Implementing and Conserving Robustness

A generic approach towards implementing robustness-related properties into a
schedule or into a system is to increase its tolerance against faults and errors (Radatz,
1990). The following efforts targeting this idea have been reported in the literature.

Pinedo and Chao (1999) as well as Leon et al. (1994) propose to insert idle times
at strategic points in a given schedule. These idle (or slack) times absorb right-
shifted operations / tasks in the event that an unforeseen event requires a prolonga-
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tion or insertion of tasks. They further propagate to schedule least flexible jobs at
the beginning of s schedule so that they are processed as early as possible without
being endangered by unforeseen events later on.

In order to ensure that a schedule (or system) is robust, it is necessary to invest
additional effort (costs, resources) into the schedule (system). The additional expen-
ditures that make a schedule (system) a robust schedule (system) are called the price
of robustness (Morales, 2007).

Ginsberg et al. (1998) propose so-called supermodels to generate robust sched-
ules. Here, the transformation of a decision supermodel after a data disturbance into
a new model guarantees bounded costs of the solution of the transformed model.
Thus, a new solution of the now updated problem can be achieved by solving the
new model for bounded costs which are known in advance.

Redundancy is labeled as a strategy to obtain disturbance-resistance (Schillo
et al., 2001) but it is remarked that redundancy alone cannot be implemented wher-
ever disturbances endanger a schedule or a system. Scalability, flexibility, resistance,
drop-out safety and delegation of tasks are proposed as further properties of a (multi-
agent-)system that can support the efforts for implementing and increasing the reli-
ability of a system.

Robust Optimization subsumes optimization approaches that consider data un-
certainties explicitly in the derivation of schedules. Data perturbations are modeled
and added to the used optimization models. Their solving leads to high quality so-
lutions in which some of the aforementioned robustness achieving strategies are im-
plemented. The produced solutions are “robust” in the sense that post-optimization
variations of the planning data do not lead to a loss of the optimality of the solu-
tion (solution robustness) or even of the feasibility property of the solution (model
robustness) as pointed out by Mulvey et al. (1995).

Branke (1998) successfully experiments with the idea to maintain several dif-
ferently looking schedules of similar performance throughout the observation time.
Whenever a disturbance occurs that compromises the execution of the so far fol-
lowed schedule, one of the aforementioned schedules of the same quality is likely
to be able to cope with the new situation without significant revisionary need. Jensen
(2001b,a) extends this idea of neighborhood-based robustness, where the neighbor-
hood of a schedule contains all similar-looking schedules.

8.1.4 Measuring and Quantification of Robustness

The update of a schedule is compared with the original schedule (absolute evalua-
tion variation) or the update of a schedule is compared with a referential schedule
that represents an (artificial) ideal schedule (referential evaluation variation) (Yu
and Yang, 1998) with optimized performance.
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8.1.4.1 Planrobustness

Leon et al. (1994) propose to compare the quantified performance of the original
schedule with the performance of the updated schedule generated to integrate the
disturbance into the schedule. In this context, they mention that the applied dis-
turbance correction strategy is important for the achievement of robustness. Fur-
thermore, they propose three explicit quantifications of robustness where several
disruptive events are simultaneously considered.

Pinedo and Chao compare the length of a delay (the disturbance) with the ad-
ditional costs caused by the right shifting of subsequent operations in a machine
schedule (Pinedo and Chao, 1999). The evaluation of lateness potential of a sched-
ule is proposed by Marmier et al. (2007). Chen and Muraki (1997) suggest com-
paring the number of actually fulfilled scheduling constraints with the number of
constraints to be fulfilled. The quotient between these two numbers is called the
degree of satisfaction. A two-dimensional evaluation vector mapping costs and per-
formance of a schedule simultaneously is proposed as robustness quantification tool
by Branke (1998).

The worst-case performance of a schedule is used as a measure for robustness
by Yu and Yang (1998) in the context of the generation of robust shortest paths in a
given network with uncertain travel times. Zieliński (2004) measures the robustness
in terms of the robust deviation of a path p which is the difference between the costs
of a path p and the shortest possible path in the considered network.

Neighborhood-based robustness measures for a schedule C are compiled by
Jensen (2001b). He defines the robustness of a schedule as the expected objective
function value of all schedules contained in the neighborhood of C. Schillo et al.
(2001) enhance this idea and propose to calculate the expected drop in the perfor-
mance quantification after a disturbing event has become effective.

A quantification of schedule robustness, based on results observed in a Monte-
Carlo-Experiment is introduced by Mignon et al. (1995). They fetch the objective
function value observed in several Monte-Carlo-Experiment realizations and cal-
culate the standard deviation from these values. Then, the quotient of the standard
deviation value and the objective function value from the deterministic counterpart
is calculated and interpreted as the degree of robustness of the schedule.

Wang (2004) proposes a measure for schedule robustness which is based on qual-
itative possibility theory.

8.1.4.2 Systemrobustness

Caballero et al. (2008) use graph connectivity metrics to define the robustness of a
network under investigation.

Scott et al. (2006) propose the Network Robustness Index (NRI). The NRI quan-
tifies the compensation properties in a transport network. More precisely, it ex-
presses the performance loss if parts of the network (e.g. a highway segment) be-
come unusable (what-if-investigation).
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This survey about the usage of the term robust in planning and system control
contexts reveals that there are quite different approaches to the same goal to increase
the compensatory abilities of processes. However, most of the proposed definitions
and measuring concepts have an explicit background in a specific application do-
main und exploit domain-specific knowledge. Transportation systems and processes
seem to have been of minor research interest so far where robustness is in the focus
of research. Furthermore, most concepts to increase the extent of compensatory as-
pects have their roots in the design of the physical process execution scheme; but the
development of special scheduling and control algorithms to increase robustness has
received minor attention so far. Adaptation as a design paradigm of such algorithms
has not yet been exploited.

8.2 Definition of Robustness

8.2.1 Basic Terms

The schedule PA,t determines all necessary activities to transform the considered
system S from a given state (“some requests are not completed”) into an intended
state (“all requests completed”). It is generated at time t and all data A known at
time t are considered during the schedule generation. The schedule determines all
processes to be executed in order to achieve the required state transformation of the
system S .

A disturbance is an event that manipulates the environment in which the pro-
cesses run. Such an event might be uncontrollable (exogenous disturbance) or
caused by the process control unit (endogenous disturbance). In the former case,
the data from which the necessary process decisions are derived, vary due to an
external uncontrollable event (e.g. additional requests specified by a customer, ma-
chine breakdowns or flow congestion). In the latter case, the process control unit
activates an event in order to provoke a process revision with the goal to change the
process (e.g. reducing working speed of machines).

In the event that a disturbance s occurs at time tB ≥ tA, which corrupts the pro-
cesses specified by PA,tA it becomes necessary to replace the so far followed schedule
PA,tA by an updated schedule (Leon et al., 1994). The update is achieved by deriv-
ing a new schedule PA∪{s},tB . In general, a schedule PB,tB is an update of another
schedule PA,tA if and only if B ⊃ A and tB ≥ tA. The inclusion B ⊃ A represents the
growing knowledge acquired by the schedule generation unit while time goes on.
Specifically, if we define B := A∪{s} and if we assume tB ≥ tA, then the schedule
PA∪{s},tB is an update of schedule PA,tA .

Often, several alternative schedules are available to transform the system S from
a given state into another state. In order to distinguish these alternatives, each sched-
ule PA,t is evaluated and mapped into a vector of real numbers E(PA,t) ∈ Rn (the set
of n-dimensional real-valued vectors). The decision preferences V describe how
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the evaluated schedules are ranked. The highest ranked schedule is then selected for
realization and is declared to replace the original schedule PA,t .

A variation of the applied decision preferences leads to the selection of another
schedule update. The set U (PA,tA ,s,t) is formed by all updates of PA,tA that incorpo-
rate s at time t. It is empty, or it contains one or several schedules. For given rules V
the set of updates includes exactly one element which is denoted by Vs,t(PA,tA) (the
V -update Vs,t(PA,tA) of PA,tA).

8.2.2 Evaluation Schemes and Acceptable Updates

All previously mentioned approaches to and auxiliary definitions of robustness have
in common that disturbance-triggered changes (of schedules) should be kept as
small as possible. In addition, changes in a schedule itself are not considered but
changes in the evaluation values of the varied schedule (costs, reliability) have to be
as small as possible.

To decide if the evaluation of two schedules P and Q (e.g. a schedule P and its
update Q) are “similar enough” we deploy a “distance measure” and a “maximal
allowed distance between two schedules”. A function Δ(E(P),E(Q)) that maps the
two evaluation vectors E(P) and E(Q) into Rn1 serves as the distance measure.
The set E ⊆ Rn1 contains all acceptable Δ(E(P),E(Q))-vectors and plays the role
of the maximal allowed distance between P and Q. The evaluation scheme ES is
defined as the ordered triple (Δ ,E,E ). As long as Δ(E(P),E(Q)) ∈ E we call the
schedule P to be in the ES-neighborhood of Q and the set N (P,Δ ,E,E ) contains
all schedules that fall in the ES-neighborhood of Q. If Q is an update of P, we call
Q an acceptable (or admissible or intended and wished (Eslami, 1999)) update of
P.

In order to demonstrate the concept of acceptable schedule updates we introduce
a simple re-planning situation, which is outlined in Fig. 8.1. At time ti a server is
situated at the depot S. According to the schedule Porig (generated at time ti−1 < ti)
it visits consecutively the customer sites A (at time ti + 1), B (ti + 2), C (ti + 3) and
D (ti + 4). Finally, it proceeds to its target T that is reached at time ti + 5.

8.2.3 Evaluation of Disturbances

8.2.3.1 Controlling the Variation between the Original and its Update.

For a given schedule P the set A ES
s,t := A Δ ,E,ε

s,t (P) defined in (8.1) contains all up-
dates of P that fall into the given ES-neighborhood N (P,Δ ,E,E ) of P, e.g. the
evaluation vector of the update is “close enough” to the evaluation vector of the
original schedule.
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Fig. 8.1 Example of a single server scenario. The depots S and T as well as the customer sites A,
B, C and D are known before time ti.

A ES
s,t (P) = A Δ ,E,E

s,t (P) := U (P,s,t)∩N (P,Δ ,E,E ). (8.1)

We demonstrate the function of this acceptance definition using a special setting
of the previously described server control scenario. The schedule evaluation vector
E0(P) gives the number of time window violations in a given schedule P. No time
window violation occurs as long as Porig is executed, so that E0(Porig) = 0. If Pupdate

is an update of Porig then the difference Δ0(Pupdate,Porig) of the evaluation vectors is
defined by Δ0(Pupdate,Porig) := E0(Pupdate)−E0(Porig) and the server control unit
does not want to increase the number of time window violations, so that we define
E0 := {r ∈ R | r ≤ 0}.

At time ti the disturbance sE occurs (cf. Fig. 8.1). It represents the demand for
visiting the customer site E at position (2.5,yE). The arrival at E is expected to fall
into the time window [ti + 2;ti + 3] which is definitively agreed with the customer.
An update of the schedule Porig to the new schedule Pupdate := Vs,t(Porig) is done by
following the scheduling strategy V :=“generate a shortest Hamiltonian path starting
at the current server position S and terminating in T (ignoring time windows)”.

According to V , the updated schedule Pupdate := Vs,t(Porig) instructs the server
to follow the path S → A → B → E →C → D → T . The acceptability of the update
depends on the position of the customer site associated with sE . If yE ≤√

0.75 then
the server arrives at (2.5,yE) within the given time window, so that E0(Pupdate) = 0.
This implies Δ0(E0(Pupdate),E0(Porig)) = 0 ≤ 0 ≤ ε. Thus, Pupdate belongs to the
set of acceptable updates: Pupdate ∈A Δ ,E,ε

s,t (Porig). However, if yE >
√

0.75 then the
server arrives late at E , so that a time window violation occurs and E0(Pupdate) = 1
implies Δ0(E0(Pupdate),E0(Porig)) = 1 > ε: Pupdate �∈ A Δ ,E,ε

s,t (Porig).
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8.2.3.2 Referential Variation.

If it is necessary to prevent that a sequence of schedule updates drifts away from
the intended development trajectory, then the comparison of the evaluation vector
E(Pupdate) of the recently generated update Pupdate with a given fixed referential
evaluation vector Ere f is more suitable (Jensen, 2001b). If the update of a given
schedule P does not leave a given ES-neighborhood N (Pre f ,Δ ,E,E ) of a given
fixed reference or prototypic schedule Pre f then ¯A ES

s,t := ¯A Δ ,E,E
s,t (P) as defined

in (8.2) includes all updates of P schedule that fall into the given neighborhood
N (Pre f ,Δ ,E,E ) of the artificial reference schedule with reference vector E(Pre f ).
Figuratively speaking, the evaluation vectors of subsequently generated updates “os-
cillate” around a given fixed evaluation vector.

¯A ES
s,t (P) = ¯A Δ ,E,E

s,t (P) := U (P,s,t)∩N (Pre f ,Δ ,E,E ) (8.2)

We re-visit the example outlined above. Again, the server is completing the
schedule Porig in which the sites S,A,B,C,D and T require a visit. All requests
contained in Porig are assumed to have been integrated in Porig at time ti−1 = ti −1.
A given schedule is evaluated now by the evaluation function E1(·) that maps the
schedule to the average completion time of the served requests. Due to a superior de-
cision, the server control unit has to ensure an average completion time of less than
3 time units. Thus, a referential schedule Pre f fulfills the property E1(Pre f ) ≤ 3.
In this context, the comparison operator Δ1(E1(Pupdate),E1(Pre f )) is defined by
Δ1(E1(Pupdate),E1(Pre f )) := E1(Pupdate)−E1(Pre f ) = E1(Pupdate)− 3 and the set
of acceptable evaluation vector differences is defined as E1 := {r ∈ R | r ≤ 0}.

The schedule Porig is evaluated by E1(Porig) := (1+1)+(1+2)+(1+3)+(1+4)
4 = 14

4 =
3.5 leading to Δ1(E1(Pupdate),E1(Pre f )) := 3.5− 3 �∈ E1. In order to improve the
average completion time of scheduled requests the server control unit acquires an
additional request at time ti that requires the visit of the site F situated at posi-
tion (0.5,yF). This additional request requires integration into Porig and is there-
fore interpreted as a disturbance sF of Porig. Depending on the value of yF the
update Pupdate of Porig generated by applying V falls into the set of acceptable

updates defined in (8.2). In the event that yF ≤
√

1
1.8 −0,25 it is E1(Pupdate) ≤ 3,

so that Pupdate ∈ ¯A Δ1,E1,E1
sF ,ti (Porig). In contrast, if yF >

√
1

1.8 −0,25 then the sched-

ule valuation vector E1(Pupdate) exceeds the threshold value 3, so that Pupdate �∈
¯A Δ1,E1,E1
sF ,ti (Porig).
We have demonstrated exemplarily by means of the simple server routing sce-

nario that a performance variation measurement based on absolution variation of
schedules and their updates is adequate if the consideration of a disturbance is mea-
sured by an indicator that is surely increased in each update or decreased in each up-
date. However, a variation measurement based on a relative comparison of schedules
and updates seems to be adequate if a decrease or increase of the observed indica-
tor is possible. This observation can be generalized for multidimensional evaluation
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vectors: If the indicator function components are unbounded then preferentially an
absolute comparison should be applied but if the indicator components are bounded
then an adequate reference schedule should be searched for and a relative compari-
son has to be performed.

8.2.4 Comparison of Input-Output-Variations

So far, we have only considered the variation of the schedule evaluation vector in
the discussion of robustness issues (output variation). However, the severity of the
disturbance has not yet been considered in the definition of an acceptable update
(input variation). In order to enable the integration of input data variations we gen-
eralize the definition of an acceptable schedule update. Therefore, we propose a
simultaneous consideration of the input and the output variation in the definition of
an acceptable schedule update.

At first, we generalize the term “ES-neighborhood” of a given schedule P and in-
troduce the extended evaluation scheme EES. Let PB,tB and PA,tA be two schedules.
The function e(A) maps the planning data A of a plan PA,tA to an evaluation vector.
In order to decide whether PB,tB and PA,tA are “close enough” we map the vector
(E(PA,tA),e(A),E(PB,tB),e(B)) into Rn using the function Γ . The vector (Γ ,E,e,E )
is called extended evaluation scheme (EES). A schedule PB,tB belongs to the EES-
neighborhood of PA,tA , denoted by M (PA,tA ,Γ ,E,e,E ), if and only if the property
(8.3) is fulfilled.

Γ (E(PA,tA),e(A),E(PB,tB),e(B)) ∈ E (8.3)

8.2.4.1 Comparison of Update and Original.

In the context of the comparison of input data variations and schedule modifi-
cations during the transformation of a schedule to its update, we define the set
¯̄A EES

s,t (PA,tA) = ¯̄A Γ ,E,e,E
s,t (PA,tA) of acceptable updates of PA,tA as shown in (8.4).

¯̄A EES
s,t (PA,tA) := ¯̄A Γ ,E,e,E

s,t (PA,tA) := U (PA,tA ,s,t)∩M (PA,tA ,Γ ,E,e,E ) (8.4)

The example introduced in 8.2.2 is re-visited in order to illustrate the function-
ality of the comparison of input and output variations. The server control unit only
accepts an additional request if its consideration leads to an increase of profits that is
at least as rapid as the increase of costs. This leads to the definition of the following
EES:

• e2(A): necessary investments (travel expenditures) to fulfill the requests collected
in the order backlog A (representing the input data of the schedule PA,tA) (1 money
unit per each traveled distance unit).
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• E2(PA,tA): rewards associated with PA,tA (We assume that the visit of a customer
site is rewarded with 1 money unit).

• Γ2(E2(PA,tA),e2(A),E2(PB,tB),e2(B)) :=

E2(PB,tB
)

E2(PA,tA
)−1

e2(B)
e2(A)−1

(we assume PB,tB:=Vs,t(PA,tA)).

• E2 := {r ∈ R | r ≥ 1}
For the original schedule Porig, we get E2(S → A → B →C → D → T ) = 4 (out-

put) and e2({A,B,C,D}) = 5 (input).
At time ti an additional request is added to the portfolio and must be inte-

grated into Porig. This new request requires the visit of the customer site G situ-
ated at (3.5,yG) (disturbance sG). We use V to update Porig to Pupdate and achieve
the Hamiltonian path S → A → B → C → G → D → T describing the updated
server path. The evaluation of the updated schedule leads to E2(Pupdate) = 5 and

e2({A,B,C,D,G}) = 4 + 2
√

0.25 + y2
G.

If yG ≤
√

65
8 then we have Γ2(4,5,5,4 + 2

√
0.25 + y2

G) ∈ E2 so that the updated

schedule fulfills the property V (P{A,B,C,D,G},ti) ∈ ¯̄A Γ2,E2,e2,E2
sG,t (P{A,B,C,D},ti−1

). In all
other cases, the necessary detour to visit (3.5,yG) is too long so that the updated
schedule does not fall into the set ¯̄A Γ2,E2,e2,E2

sG,ti (P{A,B,C,D},ti−1
).

8.2.4.2 Comparison of Updates with a Fixed Reference Schedule.

We assume now that G has appeared at position (3.5;0.2), so that Γ2(4,5,5,4 +
2
√

1.25) ≈ 16.2 ∈ E2. Thus, the updated visiting order S → A → B → C → G →
D → T represents an acceptable update according to the applied EES.

We further assume that additional requests are inserted consecutively into the ex-
isting schedule one after another. An additional request H must be integrated into
the plan S → A → B → C → G → D → T at time ti after G has been integrated.
This request H requires a visit at position (3.5;1). Now, the updated schedule S →
A → B → C → H → G → D → T is not an acceptable update of the schedule S →
A → B→C → G → D → T , because Γ2(5,4+2

√
1.25,6,5.5+

√
1.25)≈ 0.74 �∈ E2.

However, compared to the original schedule S→A→B→C →D→ T the last men-
tioned update is acceptable, because Γ2(4,5,6,4.8 +

√
0.29 +

√
1.25) ≈ 1.7 ∈ E2.

Thus, from the situation after the insertion of the first additional request G, the in-
tegration of the second additional request H is not beneficial. However, compared
to the initial schedule the integration of both requests G and H is beneficiary. Here,
the comparison of the variation between the first and the second update is mislead-
ing. The analysis of the evaluation variation from the initial to the second update
is more suitable. Similarly to the “compensation of disturbances”-approach for the
comparison of an updated schedule with a referential schedule, the comparison of
the potential update candidates with a fixed (artificial) referential schedule PAre f ,t

Are f

is useful here, too. The set of acceptable updates of a schedule PA,tA (compared to a

reference schedule Pre f
Are f ,t

Are f
) is then defined as shown in (8.5).
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¯̄̄
A EES

s,t (PA,tA) := ¯̄̄
A Γ ,E,e,E

s,t (PA,tA) :=
U (PA,tA ,s,t)∩M (Pre f

Are f ,t
Are f

,Γ ,Δ ,E,e,E )
(8.5)

8.2.5 The Role of the Schedule Update Strategy

Jensen (2001b) states that robustness statements require the specification of the ap-
plied update strategy. If we replace the schedule update strategy V for example
by the strategy V ′ representing the First-In/First-Out (FIFO) scheduling principle
(Thonemann, 2005), then an acceptable schedule update cannot be found; neither
for sE , sF , sG nor for sH . For this reason, the decision about the used update strategy
constitutes an important key aspect in the configuration of a responsive as well as
efficient value creation system.

8.3 Robustness of Schedules and Systems

We have clearly defined sets of acceptable schedule updates in the previous section.
These sets are now used for a clear and straightforward definition of planrobustness
and systemrobustness, e.g. the robustness of a given schedule or system alterna-
tively. In order to simplify the presentation, we restrict ourselves to consider only a
single type of reference set A ES

s,t (P). If we refer to the aforementioned set defined
in (8.1) then the proposed definitions and conclusions are also applicable for the
sets defined in (8.2), (8.4), and (8.5). For the same reason, we do not distinguish
the applied evaluation system. In the remainder of this section, we only refer to
simple evaluation schemes (ES) but the same definitions can be used for extended
evaluation schemes.

8.3.1 Robust Schedules

Ginsberg et al. (1998) propose to define robustness independently of the used up-
date strategy. However, we have discussed in Subsection 8.2.5 that the acceptance-
property depends on the applied update strategy V . Therefore, we propose to ex-
plicitly consider the deployed update rule V for two reasons. At first, the robustness
definition of Ginsberg et al. (1998) requires the existence of a special type of de-
cision model. Such models are not so easy to find and only available for very few
decision problems. Secondly, the update strategy is an important part in schedul-
ing systems and in order to compare several update strategies, it is necessary, to
distinguish update-strategy-specific behaviors.
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We call the schedule P s-V -planrobust at time t for the evaluation system ES
if and only if Vs,t(P) ∈ A ES

s,t (P). Thus, in the event that the disturbance s occurs
at time t, a s-V -planrobust schedule is able to be transformed by applying V into
another schedule whose performance complies with the intended performance after
the appearance of s at time t and the performance is measured by ES.

In order to enable an analysis of several different disturbances, we extend the
planrobustness definition. If D is a set of disturbances compromising the schedule
P then this schedule is called D-V -planrobust at time t for the evaluation system
ES if and only if P is s-V -planrobust at time t for the evaluation scheme ES for
all disturbances s ∈ D. The application of the decision preferences V ensures that
a schedule, which is D-V -planrobust at time t cannot be disturbed unexpectedly as
long as the disturbances fall into the set D. If D consists of all possible (expected
or unexpected) disturbances and if a schedule is D-V -planrobust at time t for the
evaluation system ES then this schedule is referred to as V -planrobust at time t
for the evaluation scheme ES.

If the schedule P is D-V -planrobust for the evaluation system ES not only at
a particular time t but during a period (or any other compilation of time points)
T then we call P D-V -T planrobust for the evaluation scheme ES if and only
if P is D-V -planrobust for the evaluation scheme ES at all time points t ∈ T . A
D-V -T planrobust schedule (for the evaluation scheme ES) is able to absorb all dis-
turbances from D during T with an acceptable performance variation if the decision
preferences V are invoked for updating the schedule. In the event that T comprises
the complete relevant observation period, we call a D-V -T planrobust schedule (for
ES) D-V planrobust for the evaluation scheme ES.

Finally, if D covers all possible disturbances and if T covers the complete rele-
vant observation period, we call a D-V -T planrobust schedule (with respect to ES)
simply V -planrobust for the evaluation system ES.

8.3.2 Robust Systems

In the event that every schedule in the system S which has been generated by using
the decision preferences V is able to cope with a specific disturbance s at time t
(s-V -planrobust at t for ES), we call S s-V -systemrobust at time t for ES. More
formally, we define S to be named s-V -systemrobust at time t for ES if and only
if each schedule P is s-V -planrobust at time t for ES. A sufficient condition for s-
V -systemrobustness at time t is that there is an update Vs,t(P) ∈ A ES

s,t (P) for each
schedule P at time t.

Let D be again a set of disturbances. Then we call the system S D-V -system-
robust at time t for ES if and only if S is s-V -systemrobust at time t for ES for
all disturbances s ∈ D. In the event that D contains all possible disturbances then the
system S is called V -systemrobust at time t for ES.

In order to allow systemrobustness statements for several time points, we extend
the systemrobustness definition as follows. The set T contains several time points
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(for example, it covers a certain time period). We name S D-V -T systemrobust
for ES if and only if S is D-V -systemrobust at all time points t ∈ T for ES.

If D covers all potential disturbances and if T spans over the complete considered
time span then a D-V -T systemrobust system S (for ES) is called V -systemrobust
for ES.

Here, we have proposed a set of robustness definitions that enable a binary state-
ment whether a schedule or system is robust. DeVale (1998) distinguishes grad-
uations of impacts ranging from “silent errors” having no impacts on the system
performance up to “catastrophic failures” that affect the complete schedule or sys-
tem.

8.3.3 Robustness and Flexibility

Schneeweiß (1992) explicates that robustness is a special form of flexibility. The
here proposed definitions for planrobustness as well as for systemrobustness and
the definition by Schneeweiß are contradictory. To explain this, we first remember
the definitions of planflexibility and systemflexibility introduced in Chapter 6. A
schedule P is called e-planflexible at time t with respect to V if (and only if) there
is an acceptable update V (P) of P in the event that a disturbance e occurs at time t.
The term “acceptable update” refers to the feasibility of the proposed update. Each
update is evaluated only with respect to the number of constraint violations.

In the context of defining the term “e-planrobustness” we generalize the eval-
uation of schedule updates. Now, we enable a consideration of all suitable update
evaluation schemes, especially those which exploit only the number of violated con-
straints. Clearly, it is still possible to evaluate a schedule and its update by count-
ing the number of violated constraints. A similar conclusion can be exercised for a
robust system. Thus, the robustness-concept generalizes the flexibility-concept by
extending the meaning of an “acceptable” update. For these reasons, it makes sense
to define robustness as previously explained in this article.

In the application context, flexibility typically addresses the question whether
there is a feasible update of a schedule in the event that a disturbance occurs. The
costs or any other evaluations associated with the update are of minor interest. How-
ever, if the existence of a feasible update is obvious and if updates are easy to gener-
ate, then the question “which update should be selected” arises. Here, the evaluation
values are consulted so that the robustness issues are now of major interest. Figura-
tively speaking, flexibility addresses the question whether there is a feasible update
but robustness also addresses the costs of the update derivation.
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8.4 Quantification of Robustness

The main purpose for the quantification of robustness and the distinction of several
“degrees of robustness” is to enable a distinction of different schedules with respect
to robustness issues. It is neither realistic to assume that a given schedule is able
to be planrobust with respect to all possible disturbances nor is each system sys-
temrobust with respect to all thinkable disturbances. Therefore, it is reasonable to
quantify the relative frequency that a schedule (system) is able to compensate for
disturbances in a given configuration for a given time or time period (Leon et al.,
1994). In this context, Chen and Muraki (1997) define the expected delay of a sched-
ule as a robustness measure and propose to scale this value into the interval [0,1].

In the following, we assume that the applied evaluation scheme ES remains un-
varied and that a specific update strategy V is used. We are interested in answering
the question how large is the possibility that a given schedule is planrobust (sys-
temrobust) with respect to a given disturbance randomly drawn from a set of dis-
turbances. Doing so, we want to know the relative frequency that a disturbance can
be compensated. This relative frequency is called the “robustness degree” of the
given schedule or system. Schneeweiß (1992) proposes this approach to define ro-
bustness. Although he uses such a definition to describe the extent of robustness
of an update strategy, we can transfer the idea to describe the extent of robustness
of schedules and systems. Here, we estimate the probability that a disturbance is
able to be compensated. The associated relative frequency is used to define a “de-
gree of robustness” of schedules and systems. Tarhini and Fouchal (2006) as well
as Mignon et al. (1995) propose the same idea to calculate probabilities that given
constraints are still met after an update.

8.4.1 Planrobustness Quantification

Let Dt be the set of all disturbances that corrupt a given schedule P at time t. We
define N(t,Dt ,P) to be the number of possible disturbances of schedule P. The set
D∗

t contains all disturbances s ∈ Dt for which P is s−V -planrobust at time t for
the applied evaluation scheme ES. We set n(t,Dt ,P,ES,V ) :=| D∗

t | and define the
Dt −V -planrobustness-degree robdegplan

t,Dt ,V ,ES(P) of P at time t with respect to ES
as shown in (8.6).

robdegplan
t,Dt ,V ,ES(P) :=

n(t,Dt ,P,ES,V )
N(t,Dt ,P)

. (8.6)

This definition of the schedule’s property is derived in a similar way as the plan-
flexibility property proposed in Schönberger and Kopfer (2009c). Again, the cal-
culation of robdegplan

Dt ,V ,ES(P) will hardly be possible if the set Dt is very large.
If the cardinality of Dt exceeds a certain threshold, the quotient must be approx-
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imated, e.g. by a Monte-Carlo-based experiment. For a sufficiently large sample of
Ñ(t,Dt ,P) randomly selected disturbances s it is checked whether the considered
schedule P is s−V -planrobust at time t for the applied evaluation scheme ES. We
count the number ñ(t,Dt ,P,ES,V ) of those disturbances for which the planrobust-
ness is observed and approximate robdegplan

t,Dt ,V ,ES(P) by (8.7) as proposed in Chen
and Muraki (1997).

ñ(t,Dt ,P,ES,V )
Ñ(t,Dt ,P)

(8.7)

If the selected sample is representative for Dt and if the sample is large enough
then (8.7) is a reasonable approximation of (8.6).

8.4.2 Quantification of Systemrobustness

The need to quantify the degree to which a system S is robust is emphasized by
Tarhini and Fouchal (2006). We present a definition of a systemrobustness degree
that re-uses the knowledge about planrobustness. Let T denote a period or a set
of periods for which the robustness degree of the system S should be quantified.
The set D contains all disturbances for which we want to quantify the compensatory
properties of S . Similarly to the planrobustness degree definition, we want to calcu-
late the relative frequency (probability) that an event taken from D occurring within
T and disturbing a schedule in S can be managed by generating an acceptable
update using the update preferences V . We define M(T ,D ,S ) to be the number
of all possible disturbances of S belonging to the disturbance set D and appear-
ing during T . The number of acceptable updates (with respect to ES) generated
by V is stored in m(T ,D ,S ,ES,V ). Then the D−V -systemrobustness-degree
robdegsystem

t,Dt ,V ,ES(S ) of S during T with respect to ES is defined by (8.8). Again,

we have to approximate robdegsystem
T ,D ,V ,ES(S ) if the number M(T ,D ,S ) is very

large.

robdegsystem
T ,D ,V ,ES(S ) :=

m(T ,D ,S ,ES,V )
M(T ,D ,S )

. (8.8)

8.5 Robustness in a Transportation Scenario

We are now prepared to start the verification efforts for the initially stated research
hypothesis. To do this, we define specific evaluation schemes and calculate planro-
bustness as well as systemrobustness degrees in a transport system. As test scenario,
we use the setting introduced in Section 2.3.
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8.5.1 Setup of the Simulation Experiments

We simulate the arrival of artificial streams of incoming requests introduced in Sec-
tion 2.3.4. The same disturbance (arrival of a given number of additional requests)
is activated in all experiments so that we refrain from adding disturbance-related
information to the statement of planrobustness and systemrobustness values. Since
we consider the same observation period [1000,4000] for all systemrobustness de-
gree calculations, we also desist from adding observation period information to the
systemrobustness statements.

For a simulation scenario, we calculate the planrobustness degree robdegplan
t,V,Σ

and the systemrobustness degree robdegsystem
V,Σ . Five different update strategies V

are applied. The strategies are based on HARD, PEN (non-adaptive) as well as
CSAD, SDAD and SDCS (adaptive). Furthermore, it is necessary to distinguish
the robustness degrees with respect to the applied (extended) evaluation scheme
Σ ∈ {ES1,ES2,ES3,ES4}. We apply two evaluation schemes (ES1 and ES2) and
two extended evaluation schemes (ES3 and ES4).

Absolute Cost Variation (Σ = ES1). At time ti+1 we compare the cumulated
costs E(Pi) and E(Pi+1) of the schedule Pi and its update Pi+1. The relative cost

increase Δ(E(Pi+1),E(Pi)) := E(Pi+1)
E(Pi)

−1 should be at most 10% in order to be ac-
ceptable (E := {r ∈ R | r ≤ 0.10}).

Referential Punctuality Variation (Σ = ES2). We compare the punctuality rate
E(Pi) := qti with the target punctuality rate E(Pre f ) := ptarget = 0.8 of (an artifi-
cial) reference schedule Pre f and calculate Δ(E(Pi),E(Pre f )) := E(Pi)−E(Pre f ).
The acceptable Δ -values are collected in the set E := {r ∈ R | r ≥ −0.05}. The
remaining parameters are configured as described for ES1.

Absolute Efficiency Variation (Σ = ES3). At time ti, we calculate the number
of requests completed between ti−1 and ti. This number is interpreted as output vari-
ation (E(Pi) :=number of requests completed not later than ti) between the consecu-
tive planning steps. Furthermore, we determine the additional costs during the same
period. The additionally spent money units are interpreted as input variation (e(ti)
investment up to time ti.). We define Γ (E(Pi), e(ti), E(Pi+1, e(ti+1)):=

E(Pi+1)−E(Pi)
e(ti+1)−e(ti)

which gives the number of additionally completed requests for each invested money
unit. An update is called acceptable if and only if Γ (E(Pi),e(ti),E(Pi+1,e(ti+1)) ≥
0.05, so that it is desired that 0.05 requests are additionally completed for each in-
vested money unit.

Referential Efficiency Variation (Σ = ES4). At time ti, we calculate the num-
ber of requests completed between t0 = 1000 and ti. Furthermore, we determine the
additional costs spent from t0 until ti and interpret the resulting amount as input
variation (e(ti) investment up to time ti.). We define Γ (E(P0),e(t0),E(Pi,e(ti)) :=
E(Pi)−E(P0)
e(ti)−e(t0) . An update is called acceptable if and only if Γ (E(P0),e(t0),E(Pi,e(ti))≥

0.05.
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Fig. 8.2 Evolution of the ES1-planrobustness degree

8.5.2 Presentation and Discussion of Simulation Results

The diagram in Fig. 8.2 represents the planrobustness degrees if the evaluation
scheme Σ = ES1 is used to quantify the planrobustness. We observe a dramatic de-
crease of robdegplan

V,ES1
after the initiation of the load peak at time t = 1500 for all five

update strategies V ∈ {HARD,PEN,SDAD,CSAD,SDCS}. The degree falls down
to 0 in all cases. If HARD is applied then the pre-peak planrobustness degree is
re-achieved at time t = 1900. In the event that PEN is incorporated the pre-peak ro-
bustness degree is re-achieved at time t = 2000. The adaptive update strategy CSAD
behaves in a similar way to HARD and re-achieves degree 1 at time t = 1900. An
incorporation of SDAD or SDCS shifts the time when the pre-peak degree is re-
achieved to t = 1800. In conclusion, we observe that the two adaptive strategies
SDAD and SDCS contribute towards managing the negative impacts of the demand
peak more rapidly.

If we use the second evaluation scheme Σ = ES2 then we observe the plan-
robustness degrees shown in Fig. 8.3. In the HARD-experiments no decrease of
the ES2-planrobustness degree is detected, because HARD is able to maintain a
punctuality larger than ptarget = 0.8. The application PEN leads to a decrease of
robdegplan

PEN,ES2
from 0.6 down to 0 after the initiation of the demand peak. This in-

dicator re-climbs not before time t = 2500 and re-attains its pre-peak level at time
t = 3500 and the pre-peak degree is not reached again before time 3500. If the de-
cision preferences are adapted to the current punctuality rate pt then the situation is
completely different compared to the PEN-experiments. At first, robdegplan

CSAD,ES2
as

well as robdegplan
SDAD,ES2

show a pre-peak level of 100%. Furthermore, after the peak’s
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Fig. 8.3 Evolution of the ES2-planrobustness degree

introduction a decrease of these values down to 0.6 (SDAD) and 0.7 (CSAD) respec-
tively is observed and the pre-peak level is re-attained already at time t = 2000. The
application of the hybrid adaptive update strategy SDCS leads to a planflexibility
degree that is 100% throughout the complete simulation time. If the decision prefer-
ences are updated then the pre-peak situation is re-attained significantly earlier than
in the experiments without adaptation of the decision preferences. We conclude,
that the adaptation of the update strategy leads to higher planrobustness degrees
compared to the results observed in the PEN-experiments if ES1 or ES2 are applied.
Hence, for ES1 and ES2 we have proven the first research hypothesis.

In Fig. 8.4, we have compiled the planrobustness degrees averagely observed
in the experiments where the extended evaluation scheme ES3 is used to quantify
the planrobustness. We first investigate the behavior of HARD. Before the peak,
robdegplan

HARD,ES3
oscillates around 0.8. After the demand peak initialization, the plan-

robustness degree collapses down to 0 but it re-climbs up to 0.6 in the next re-
planning iteration. Then, it successively grows until it re-attains 0.8 at time 2500.
In the remaining simulation, robdegplan

HARD,ES3
oscillates around 0.8 with high am-

plitude. We observe a similar behavior for the PEN-controlled process manage-
ment. The value robdegplan

PEN,ES3
decreases from the pre-peak value 0.6 down to

zero after the peak has become effective. At time 2500 the pre-peak value is re-
attained again and an oscillation of robdegplan

PEN,ES3
around the pre-peak level 0.6 is

observed. An identical behavior is exhibited by the first adaptive model controller
based on SDAD. However, the two other adaptive update strategies CSAD as well
as SDCS lead to quite different robustness developments. Now, robdegplan

CSAD,ES3
and

robdegplan
SDCS,ES3

collapse after the initiation of the demand peak. After the acute de-
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Fig. 8.4 Evolution of the ES3-planrobustness degree

mand peak is over they hardly reach their pre-peak levels. Instead they reveal an
oscillation between zero and their pre-peak levels. Here, a sustainable and persis-
tent change in the robustness performance is observed. If we apply CSAD or SDCS
then the number of requests which can be completed using one invested money unit
is lower after the demand peak than before the demand peak. This observation is in
line with the results from the online (Fig. 5.7) and offline (Tab. 5.10) cost analysis
executed in Section 5.4 as well as in Section 5.5.

The results observed in the ES4-experiments deliver additional experiences and
induce the conclusion that the adaptation of a decision model does not lead to
a higher planrobustness degree in general. We observe that robdegplan

HARD,ES4
and

robdegplan
PEN,ES4

collapse after the initialization of the demand peak. The planrobust-
ness degree falls from around 0.8 (HARD) and 0.75 (PEN) down to 0. After reach-
ing 0, robdegplan

HARD,ES4
starts climbing up immediately but robdegplan

PEN,ES4
remains

zero until time 2700 and starts its increase. However, the pre-peak degrees are not
reached again during the simulation. SDAD is the only adaptive update strategy that
exhibits a similar behavior than HARD and PEN do. For the two remaining adaptive
strategies CSAD and SDCS, the demand peak has disastrous impacts. Both planro-
bustness degrees robdegplan

HARD,ES4
and robdegplan

HARD,ES4
sink down to 0 and do not

re-increase at all during the rest of the experiments. Hence, we cannot verify the
first research hypothesis for the extended evaluation scheme ES3 nor for ES4.

In Table 8.1, the observed systemrobustness degrees robdegsystem
V,Σ are compiled.

In the ES1-experiment, the incorporation of the strategies based SDAD or CSAD
leads to a small increase of the systemrobustness degree from robdegsystem

PEN,ES1
= 0.86

to robdegsystem
SDAD,ES1

= 0.89, robdegsystem
CSAD,ES1

= 0.90 and robdegsystem
SDCS,ES1

= 0.90 re-
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Table 8.1 Observed systemrobustness degrees robdegsystem
V,Σ .

Σ
V ES1 ES2 ES3 ES4

HARD 0.89 1.00 0.65 0.33
PEN 0.86 0.42 0.58 0.27

SDAD 0.89 0.92 0.56 0.20
CSAD 0.90 0.95 0.23 0.07
SDCS 0.90 1.00 0.23 0.09

spectively. Here, the application of the adaptive model controllers enables the in-
tegration of coordinator and service agent decision processes and simultaneously
provides the same process quality than the non-applicable strategy HARD. A simi-
lar situation is observed for ES2. Here, the application of HARD provides the best
result with a system robustness degree robdegsystem

HARD,ES2
= 1.00. If PEN is used then

the systemrobustness degree is reduced to robdegsystem
PEN,ES2

= 0.42. Again, the appli-
cation of the strategies based on decision model adaptation leads to a quite good ap-
proximation of the results achieved by applying HARD: it is robdegsystem

SDAD,ES2
= 0.92,

robdegsystem
CSAD,ES2

= 0.95 and robdegsystem
SDCS,ES2

= 1.00. These results support the con-
jecture that our second research hypothesis is true.

A contrary development of the systemrobustness degrees is observed in the
ES3- and in the ES4-experiments. In the third experiment-class (ES3), we rec-
ognize that HARD and PEN lead to similar results: robdegsystem

HARD,ES3
= 0.65 and

robdegsystem
PEN,ES3

= 0.58. However, the application of an adaptive update strategy does
not lead to results as good as the results observed for HARD, so that the strategies
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based on decision model adaptation are not adequate enough to substitute HARD. In
the forth experiment-class (ES4), all strategies based on decision model adaptation
exhibit a poor performance and do not reach the performance of HARD or PEN.
These results contradict the second research hypothesis. Thus, the second research
hypothesis cannot be verified here.

8.6 Conclusions

In this chapter, we have proposed a domain-independent definition of robustness
and we have developed robustness measures. Within the investigated artificial trans-
port planning scenario we have configured several robustness evaluation systems
and proven the general applicability of our robustness concept. In contrast to the
discussion of planning stability/nervousness and planning flexibility we have not
succeeded in demonstrating in general that adaptive process planning systems have
positive impacts to the robustness of processes and plans.

The proposed robustness degrees enable a comparison of the efficiency of the
investigated process update strategies. From this comparison, we learn that the effi-
ciency of the approach based on HARD outperforms the efficiency of the approaches
based on decision model adaptation. This observation leads to the conclusion that it
is not possible to substitute the approach based on HARD with an approach based
on decision model adaptation (SDAD, CSAD or SDCS) in order to integrate the
decision making of a superior supply consortium coordinator and of a subordinate
service agent in the consortium. Thus, from the viewpoint of the improvement of
principal agent relationships the application of process update strategies exploiting
decision model adaptation is not beneficial. This conclusion is not in line with the
findings from the flexibility investigations but confirms the conclusions drawn from
the nervousness experiments.





Chapter 9
Summary and Conclusions

Having now completed the report about the research conducted on dynamic deci-
sion problems in volatile environments we summarize the main findings and draw
major conclusions from the achieved results. In Section 9.1, we recall the challenges
we have investigated during this study. The proposed methodological innovations to
overcome these challenges are summarized in Section 9.2. We terminate this study
with an aggregation of the announced benefits to be achieved by incorporating the
new decision technology. Finally, a summary of improvement potentials associated
with model-based process planning in principal-agent-relationships is given (Sec-
tion 9.3).

9.1 Principals, Agents and Dynamic Decision Problems

We have established a link between dynamic decision problems for process planning
in supply consortium applications and principal-agent relationships. While dynamic
decision problems are typically in the focus of operations management and address
operational challenges in a supply consortium, principal-agent relationships are the
subject of challenges addressing the configuration or even the design of supply con-
sortia. The establishment of the link thus enables a common discussion of opera-
tional (short-term) and longer term issues of dynamic decision problems in supply
projects (Chapter 1).

In the focus of our interest was a decision scenario from transportation logistics
that represents a typical planning situation in a supply consortium where a superior
principal and a subordinate agent are involved. A coordinator that represents the en-
tirety of the consortium and a transport service providing coalition member have to
interact in order to determine transport processes that are vital for the efficient flow
of materials through the different value creation stages. Both interacting consortium
members have different planning goals, which are often even contradictory. Obvi-
ously, conflicting planning preferences exist and compromise the process planning.
Typically, a coordinator wants to ensure the sustainability and survivability of the
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entire consortium but the service providing partner has the primary goal to max-
imize its own benefit instead of acting in the sense of common welfare. We have
discussed and modeled this conflicting situation in detail in Chapter 2.

State-of-the-art techniques are not able to deal with the aforementioned chal-
lenges in dynamic decision making for the determination of processes in supply con-
sortia. We have learned from the analysis of the simulation results reported in Chap-
ter 3 that two conceptual deficiencies prevent the successful application of decision
support systems. Both deficiencies exhibit structural shortcomings of hierarchical
planning that is the fundamental paradigm for deployment in supply consortia. The
first observation is that there is a top-down provision of planning assumptions from
a superior stage in the assumed hierarchy to a level stage. However, the superior
decision making unit is unable to intervene directly in the deployment decisions of
the subordinate member of the supply consortium. It is impossible that the superior
decision unit overrules the subordinate process planning decision unit even if the
superior unit (e.g., a consortium coordinator) has additional information, that pre-
dicts an explicit ad-hoc intervention. The second observation is that feedback about
impacts of lower-level process decisions (derived by a subordinate service agent) is
hardly exploited by a coordinator during the derivation of decisions belonging to the
next decision making cycle.

In conclusion, we have learned that a superior coordinator and a subordinate
service providing coalition partner interact according to a quite static top-down-
strategy that ignores recent feedback information to a large extent. As a conse-
quence, the process quality collapses if an ad-hoc change of the decision situation
(e.g. a relative resource shortage in a demand peak situation) occurs.

9.2 Innovative Methods for Decision Derivation and Evaluation

To remedy the aforementioned deficiency of decision support tools discussed in the
literature, we have proposed to extend the scope of process controlling. The idea is
to enable a superior process controller not only to provide additional problem data
to the subordinate service providers but also to adjust the decision preferences to
the current decision situation and to dictate the application of the varied preferences
to the subordinate service provider. Doing so, the coordinating unit is able to avoid
deadlock situations caused by decision guidelines that are incompatible with the
current decision situation.

The adaptation of the decision rules to the recent decision situation is achieved by
carrying out image modification (Chapter 4), which manipulates the maintained for-
malized representation (decision model) of the recent decision situation. Actually,
the logistics process emits a feedback signal that contains information about the
current process quality. The coordinator fetches this signal and derives its interven-
tion actions. If the observed quality is in danger of deviating too much from a given
reference signal then image modification updates the parameters of the maintained
decision model in order to bias the derivation of the next process decisions.
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In order to exploit image modification capabilities in online decision making,
we have proposed to add a so-called decision model controller to the process plan-
ning system. This controller rules about the necessary decision model adjustments.
If the decision model controller is adaptive then it decides about those adjustments
by evaluating the recent process feedback signal. A re-formulation of the main-
tained objective function leads to biased valuations of decision alternatives so that
the preferences among the existing alternatives are shifted. The update of constraints
enables the relaxation and sharpening of process requirements, which especially
prevent infeasibilities during the solving of the decision model.

Image modification integrates two planning cycles: the process management and
the decision model management. The process management cycles represents the
planning task of a subordinate service providing agent in a supply consortium. In
contrast, the decision model management (decision preference adjustment) is a task
for which the consortium coordinator is responsible. For this reason, image modi-
fication is a decision support technology that integrates different aspects of process
management executed by the two aforementioned members of a supply consortium.
The specific requirements of both kinds of members are respected simultaneously:
A coordinator is granted the ability to intervene in the process decisions if it is nec-
essary from the consortium’s point of view but the service providing agent maintains
its autonomy in the process-related decision making to the largest justifiable extent.
We have been able to verify these theoretical conclusions for the investigated sce-
nario from transportation logistics in a simulated supply consortium setting (Chap-
ter 5).

Five different process update strategies have been tested for their usage in the
adaptive process controller of the rolling horizon planning framework. Three of
them (SDAD, CSAD and SDCS) make use of the image modification capabilities
we have added to the process control. Their performance has been compared to
the performance of two “traditional” state-of-the-art techniques (HARD and PEN),
which do not use the innovative process control technology. The assessment of the
five strategies is based on the recording and comparison of performance indicators
during and after computational simulation experiments. We use two classes of per-
formance indicators. The first class comprises quantifications that are typically used
to evaluate the performance of decision tools applied to static decision problems.
We have measured and compared costs, punctuality, resource assignment shares
and similar indicators. In order to prepare and execute a more detailed and deeper
analysis of the update strategies especially designed for the application in dynamic
environments we have proposed a second class of performance indicators. These
performance quantification approaches explicitly address special properties of dy-
namic decision situations. We have developed and applied a domain-independent
evaluation concept for flexibility (Chapter 6) which enables a quantification of the
portion of additional requests that can be served by a transport system to the cus-
tomers’ satisfaction. Furthermore, we have turned our attention to the validity of
once made decisions in re-planning situations and we have proposed nervousness
(instability) measures (Chapter 7). Finally, we have merged cost and process relia-
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bility performance indicators and we have quantified the resulting robustness of the
differently configured simulation scenarios (Chapter 8).

9.3 Principal-Agent Relationships: Improved Process Quality

The degree of integration and interaction of supply consortium coordinators and ser-
vice providing partners in the process determination is crucial for the quality of the
processes offered by a supply consortium. On the one hand, customers of the supply
consortium claim a quite high responsiveness and reliability of services. Here, the
satisfaction of customers is a prerequisite for the economic success of the consor-
tium (external need for high quality processes). On the other hand, the satisfaction
of the members of the consortium determines the success of the whole coalition.
In order to ensure and maintain the contentment of the partners, reliability and ef-
ficiency has to be provided for each partner involved. Therefore, the sustainability
of the supply consortium requires high quality processes as well. This is called the
internal need for high quality processes.

We have proven in the executed experiments that the proposed extension of adap-
tive process controllers by image modification contributes to the improvement of the
quality of generated processes in several ways. The starting point of our computa-
tional simulation experiments was the presentation of the two integration strategies
for the decision making in principal-agent relationships found in the literature. It
has been shown that the HARD strategy satisfies the external need for high quality
processes in volatile environments. However, the distribution of the economic risk
is quite unfair. It discriminates subordinate service providing coalition members
against coordinating members. In order to protect themselves, the unfairly treated
members have to leave the supply consortium. Thus, the internal need for high qual-
ity processes is not satisfied. For the second found strategy (PEN), an inverse ob-
servation is made. If PEN is used to integrate the decision making of a coordinator
and of a subordinate service providing agent then the external requirements for high
quality processes are not met. The reliability of the generated processes is too low,
especially in demand peak situations. However, subordinate service providing part-
ners accept the PEN strategy because it offers a quite fair share of economic risk
among the coordinating unit (and thus among the consortium) and the subordinate
service provider.

In order to merge the advantages of both strategies HARD and PEN while re-
ducing their deficiencies we have developed three so-called adaptive process update
strategies (SDAD, CSAD and SDCS) that exploit the features of the image modifica-
tion technology. Adequate adaptive decision model controllers have been developed
for all three strategies. It has been demonstrated that the application of an adaptive
decision model controller is able to improve the responsiveness of a system. The in-
corporation of adaptive model controllers into the online process planning leads to a
significant increase of the decision stability. In conclusion, the application of update
strategies making use of image modification technology contributes to an increase
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of the external process quality. A higher number of additional transport requests
can be served to the customer’s satisfaction and the validity of once announced
arrival times is significantly lifted. The application of the robustness measures de-
veloped in this study enables a comparison of the process quality increase with
the necessary additional expenditures. We have found out that there is at least one
adaptive strategy that leads to a systemrobustness degree comparable with the sys-
temrobustness degree observed for the PEN strategy. Thus, it is possible to replace
the low-performing strategy PEN by a suitable adaptive process update strategy that
guarantees a higher process quality at comparable costs.

We have demonstrated that the performance of all three proposed adaptive strate-
gies is (sometimes only slightly) lower than the performance of HARD but (often
significantly) better than the performance of PEN. However, the investment of ad-
ditional expenditures is necessary. Each supply consortium has to decide whether
it wants to spend an additional budget to improve their process performance. This
study might contribute to the corresponding internal discussion among the partners
forming a supply consortium. It provides starting points for an improvement of de-
cision support for value creation within supply consortia.
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(Eds.), Mobile Speditionslogistikuntersttzung. Shaker-Verlag Aachen, pp. 2–1 –
2–77.

Eshelman, L., 2000. Genetic algorithms. In: Bäck et al. (2000a), pp. 64–80.
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eine Gegenüberstellung ökonomischer und kognitionspsychologischer Modelle
regelbasierten Entscheidens. NeuroPsychoEconomics 2, 30–43.

Littman, M., Dean, T., Kaelbling, L., 1995. On the Complexity of Solving Markov
Decision Problems. In: Proceedings of the 11th Conference on Uncertainty in
Artificial Intelligence. pp. 394–402.

Liu, Y.-H., 2007. A hybrid scatter search for the probabilistic traveling salesman
problem. Computers & Operations Research 34, 2949–2963.

Lo, S.-C., Hall, R., 2008. The design of real-time logistics information system for
trucking industry. Computers & Operations Research 35, 3439–3451.

Lund, K., Madsen, O., Rygaard, J., 1996. Vehicle Routing Problems with Varying
Degrees of Dynamism. Tech. Rep. IMM-REP-1996-1, Institute of Mathematical
Modelling (IMM), Technical University of Denmark, Lyngby.

Madsen, O., Tosti, K., Vælds, J., 1995. A heuristic method for dispatching repair
men. Annals of Operations Research 61, 213–226.

Marmier, F., Varnier, C., Zerhouni, N., 2007. Robustness Measure for Fuzzy Main-
tenance Activities Schedule. In: Bologa, O., Dumitrache, I., Filip, F. G. (Eds.),
Proc. of 4th Conference on Management and Control of Production and Logis-
tics. pp. 85–90.

McKendall Jr., A., Jaramillo, J., 2006. A tabu search heuristic for the dynamic space
allocation problem. Computers & Operations Research 33, 768–789.



170 References

Meyer, C., Kopfer, H., 2008. Restrictions for the operational transportation planning
by regulations on drivers’ working hours. In: Bortfeldt, A., Homberger, J., Kopfer,
H., Pankratz, G., Strangmeier, R. (Eds.), Intelligent Decision Support - Current
Challenges and Approaches. Gabler, pp. 177–186.

Michael, K., McCathie, L., 2005. The pros and cons of RFID in supply chain man-
agement. In: Proceedings of the International Conference on Mobile Business
2005. IEEE, pp. 623–629.

Michalewicz, Z., 2000a. Constraint-preserving operators. In: Bäck et al. (2000b),
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